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LET-Messungen mit einer Flu¨ssigkeitsionisationskammer—Tieflie-
gende Tumore ko¨nnen mit schweren geladenen Teilchen eﬃzient behandelt
werden. Die Charakteristik der verursachten Energiedosis innerhalb des Ge-
webes (Bragg Peak) erlaubt es, eine hohe Energiedosis innerhalb des Tumors
zu platzieren, wa¨hrend das umgebende gesunde Gewebe verschont bleibt.
Verglichen mit Protonen verursachen schwere Ionen wie Kohlenstoﬀ oder
Sauerstoﬀ eine ho¨here Anzahl von Ionisationsereignissen entlang ihrer Bahn
(und insbesondere am Ende der Ionenstrahlbahn), was zu irreparablen Scha¨-
den in der DNS der Tumorzellen fu¨hrt. Die Dichte solcher Ionisationsereignis-
se wird mittels des linearen Energieu¨bertrags (engl. Linear Energy Transfer,
LET) beschrieben, einer wichtigen physikalischen Gro¨ße, die jedoch schwer
direkt zu messen ist. Das Ziel dieser Arbeit ist die Bestimmung des LET der
Strahlen bei der Hadronentherapie unter Verwendung von Flu¨ssigkeitsionisa-
tionskammern (engl. Liquid Ionization Chambers, LIC). Das Ionisationssi-
gnal in LICs wird von starken Rekombinationseﬀekten beeinflusst, welche
vom LET der eintreﬀenden Strahlung abha¨ngen. Die unterschiedlichen Re-
kombinationseﬀekte in LICs und luftgefu¨llten Ionisationskammern ko¨nnen
ausgenutzt werden um den sogenannten Rekombinationsindex zu erhalten,
welcher mit dem mit Monte Carlo Methoden berechneten LET verknu¨pft wer-
den kann. Wir haben daher eine Methode entwickelt eine Kalibrationskurve
zu erstellen, welche den Rekombinationsindex mit dem LET in jeder Tiefe in-
nerhalb des Gewebes in Verbindung bringt. Das Ergebnis dieser Arbeit kann
fu¨r die Online-U¨berwachung der Ionenstrahlqualita¨t verwendet werden.
LET measurements with a Liquid Ionization Chamber—Deep-seated
tumors can be eﬃciently treated with heavy charged particles. The charac-
teristic depth dose profile inside the tissue (Bragg peak) allows to deliver
a high dose inside the tumor, while sparing the neighboring healthy tissue.
As compared to protons, heavy ions like carbon or oxygen produce a higher
amount of ionization events along their track (and in particular at the end
of the ion beam path), resulting in an irreparable damage to the DNA of the
tumor cells. The density of such ionization events is described in terms of
Linear Energy Transfer (LET), an important physical quantity, but diﬃcult
to be measured directly. The aim of this work is to determine LET of hadron-
therapy beams by using Liquid Ionization Chambers (LIC). The ionization
signal in LICs is aﬀected by recombination eﬀects that depend on the LET
of the incident radiation. Diﬀerences in recombination eﬀects in LICs and
air-filled ionization chambers can be exploited to obtain the recombination
index, which can be related to the LET, calculated by Monte Carlo methods.
We thus developed a method to construct a calibration curve, which relates
the recombination index with the LET at each depth in water. The result of
this work can be used for online monitoring of the ion beam quality.
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AIM OF THE THESIS
Aim of the Thesis
The main advantage of charged-particle cancer therapy as compared to con-
ventional radiotherapy is the geometrical shape of the energy deposition in-
side the body. The sharp Bragg peak allows to deliver a high dose in a
deep seated tumor, while sparing neighboring healthy tissues in the entrance
channel and beyond the Bragg peak. In particular, beams containing heavy
ions, such as carbon or oxygen, oﬀer an additional advantage as compared to
protons: due to their enhanced nuclear charge, heavy-ion beams cause higher
density of ionization events along their track as they travel through the tar-
get resulting in a multitude of double strand breaks in the DNA molecules
of the cells, which constitutes an irreparable damage to them. For a carbon
ion beam, this desired eﬀect is much more pronounced at the end of the ion
beam path, and is hence the origin of the enhanced biological eﬃciency at
the Bragg peak.
This biological eﬃciency is described in terms of Relative Biological Ef-
fectiveness (RBE). The RBE is usually determined via in-vitro cell-killing
experiments or through biophysical models. Despite the fact that these two
approaches give comparable results, uncertainty in the RBE calculation re-
mains a source of concern in the dose prescription during particle treatment
plans. RBE depends upon many parameters, both biological (tissue type, re-
pair capability, oxygenation level) and physical, such as dose, dose rate, par-
ticle type etc. A fundamental physical property of the beam closely related
to RBE is the Linear Energy Transfer (LET). The LET can be calculated
from physical interaction models using Monte Carlo simulation techniques,
however, an experimental way to verify the reliability of LET calculations is
still missing.
Despite many attempts to perform an LET measurement using diﬀerent
kinds of detectors and techniques, up to now, nobody managed to experi-
mentally determine LET in tissue with suﬃcient accuracy. The most-used
detectors in radiotherapy are air-filled ionization chambers (ICs). But due to
the steep dose gradients present in particle therapy close to the Bragg peak,
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the dose needs to be monitored with better spatial resolution than achiev-
able with ICs and the tendency is the reduction of the detector size. For this
reason, liquid-filled ionization chambers (LICs) have been proposed as an
alternative to the more widely used ICs. On the other hand, the main draw-
back of using a liquid medium is the higher amount of recombination eﬀects
taking place in the sensitive volume, which need to be corrected for before
an absolute dose value can be extracted. Recombination can be grouped into
two main categories: initial recombination (IR), involving electron-ion pairs
produced along one single particle track, and general recombination (GR),
between electron-ion pairs created in diﬀerent tracks. For high-LET radi-
ation (ion beams) the contribution of IR becomes more important in LICs
and it needs to be taken into account. Because IR is related to single track
processes, it is LET dependent and, thus, oﬀers the possibility to relate the
IR processes to LET. However, because the GR and IR processes are always
coupled, one first needs to evaluate separately how GR and IR losses aﬀect
the overall signal.
Unfortunately, a theoretical modeling describing how IR depends on LET
remains, for the time being, still an ambitious goal. However, we developed a
method which can relate, in real time, IR to a Monte Carlo simulated LET, by
using both a LIC and an IC, coupled very closely together, so as to monitor at
least nearly the same position of the beam. With this apparatus the physical
depth dose distribution in water with the LIC and the IC can simultaneously
be measured, and hence, the ratio between the two curves can be determined.
The IC and the LIC readings are aﬀected by GR and IR in diﬀerent ways,
therefore the LIC IR losses can be identified and this ratio can directly be
related to the calculated LET of the particles in the measuring point. This
procedure provides a calibration curve, where the LET at each depth can
be identified from a certain ratio value. The rational of this methodology is
based on the diﬀerent way recombination aﬀects the charge collection in a
gas versus a liquid medium. ICs have small initial recombination eﬀects even
when irradiated with high-LET particles; therefore the measured signal is
closely related to the LET and any signal/LET dependency can be neglected
to first order. LICs, on the other hand, exhibit a much higher signal variation
dependent on LET due to the small electron thermalization distances in
liquids.
The ratio values are independent on variations in the dose of the beam if
both, the IC and the LIC measurements, are carried out simultaneously or if
the conditions of irradiation are repeatable (i.e. coupled system of ionization
chambers).
The thesis is structured as follows:
xvi
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• Chapter 1: basic principles of radiotherapy, with a particular focus on
hadrontherapy, and definition of the main quantities;
• Chapter 2: general overview of the most widely used detectors for
radiotherapy and detailed description of liquid ionization chambers, the
various theories of recombination and the correction methods present
in literature, description of the detector used, the 2D-array;
• Chapter 3: experimental setup and the diﬀerent radiation sources used
in our studies, experimental results concerning the 2D-array character-
ization and the LET measurement;
• Discussion and conclusion
xvii
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CHAPTER 1. RADIOTHERAPY
Chapter 1
Radiotherapy
Cancer is one of the most significant causes of death worldwide.
The World Cancer Research Fund (WCRF) International estimated the
number of world cancer cases to be about 12.7 million in 2008, increasing
to 21 million by 2030 [61]. The most common cancer type is lung cancer,
contributing nearly 13% of the total number of new cases diagnosed in 2008,
followed by breast cancer with nearly 1.4 million new cases in 2008.
Diﬀerent treatment modalities may be employed to treat cancer: the
most-used are surgery, chemotherapy and radiation therapy, depending on
the characteristics of each tumor and on the strategy chosen by the medi-
cal team. In many cases, the surgical removal of a tumor is still the most
eﬃcient approach, especially when the tumor is well-defined and compact.
Sometimes, unfortunately, the tumor may be located in proximity of impor-
tant organs at risk (e.g., close to the spinal cord or in the eye) or in areas
which can not be reached through surgery (e.g., head tumors), or the tumor
may have microscopic ramifications spread over a wider area. In these cases,
surgery can not be performed and radiotherapy may be the best choice. Ra-
diation therapy is widely used to cure brain, head and neck, lung, prostate,
pancreatic and eye cancers. When the tumor begins to spread throughout
the body, called the “metastatic phase”, chemotherapy becomes the most
eﬀective approach. Usually, however, combinations of diﬀerent treatments
are used to fight a cancer, especially if the clinical picture is complex.
For this reason, not only a better understanding of tumor growth and
development mechanisms is required, but also the demand for improving
radiotherapy and targeted drug delivery techniques has grown.
In this chapter the main features of radiation therapy are covered, and
therapies using photons and electrons (“conventional radiotherapy”) are com-
pared to heavy charged particles (protons and heavy ions).
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1.1 Interaction of ionizing radiation with mat-
ter: the basis of radiotherapy
The use of heavy charged particles (protons and heavy ions) to treat cancer
was first proposed by Robert Wilson in 1946 [63]. He reasoned that the
shape of the energy deposition as a function of depth associated with charged
particles would be advantageous when compared to photons and electrons
(fig. 1.1).
Figure 1.1: Depth dose profiles in water for various radiation types: pho-
tons from diﬀerent radiation sources and carbon ions ([62]), at two diﬀerent
energies. The position of the Bragg peak is energy dependent.
Photons and X-rays deposit the highest amount of energy (the concept
of dose will be defined later in this chapter) just beneath the skin, and are
therefore rather ineﬃcient if the tumor is embedded deep in the tissue. Heavy
charged particles, however, are able to travel through the tissue releasing a
small amount of energy in the entrance region and delivering the highest
2
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amount at the end of their track, in the so-called Bragg peak. By varying
the ion beam energy, the position of the Bragg peak can be adjusted and
precisely located at the desired depth, which is within the tumor. In addition,
heavy ions, like carbon and oxygen, exhibit higher biological eﬀectiveness
than protons, due to the diﬀerent amount of charge carried by the ions, a
property which varies with ion type.
As interaction between matter and radiation depends on the latter’s na-
ture, a distinction between interactions of light particles (mainly X-rays) and
heavy ions will be given in the next paragraphs.
1.1.1 Photon interactions
Photons traveling into matter lose their energy in the medium through three
diﬀerent processes: Compton scattering, photoelectric eﬀect and pair pro-
duction. In these processes, the photon releases all or part of its energy
to the atomic electrons of the absorber, which are then removed from their
atomic orbitals or promoted from their ground state to a higher energy state,
leading the atoms to a state of ionization or excitation:
• in the Compton scattering the photon is inelastically scattered by an
atomic electron and it emerges with a lower energy. The energy diﬀer-
ence is transferred to the scattered electron;
• in the photoelectric eﬀect the photon is absorbed by one atomic electron
which is then ejected by the atom;
• in the pair production one high-energy photon is transformed into an
electron-positron pair.
The secondary electrons (also called δ-electrons) released through these
processes cause secondary ionizations in the surrounding atoms and they are
responsible for the energy transfer to the tissue. In figure 1.2, the relative
importance of the three eﬀects depending on the energy is shown: with the
increase of the photon energy, the dominant interaction channel goes from
photoionization to Compton to pair production.
In particular, at the therapeutically relevant energies for radiotherapy (5
- 25 MeV), Compton scattering dominates.
1.1.2 Charged-particle interactions
When a charged-particle travels trough matter its Coulomb field interacts
with the electrons and the nuclei of the atoms of the target material. Along
3
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Figure 1.2: Contribution of Compton eﬀect, photoelectric eﬀect and pair
production for photons to the attenuation curve in water [54].
its path, it loses its kinetic energy via excitation, ionization and radiative
loss (bremsstrahlung) processes. In general, the passage of charged particles
through matter is characterized by two phenomena: their energy loss and
their deflection from the original trajectory [44]. Heavy charged particles
typically transfer only a small amount of their energy in one single electronic
collision, losing energy almost continuously in many diﬀerent collision events
with the atomic electrons (for a 1 MeV particle, this happens in about 105
events) before they come to rest, leaving ionized and excited atoms behind.
The Continuous Slowing Down Approximation (CSDA) is based on this as-
sumption and it is used to calculate the CSDA ranges, a close approximation
to the average path length traveled by a charged particle as it slows down to
rest (fig. 1.3).
The energy losses per unit path length of charged particles are described
by the stopping power, given in keV/µm. Three diﬀerent terms contribute
to the total stopping power:
−
￿
dE
dx
￿
=
￿
dE
dx
￿
el
+
￿
dE
dx
￿
nucl
+
￿
dE
dx
￿
rad
(1.1)
The first term is the electronic stopping power, defined as the average rate
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Figure 1.3: CSDA range of electrons in water [101].
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of energy loss per unit path length due to Coulomb interactions with the
target electrons; the second term is the nuclear stopping power, which is
the average rate of energy loss per unit path length due to elastic Coulomb
collisions with atomic nuclei; the third term is the radiative stopping power,
the average rate of energy loss per unit path length due to bremsstrahlung
[56], only relevant for electrons.
Often, the mass stopping power is considered, which is the stopping power
divided by the density of the target material ρ. The reason for this is that
it is nearly independent of the density of the actual material (except for the
polarization eﬀect [87]), which is useful when diﬀerent kind of tissues are
present, since it takes into account their heterogeneities. It is usually given
in MeV · cm2/g.
The Bethe-Bloch formula
The electronic stopping power is approximated by the Bethe-Bloch equation,
formulated in relativistic terms by Bethe in 1932 [43]. For the therapeutically
relevant energies, it is described as:
−
￿
dE
dx
￿
= 2πr2emec
2Ne
Z2
β2
￿
ln
2mec2β2Wmax
I2(1− β2) − 2β
2 − 2C
Zt
− δ
￿
(1.2)
where re and me are the classical electron radius and rest mass, Ne is the
electron density, Z the projectile charge (in units of electron charge), β=v/c,
where c is the velocity of light and v the speed of the incident particle, Wmax
the largest possible energy lost in a single collision, I the mean excitation
potential of the medium, Zt is the atomic number of the medium and δ/2 is
a density-eﬀect correction. C/Zt is the shell correction term, which accounts
for the internal structure of the target atoms and plays a role only for low
energies, in the order of a few MeV/u. Neglecting the 2C/Zt term, equation
1.2 describes the mean rate of energy loss in the region 0.1 ￿ βγ ￿ 1000
for intermediate-Zt materials within an accuracy of a few % (here, γ is the
relativistic factor). The symbols ￿ are used because these limits of validity
depend on both the eﬀective atomic number of the absorber and the mass of
the slowing particle. To extend the lower limit down to β ≈ 0.05 (when the
projectile velocity becomes comparable to atomic electron velocities) the shell
correction term 2C/Zt has to be included to take into account the atomic
binding. This correction decreases very rapidly with increasing energy. At
the upper limit, radiative eﬀects begin to be important.
The average loss of energy is dominated by the term 1/β2 ≈1/E, thus
showing a characteristic energy dependence: the energy loss rate increases
6
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Figure 1.4: Total, electronic and nuclear stopping power of protons in water
[45].
as the kinetic energy of the particle diminishes along the penetration depth,
with a much steeper rise at low residual energy values corresponding to the
last few millimeters of the particle path. The faster the ion is, the smaller
is the interaction probability with the atoms of the medium. The energy
loss is also independent of the ion mass. In the track end, the electronic
stopping power drops down also because, at low energies, Z decreases fast
due to increasing cross sections for electron capture by the projectile and
the energy loss reaches a maximum at ion velocities that are comparable
to the velocity of the orbital electrons. To consider the loss and capture of
the electrons from the target, Z is replaced by Zeff . In general, Zeff is not
equal to the ionic atomic number, as it depends on the ion energy and on the
medium. The charge of the ion decreases at low energies due to the electronic
capture. There is not a theoretical universally accepted method to describe
Zeff in all the media, but semiempirical formulas are used.
Zeff is well approximated by the Barkas equation [60]:
Zeff = Z
￿
1− e−aβZ−
2
3
￿
(1.3)
with a = 125. When the corrections are properly included, the Bethe formula
is accurate to about 1% down to β ≈ 0.05, or ∼ 1 MeV for protons. For 0.01
< β < 0.05, there is no satisfactory general theory describing the energy loss
in matter [65].
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Energy and range straggling
By integrating equation 1.2 one finds the CSDA range (RCSDA) for a particle
which looses energy only through ionization and atomic excitation, i.e. by
electronic energy loss. The RCSDA is defined as the expectation value of the
pathlength that a charged particle follows until it comes to rest. It is related
to the mass stopping power by:
R =
￿ 0
E0
￿
dE
ρdx
￿−1
dE (1.4)
where E0 is a given initial energy,
dE
dx is the stopping power and R is expressed
g/cm2 (it can be converted into length by dividing by the density of the target
material).
For example, the electron RCSDA in water is represented in figure 1.3.
Delta electrons, produced via ionizations by the heavy-ion beam, have a ki-
netic energy of only few eV, because part of that energy is spent in overcoming
the electron binding energy.
Eq. 1.4 is an approximation of the length of the average distance travelled
by an ion in a material. However, when a beam of charged particles enters
the matter, instead of a single one, it becomes clear that not all the particles
have the same fate concerning interaction events. Instead, the energy lost
in each collision between the nuclei and the electrons undergoes statistical
fluctuations and two particles with the same initial energies will most proba-
bly diﬀer slightly in their penetration depth. Such fluctuations in the case of
charged particles passing through a thin layer of matter are described by an
asymmetric distribution [67], but in the limit of many collisions the distri-
bution can be assumed as Gaussian [59]. The width of the range straggling
is:
σR =
R√
m
f
￿
E
mc2
￿
(1.5)
where m and E are the projectile’s mass and energy, respectively, and f is
a slowly varying function depending on the absorber [68]. From the 1/
√
m
dependence it is clear that straggling is smaller for heavier ions than for
protons (i.e., factor 3.5 for carbon ions).
As a result, a beam of identical particles, having all the same initial con-
ditions, at each depth has a distribution of energy and of ranges. These two
phenomena are called, respectively, energy straggling and range straggling,
and they are responsible for the broadening of the Bragg peak of a particle
beam compared to the one of a single particle, that would have a very sharp
8
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peak near the stopping point, as described by equation 1.2.
The range straggling increases with the penetration depth in matter: as
consequence, for a given ion type, Bragg peaks with higher initial energies
have larger width. At the same time, the Bragg peak becomes smaller with
the increase of the beam energy, which is due to the nuclear reactions taking
place along the trajectory [58].
Multiple Coulomb scattering
A charged particle traveling in matter undergoes multiple elastic collisions
with the atomic nuclei along its path. This eﬀect is called multiple Coulomb
scattering and it is responsible for the statistical deviations of the particle
from its most likely path due to the repeated small-angle nuclear scattering
events, which makes the total distance traveled longer than the particle’s
total depth of penetration [59]: this results into a spread and a divergence
of the beam in depth. The whole theory of multiple Coulomb scatting is
comprehensively covered in [64], but good estimates are usually given by
empirical formulae. The lateral spread and the divergence of the beam lead
to a certain angular distribution with respect to the incident direction and
the central part of such a distribution contains very small angles (<10◦)
and is approximately gaussian, due to the statistical repetition of multiple
scattering events at small angle deflections. In this case, the angular density
distribution can be characterized by its mean and its standard deviation. A
good approximation of the standard deviation σ is given by the empirical
formula [66]:
σ =
13.6MeVc
βp
￿
l
X
￿
1 + 0.038ln
l
X
￿
(1.6)
where p is the momentum of the particle, X and l are given in g/cm2 and are
the medium’s radiation length 1 [114] and path length, respectively. From
equation 1.6 follows that the eﬀect of multiple Coulomb scattering increases
as the particle energy decreases.
Fragmentation of the projectile
Heavy charged particles traveling through the matter may also interact with
the nuclei of the absorber atoms via nuclear reactions, which are respon-
sible for fragmentation processes. They strongly characterize the radiation
field, acquiring more importance with the increase of the penetration depth.
1 defined as the mean length to reduce the energy of an electron by the factor 1/e.
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Such processes can be explained through the abration-ablation model [69],
illustrated in figure 1.5, which is schematized as a two-step process.
Figure 1.5: Schematization of a nuclear reaction depending on the abration-
ablation model [119].
High-energy particles travel approximately on a straight line across the
target and, when they collide with a nucleus, they give rise to the so-called
pre-fragment, formed by those nucleons abraded in the overlapping area be-
tween the projectile and the target nuclei. After the collision, the outer
nucleons of both the projectile and the target are almost not aﬀected by this
collision, with the projectile spectator nucleus emerging with nearly the same
velocity and direction, while the target spectators staying at rest. This is the
first step: it is a fast process (about 10−23 s) and gives rise to highly excited
pre-fragments. In the second step, such excited pre-fragments de-excite by
emitting diﬀerent kind of particles (neutrons, protons, gammas and small
clusters). What remains from such emission are lighter ions (α, deuteron
and triton) and single nucleons. This second step is called evaporation and
its typical times are 10−16 - 10−18 s. While projectile-like clusters are emit-
ted in a forward direction with respect to the mass center and contribute to
the dose deposition until they are completely stopped, neutrons and clusters
from target-like fragments are emitted isotropically in the center of mass and
with lower velocities. Due to the A/Z2 dependence of the range (A is the nu-
cleon mass), lighter fragments can travel beyond the range of the primaries,
resulting in the characteristic fragmentation tail behind the Bragg peak of
ion beams. As a consequence of these nuclear reactions, the fluence distri-
bution of the primary particles can be approximated as being exponentially
attenuated in depth x according to the expression:
Φ(x) = Φ0e
−NσRx (1.7)
where Φ0 is the initial fluence, N is the atomic density of the medium and
σR is the total reaction cross section. From equation 1.7 and taking into
account that the dose is proportional to the fluence (as it will be explained
in the next paragraph), it follows that the dose delivered by the primary ions
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is reduced with increasing depth due to nuclear reactions. Together with
the attenuation of the primaries (important for heavier ions), also secondary
nucleons, particles and fragments produced in nuclear reactions strongly af-
fect the energy deposition patterns (nuclear recoils contribute only negligibly
[70]).
As represented in figure 1.6, the number of primary particles decrease
with the depth and, at the same time, the number of fragments increases.
Figure 1.6: Simulated contributions of primary and secondary particles (up-
per figure) for the 12C Bragg curve of a beam of energy 241.84 MeV/u (lower
figure). The insertion in the lower figure shows a zoom of the heavier frag-
ments depicted in the upper figure. (Courtesy of A.Mairani)
During fragmentation processes the primary ions can be stripped of one
or two neutrons and they turn into the positron-emitting isotopes 11C and
10C, with half lives of 20 minutes and 19 seconds, respectively. This oﬀers the
possibility to perform the Positron Emission Tomography (PET): when the
isotopes decay, they emit positrons, which annihilate with electrons, giving
rise to two gammas, that escape back-to-back, because of momentum and
energy conservation. By their coincident detection via a PET camera, the
spatial β+-activity distribution in the patient can be reconstructed and sub-
sequently compared to the intensity distribution calculated by the treatment
plan, resulting in an important tool to verify the treatment.
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1.2 Absorbed Dose
The primary physical quantity in dosimetry is the Dose (D), defined as the
mean energy d￿ deposited by ionizing radiation in a mass element dm [71]:
D =
d￿
dm
(1.8)
Dose is measured in Gray (Gy):
1Gy = 1
J
kg
(1.9)
For beams broad enough to ensure lateral secondary electron equilibrium,
which is normally the case, the deposited energy is relative insensitive to
variations in local density and field size. Charged particle equilibrium (CPE)
exists for a defined volume if each charged particle of a given type and energy
leaving the volume is replaced by an identical particle entering. CPE is not
always fulfilled: an example is the build-up region in a photon beam, where
the dose builds-up to a maximum and then reduces with depth. If CPE is
verified, the dose D in one defined volume can also be expressed in terms of
particle fluence φ of monoenergetic ions (number of primary ions per cm2)
and the average energy loss dE/dx:
D[Gy] = 1.6 · 10−9dE
dx
· [keV/µm] · φ [cm−2] · 1
ρ
[cm3/g] (1.10)
where dEdx is the stopping power and ρ the density of the stopping material.
As the stopping power describes the energy lost by the traveling particle,
dose is related to the specific energy pattern deposited by the primaries.
1.3 Linear Energy Transfer (LET)
The concept of Linear Energy Transfer (LET) was introduced in the early
1950s to describe the quality of radiation and it represents the rate at which
energy is deposited by the ionizing particles [18]. In such terms, LET and
stopping power represent the same quantity. Nevertheless, the interest in
discriminating between the energy transferred by the particle and the one
which is eﬀectively deposited in the area of interest lead to the adoption of the
term restricted linear collision stopping power [46]. In 1962 the International
Commission on Radiation Units and Measurements (ICRU) introduced the
adjective ”locally” to the energy imparted to a medium, but, again, the
12
CHAPTER 1. RADIOTHERAPY
definition was not quite strict and LET was not always used with the same
meaning. Finally, in 1980, the ICRU defined LET as:
L∆ =
￿
dE
dl
￿
∆
(1.11)
where dl is the distance traversed by the particle and dE is the mean energy
loss due to those collisions which have an energy transfer smaller then a
specified energy cut-oﬀ value ∆. For example, L∞ means that all possible
energy transfers are included and in this case the concept of non-restricted
stopping power is used, while L100 means a cut-oﬀ value of 100 keV and
it is referred to as restricted stopping power. In this case, those secondary
electrons with more than 100 keV are not taken into account, as they leave
the volume of interest around the primary particle track. LET is usually
expressed in keV/µm.
LET, being a measure of the density of the ionization events along the
particle track, is strongly related to the amount of biological damage inferred
by a certain kind of radiation to biological tissue. The ultimate target for
inducing cell death is its DNA molecule, which is enclosed in the cell nucleus
and is holding all the genetic information of the cell. To inactivate the cell,
its DNA must be irreparably damaged such that the cell looses its capacity
to duplicate itself.
DNA damage can be direct, caused by the ion or its induced secondary
electrons (30%, for low-LET radiation, slightly increased for high-LET ra-
diation), or indirect, generated by radiation induced radicals (70%, for low-
LET radiation). There exists a variety of DNA damages. Some are isolated
DNA lesions, like single strand breaks (SSBs), damaged bases, and abasic
sites, which can be generally repaired eﬃciently. Others are more closely
spaced lesions, like double strand breaks (DSBs), two or more SSBs on op-
posing strands and other clustered damages, constituting lesions on both
DNA strands, which are considered to be significantly harmful. When a
complex damage is inferred, chromosome aberrations and cell death occurs
in the DNA, as it has been modeled using Monte Carlo simulations ([72]).
Monte Carlo techniques simulate radiation action and the damage inferred
on the DNA molecule. Track structures characteristic of the radiation used
are calculated in homogeneous media and the energy transfer patterns are
determined and processed to derive SSBs and DSBs [88].
Low-LET and high-LET radiation have diﬀerent eﬃciency in damaging
the DNA and this is related to the spatial distribution of their energy deposi-
tion. If photons deposit energy homogeneously throughout the nucleus, ions
deposit energy in well localized sites of the cell nucleus. In particular, they
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deposit a very high dose in proximity of the particle track and essentially no
energy in the areas in between the tracks, leading to a very inhomogeneous
distribution of the local dose. The higher eﬃciency of high-LET radiation
in damaging the DNA molecule is due to the short range of the electrons
produced along the particle tracks, which causes them to stay in proximity
of the particle trajectory (in the order of nanometers). The resulting parti-
cle track has a high ionization density along its trajectory and is therefore
able to induce a considerable amount of complex lesions close to each other
(less than one nanometer), which are diﬃcult to be repaired. Instead, in
case of low-LET radiation the average spacing between ionization events in
the track is of the order of hundreds of nanometers: the interaction between
products of diﬀerent ionization events in a track is, therefore, negligible, and
irreparable damage to the DNA is unlikely (instead, the interaction of events
from diﬀerent tracks is of importance). For this reason, same doses of carbon
ions and X-rays have completely diﬀerent eﬀects at a biological level due to
diﬀerent events occurring at a microscopic level (fig. 1.7).
The track structure is related to energy, as the diameter of the particle
track depends on the range of the produced electrons, and therefore on the
ion energy. This can be qualitatively explained by considering the relation
between energy and particle track along the particle path, for example, for
carbon ions. At high energy the track is wide and LET is low, meaning that
the ionization events are well separated one from the other. As long as the
energy decreases, the track narrows and at the same time LET increases.
With the increase of LET, the local density of produced damage increases,
with a consequent enhancement of cell damage. At the very end of the track,
the diameter shrinks and LET grows further: this is the overkill region,
where the overproduced dose is wasted and no additional cell damage can be
harmful [7].
Those ionization densities along the particle track matching the transver-
sal length of the DNAmolecule are the most eﬃcient in generating irreparable
damage to the tumor cells, as the probability to cause a complex damage to
the DNA is higher. Within this context, the eﬃciency of diﬀerent kinds of
radiations is represented by the graph in figure 1.8. If LET is increased be-
yond an optimal value, there will be additional ionization events, but without
any further increase of damage, and thus, eﬀectiveness decreases. Therefore,
since the deposited dose still increases with LET, the relative biological ef-
fectiveness will decrease, being defined as ratio of doses (see paragraph 1.4).
This decrease at very high LET values is called overkill eﬀect and occurs at
typical LET values of 100-200 keV/µm.
Particle LET and energy alone are not the only parameters that govern
the mechanism of damage formation in the cell, but there is a wide set of
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Figure 1.7: Illustration of the microscopic dose depositions of X-rays and
carbon ions at diﬀerent energies. The average dose is 2 Gy in all cases, but,
as LET decrease with the energy increase, also the fluence increases. The
size of the area is 10×10 µm2, a typical size of mammalian cell nuclei [74].
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Figure 1.8: Schematic representation of the overkill eﬀect: low-LET radiation
has a low biological eﬃciency, while high-LET radiation corresponds to higher
RBE values. Too high-LET radiation causes the so-called “overkill eﬀect”, as
it deposits higher dose without a correspondent enhanced biological damage.
The diﬀerent LET levels are also schematically indicated in terms of density
of ionization events along the particle track and correlated to their capability
to cause DSBs in the DNA molecule. Adapted from [89].
.
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factors which intervene in the response of a biological tissue under irradiation.
These factors are of both, physical and biological nature and the interplay
between them contribute to the overall radiobiological response of that tissue,
as it will be discussed in section 1.4.
1.4 Relative Biological Eﬀectiveness (RBE)
The motivation for using heavy ions in particle therapy is twofold: first of
all, the Bragg peak dose deposition shape allows a more confined delivery of
dose in correspondence of the tumor volume, sparing at the same time the
surrounding healthy tissues. But, even more important, the radiobiological
properties of ion beams make them more eﬃcient in inducing damage in
carcinogenic cells [48]. By tuning the beam energy, the high-eﬃciency portion
of radiation, which for carbon ions occurs at the end, can be confined in the
tumor volume, limiting in this way the damage inferred to the tissue in the
entrance channel, where the biological eﬀectiveness is lower.
To describe radiation in terms of its eﬃciency, the relative biological
eﬀectiveness (RBE) has been introduced. It is defined as the ratio of X- ray
dose to particle dose to produce the same biological eﬀect (fig. 1.9 [2]), which
can be chosen to be an endpoint of, for example, 10 % survival rate:
RBE =
DX−Ray
DParticle
￿￿￿￿
10%
(1.12)
The rationale behind comparing the particle dose to the photon dose is that
most of the clinical experience is based on photon radiotherapy, therefore
RBE correlates directly dose depositions of photons and heavy-ion radiation,
giving a measure of the diﬀerence between them.
The usual way to analyze the eﬀects of diﬀerent radiation types is by
means of cell survival curves. The most common relation between cell sur-
vival probability (S, i.e. the fraction of surviving cells) and absorbed dose
(D) is the so-called linear-quadratic (LQ) model, that aims to predict sur-
vival levels at diﬀerent doses for diﬀerent types of radiation. According to
the LQ model, RBE has an exponential linear quadratic dependence on dose,
described by the relation:
S = S0e
−αD−βD2 (1.13)
Here:
• α represents the probability associated to lesions induced by a single
track (SSB or DSB). It is expressed in Gy−1 and it is related to the
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initial slope, it is caused by repairable damage to the target and dom-
inates the radiation response at low doses;
• β the probability for lesions introduced by two or more tracks. It is
expressed in Gy−2 and represents the irreparable damage and causes
the curve to bend at higher doses.
The survival curve is represented in figure 1.9 [92].
!"#$#!"#$#
Figure 1.9: Definition of the relative biological eﬀectiveness RBE, illustrated
for cell survival curves ([2]).
The shape of the curve is determined by the α and β parameters, reflecting
the kind of damage inferred to the cell. Low-LET radiation produces sparse
lesions in the DNA, easy to repair via the cell repair mechanisms, while
high-LET radiation damage is more diﬃcult to repair. The increase of dose
is related to a more complex cell damage: this trend is represented by the
shape of the linear-quadratic curve.
RBE is used in treatment planning as weighting factor to obtain the
biological dose (Dbio), as the physical dose (Dphys) alone does not consider
the response of biological tissues to the radiation:
Dbio = RBE ·Dphys (1.14)
The Dbio, instead, accounts for the increase of the biological eﬀectiveness of
ion beams towards the Bragg peak compared, for example, to the one of
a proton beam: while for protons an RBE value of 1.1 is used in clinical
practice (ICRU (2007)), the assignment of an RBE value at each depth for
carbons is much more complicate. First of all, the RBE increase goes to-
gether with the LET increase, because of the higher density of ionization
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events, causing more damage to the DNA. Moreover, the contribution of the
secondary fragments produced along the path has to be included to have
the final biological eﬀect. The main physical parameters which characterize
RBE are the ion species, the beam energy, the dose and the LET, while the
main biological ones are the tissue type, the repair capability of the cell,
the level of oxygenation of the tissue [48]. Due to its complex and multiple
dependencies, RBE is not an easy quantity to evaluate experimentally: for
this reason, the application of diﬀerent biophysical models is necessary in
treatment planning. These models give comparable results in terms of the
RBE evaluation, but inaccuracy in the RBE determination is still a source
of uncertainty in the prescription of biological dose in carbon therapy.
1.4.1 RBE dependencies
As RBE changes not only along the depth dose curve but also for the various
ion species with diﬀerent LET values, RBE is often given as a function of
LET (fig. 1.10, left). RBE increases with LET until it reaches a maximum,
corresponding to the optimum LET value. After this point, a further increase
of LET will not be anymore beneficial to cell killing and the excessive energy
will not produce any further cell damage (see fig. 1.8).
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Figure 1.10: RBE as function of LET for a fixed atomic number: be-
cause of the dose dependence, RBE diﬀers for diﬀerent survival levels (left).
Schematic comparison of RBE for diﬀerent atomic numbers: for heavier ions
the RBE maximum is shifted to larger LET values and decreased in height
(right) [2].
Because of the dependence of RBE on dose, the fraction of survival has
to be specified.
RBE also depends on the particle type (fig. 1.10, right): with the increase of
the atomic number, the RBE maximum decreases and shifts to bigger LET
values. These two dependencies show that the particle track plays a role
in the biological eﬃciency of the various ions, because not only the initial
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energy, but even more the particular way the particle interacts with matter,
counts. On the other hand, for a given particle type, RBE depends on depth.
For carbon ions, for example, at high energies, the track is wider and LET
is low: the biological eﬃciency is therefore similar to the one of sparsely
ionizing radiation. But as soon as the energy diminishes, the track shrinks
and LET increases: as a result, the ionization density becomes higher and
can cause more cell killing. Therefore, the increase of RBE is confined to the
very end of the particle range. Further on, the diameter narrow even more,
LET increases further and an overproduction of local damage takes place:
this is the overkill region, mentioned before.
Another important element connected with the tissue quality is the repair
capability. Tissues with high repair capacity have higher RBE maximum
compared to those which have a lower repair capacity (fig. 1.11). This
aspect has to be considered accurately in the treatment planning, as usually
various tissues with diﬀerent repair capacities are present. Moreover, also
diﬀerent endpoints are required, to guarantee an high eﬃciency of cell killing
in correspondence of the tumor and a sparing of the surrounding healthy
tissues.
Figure 1.11: RBE as function of the linear energy transfer for cells with
normal and reduced repair [2].
1.5 Conventional radiotherapy and particle
therapy
From what has been discussed in the previous paragraphs, charged particle
therapy can oﬀer diﬀerent advantages over conventional radiotherapy. First,
the Bragg peak shaped dose deposition in depth (fig. 1.12) oﬀers an advan-
tage compared to photons for the treatment of deep seated tumors.
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Figure 1.12: Comparison of typical depth dose distributions for X rays, pro-
ton and carbon ions.
Secondly, the RBE that characterizes heavy-ion beams is mainly due to a
larger production of lethal DNA damages in the region of high local ionization
density at the end of the ion track, which could be reached for photons only
with an increased total dose.
In general, the gain in having an enhanced RBE is highest when the RBE
and the Bragg maxima overlap suﬃciently, allowing to have at the same time
high dose and high RBE. RBE and the correspondent depth dose curves are
represented in 1.13 for protons and two ion species, carbon and neon.
For lighter ions, like for protons, the RBE maximum is located at the
distal edge of the Bragg peak: in this region, only few particles have not yet
stop, due to the straggling and, consequently, the larger amount of dose has
already been deposited. For this reason, the RBE for protons is clinically
considered to be 1.1 ([55]), even though this practice has been now put
in doubts but many authors [91], [93]. In fact, much higher RBE values
are reported [93], but only restricted to the last sub-millimeters of range.
Therefore, for the sake of simplicity in treatment planning, which includes
RBE variations over the treated volume, a fixed clinical RBE is commonly
adopted and currently used in proton therapy. For ions heavier than oxygen
(like Ne in fig. 1.13) the RBE maximum is shifted with increasing atomic
number towards the plateau region and the high-LET eﬀects are shifted to
the normal tissue, whereas the RBE in the Bragg peak already decreases
in the overkill area. The situation is better for carbon ions, where RBE is
low in the entrance region (compared to Ne ions) and it increases together
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Figure 1.13: Left: comparison of the Bragg curves (in color for the left
scale) and relative RBE (in black for the right scale). Right: RBE is given
for extended Bragg curves (dose is not shown). The curves refer to CHO
cells [90].
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with the increase of the dose deposition peak. Neutron beams exhibit also
high RBE values, however, due to their unfavorable depth dose distribution,
RBE is high everywhere in depth, causing not only an enhanced biological
eﬃciency in the tumor, but also normal tissue complications.
In addition to the greater RBE, carbon ion beams also have a smaller
range straggling and lateral scattering [2], which translates into a more rapid
lateral fall-oﬀ of dose compared to protons.
Single Bragg peaks are too sharp to treat the whole tumor volume, which
has to be fully covered with a homogeneous dose deposition. Longitudinally,
a spread-out Bragg peak (SOBP) must be built, by superimposing diﬀerent
single Bragg peaks (fig. 1.14):
Figure 1.14: The superposition of suitably weighted particle beams of dif-
ferent energies results in a spread-out Bragg peak (SOBP) that provides a
uniform depth dose over the target region [94].
This can be achieved by passive systems (by using, for example, range
shifters of variable thickness) or active energy scanning (in this case, the
energy of the particles is changed directly in the accelerator). For what con-
cerns the lateral direction, a fully coverage of the tumor volume is obtained
or by active beam scanning, or passively, with double scattering techniques,
to expand the peak over a larger area. More details on these topics can be
found in [2].
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Chapter 2
Dosimetry: materials and
methods
2.1 Detectors for radiotherapy
Dose measurement and control during patient treatment is an important
requirement especially for hadron therapy, where the steep dose gradients
need to be accurately controlled and the delivered dose has to be known very
precisely over the whole tumor volume.
As discussed in [5], all the standard dosimetry is usually expressed in dose
to water quantities, in part because of the historical development of treat-
ment planning algorithms, in part because the treatment instrumentation is
calibrated in terms of absorbed dose to water. The basic assumption is that,
in first approximation, the human body is water, as water makes up the bulk
of the volume of cells and body fluid [95].
An ideal dosimeter has to match a number of requirements:
• it should be energy independent: if the detector response to a given
dose varies with the radiation beam energy, then a correction for this
eﬀect should be carried out;
• dose responce: the readings should be linearly proportional to dose;
• dose rate independence has to be fulfilled;
• accuracy and precision: it has to be able to correctly measure the dose
and to reproduce the readings under similar short-term and long-term
irradiation conditions;
• spatial resolution: ideally, it should be able to detect the dose with a
resolution of less than a millimeter;
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• tissue equivalence: an ideal detector should be as much tissue equiva-
lent as possible, to match the medium where the dose is measured. If
this is verified, the signal from the detector can be considered as being
directly proportional to absorbed dose in tissue without the need to
perform any correction.
Diﬀerent kind of detectors can be used to measure the dose, but they all
have some advantages and drawbacks:
• silicon diodes have a very small active volume and a high sensitivity,
but they do not have an isotropical response and they are energy, dose
rate, and temperature dependent;
• diamond detectors are nearly tissue equivalent, have a small sensitive
volume and negligible directional dependence ([33]), but they are very
expensive and dose rate dependent ([29]);
• thermoluminescent dosimeters (TLDs) are small, nearly tissue equiva-
lent, but they have a non-linear dose response and they are energy
dependent ([27]). Moreover, the read-out process is also relatively la-
borious;
• alanine detectors are small, but due to the low sensitivity, the pellets
with which acceptable radiotherapy level dosimetry is achieved are usu-
ally quite large (typically, 5 mm diameter and 2.5 mm thick) and, thus,
prone to substantial volume averaging. Moreover, the read-out process
is time consuming ([26]).
• radiographic and radiochromic films have a high spatial resolution, they
are nearly tissue equivalent and they are very thin, therefore they per-
turb only negligibly the beam, but they are light sensitive, they present
energy dependency problems and variations between diﬀerent types of
film and diﬀerent batches of the same film. The scanning procedure is
usually time consuming and complex ([25]).
2.2 Ionization chambers
Ionization chambers (IC) are the most widely used detectors in radiotherapy
[17]. They are composed of two electrodes, separated by a volume filled with
a gas or a liquid (fig. 2.1). The working principle of an IC is illustrated in
figure 2.1.
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gas/  
Figure 2.1: Working principle of a ionization chamber with parallel-plate
geometry, filled with gas or liquid: the beam (in this case, photons and
electrons) is impinging on the chamber and it produces ionizations in the
medium. Ions and electron produced are collected at the electrodes by ap-
plying an electric field between them.
When a charged particle passes through it, it produces ionizations and
excitations of molecules along its track. After a neutral molecule is ionized,
the resulting positive ion and free electron form an electron-ion pair. These
ionization events can be directly produced by primary particles or by the
secondary electrons created through collisions with gas/liquid molecules.
An important quantity in dosimetry is the energy required from ionizing
radiation to form an electron-ion pair in the active volume of a ionization
chamber. Therefore, a lot of studies in radiation chemistry and dosimetry
aim at the estimation of the energy required to form electron-ion pairs. The
mean energy required in a gas to form an ion pair, W , is given by:
W =
E
N
(2.1)
where N the mean number of electron-ion pairs formed when the initial
kinetic energy E of a charged particle is completely dissipated in the gas
([97]). It is expressed in [J ] or in [eV ].
The definition of W is strictly valid for indirectly ionizing radiation or
when all the energy is dissipated in the gas volume. For protons, instead, as
they may loose only a fraction of their energy in the gas volume, the concept
of a diﬀerential value, w(E), is more appropriate [96], because the variation
of the mean energy expended per ion pair along the path of the particle
becomes important. The relationship between w and W is given by:
27
2.2. IONIZATION CHAMBERS
W (E) =
E￿ E
I
dE￿
w(E￿)
(2.2)
where I is the ionization threshold energy of the gas. Knowledge of w(E)
over the whole energy range from I to E is necessary to derive W(E).
Through the application of an electric field, the charges created by direct
and indirect ionization within the gas are collected. The response of the
IC depends, therefore, not only on the radiation properties, but also on the
applied voltage, because a lower voltage will allow a larger fraction of the
electron-ion pairs produced in the medium to recombine before they could
be collected at the electrodes.
The charge counted by the chamber diﬀers from the one actually created
in the sensitive volume by radiation, because diﬀerent types of processes can
happen between free electrons, ions and neutral gas molecules (fig. 2.2):
!" !"
#$"
#$"
$" !"
!"
$"
!"#$%&'()*$(+
,-"#./$(+#)0.1/"+
23)/4"+5/)(67"/+
#$"
8'916'$(+):+
&:+
#:+
;:+
%" &" %" &"
%" &" %" &"
Figure 2.2: Collisions between free electrons (small circles), ions (large circles
with + or -) and neutral gas molecules (large circles).
• diﬀusion: thermal diﬀusion of electrons and ions against the applied
electric field towards regions with less concentration of charge, as a
result of the Brownian motion. It is much more important for free
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electrons, due to their higher thermal velocity. Diﬀusion plays a certain
role in gases, where electrons are free to drift, but in liquids, due to
the small mean free path and low charge carriers mobilities [12], it does
not need to be taken into account (fig. 2.2a).
• charge transfer: a positive ion collides with a neutral molecule. In the
collision, one electron is stripped from the neutral molecule and it is
captured by the ion (fig. 2.2b).
• electronic capture: a neutral molecule collides with an electron. In
the collision, the electron is captured by the neutral molecule, which
becomes negatively charged (fig. 2.2c). Such eﬀects are important
in a medium with a high concentration of electronegative impurities,
responsible for absorbing electrons present in the medium;
• recombination: it can involve a free electron and a positive ion, or
a negative ion and a positive ion. In both cases, the electron ( or
additional electron, respectively) recombine with the positive ion, and
both positive and negative charged parts are neutralized.
Ionization chambers filled with a liquid instead of a gas oﬀer a number
of advantages [15]. Due to the higher density of the liquid, the sensitive vol-
ume can be built much smaller, providing the same sensitivity of an air-filled
chamber with a larger volume. In this way, a better spatial resolution with
respect to ICs can be achieved. This is particularly appealing in modern
X-ray therapy (IMRT) and in ion therapy, where steep dose gradients are
present and the dose needs to be accurately monitored. The liquid filled
chambers are water equivalent, therefore no air-density correction is needed
and they do not significantly perturb the radiation field for in-water mea-
surements. They have a long-term stability [16], as the liquid is not prone
to aging or degradation, compared for example to diodes. Finally, they have
small directional dependency.
However, along with these advantages comes at least one significant draw-
back: the distance between ions formed in the track of an ionizing particle is
much shorter than in gas; therefore recombination in the liquid is much more
pronounced. The higher amount of recombination is not only due to the
high ionization density, but also to the low ion mobility in the liquid, which
increases the probability that ions will recombine before being collected.
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2.3 Recombination in ionization chambers
Recombination in ionization chambers can be classified to be general or ini-
tial.
• Initial recombination (IR, also called geminate recombination) takes
place in the first tens of nanoseconds along one single particle track. It
is usually considered negligible in ICs in low-LET regimes and it be-
comes more important for high-LET radiation. In LICs, however, this
eﬀect is much more relevant, because the mass density of liquid hydro-
carbons is almost three orders of magnitude higher than the density of
gases at normal conditions, and therefore the electron thermalization
distances are much smaller. In the track of a highly energetic particle,
ions are formed in clusters containing one or a few electron-ion pairs.
Frequently, in fact, a primary ionization is accompanied by one or more
secondary ionizations and gives rise to ion clusters containing one or
more ion pairs (cluster probability for more than 6 electron-ion pairs
is less than 4%)[98]. In very densely ionizing radiation, the successive
clusters overlap to form a column of electron-ion pairs rather than a
series of discrete clusters [99]. IR depends on the liquid properties, on
its temperature, T, and on the external electric field, E, but not on the
dose rate. By definition, it is obvious that it depends also on the den-
sity of ionization events along the track and, hence, on LET. Therefore,
IR is related to the energy transferred ”locally” by one single incident
particle to the medium.
• General recombination (GR, also called volume recombination) is be-
tween diﬀerent tracks: the electrons who escaped from initial recom-
bination flow due to drift and diﬀusion and this makes possible the
interaction between ions and electrons originating from diﬀerent ion-
izing particles. GR depends, therefore, on the rate by which incident
particle tracks are created, i.e. on the dose rate, on the liquid properties
and on the collecting electric field.
Both IR and GR also depend on the ion mobility. Charge loss due to
diﬀusion against the electric field has a low probability of occurring and is
generally considered negligible.
2.3.1 Initial recombination
The IR processes can be distinguished in:
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• geminate recombination: involving one electron and its mother ion. It
is described e.g. by the Onsager theory;
• cluster recombination: between electron-ion pairs belonging to the
same cluster, composed by diﬀerent charge carriers (inter-cluster re-
combination). It is described by the Kara-Michailova and Lea theory.
This process is not treated here;
• columnar recombination: clusters formed along the same track of one
individual ionizing particle begin to expand due to ionic and electronic
diﬀusion and they start to overlap. Such an intra-cluster recombination
taking place between diﬀerent clusters is described by the Jaﬀe` theory.
These processes are not completely independent of each the other, but
rather there is partial overlap between them, which makes the classification
scheme above somewhat arbitrary. Nevertheless, it is convenient to continue
using this classification, as each group is treated by diﬀerent theoretical mod-
els.
The Onsager Theory
In 1938 Onsager described recombination taking place between one electron
and its mother ion in their mutual Coulomb field [19]. His approach was
based on the solution of the problem of Brownian motion of the electron
under the influence of both its mother ion Coulomb field and the external
electric field E.
The Onsager theory is based on the assumption that the distance between
consecutive ionization events along the single track is much larger than the
thermalization distance:
dion >>> dtherm (2.3)
Equation 2.3 is valid for low-LET radiation. In this case, the probability of
an electron escaping the Coulomb field of its parent ion, Pesc can be expressed
as a function of the distance r, the initial separation and the orientation of
the pair with respect to the external electric field, θ, by:
Pesc(r, θ) = e
− rcr −βr(1−cosθ)
+∞￿
n,m=0
βm+n(1 + cosθ)m+nrnrmc
m!(m+ n)!
(2.4)
where:
rc =
e2
￿KBT
and β =
eE
2KBT
(2.5)
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Here, rc is the distance at which the Coulomb energy equals the thermal
energy KBT , KB is the Boltzmann constant, T is the temperature, ￿ the liq-
uid dielectric constant (￿ = 1.94 ￿0 for liquid isooctane at room temperature)
and e is the electric charge. Mozumder [35] integrated this expression over
all the initial angles θ, assuming an isotropic distribution. The free-electron
yield, Gfi, is defined as the number of electron-ion pairs escaping IR per
100 eV of absorbed energy and represents the probability that the electrons
formed by ionizing radiation have suﬃcient energy to escape from the electric
field of the parent positive ions. It can then be expressed as:
Gfi(E, T ) = NtotPesc(E, T ) (2.6)
where Ntot is the total number of electron-ion pairs initially created (those
escaping initial recombination) per 100 eV absorbed energy. In Onsager’s
theory Pesc depends on the initial separation, interpreted to be the thermal-
ization distance, which is independent of the electron’s diﬀusion coeﬃcient,
and therefore, of the mobility. The first expansion term of the power series
of the Onsager’s escape probability is independent on r and, for low electric
field values (0 - 2000 V/mm), varies linearly with E [78]:
Pesc = e
− rcr
￿
1 +
erc
2KBT
E + ...
￿
(2.7)
According to Onsager’s theory, therefore, in the low electric field region, IR
and Gfi rise linearly with E:
Gfi = G
0
fi(1 + aE) (2.8)
where a is a parameter that is well approximated by 1/E0, E0 = 8π￿(kBT )2/e3
and ￿ is the medium dielectric constant. For too high E values (for values
on the order of 1 MV/m), IR dependence on E becomes sub-linear, and
higher-order terms must be added to equation 2.8.
The Jaﬀe` Theory
Jaﬀe` studied the recombination taking place in the column of ionization
produced by alpha-particles. The same theory is valid for recombination
taking place in the column of a proton track [21]. The Jaﬀe` theory postulates
an initial distribution of ions cylindrically symmetrical around the axis of
the column and it takes into account the motion of ions under the combined
eﬀects of diﬀusion and electric field.
By changing the applied electric field E, the number of ions escaping IR
also changes: therefore, the collected charge increases with the increase of E
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([13]). A plot of chamber response (i.e. current i against the applied electric
field E) is called an ionization curve and is shown in figure 2.3: it can be seen
that the ionization curve in LICs never reaches saturation, contrary to ICs,
because IR is strongly dependent on the applied electric field.
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Figure 2.3: Ionization current as a function of the electric field strength
(depending on equation 2.9) measured with a LIC: c1 is the fraction of ions
escaping IR due to diﬀusion and c2 is the fraction of ions escaping IR due
to the external electric field strength. At low E values the ionization current
deviates from linearity due to GR. The red line indicates the extrapolation
of the linear part of the curve down to zero gives the ratio -c1/c2. Adapted
from [13].
In case of negligible GR, it has been shown that ionization current in a
dielectric liquid increases linearly with the increasing electric field [115].
Above a certain value of the applied electric field E, the ionization curve
increases linearly with the increase of E. In this region general recombination
can be ignored and the ionization current i and the external electric fields
strength E can be described by the linear equation:
i = (c1 + c2E)D˙ (2.9)
where c1 and c2 are two constants depending on the properties of the dielectric
liquid, representing the probability of ion escape from IR, c1 due to diﬀusion,
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c2 due to the external field strength E, and D˙ is the dose rate. At low electric
field strengths the ionization current deviates from linearity due to GR (fig.
2.3). The intercept-to-slope parameter can be obtained by extrapolation of
the linear part of the ionization curve and it is given by the ratio −c1/c2.
This constant −c1/c2, which represents the relative contribution from each
of the two IR escape processes, is characteristic for the liquid and of the
radiation quality, i.e. the LET of the radiation.
Applications of the Jaﬀe` theory can be found in literature. Chu [109]
used the Jaﬀe` theory to calculate the ion escape probability of a LIC irradi-
ated with gamma rays and neutrons, but observed an overestimation of the
collection eﬃciency, that he attributed to the poor knowledge of the W/e
values for isooctane. Kanai [8] exposed an IC filled with diﬀerent gases to
carbon and neon beams and applied on his measurements the Jaﬀe` theory.
Nevertheless, the use of the Jaﬀe` theory for LICs exposed to densely ionizing
(high-LET) radiation is still controversial and it is still considered only an
approximate attempt to describe IR [77].
2.3.2 General recombination
Electron-ion pairs which survive IR thanks to diﬀusion and the action of the
external electric field may undergo General Recombination (GR). GR was
described by Greening (1964) ([31]) in case of continuous radiation and by
Boag (1950) ([30]) for pulsed radiation.
2.4 Correction methods for general recombi-
nation
2.4.1 Air-filled chambers
One of the main tasks of the International Atomic Energy Agency (IAEA)
is the development of Codes of Practice, or protocols, for the dosimetry of
external beams used in radiotherapy. IAEA TRS-398 recommends the Two
Voltage Method (2VM) for correction of GR losses [5], [10]. The collection
eﬃciency f of the ionization chamber at the applied voltage V is defined as:
f =
Q(V )
Qsat
(2.10)
where the charge Q(V) measured at a given chamber potential V is always
smaller than the saturation charge Qsat, as some charge is lost due to re-
combination of positive and negative ions in the air cavity and to diﬀusion
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of ions against the applied electric field. The 2VM assumes a linear de-
pendence between the inverse of the collected charge and the inverse of the
applied voltage V. Then, assuming that the collected charge is measured at
two voltages, V1 and V2 and Q1 and Q2 are the charges measured at V1 and
V2, respectively, then f(V1) can be written as:
f(V1) =
Q1
Qsat
=
Q1/Q2 − (V1/V2)2
1− (V1/V2)2 (2.11)
The ratio V1/V2 should be equal to or larger than 3. In this formulation,
any eﬀects of space-charge screening and diﬀusion loss have been neglected.
Moreover, when dealing with pulsed radiation, the following assumptions are
made: the recombination during the radiation pulse is negligible (short pulses
compared to the ion transit time), the densities of charge carriers of opposite
charges are equal, and the pulse repetition frequency must be low enough
that the charge generated by a radiation pulse is fully collected before the
next pulse occurs.
The 2VM only takes into account GR and neglects other processes such
as IR, ionic diﬀusion and charge multiplication. The latter can occur at high
electric fields near the saturation region when some electrons gain suﬃcient
energy to further ionize atoms in the detector volume. Zankowski and Pod-
gorsak [7] showed that the 2VM overestimates Qsat, exactly because of this
eﬀect. At the same time, when no charge multiplication takes place, IR and
ionic diﬀusion have to be correctly taken into account, to avoid an under-
estimation of Qsat, which could be up to 0.4%. They propose an empirical
model which takes into account not only the eﬀect of GR, but also of IR,
ion diﬀusion and charge multiplication. The collected charge Q can then be
expressed as:
1
Q
=
1
QSAT
+
α
V
+
β
V 2
(2.12)
where QSAT is the saturation charge, α is a parameter taking into account
IR and diﬀusion and β is related to GR. The α and β parameters can be
determined by fitting the data represented in a 1/Q vs.1/V 2 plot with the
equation 2.12. The total collection eﬃciency fT can then be obtained as a
function of the applied voltage V in the following form:
fT (V ) =
V 2
V 2 + αV Qsat + βQsat
(2.13)
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2.4.2 Liquid-filled chambers
For LICs the 2VM can not be used, as IR losses are much more important
than in ICs. GR correction methods have been studied during the last cen-
tury ([22], [23]): for example, GR losses have been determined by Johansson
and Wickman [14] by direct use of the theory from Mie and Greening with the
ion mobility value obtained experimentally, which implies the knowledge of
mobility values and of other parameters, which are in general poorly known.
Therefore, no rigorous correction method is well established for LICs.
In the last two years, the two dose rate method (2DR) [9] and the three
voltage method (3VM) [12] have been proposed to perform a GR correction
in low-LET beams. They will be discussed in the next two subsections.
The Two Dose Rate method (2DR)
The 2DR ([9], [100]) has a diﬀerent basis depending on the radiation beam
delivery: for pulsed beams, it is based on the Boag theory for f , while for
continuous beams, it is based on Greening’s theory. The beam signal is
measured at the same time with a LIC and an IC at two diﬀerent dose rates,
d1 and d2. In the case of continuous radiation, Greening showed that for ICs
the general collection eﬃciency is given by:
fc =
1
1 + 16ξ
2
(2.14)
while for pulsed radiation, Boag showed that:
fp =
1
u
ln(1 + u) (2.15)
with
ξ2 = m2
h4q
U2
,m =
￿ α
ek1k2
￿1/2
(2.16)
and
u =
α/e
k1 + k2
h2
U
(2.17)
where h is the separation between the collecting electrodes, U is the chamber
polarizing voltage, k1 and k2 are the mobilities of the positive and negative
ions, respectively, α is the general recombination rate constant, q is the charge
created per unit volume and time escaping IR and e is the electron charge.
Measuring at two diﬀerent dose rates with the LIC and the IC and omitting
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the calculations, it has been shown by Andersson and To¨lli that :
ξ21 =
￿
QIC(d1)
QIC(d2)
− QLIC(d1)QLIC(d2)
￿
1
6
￿
QLIC(d1)
QLIC(d2)
− 1
￿ (2.18)
for continuous radiation [100] and:
QLIC(d1)
QLIC(d2)
=
ln(1 + u1)
ln
￿
1 + QIC(d1)QIC(d2)u1
￿
(2.19)
for pulsed radiation [9]. In the case of pulsed radiation, f can be determined
for d1 and d2, by solving numerically u1, first, and afterwards u2, by using
the fact that: u2 =
Q0(d1)
Q0(d1)
u1.
The Three Voltage Method (3VM)
The 3VM [12] is an extension of the 2VM and it allows to correct for GR
in both, pulsed and continuous beams. It is based on Onsager’s theory for
IR, which assumes that the distance between consecutive ionizations is much
larger than the thermalization distance and that Gfi rises approximately
linearly with the electric field. It consists of a system of nonlinear equations
which can be solved numerically to calculate f : f can be expressed as a
function of two parameters, Ac, which is dose-rate dependent, and c, which
is dose-rate independent. The collection eﬃciency can be expressed as:
fc =
￿
1 +
Ac(1 + cV )
V 2
￿
(2.20)
in the case of continuous radiation, and as:
fp =
V
Ap(1 + cV )
log
￿V + Ap(1 + cV )
V
￿
(2.21)
in the case of pulsed radiation, with
Ac =
αN0ionh
4
6k1k2
(2.22)
and
Ap =
αr0h2
e(k1 + k2)
(2.23)
where N0ion and r0 are the number of ionized pairs per unit volume and unit
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time (those that escape from initial recombination) for continuous and pulsed
beams, respectively.
The 3VM, being developed on the basis of the Onsager theory, can not
be applied to high-LET radiation, due to the small distance between ionized
pairs. However, the authors claim that, when the collected charge shows a
linear dependence on the electric field [8], this method might be of utility.
2.5 The 2D-array Liquid Ionization Chamber
(LIC)
The high sensitivity of LICs has already been employed in diﬀerent appli-
cations. Two-dimensional (2D) matrices of LICs have been developed for
dynamic multileaf collimator (MLC) verification [102], [103] 1. In the course
of our collaboration with Universidade de Santiago de Compostela (USC) we
developed the idea to use LICs for LET measurements. In particular, the
dependence of the IR process on LET could be exploited to study LET distri-
butions in one plane along the depth dose curve of hadron beams. However,
translating this world to high LET presents the challenge of increased IR.
A two-dimensional liquid-filled ionization chamber (2D-array) was devel-
oped at USC for the verification of IMRT profiles [1]: during IMRT dose
delivery needs to be monitored with detectors with high spatial resolution
and fast response and, therefore, LICs are perfect candidates for such appli-
cations.
The 2D-array consists of a matrix of 16 × 8 channels filled with liquid
isooctane (2,2,4-Trimethylpentane, C8H18), a stable dielectric liquid, with
structure and stoichiometric form illustrated in figure 2.4(a) and 2.4(b).
The ideal liquid should be a good insulator, to help in keeping the leakage
current low; it should have a high ion yield (i.e., a low ionization potential),
to have a suﬃcient signal when irradiated; its density and atomic number
should be close to the ones of water; the stopping power ratio to water should
have no energy dependence; the mobility of ions created by irradiation should
be as high as possible, to minimize recombination. Liquid isooctane is an in-
sulating non-polar liquid, composed by low atomic number elements. It has
a density of 0.69 g/cm3 and an eﬀective atomic number of 5.4, which is quite
similar to the one of water (7.4). It is expected, therefore, to present only a
low perturbation of the radiation field for water or water-like material mea-
surements. Some of the physical and chemical properties of liquid isooctane
1MLCs are used in intensity modulated radiation therapy (IMRT) to provide conformal
shaping of the beams through the independent movements of individual “leaves”
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Chemical form C8H18 
Molar mass 114 g/mol 
Density 0.69 g/cm3 
Melting point -107 °C 
Boiling point 99 °C 
Rel. Dielectric 
constant 1.94 
Ion mobility (both) 3.5 10-8 m2/s V 
Recombination 
constant 5.9 10
-16 m3/s 
Gfi0 
1/!"
0.32 pairs/100 eV 
1.74 106 V/m 
Thermalization 
distance (Co) 163 Å 
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!%#$
!&#$
Figure 2.4: The isooctane molecule (2,2,4-Trimethylpentane: C8H18): chem-
ical composition (a); 3D-structure (b); physical and chemical properties (c).
are reported in the table in figure 2.4(c). The stopping-power ratio water-
to-liquid is quite constant for isooctane compared to air over the range of
clinically relevant electron energies (with a variation of 5% compared to the
20% of air over the same energy range of 1-20 MeV), which makes the conver-
sion of ionization response to absorbed dose to water almost independent on
the energy [37]. The ratio of the collision stopping-power for air-water and
for isooctane-water is shown in figure 2.5 (defined as the rate of energy loss
resulting from the sum of the soft and hard collisions, usually referred to as
“collision interactions”). A liquid detector filled with isooctane is expected
to be, therefore, very little energy dependent [6].
A schematization of the 2D-array layout is illustrated in figure 2.6. The
matrix is composed by 128 pixels, arranged in a 16 × 8 grid: each of them has
a dimension of 1.8 × 1.8 mm and a pitch of 2 mm, for a total active area of 3.2
× 1.6 cm2. The detector is composed by two printed circuit boards (PCBs)
[1], which are made from FR4 fiber glass epoxy. The upstream PCB is 0.15
mm thick and contains the high-voltage plane, provided by a Cu+Ni+Cu
metallization (drift plane). The downstream wall is composed by a multilayer
PCB with a 0.47 mm thickness and contains the 128 electrodes segmented
anode. The 0.5 mm thick isooctane layer is given by a G10 spacer and it is
located between the drift plane and the segmented anode. A guard electrode
ensures that the electric field near the edge of the collecting electrode remains
straight and minimizes the leakage from the volume outside of the collecting
volume. The PCB inner layers contain metallic strips that carry out the
ionized charges to the read-out electronics, which is attached to the edge of
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Figure 2.5: Collision stopping-power ratios as function of electron kinetic
energies for air-water (blue line) and isooctane-water (red line) [101].
the detector and contained in the metallic box visible in figure 2.7. A voltage
of +5V and +12V is required to feed the electronics and it is provided by an
external source. The total dimensions of the assembled device are 350 mm
× 70 mm × 45 mm.
The detector is located in between two PMMA (Poly-methyl-methacrylate)
5 mm thick slabs, which provide mechanical rigidity. The read-out is per-
formed with one X-ray Data Acquisition System (XDAS) board (Sens-Tech
Ltd, UK), which integrates 128 read-out channels. The XDAS is controlled
and read-out through an ethernet interface using raw-packet communication.
The integration time can be varied from 10 µs up to 0.5 s, and the number
of subsamples from 1 to 128 as powers of 2 (The number of subsamples is
the number of measurements that the XDAS will acquire and average before
sending an output to the acquisition computer.)
Data acquisition and detector control is carried out with a software based
on LabView (National Instruments, USA), developed by the manufacturers
in USC. The XDAS operation parameters are set at the beginning of the
acquisition. Basic commands allowing background subtraction, sequence of
acquisitions, mean value and sum saving, together with some more complex
routines as e.g. saving a sequence of segments specifically oriented to IMRT
verification, are implemented in this software to facilitate the diﬀerent tasks
performed in dosimetry. A view of the data acquisition software GUI is shown
in figure 2.8.
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Figure 2.6: The 2D-array: cross section of the detector (left) and schematic
layout of the detector [11] (right).
Figure 2.7: Picture of the 2D-array: on the left, the matrix sandwiched
between the two PMMA slabs can be seen. They are attached to the black
box, visible on the right, containing the electronics.
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Figure 2.8: General view of the 2D-array data acquisition software GUI.
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2.6 Other LIC arrays
Recently, a lot of interest arose on the LICs technology. Matrices of LICs
can be employed as quality assurance (QA) devices to monitor the beam
before and during the treatment. With their high sensitivity, they are able
to provide planar dose information, which cannot be done using single LICs,
because their volume is too small to verify that the treatment is correctly
delivered. Recently, a commercial device has been developed by PTW for
beam verification and QA: it is a 2D matrix called Octavius 1000 SRS (figure
2.9, right) and it is able to provide high-resolution dose measurements of
radiation fields smaller than 1 cm × 1 cm and of regions with steep dose
gradients.
Figure 2.9: Photograph of a prototype of a LIC array, developed in Karlsruhe,
for dynamic MLC verification [102] (left). The 2D array of LICs Octavius
1000 SRS, a commercial product from PTW (right).
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Chapter 3
Experimental Results
To study the response of the LIC to diﬀerent kind of radiations, we performed
measurements with low-LET beams - at the Deutsches Krebsforschungszen-
trum (DKFZ) in Heidelberg - and with high-LET beams - at the Heidelberg
Ion-Beam Therapy Center (HIT) and at the antiproton Decelerator (AD) at
CERN, Switzerland. An overview over the various irradiation systems will
be given in the next sections.
3.1 Low-LET irradiation systems
The 2D-array was irradiated with two kinds of low-LET sources: a 60Co
source and a linear accelerator (LINAC). In both cases, the detector is sand-
wiched between 2.5 cm of PMMA on the top and 5 cm on the bottom, to
guarantee that the LIC is beyond the maximum of the build-up region along
the depth dose curve (see fig. 1.13), which assures charged-particle equilib-
rium.
Figure 3.1 represents a schematic cross-sectional view of a beam of a given
energy and field size incident normally on a tissue-equivalent water phantom.
Dose at a certain point is given as a function of the depth in the phantom
(d), the field size measured at phantom surface (s), the lateral distance from
the central axis (r), and the radiation source to phantom surface distance
(SSD).
The dose rate can be varied by varying the distance from the source.
The beam provided by the Siemens Artiste LINAC of DKFZ is a pulsed
electron beam. The so-called monitor unit (MU) is used to measure the
LINAC output (i.e., current). The LINAC is calibrated such that 100 MU
gives an absorbed dose of 1 Gray for a 10×10 cm2 field at 95 cm SSD.
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Figure 3.1: Schematic cross-sectional view of the LINAC irradiation geom-
etry. The beam impinges normally on a tissue-equivalent water phantom.
Dose at a given point is given as a function of the depth in the phantom (d),
the field size measured at phantom surface (s) and the radiation source to
phantom surface distance (SSD). [105].
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3.2 The HIT facility in Heidelberg
The Heidelberg Ion-Beam Therapy Center (HIT) was the first clinical-based
ion therapy facility in Europe, located at the Radiological University Hos-
pital in Heidelberg (Radiologische Universita¨tsklinik Heidelberg, Germany).
It started its operation in November 2009 and in the first two years more
than 600 patients have been treated. It is a unique radiotherapy center, as
it oﬀers proton and heavy-ion beams not only for treating patients and for
clinical studies, but also for physical research. HIT started as part of the
University Hospital of Heidelberg, from the collaboration with the German
Cancer Research Center (DKFZ) and the Gesellschaft fu¨r Schwerionenfor-
schung (GSI), where the pilot project on Heavy-Ion Cancer Therapy was
developed. Siemens Healthcare provided the treatment planning system, the
patient positioning and verification system, the beam application including
scanning and control system. The Raster Scan Method, an active beam de-
livery system that allows to cover the whole tumor volume, is integrated into
the HIT gantry, the only rotatable heavy-ion gantry worldwide.
Figure 3.2: The Heidelberg Ion-Beam Therapy Center (HIT) Facility ([50]).
In figure 3.2 a schematic layout of the facility is depicted. In (1) two 14.5
GHz permanent magnetic electron cyclotron resonance (ECR) ion sources
from PANTECHNIK, running 330 days per year, are used to produce pro-
ton, carbon and oxygen beams from collisions between carbon dioxide gas
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and electrons accelerated by magnetic fields and microwaves [104]. In (2) a
LINAC collimates and accelerates particles from 8 keV/u to 7 MeV/u. It
consists of the low-energy beam transport line (LEBT), a 400 keV/u radio-
frequency quadrupole accelerator (RFQ) and a 7 MeV/u IH-type drift tube
linac (IH-DTL). The LINAC injects the particles in a compact synchrotron
with a circumference of about 65 m. The synchrotron provides a variety
of beam parameters: for both protons and carbon, the range of extraction
energies covers penetration depths in water from 20 mm to 300 mm, ranging
between 90 and 430 MeV/u, for carbon, and between 40 and 220 MeV, for
protons. After the extraction, the beam is distributed by the high-energy
beam transport line (HEBT), composed by vacuum tubes and magnets, to
one of the three treatment rooms (4). Two of them are fixed horizontal
rooms. Here, the patient is positioned on a robotically positioned treatment
couch and immobilized with the help of masks (5). Before irradiation starts,
the correct position is checked with a computer tomography (CT) digital
X-ray scanner (6). In the third room, the beam is guided along an isocen-
tric gantry (7), which allows irradiation at diﬀerent angles. A fourth fixed
beam station, the quality assurance (QA) room, is used for QA, development
and research activities. All places are equipped for a 3D raster scan volume
conformal irradiation: the beam passes trough two scanners, which scan the
beam horizontally and vertically.
The maximum available beam intensity at the patient treatment place
are 8×107 particle/s (for carbon) and 3.2×109 particle/s (for protons).
Beam Characteristics at HIT
Due to the beam extraction procedure of the synchrotron, particles are deliv-
ered not continuously, but in spills. The extraction time of the synchrotron
is fixed to 5 s, thus providing spills which are five seconds long and separated
from one another by a temporal interval of five seconds. Extraction may
be aborted earlier by the treatment system. The spill may be interrupted
asynchronously up to five times, enabling the irradiation of disjoint tumor
slices in a single acceleration cycle. A temporal sequence of a proton beam
measured with the LIC is depicted in figure 3.3.
As can be seen, the intensity (dose rate) during one spill is not stable,
but it can vary up to 20 %. The total number of particles delivered is equal
to the one prescribed by the plan and read by the operation system, as, for
therapeutical purposes, the total dose (i.e., total number of particles) must
be accurately monitored. Hence, as soon as the total dose is delivered, the
spill is aborted. While dose-rate variations have no relevance for therapy,
they do have in the LIC response. All the main measurements that will be
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Figure 3.3: The typical spill structure of a proton beam (energy 128.11 MeV)
at HIT is five seconds beam on and five seconds beam oﬀ. The temporal
sequence is measured with the whole LIC matrix.
discussed in chapter 4 have been done at the lowest dose rate, to minimize
the eﬀect of GR.
The beam experimental settings provided by the accelerator operation
system which can be chosen by the experimenter are: the ion species, the
energy, the dose (total number of particles), the dose rate (particle/s), the
focus (Full Width Half Maximum, FWHM, measured in the nozzle). Speci-
fications of the parameters used in the experiments are summarized in table
3.1.
From now on the beam will be defined in terms of energy and intensity
levels and focus number (i.e., the FWHM measured at the nozzle).
3.3 The ACE Experiment at CERN
The antiproton Cell Experiment (ACE) started in 2003 at CERN to study
the potential of using antiprotons as an alternative to protons and carbon
ions in hadrontherapy ([51]).
The rationale of studying the biological eﬀectiveness of antiprotons is due to
the behavior of these particles when they pass through tissue: fast antipro-
tons penetrating matter have the same stopping power as protons, hence,
in the plateau they behave like protons, releasing a small amount of energy
(dose) on their way to the tumor. When they slow down to eV energies,
they are captured by high-Z nuclei of the target material, they deexcite and
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Particle Energy E level Focus Dose rate Dose rate level
type (MeV/u) (#) (mm) (part/s) (intensity)
1.2e8 i2
p 128.11 100 12.8 2e8 i3
3.2e8 i4
p 150.95 140 12.4 1.2e8 i2
5e6 i3
c 241.84 100 10.2 8e6 i4
10e6 i5
c 283.76 140 10 5e6 i3
c 329.44 180 9.9 5e6 i3
ox 286.05 100 10.2 4.5e6 i4
ox 340.52 140 10 4.5e6 i4
Table 3.1: Beam parameter used during the experiments performed with the
LIC.
finally they annihilate with a nucleon. This annihilation process releases
1.88 GeV [52] (twice the rest mass of the proton) and the energy released is
converted on average in 4 or 5 pions (π−,π+ or π0). The π0 is unstable and
instantaneously decays into high-energy gamma rays (70-300 MeV). If one of
the charged pions escape the nucleus, it recoils with the Fermi momentum
of the lost nucleon (i.e. 0.1–5 MeV). If, instead, one of them penetrates the
nucleus, there will be an intranuclear cascade that will cause the nucleus
to break into fragments (mainly, neutrons, protons and heavy nuclei). As
charged fragments have a very short range (smaller than 10 µm), they will
release their kinetic energy in the vicinity of the annihilation vertex. The to-
tal energy deposited locally by these fragments has been estimated 30 MeV
per antiproton [112], which has been confirmed experimentally by Sullivan
[52]. Some of these fragments have a high-LET and an increased biological
eﬀectiveness compared to protons. When antiprotons come to rest at the
end of their range, therefore, they can in principle create DNA damage like
carbon ions do [110].
To investigate the biological eﬀects of antiprotons and the potential ben-
efits of using them as alternative to protons or heavier particles, V79 Chinese
hamster cells are exposed to antiproton irradiation using the antiproton de-
celerator (AD) at CERN [53], [110]. The first results coming from the 2011
and 2012 runs showed a steep increase of RBE for antiprotons at the prox-
imal edge of a SOBP, in contrast to carbon ions, where RBE is increasing
more gradually along the beam path.
To interpret the results correctly, it is of crucial importance to know and
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Figure 3.4: Antiproton annihilation creates gamma rays, pions, nutrons and
recoil fragments [118].
carefully monitor the physical beam parameters. Therefore, in parallel to
the biological experiments, other kinds of dosimetry studies using diﬀerent
detectors are performed. These studies aim to answer the question related to
the feasibility of standard dosimetry when the reference conditions are not
met and identify the possibility of measuring the beam quality, in particular,
LET.
3.4 The 2D-array
This section is divided in two main parts: the first one is about the prelim-
inary characterization of the 2D-array, needed to understand how the LIC
responds to irradiation. The second one is about the study of LICs’ recom-
bination processes, in particular initial recombination and its dependence on
LET, with the purpose of overcoming the disadvantage of recombination and
turning it into a key to determine LET.
The original idea of relating IR to an LET measurement has been ap-
proached from two sides:
• the intercept-to-slope parameter of the linear part of the so-called volt-
age curve (or ionization curve), as reported in literature, should be LET
dependent. This dependence has been analyzed for diﬀerent particle
beams, but it was suﬀering from unaccuracies, which gave rise to big
error bars, and it only provided relative LET values.
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• the idea of coupling the reading of two detectors, a LIC and an air-filled
chamber, and hence to quantify, at each depth, their diﬀerent response
to irradiation through a ratio, which is LET dependent.
3.5 Characterization of the 2D-array
A physical characterization of the device is presented, along with a theore-
tical study on charge-carrier mobilities performed with the 2D-array. This
demonstrates that LICs are versatile instruments, which can be used not only
as dosimeters, but also to perform other fundamental studies, for example,
on the properties of the liquid used as a sensitive medium.
3.5.1 Measurement of the real 2D-array gap
The value of the isooctane gap of the 2D-array given by the manifacturer
is 0.5 mm. This number refers to the whole nominal layer thickness and it
does not take into account the thin epoxy layer, necessary to glue the PCBs
together, and hence a value of 0.6 mm would be more realistic.
To determine the real gap for each pixel, one can assume that the 2D-
array is a parallel plate capacitor. In this case, the capacitance, C, is related
to the surface of the two plates, S, and the distance between them, d, as:
C = ￿
S
d
= ￿r￿0
S
d
(3.1)
where ￿ is the total dielectric permittivity, ￿r the relative permittivity of the
dielectric material between the plates and ￿0 the permittivity in vacuum. In
a capacitor, a voltage increase ∆V generates a charge ∆Q depending on the
linear relation:
∆Q = a+ C∆V (3.2)
where the capacitance C is the coeﬃcient of the linear slope and a a param-
eter of the fit to account for a potential oﬀset in the experiments.
To evaluate C, hence, the charge ∆Qi induced by diﬀerent polarization
voltage steps, ∆Vi has been measured and C has been determined from the
slope of the linear fit to the data.
The voltage was increased by fast random steps between 0 and 1300 V.
When a voltage step occurs, the LIC responds with a spike after which the
LIC reading returns to a constant value. This behavior is represented in
figure 3.5, where a zoom on a single voltage step is shown.
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Figure 3.5: LIC reading as a function of time, for one single voltage step:
the voltage is increased from V=632 to V=745.
After the spike, the signal comes back to approximately the same value
as before, meaning the there is no significant leakage current caused by the
change of the voltage. If the leakage would be exactly zero, after the voltage
spike the signal would go back to its original value before the V change. In
figure 3.6, a zoom on the y-axis for diﬀerent ∆V is shown: the slight signal
increase after each voltage spike indicates that the LIC does not behave
exactly like an ideal detector, but that a small leakage is associated to the
voltage change.
The induced charge ∆Q as a function of the voltage steps ∆V is depicted
in figure 3.7 for a single channel of the matrix.
The data are fitted with ∆Q=a+C∆V (blue line) and with ∆Q=C∆V
(red line). The agreement between the fits is a sign that the parameter a
is, as expected, very low, which means that no charge is collected at zero
voltage.
The same fit can be done for all the 128 channels and from it C can be
calculated for each of them. By using equation 3.1, the numerical value of d
can be adapted to adjust the fit as best as possible to the experimental data.
The results are depicted in figure 3.8.
The pixels on the edges of the matrix do not behave exactly like parallel-
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Figure 3.6: LIC reading as a function of time, for 9 random voltage steps,
ranging from V=0 to V=1300.
plate capacitors; therefore they are outside of the general trend.
The electrical capacitance is slightly lower than the theoretical one, which
indicates that the real dimension of the gap is bigger than the nominal one.
The value resulting from such measurements is between 0.6 mm and 0.65
mm.
3.5.2 Response uniformity and leakage control
Due to the specific process how the pixels are produced, each pixel of the
2D-array exhibits diﬀerences from the others in the gain of the electronic
read-out channel (up to around 0.6%), in the pixel gap and also in relation
to some area inhomogeneities. We studied, therefore, the response of the LIC
matrix to a uniform radiation field, using a flat field of 30×30 cm2 generated
with the 60Co unit of DKFZ. The 2D-array was positioned in the isocenter
sandwiched between two sets of PMMA slabs (as described in par. 3.1) and
the dose rate was 0.14 Gy/min. The LIC response under such a flat field is
represented in figure 3.9.
The reading at the four edges are higher than in the rest of the matrix.
This eﬀect is due to a small space of 0.4 mm existing between the guard
electrode and the pixels at the borders, which is responsible for the small
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Figure 3.7: ∆Q induced from random ∆V steps for one single channel of the
LIC and linear fit with ∆Q=a+C∆V (blue line) and with ∆Q=C∆V (red
line). The two fits overlap very closely due to the small a value.
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Figure 3.8: Capacitance values for all the 128 channels as calculated from
∆Q=a+C∆V. The fits indicate a gap value between 0.6 mm and 0.65 mm.
The four points oﬀ the trend are located at the corners, where a parallel-plate
capacitor behavior is not expected.
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Figure 3.9: Irradiation of the 2D-array with a flat field from a 60Co source:
the edge eﬀects are clearly visible for the pixels at the boundaries of the
array.
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amount of additional charge collected by the border pixels.
The guard electrode ensures that the electric field near the edge of the col-
lecting electrode remains straight and minimizes the extent of charge leakage
from the volume outside of the collecting volume because there is no signif-
icant driving potential to promote this additional charge collection by the
collecting electrode in preference to collection by the guard electrode.
To quantify the variation of the leakage current with time, the 2D-array
collected data without being irradiated during a whole night.
Figure 3.10: Measure of the leakage current during night: with the decrease
of the room temperature, the leakage current decreases as well during night.
As can be seen in figure 3.10, the signal - and therefore the leakage current
- is higher in the first hours and then it decreases slowly during night. This
trend might be explained with a slight change in the temperature, which
decreased by ∼2◦C during night. The leakage current does not only change
with time, but also with the voltage applied between the electrodes. Luckily,
it can be recorded and subtracted, therefore, before each measurement, the
contribution of the leakage to the measured values was always accounted for.
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3.5.3 Dose rate dependence
An ideal detector in dosimetry should be energy and dose-rate independent:
both these requirements have been studied for the 2D-array.
The dose-rate dependence has been studied by irradiating the 2D-array
with the LINAC of DKFZ. The distance between the 2D-array and the
LINAC was set to 100 cm, 30 cm and 150 cm from the source, to obtain
a diﬀerent dose per pulse. The 2D-array was irradiated with a flat field of
10×10 cm2, the electron energy was 6 MV, the dose rate was 50 monitor units
per minute (MU/min) and the total dose was 50 MU (at the isocenter). The
dose rate has been determined with a Farmer Ionization Chamber (FC Type
30010, PTW) irradiated under the same conditions used for the 2D-array.
The signal recorded with the LIC is depicted in figure 3.11.
Figure 3.11: The LIC signal does not go to zero after one spill, because the
charge is not completely collected before the arrival of the next spill.
The LIC signal does not go to zero after one spill, because the charge is
not completely collected before the arrival of the next spill. Unfortunately,
this eﬀect could not be avoided, because it was not possible to further reduce
the pulse repetition frequency.
To verify the dose-rate dependence, data were fit to the Fowler-Attix
relationship [106]:
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S = kD˙∆ (3.3)
where S is the 2D-array reading, D˙ is the dose rate (in mGy/min), k a
proportionality factor and ∆ is related to the dose-rate dependence. The
data measured at diﬀerent dose rates and for diﬀerent voltages are fitted
with equation 3.3 and are depicted in figure 3.12.
Figure 3.12: 2D-array read-out signal versus dose rate: the data have been fit-
ted with the Fowler-Attix relationship (solid lines, eq. 3.3) for three diﬀerent
applied voltages. The dose rate was varied by changing the source-to-detector
distance, while keeping constant the monitor units (50 MU/min).
For a linear dose-rate response, ∆ is expected to equal 1. In figure 3.12
∆=0.97 at 1000V, which points to a moderate dependence of the LIC on the
dose rate. At lower voltages, the trend departs more from linearity, due to
the enhanced eﬀect of general recombination at lower voltages.
3.6 Impurities in dielectric liquids
Liquids with a low dielectric constant are characterized by a conductance
which is related to groups of few ions (clusters) moving under the influence
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of an external electric field, more than to movements of single ions, which
are quite diﬃcult to distinguish.
An important property of liquids is the mobility µ, which is related to
the drift velocity νD and the electric field E trough [38]:
νD = µE (3.4)
If electronegative impurities are present in the liquid, they have the tendency
to capture free electrons available in it. When one electron is captured by
an impurity, they form negative ions with lower mobility. The rate at which
the electron is trapped is given by:
d[e−]
dt
= k[e−][Y ] (3.5)
where [e−] and [Y ] are the concentrations of the electrons and of the impu-
rities in the medium, respectively, k is the reaction rate constant, given in
[M−1] (moles) [s−1], quantifying the speed of the reaction and Y is the im-
purity involved in the process. When one electron reacts with oxygen, which
is the most common impurity:
e− +O2 −→ O−2 (3.6)
with k=6×1011 M−1 s−1. Another common impurity is carbon dioxide, CO2,
for which electron capture is reversible:
e− + CO2 ←→ CO−2 (3.7)
In (3.7) the CO2 molecule traps one electron, but the resulting anion is
unstable and releases the electron back into the solvent. As a result of this
process, the drift time increases, which means that the mobility decreases.
For CO2, k=4.2×1011 M−1 s−1.
Commercial non-polar liquids used in LICs, like isooctane, are used in
non-ultrapure regimes [39] (99.5% purity), resulting in ionized electrons being
instantly attached to electronegative impurities, and thus, charge carriers are
positive and negative ions. The knowledge of the mobility values and of the
kind of charge carriers is a critical point in the modeling of the ionization
process and charge collection in non-polar liquids. The mobilities of positive
and negative charge carriers aﬀect also the recombination rate in LICs, and
therefore, their determination is important for quantifying such eﬀects.
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3.6.1 Mobility study
The LIC can be used to study the mobility of the charge carriers produced
in liquid isooctane by looking at the temporal development of the LIC signal
irradiated with a low dose-rate source, which guarantees low recombination
losses. This has been done with the 2D-array, which was irradiated with a 6
MV Siemens Mevatron LINAC. The pulsed photon beam generated by this
LINAC has a frequency that depends on the monitor unit rate, while the
pulse length is a few microseconds, which is negligible in comparison with
the charge depletion time that amounts to a few milliseconds. The monitor
unit rate was set to 50 MU min−1 - its minimum value - which corresponds
to a pulse repetition frequency of 64 Hz. The distance from the source to
the LIC was 150 cm in order to have a low dose per pulse, around 0.06
mGy pulse−1, and negligible general recombination eﬀects. The polarization
voltage was 1500 V, which was set in order to achieve total charge depletion
before the arrival of the successive pulse, thus avoiding pulse overlapping.
The integration time was set to 0.8 ms, which is large enough to have a
significant signal and low enough to avoid signal shape distortions due to
the integration time. Several thousand pulses have been fitted with three
diﬀerent models:
• 2CC: two charge carrier species, one positive, represented by ionized
isooctane molecules and one negative, represented by one type of im-
purity;
• 3CC: three charge carrier species, one positive, represented by ionized
isooctane molecules and two diﬀerent kind of negative impurities;
• GCC: positive and negative charge carriers distributed according to a
Gaussian distribution.
A typical pulse is depicted in figure 3.13.
The pulse shape is best described by the 3CC model, indicating that the
model with three diﬀerent mobilities is the one that describes the experi-
mental data best. Adding a fourth mobility does not improve the quality
of the fit. Of course, this study is related to the isooctane quality used, be-
cause the level of impurities is dependent on that, but it pointed out that the
recombination may not be described with only two kind of charge carriers.
3.7 LET determination: a first attempt
The dependence of Initial Recombination (IR) on LET oﬀers the possibility
to characterize the beam quality in terms of LET. As shown in previous
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Figure 3.13: Charge collection for a single pulse, expressed in LIC reading
versus time: experimental points (solid circles) and 2CC (dashed line), 3CC
(thick solid line) and GCC (thin solid line) fits.
works ([75]), the extrapolation of the linear portion of the voltage-curve (V-
curve) yields an intercept with the x-axis (intercept-to-slope parameter) that
depends on LET. To quantify this parameter and relate it to LET, the general
recombination (GR) eﬀects should be accurately corrected for.
With the purpose of studying the behavior of the intercept-to-slope pa-
rameter as a function of beam quality, the 2-D array was irradiated in a water
phantom at diﬀerent dose rates with a proton and a carbon ion beam at the
HIT Facility in Heidelberg 1.
The data have been summed-up on the whole matrix during the entire
irradiation procedure. For protons, the V-curves have been measured only
in one position (plateau, see fig. 3.14) as LET is expected to be the same
everywhere, except for the very distal edge of the Bragg peak. For carbon
ions, they have been evaluated in the Bragg peak and in the plateau (fig.
3.15 and 3.16), as a diﬀerence in LET is expected between the two regions.
The lowest dose rates (or intensity levels, i#) available at HIT have been
used: i3=2×108 part/sec, i4=3.2×108 part/sec, for proton, and i3=5×106
part/sec, i4=8×106 part/sec, i5=10×106 part/sec, for carbon. The voltage
was varied from 400 to 1300 V, in steps of 100 V (for proton) and from 100 to
1by the time these studies were done, oxygen was not yet available at HIT
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1300 V in steps of 200 or 100 V (for carbon). It was provided by an Iseg High
Voltage Power Supply SHQ 224. The data have been normalized using an
air-filled monitor chamber in front of the phantom, to account for variations
from irradiation to irradiation. A linear fit of the linear part of the V-curves
has been done to evaluate the intercept-to-slope parameter, corresponding
to the intercept of the linear fitting line with the x-axis.
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Figure 3.14: Voltage curves for a proton beam of energy 128.11 MeV at
two diﬀerent intensities (i3=2×108 part/sec and i4=3.2×108 part/sec) before
applying the 3VM correction, and linear fits of the linear part of the curve
using the points at V=900 and V=1300.
Both in the proton and in the carbon curves only a small dose-rate varia-
tion can be observed when comparing diﬀerent intensity levels, as confirmed
by the Fowler-Attix fit in figure 3.12. In all cases, the departure from lin-
earity is due to GR and it is more pronounced for low voltages. To correct
for such an eﬀect and obtain a corrected signal, the collection eﬃciency f is
calculated and the readings of the detector are divided by f at each voltage
and for each single pixel.
The value of f could be calculated by the 2DR method or the 3VM (par.
2.4.2). They have both been developed and tested for low-LET radiation
and a comparison between the two is discussed in [77], for diﬀerent kind of
radiation (pulsed and continuous), and for diﬀerent dose rates. The authors
claim not only that for pulsed beam the deviations between the 2DR and
3VM are larger with respect to continuous beams (where they are less than
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Figure 3.15: Voltage curves for the Bragg peak region of a carbon
beam at three diﬀerent intensities (i3=5×106 part/sec, i4=8×106 part/sec,
i5=10×106 part/sec) before applying the 3VM correction, and linear fits of
the linear part of the curve using the points at V=900 and V=1300.
7%), but also they observe that the numerical solution of the 3VM does not
converge for all the triplets of voltages chosen,which is a sign of the intrinsic
arbitrariness of the method.
The reason behind this is that the theory according to which IR is mod-
eled in the 3VM (i.e. Onsager) might be a limiting factor, causing the de-
viations between the diﬀerent results, while the 2DR methods, not requiring
any modeling of IR, should not be limited to any specific radiation beam
characteristics (e.g. LET). In particular, the problems related to the 3VM
become important in both, the low and high polarizing voltage regimes: in
low regimes f is below 0.9 and the theory of Greening is uncertain, while in
high regimes, nonlinear eﬀects intervene in the modeling of the IR. Never-
theless, as also emphasized in [78], the linear modeling of IR according to
the Onsager theory should be suﬃcient for the radiation investigated.
In our case, the 3VM was used, for two main reasons: first of all, the
2DR method requires the use of a local monitor chamber, because the signal
should be ideally measured at the same point with the LIC and the IC.
Second, due to the diﬀerent local dose-rate variations encountered in the
radial beam direction, a pixel by pixel computation of f is needed, which
means that to apply the 2DR method, a pixelized monitor in front of the
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Figure 3.16: Voltage curves for the plateau region of a carbon beam at three
diﬀerent intensities (i3=5×106 part/sec, i4=8×106 part/sec, i5=10×106
part/sec) before applying the 3VM correction and linear fits of the linear
part of the curve using the points at V=900 and V=1300.
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LIC matrix and of its same dimensions is required. Unfortunately, such a
pixelized monitor chamber was not available. Instead, a circular air-filled
ionization chamber with radius 40.8 mm covering the whole matrix area
(PTW Bragg peak chamber, type 34070) was used in the measurements. To
apply the 3VM, no monitor is needed for the calculation of f , which therefore
can be evaluated individually for each single pixel and the signal could be
corrected accordingly. Protons and carbon ions were investigated, the latter
in the Bragg peak and plateau position. The readings were corrected for each
pixel and summed up, to obtain the correct readings for the whole matrix.
In the evaluation of f with the 3VM a Matlab program was written to apply
the 3VM simultaneously to all the 128 pixels: diﬀerent triplets of voltages
are chosen, avoiding voltages which are too high and too close to each other,
as suggested by the authors. Due to the radial dose gradient, dose rate
variations are seen by the diﬀerent pixels: this causes a diﬀerent weight of
GR from pixel to pixel and, consequently, a diﬀerent eﬃciency of the 3VM.
Depending on the voltage triplets chosen, f varies from a minimum of 0.80 to
a maximum of 0.99 (in some cases, due to the non-convergence of the 3VM,
values of f >1 are obtained: in these cases, other voltage values were chosen
manually in the calculations).
Once the f for all the 128 pixels have been obtained, the readings are adjusted
to obtain the corrected V-curves. The intercept-to-slope parameters were
evaluated by fitting the linear part of the V-curves of protons and carbon at
three diﬀerent intensities taking into account the voltage ranges of 900-1300
V. The values before and after the correction are reported in Table 3.2.
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Table 3.2: Evaluation of the intercept-to-slope parameters at two diﬀerent
intensities for protons (i3=2×108 part/sec, i4=3.2×108 part/sec) and for
carbons (i3=5×106 part/sec, i4=8×106 part/sec, i5=10×106 part/sec) in
the plateau (CPL) and Bragg peak (CBP ) region, before (P, CPL, CBP ) and
after (PCORR, CPL−CORR, CBP−CORR) the 3VM correction. The trend with
increasing intensity observed in the not-corrected data vanishes (within error
bars) after the 3VM correction.
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From the table, it can be seen that the non-corrected data show a descend-
ing trend, with decreasing values from the lowest intensities to the highest.
After the 3VM correction, this trend is no longer observed and the intercept-
to-slope parameter shows quite a constant behavior within the error bars,
calculated from the statistical deviations of repeated measurements. This
indicates an eﬃcient correction for GR by applying the 3VM.
At the same time, this method lacks robustness: uncertainties arise not
only from the diﬀerent f values obtained depending on the triplets of voltages
chosen for the diﬀerent pixels, as previously discussed, but also from the
choice of the voltages chosen to fit the V-curves. A small change in the
linear fit, due to the inclusion of a lower or an higher voltage in the voltage
range, in fact, results in a big change of the intercept-to-slope parameter.
3.8 LET determination: the calibration curve
A more robust method relies again on the dependence of IR on LET and it
exploits the diﬀerent sensitivities of LICs and ICs to IR losses. While in LICs
IR is significant, in ICs it can be approximately neglected. The new approach
consists therefore in measuring the signal at any point along the depth dose
curve both, with the LIC and an IC. Subsequently, the ratio IC/LIC can be
calculated and directly related to the LET of the particles in each measuring
point along the depth dose curve, calculated by Monte Carlo methods.
The goal of the method is to obtain a calibration curve, in which the
ratio value IC/LIC is plotted against LET , in a one-to-one correspondence.
This is, of course, an indirect LET measurement: distributions of LET and
its variation with depth in water are simulated by using the Monte Carlo
transport code FLUKA, able to treat the transport of particles through mat-
ter. In the next paragraphs the development of such a coupled-device, the
details of the FLUKA calculations, and of the entire procedure are given.
3.8.1 Experimental setup
The experiments have been performed at the HIT Facility in Heidelberg,
in the quality assurance (QA) room, where diﬀerent experiments and beam
tests can be carried on. The 2D-array was irradiated with proton, carbon
and oxygen beams in a water phantom at diﬀerent depths, with steps of 1
cm in the plateau region and of 1 mm in the Bragg peak area. The potential
diﬀerence applied between the electrodes was 1300 V.
The experimental apparatus can be seen in figure 3.17.
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Figure 3.17: (a) Scheme of the experimental apparatus: the beam impinges
on the water phantom from left. One can see, from left to right, the first
Bragg peak chamber (IC1), fixed outside the water phantom; then the com-
plex IC2 and LIC, hold together in the mobile holder, shiftable in depth and
parallel to the beamline. IC2 and LIC are separated by a PMMA layer. The
picture is not to scale. (b) A photo of the experimental apparatus.
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Two air-filled chambers (both of them are PTW Bragg peak chambers, type
34070) have been used:
• one in front of the phantom (IC1), to monitor the dose entering the
water phantom and to correct for fluctuations of the primary beam;
• one directly in front of the 2D-array (IC2), to monitor the local dose.
The standard potential diﬀerence between the electrodes was 400 V for
both of them. The IC2 and the LIC were moved together in a custom made
PMMA holder able to host the IC2 and the 2D-array. As the latter is not
water tight, the LIC was entirely and hermetically surrounded by PMMA,
to prevent any water leak. This introduces an additional 2.41 mm PMMA
wall between the IC2 and the 2D-array, corresponding to a water equivalent
distance of 2.87 mm.
Due to the sharpness of the Bragg peak, the positioning of the chambers
in correspondence to the peak is quite challenging. Hence, to widen the
Bragg peak, an additional passive energy spreading device, a ripple filter,
was inserted in the beamline. The one used at HIT is a stationary mini ridge
filter that generates a small but exactly defined modulation eﬀect, via the
multiple scattering in the ridge filter itself. The total eﬀect is the broadening
of the peak connected with a shift to lower depth [85]. The ripple filter
was employed only for carbon and oxygen, because in the case of protons
at energies greater than 100 MeV the pristine Bragg is much wider than for
carbon and oxygen and the eﬀect would be only a marginal increase of the
full width half maximum (10%) [86].
3.8.2 LET calculation with the Monte Carlo method
The FLUKA Monte Carlo code is able to describe particle transport and
interaction with matter [116], [117].
Besides incorporating all the main electromagnetic physical processes as
described in Chapter 1, it has been improved to treat hadronic interactions
up to 10000 TeV [32] as well and it has also been thoroughly benchmarked
against other models and experiments specific to particle therapy [81], [83].
In FLUKA, the transport of charged particles is performed trough a multi-
ple Coulomb scattering algorithm [79] and the treatment of ionization energy
loss is based on the first Born approximation combined with a statistical ap-
proach able to produce well the average ionization and fluctuations such as
energy and angular straggling [80]. In addition, eﬀective charge parametriza-
tions are employed.
A complete description of the FLUKA code can be found elsewhere [84].
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The fluences for proton, carbon and oxygen beams at the energies used
in the experiments were scored and integrated over a parallelepiped of the
same dimensions as the LIC matrix and are represented in figures 3.18, 3.19
and 3.20, respectively (courtesy of A. Mairani and K. Parodi).
Figure 3.18: Dose (—) and fluence (· · · · · ·) for a 128.11 MeV proton beam.
The depth-dependent fluence is normalized to the primary entrance flu-
ence. From figures 3.18, 3.19 and 3.20 it is clear that the fluence is not
constant due to the nuclear interactions which give rise to a changing par-
ticle spectrum all along the depth. This is particularly important for heavy
ions, where various light fragments contributing to the total dose are pro-
duced. For this reason, average values are commonly used instead of pure
LET values.
3.9 LET averages
When considering one single particle traveling through matter, its LET can
be directly calculated through equation 1.11. But in a physical beam, where
many diﬀerent particles are contributing to the dose deposition, e.g. after
nuclear fragmentation, there is a certain distribution of the particle’s LET.
It is then reasonable to calculate an average LET that represents the LET
distribution of the beam at a given depth. Average values can be expressed
in diﬀerent ways. The two standard modes are the fluence or track averaged
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Figure 3.19: Dose and fluences for a 241.84 MeV/u carbon beam.
Figure 3.20: Dose and fluences for a 286.05 MeV/u oxygen beam.
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LET and the dose averaged LET, depending on the physical quantity used
to weight LET [46]:
• fluence averaged LET can be expressed in its integral form:
LET F =
￿ ∞
0
t(L)LETdL (3.8)
or:
LET F (x) =
￿n
j=1 LETt,j(x)Φj(x)￿n
j=1Φj(x)
=
ρ
Φ(x)
n￿
j=1
Dj(x) (3.9)
where t(L) is the track length distribution and t(L)dL corresponds
consequently to the fraction of the total track length having that LET.
The second equality is justified by equation 1.10. Fluence-averaged
LET means that the contribution of each particle type j is weighted
by its fluence;
• the dose averaged LET is expressed as:
LETD =
￿ ∞
0
d(L)LETdL (3.10)
or:
LETD(x) =
￿n
j=1 LETd,j(x)LETd,j(x)Φj(x)￿n
j=1Dj(x)
=
1
D(x)
n￿
j=1
LETd,j(x)Dj(x)
(3.11)
where d(L) is the absorbed dose distribution, so that d(L)dL cor-
responds consequently to the fraction of the total dose having that
LET. Dose-average LET means that the contribution of each particle
is weighted by its contribution to the dose, therefore, particles which
are responsible for an higher amount of dose deposition have a higher
weight in the averaging process.
There is no universal agreement in the scientific community on which is the
best way of averaging LET: depending on the applications and the schools
of thought one average is adopted instead of the other. For this reason, in
this work, both, the dose and fluence averaged LET will be considered and
compared. The LET calculations shown take into account ionization energy
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loss, multiple Coulomb scattering and nuclear fragmentation reactions. In
the case of carbon and oxygen, the ripple filter was implemented in the
FLUKA calculations.
The depth dose curves and relative dose and fluence averaged LET are
represented in figures 3.21, 3.22 and 3.23 for the diﬀerent particles and energy
levels used.
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Figure 3.21: Depth dose curve, dose averaged LET (LETDW ) and fluence
averaged LET (LET FW ) for carbon beams at two diﬀerent energy levels (E100
and E140, see table 3.1).
The energy levels represented are E100 and E140 (see Table 3.1). The
diﬀerent particle species (figs. 3.21, 3.22, 3.23) with the same energy level
have the Bragg peak at about the same position. As for protons the ripple
filter is not used, the peak is located at a higher depth with respect to the
other two.
Considering one particle species, the Bragg peak position and the dose
averaged LET position are not located at the same depth, but the LET peak
is shifted towards the very distal edge of the dose peak, which means that
LET keeps on increasing beyond the Bragg peak. This eﬀect is due to the
straggling: the slightly more energetic particles stop behind the Bragg peak
with a very low energy, being at the end of their path. Therefore, they have
a very high LET, which makes the LET curve increase, even if they are in
a very limited number (for this reason, statistics becomes very poor in this
region and the curves are more noisy).
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Figure 3.22: Depth dose curve, dose averaged LET (LETDW ) and fluence
averaged LET (LET FW ) for oxygen beams at two diﬀerent energy levels (E100
and E140, see table 3.1).
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Figure 3.23: Depth dose curve, dose averaged LET (LETDW ) and fluence
averaged LET (LET FW ) for proton beams at two diﬀerent energy levels (E100
and E140, see table 3.1).
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3.10 Estimation of the collection eﬃciency f
Before calculating the ratio IC/LIC a correction for GR losses should be
performed on both chambers, as previously discussed (par. 3.8). Because
of the afore-mentioned diﬃculties related to the application of the 3VM, the
lowest dose rate has been chosen for taking the calibration curves in order
to minimize the GR losses and no other correction has been applied to the
LIC measurements. Whereas in air-filled chambers IR is not important at all
in low-LET regimes, this is not anymore totally true for high-LET regimes,
where IR becomes more important. The eﬀect is, anyway, not as big as in
LICs and the small correction needed to get rid of it is discussed. As will be
seen in the following subsections, the calibration curve is not that sensitive
to the corrections for GR losses - for IC and LIC - and IR losses - for IC
- because the errors arising from the overall procedure generating the ratio
IC/LIC are much more important. Before deciding to neglect them, details
are given in the next subsections.
3.10.1 GR corrections for the 2D-array
The collection eﬃciency f , defined as the ratio between the current collected
at a certain V and the saturation current, changes with depth, decreasing
while going from the entrance channel towards the Bragg peak region, due
to the higher production of charge in this area resulting in increased recom-
bination. To apply the 3VM, therefore, a voltage curve at each depth is
needed. An alternative solution is to calculate f (by using the 3VM) at one
point where a whole V-curve has been measured and take this point as refer-
ence. Subsequently, f=f(di) can be estimated at each depth performing an
extrapolation of the fREF calculated at the reference point. Details on the
calculations are presented in the Appendix A.
The collection eﬃciency estimated for the central pixel hit by the center
of the beam is shown in figure 3.24: some fluctuations of f can be observed,
as only one pixel is taken into account and the signal is more prone to insta-
bilities. Such instabilities in the LIC readings normally average out when all
the pixels of the matrix are considered.
f decreases while approaching to the Bragg peak, as expected, because the
amount of charges produced there and, therefore, the recombination is higher
and f drops down. After the Bragg peak, the dose rate decreases rapidly and
f increases and approaches 1. The decrease is only approximately 1% over
the whole depth until the Bragg peak: as already anticipated, this is only a
small variation and it will be neglected in the further analysis. For precise
dosimetric evaluations, this extrapolation method can be of some utility and
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Figure 3.24: Collection eﬃciency f estimated for the pixel hit by the center
of the beam. The chosen reference point is in the plateau region. Some
fluctuations of f can be observed, as only one pixel is taken into account and
the signal is more prone to instabilities.
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an interested reader can refer to Appendix A.
3.10.2 Recombination in the air-filled IC
As reported by Kanai et.al [8], in the dosimetry of heavy-ion beams with air-
filled ionization chambers, a correction due to initial recombination should
also be taken into account. To evaluate such a recombination eﬀect, which
is usually considered insignificant in air-filled ICs ([9]), the behavior of the
IC at diﬀerent voltages has been studied for particle beams. An example for
the V-curve evaluated with the IC irradiated at the Bragg peak position of
a carbon beam of energy 241.84 MeV/u is shown in figure 3.25.
Figure 3.25: Voltage curve measured in the Bragg peak with the Bragg peak
chamber (IC) for a carbon beam of E=241.84 MeV/u.
As explained in Chapter 2, the eﬀect of GR is usually corrected for in ICs
by using the 2VM, which assumes linearity between 1/Q and 1/V 2 [5], [10].
It is clear from figure 3.26 that the trend observed in the case of a particle
beam is far away from linearity.
Depending on the model published by Zankowski et al. ([7]), which takes
into account the eﬀect of GR, IR and ion diﬀusion, the relation between the
charge Q, the saturation charge Qsat and the voltage V is given by:
1
Q
=
1
QSAT
+
α
V
+
β
V 2
(3.12)
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Figure 3.26: A plot 1/Q vs 1/V 2 for a carbon beam at the Bragg peak
position. Data are normalized using an air-filled monitor chamber in front of
the phantom, to account for variations from irradiation to irradiation. The
trend shows a lack of linearity foreseen by Greening.
with α related to IR and diﬀusion and β including also GR losses (eq. 2.4.1).
The total f (fT ), that takes into account collection eﬃciencies for initial
recombination, general recombination and diﬀusion losses, is given by 2.13.
Figure 3.27 represents the experimental data and a least-squares fit of equa-
tion 3.12 to the data set with α=(0.57±0.19) V and β=(16.07±14.97) V 2
and results in a Qsat=(4.281±0.001) nC. As in [7], the data are plotted in
the form 1/Q vs. 1/V because equation 3.12 provides a better agreement
with measured data than does the 1/Q vs 1/V2 linear relationship.
At a given depth, the value of fT depends on the voltage and it increases
with it from fT (100V)=0.947 to fT (400V)=0.987. To understand the dif-
ferent contribution of α and β, and hence of IR, GR and diﬀusion, one can
suppress one of the two terms and evaluate the weight of the other one. In
this respect, when switching the GR oﬀ (β =0), the expression for f associ-
ated to IR and diﬀusion (fi) has the form:
fi(V ) =
V 2
V 2 + αV Qsat
(3.13)
with values ranging from fi(100V)=0.953 to fi(400V)=0.988. When switch-
ing the IR oﬀ (α =0), the expression for f associated to GR (fg) has the
form:
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Figure 3.27: A plot of the saturation data in the form 1/Q vs 1/V for a
carbon beam at the Bragg peak position. Data are normalized using an air-
filled monitor chamber in front of the phantom, to account for variations
from irradiation to irradiation. The fit corresponds to the least-squares fit
of equation 3.12 to measured data in the range from 100 V to 400 V, with
α=(0.57±0.19) V, β=(16.07±14.97) V 2 and Qsat=(4.281±0.001) nC.
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fg(V ) =
V 2
V 2 + βQsat
(3.14)
with values ranging from fg(100V)=0.993 to fg(400V)=0.999, meaning that
the GR is very small and that the bigger part is carried by the IR.
The value of f calculated with equation 2.13 and with the 2VM in the
Bragg peak (fig. 3.26) are respectively fT=0.987 and f2VM=0.994. The
two values diﬀer due to the fact that, when the contribution of IR becomes
important, the assumptions on which the 2VM is developed are no longer
strictly met.
In case of a high-LET beam, therefore, the collection eﬃciency was cal-
culated with equation 2.13.
3.10.3 Evaluation of the corrections for IR and GR
In absolute dosimetry the dose has to be measured very accurately and most
dosimetric protocols require corrections for recombination eﬀects. This is
the reason why a lot of discussions arose in the literature to develop proper
correction methods to account for recombination losses. Correction factors
have been evaluated also in this work, to judge about their importance in
relation to our experimental data. As shown in the previous paragraph, such
corrections do not play a big role: in the LIC, GR losses vary only by less than
∼1% in depth until the Bragg peak and are responsible for f values around
0.97. In the IC, losses coming from GR, IR and diﬀusion are contributing all
together to a value of f of 0.987, at the voltages used in the experiments.
As the eﬀect of GR (in the 2D-array) and of IR and GR (in the IC) losses
is small compared to the experimental uncertainties of the calibration curve
procedure, none of the discussed correction has been incorporated in the data
presented in the next sections. Despite this, the ratio IC/LIC is still mainly
characterized by the diﬀerence in IR between the LIC and the IC, which is
the main factor that suppresses the LIC curve, compared to that of the IC.
3.11 Proton, carbon and oxygen data
The LIC and IC curves, i.e. the measured detector signal as a function of the
depth of the detectors in the water phantom along the beam propagation, are
illustrated in figure 3.28. To evidence the diﬀerent amount of peak suppres-
sion due to recombination (quenching) and only for this purpose, they have
been normalized to the entrance channel, which therefore is 1. The depth in
water is expressed as a relative depth because the zero position in the graph
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does not coincide with the entrance wall of the phantom. This is due to the
materials in front of the measuring position of the LIC (the IC2, the holder
and the PMMA belonging to the LIC, as depicted in figure 3.17) and also to
a space left between the IC2 and the phantom wall, as a precaution taken in
case of errors of the remotely controlled moving device.
Figure 3.28: The data of LIC and IC are shifted to have the maxima of the
depth dose curve at the same position. The higher amount of quenching of
the LIC curve due to the increased IR to which the LIC is prone is clearly
visible. The full circles are data points, the lines are spline interpolant fit to
the data and are used to guide the eye.
All the data sets are always normalized to the monitor in front of the
phantom (which measures charge in nC), to take into account the variations
from irradiation to irradiation at the diﬀerent depths.
After this normalization procedure, the resulting IC normalized data are
expressed without units, as they are given by dividing two numbers both,
measured in nC. The LIC normalized data, instead, are given by dividing the
LIC data (expressed in ADC counts, which are proportional to the collected
charge) and the monitor chamber data (nC). The conversion factor from
ADC to nC is not known for the XDAS used in this 2D-array. Therefore,
the ADCs have not been converted in nC and the normalized values are
given in arbitrary units.
The ratio between the IC and LIC normalized curves, ICNORM/LICNORM
will be called from now on the recombination index and it will be given in
arbitrary units for the same reasons mentioned above. The first step for
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the calculation of the recombination index is the shift of the two curves, one
respect to the other, along the relative depth coordinate. Due to the diﬀerent
shapes of the two depth dose curves and to the uncertainty related to the
water equivalent thickness of the exit window of the IC, shifting of the LIC
and IC, one respect to the other is not straight forward. To account for such
uncertainties, two methods have been applied: a first one, where the 50%
dose fall-oﬀ of the two curves coincide, and a second one, where the two
measures in the respective peaks coincide (fig. 3.29). For better illustration,
all curves are normalized to the respective peak maxima, identified by a
shape-preserving interpolant fit to the data.
Figure 3.29: The main source of error is coming from the uncertainty in the
shift of the LIC and IC curves, therefore, the error bars are the standard
deviation of the peak shift and the 50% fall-oﬀ shift (see text for definitions).
To provide one value at each depth with its error, the two recombina-
tion indices have been calculated using both shifts, then averaged and the
standard deviation was used as error bar.
As already mentioned in paragraph 3.7, the experimental setup was not
the optimal one. Unfortunately, within the scope of this thesis, this could
not be improved in a further experiment due to limited available beam time.
The discrepancy between the IC and the 2D-array is due to the fact that
the IC area was completely covering the beam section, while the LIC only
covered the central part of it. The LIC reading is therefore not complete,
contrary to the IC reading, and this aﬀects the ratio calculation. Fortunately,
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this happens only along the short side of the matrix, which is in the vertical
direction. Along the horizontal axis, the beam is completely inside the matrix
area, as represented in figure 3.30).
Figure 3.30: Beam impinging on the matrix: while in the horizontal direction
the beam extension is entirely contained in the matrix (right) this is not the
case in the vertical one, where the beam exceeds the matrix dimensions (left).
The same procedure was used to generate horizontal error bars with re-
spect to the positioning of the LET curve. Here the LET value corresponding
to the maximum of the dose is placed at the same position as the maximum
of the LIC depth dose curve.
To take into account also the portion of the beam outside the matrix
in the vertical direction, a simple geometrical estimation of the beam tails
has been done by considering a linear slope passing through the two pixels
closest to the edges of the matrix (fig. 3.31). This procedure has been
performed for each row of pixels in the vertical direction, for all depths.
A fitting procedure (e.g. double Gaussian fit) could also have been done.
However, there were cases in which the fluctuations in some pixels made
the fits problematic and an automatized procedure to evaluate the single fits
for all the rows was diﬃcult to implement. Again, such deviations from a
perfect fit were considered negligible with respect to the errors coming from
the shifting procedure. Therefore, the geometric evaluation was taken to be
accurate enough and implemented.
In the calibration curves obtained after all the corrections described be-
fore, the recombination index is plotted against the calculated LET for each
depth along the depth dose curves. Both the dose averaged and the fluence
averaged LET are considered. Two diﬀerent energies have been considered
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Figure 3.31: Estimation of the part of the beam exceeding the matrix: to
the first order, it can be approximated with a linear slope.
for proton, carbon and oxygen beams. The calibration curves are plotted
for the LET values all along the depth dose curve, but only until the Bragg
peak. Beyond it, statistics become very poor and the averaging procedure
lacks reliability.
Proton calibration curves
The proton calibration curves for dose averaged LET (LETDW ) and fluence
averaged LET (LETFW ) are depicted in figure 3.32 and figure 3.33, respec-
tively.
A clear diﬀerence between the LETFW curve and the LET
D
W curves can be
observed. As compared to the heavier projectile ions, however, the maximum
LET values close to the Bragg peak are quite similar for both averaging
methods and only diﬀer by a factor of about 1.5. This is due to the fact that
the two averaging procedures for protons are quite similar, as no projectile
fragmentation process take place. The dose is mainly carried on by the
primaries. Surprisingly, for both averaging methods, significant deviations
in the recombination index at the same LET but for diﬀerent energies can be
observed and no unique, projectile-energy independent calibration curve can
be extracted within the experimental error bars at medium LET values. The
reason for this is unclear, but it mainly depends on the averaging procedure
applied. Nevertheless, taking the mean value between both projectile-energy
curves the calibration is within ±10% for energies between 128.11 and 150.55
MeV.
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Figure 3.32: Recombination index vs. dose-averaged LET (LETDW ) for the
proton beam at two diﬀerent energies (E100=128.11 MeV and E140=150.95
MeV/u). The distance from the Bragg peak (BP) is shown in relation to the
LET, until the entrance channel (EC) as upper horizontal scale.
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Figure 3.33: Recombination index vs. fluence-averaged LET (LETFW ) for the
proton beam at two diﬀerent energies (E100=128.11 MeV and E140=150.95
MeV/u). The distance from the Bragg peak (BP) is shown in relation to the
LET, until the entrance channel (EC) as upper horizontal scale.
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Carbon calibration curves
The carbon calibration curves for dose averaged LETDW and fluence averaged
LETFW are depicted in figure 3.34 and figure 3.35, respectively.
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Figure 3.34: Recombination index vs. dose-averaged LET (LETDW ) for
the carbon beam at two diﬀerent energies (E100=241.84 MeV/u and
E140=283.76 MeV/u). The distance from the Bragg peak (BP) is shown
in relation to the LET, until the entrance channel (EC) as upper horizontal
scale.
In the case of carbon beams, the situation is diﬀerent and the LETDW
and LETFW curves have a diﬀerent trend. The LET
D
W curves show energy
independence, with the two curves at E100 and E140 one on the top of the
other within the error bars. They are characterized by a shoulder for those
LET values towards the Bragg peak area. The LETFW curves show, instead,
an energy dependence, with the higher energy curve above the lower energy
one. In this case, their trend is quite linear. Not only the curve shape, but
also the LETDW and LET
F
W ranges are quite diﬀerent for carbon ions. This is
due to the fact that in the LETDW those particles that deposit more dose have
more weight, while in the LETFW all the particles that carry a diﬀerent amount
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Figure 3.35: Recombination index vs fluence-averaged LET (LETFW ) for
the carbon beam at two diﬀerent energies (E100=241.84 MeV/u and
E140=283.76 MeV/u). The distance from the Bragg peak (BP) is shown
in relation to the LET, until the entrance channel (EC) as upper horizontal
scale.
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of dose (and, therefore, are responsible for diﬀerent biological damage) have
the same weight, because the quantity that matters, here, is the fluence.
LETFW shows, therefore, lower values because those species with a lower LET
weight the same as those that have a very high LET.
Oxygen calibration curves
The oxygen calibration curves for dose averaged LETDW and LET
F
W are de-
picted in figure 3.36 and figure 3.37, respectively.
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Figure 3.36: Recombination index vs. dose-averaged LET (LETDW ) for
the oxygen beam at two diﬀerent energies (E100=286.05 MeV/u and
E140=340.52 MeV/u). The distance from the Bragg peak (BP) is shown
in relation to the LET, until the entrance channel (EC) as upper horizontal
scale.
In the oxygen case, the main observations discussed for the carbon cali-
bration curves are valid as well, except that the shoulder, which is so evident
for carbon, is much more smooth and the trend is more linear. Moreover, the
LETDW values are even higher, due to the fact that the oxygen particles have
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Figure 3.37: Recombination index vs. fluence-averaged LET (LETFW )
for the oxygen beam at two diﬀerent energies (E100=286.05 MeV/u and
E140=340.52 MeV/u). The distance from the Bragg peak (BP) is shown
in relation to the LET, until the entrance channel (EC) as upper horizontal
scale.
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a higher atomic number and charge (+8 compared to the +6 of the carbon
beam).
All the calibration curves for protons, carbon and oxygen are represented
in figure 3.38 and figure 3.39.
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Figure 3.38: Recombination index vs. dose-averaged LET (LETDW ) for
the proton beam (E100=128.11 MeV and E140=150.95 MeV), the carbon
beam (E100=241.84 MeV/u and E140=287.02 MeV/u) and the oxygen beam
(E100=286.05 MeV/u and E140= 340.52 MeV/u).
In the LETDW the curves show a global trend which suggests that a unique
calibration curve is valid - within the error bars - for all the species.
In the LETFW , the curves seem to be grouped depending on their energy
levels, those with E100 being well separated from those with E140.
3.11.1 Antiproton data
The characteristics of the antiproton beam available at CERN are very dif-
ferent from those of the particle beams clinically used at HIT. Antiprotons
are delivered with an energy of 126 MeV and in pulses, each one containing
about 3×107 particles. Each pulse is 500 ns long and separated, typically,
90-120 seconds one from the other. Such a high number of particles per spill
means that the dose rate is very high, compared to one of the typical dose
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Figure 3.39: Recombination index vs. fluence-averaged LET (LETFW ) for
the proton beam (E100=128.11 MeV and E140=150.95 MeV), the carbon
beam (E100=241.84 MeV/u and E140=287.02 MeV/u) and the oxygen beam
(E100=286.05 MeV/u and E140= 340.52 MeV/u).
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rates used at HIT (5×106 part/sec) and the recombination processes taking
place in the sensitive volume are much more important at such a high dose
rate.
The experimental setup for the antiproton experiments is the same as
used at HIT, except for the two monitor chambers in front of the water
phantom and attached to the 2D-array, which were in this case two Advanced
Roos Chambers, instead of the Bragg peak chambers used at HIT. The
Advanced Roos IC has a diameter of approximately 40 mm and a gap of
2 mm. Gafchromic films were used to determine the beam profile of the
antiproton beam: the measured FWHM was approximately 8 mm in the
entrance region. This means that the beam was fully contained in the IC.
The standard potential diﬀerence between the electrodes was 400 V.
Sequences of 10 spills were measured with the 2D-array. The integration
time was set to 200 msec and the number of subsamples was 4. The leakage
current was always subtracted from the measurements. The beam was never
stopped if some of the settings of the setup were changed (the position of
the 2D-array in depth or the voltage applied to it). Thus, in order to be
always in stable measurements conditions, the first two pulses have never
been considered. Each of the remaining eight pulses has been integrated,
normalized and the average of the eight spills was the outcome of the overall
sequence.
One sequence is depicted in figure 3.40. A variation of the spill height
during the same measurement is due to the diﬀerent number of antiprotons
per spill sent from the Antiproton Decelerator (AD). To account for such
variations, the normalization with the IC in front of the phantom is required.
A zoom into one single pulse is depicted in figure 3.41. The real pulse is
500 ns long, but the charge collection in the 2D-array is much longer, due to
the transit of the charge carriers towards the electrodes. The total collected
charge is obtained by integration of the area under the pulse. After all the
charge has been collected, the LIC reading goes back to zero.
The voltage curve has been measured in the Bragg peak and in the plateau
position, for voltages from 400 V to 1300V, in steps of 200 V. The intercept-
to-slope parameter was evaluated by fitting the linear part of the V-curve for
the voltages from 700 V to 1300 V (figure 3.42).
As has already been observed by our colleagues of the AD-4 collaboration,
the comparison of the asymptotic slopes of the curves shows a diﬀerence
between those in the Bragg peak and in the plateau data sets. The voltage
curves were measured during the 2011 run. In that year, the study of the
intercept-to-slope parameter in relation to the LET was still in its first stages:
although observing an LET dependence, a quantitative LET evaluation was
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Figure 3.40: Antiproton (E=126 MeV) pulse sequence measured with the
2D-array. A variation of the pulse height is due to the diﬀerent number of
antiprotons per pulse. To account for such variations, the normalization with
the IC in front of the phantom is required.
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Figure 3.41: Antiproton single pulse (E=126 MeV) measured with the 2D-
array. The voltage between the electrodes of the 2D-array was 1000 V.
not possible.
The setup was irradiated with antiprotons at two diﬀerent dose rates on
two diﬀerent days. The high dose rate (HDR) was 6×1013 part/sec and
the low dose rate (LDR) was 3×1013 part/sec. A factor of two between
the two dose rates was obtained by sending a lower number of protons from
the PS onto the production target. The antiproton depth dose curve was
measured by manually shifting in depth the 2D-array. The measured curves
are represented in figure 3.43 and the data points have been connected by a
spline to guide the eye.
It can be observed that the depth dose curve at the high dose rate (in red
in fig. 3.43) is suppressed with respect to the one at low dose rate. This eﬀect
is due to the higher amount of general recombination (GR) in the LIC in the
high dose rate measurements, which lowers the LIC reading. A correction
method for GR would be necessary, which, however, was not feasible on the
basis of the available data within this thesis.
The calibration curve was evaluated also for the antiproton beam. Un-
fortunately, it was not possible to change the antiproton energy, therefore,
two depth dose curves have been measured at the two diﬀerent dose rates
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Figure 3.42: Voltage curve measured for antiprotons at two diﬀerent depths:
the data at 700, 900, 1100, 1300 V are fitted with a linear slope. The diﬀerent
intercept to slope is an index of the diﬀerence in LET in the Bragg peak and
the entrance channel. Data are from the 2011 run.
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Figure 3.43: Depth dose curves measured with the 2D-array at two diﬀerent
dose rates, the high one in red (HDR) and the lower one in blue (LDR)(spline
is shown to guide the eye).
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available.
The dose-averaged LET of antiprotons was calculated with FLUKA and
it is depicted in figure 3.44, in agreement with the one calculated by Bassler
[4].
Figure 3.44: Dose-averaged unrestricted LET plotted as a function of depth
in water (courtesy of A. Mairani and K. Parodi): the calculation is based
on the FLUKA charged particle LET spectrum of a 126 MeV antiproton
beam.
As previously mentioned, the LETDW curves shown in figure 3.38 for pro-
tons, carbon and oxygen indicate a particle-species dependent separation,
while the fluence averaged (LETFW ) curves (fig. 3.39) tend to present an
energy separation: as only one energy was available for antiprotons, the cal-
ibration curve has only been evaluated for the dose averaged LET (LETDW ).
The calibration curves and the error bars have been evaluated with the same
procedure already described for protons, carbon and oxygen. They are de-
picted in figure 3.45.
They are visibly aﬀected by a dose-rate dependence, typical of general re-
combination losses. The high dose-rate curve is consequently shifted towards
higher values of the recombination index, sensitive to LET.
In figure 3.46 the calibration curves for LETDW for protons, carbon, oxygen
and antiprotons are plotted in the same graph.
Despite the separation between the two antiproton curves at the two
diﬀerent dose rates, they fit quite well in the general trend. The mismatch
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Figure 3.45: Recombination index vs. dose averaged LET for antiproton
beam (E=126 MeV) at two diﬀerent dose rates.
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Figure 3.46: Recombination index vs. dose averaged LET for the proton
beam (E=128.11 MeV/u), the carbon beam (E=241.84 MeV/u), the oxygen
beam (E=286.05 MeV/u) and the antiproton beam (E=126 MeV).
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in the absolute values of the recombination index between antiprotons and
both protons and carbon ions is likely due to the extreme diﬀerence in dose
rate (p¯ = 6×1013 s−1, C = 5.66×106 s−1). To resolve this issue, a complete
correction for GR would be necessary. Anyway, to compare all the species,
the experimental conditions should be as similar as possible.
This and other aspects of the experiments, together with some practical
applications of the invented methodology will be discussed in the next session.
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Chapter 4
Discussion and conclusion
The dependency of initial recombination (IR) processes on LET characterizes
liquid filled ionization chambers and has been the starting point of our study.
Unfortunately, the lack of a theoretical model relating directly IR to LET
does not allow to achieve a direct LET measurement. We investigated, there-
fore, methods to determine LET indirectly. A first approach is the study of
the ionization curve and the change of its slope for diﬀerent LET values.
This procedure, however, is very sensitive on how the correction for general
recombination (GR) is done. Moreover, assuming that such a correction is
properly carried out, it requires the measurement of a whole voltage curve to
evaluate the value of the slope. This has to be done at each point along the
depth dose curve and it is, hence, quite time consuming and not practical.
A more robust method relies again on the dependence of IR on LET and
it exploits the diﬀerent sensitivities of LICs and ICs to IR losses. While in
LICs IR is significant, in ICs it can be approximately neglected. The new
approach consists, therefore, in measuring the signal at any point along the
depth dose curve both, with the LIC and an IC. Subsequently, the ratio
IC/LIC can be obtained and directly related to the Monte Carlo calculated
LET of the particles in each measuring point along the depth dose curve.
The final goal is to have, in the end, a calibration curve, in which the ratio
value IC/LIC is plotted against LET, in a one-to-one correspondence.
Figure 3.46 shows the recombination index as a function of the dose-
averaged LET (LETDW ) for proton, carbon, oxygen and antiproton beams.
The value of the recombination index increases with the LET for each particle
type and is largely independent on the particle energy. All the diﬀerent
particles fit reasonably well, on a calibration band, within the error bars,
that are relatively large.
One of the practical applications of the LIC would be an online monitoring
of sudden changes of beam quality (change in the fragmentation spectra due
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to setup errors) that would lead to a change in LET and, therefore, of the
recombination index. The calibration band obtained in figure 3.46 is not yet,
however, accurate enough to detect small changes in the LET spectra at a
clinically relevant level. For this reason, the error bars for the recombination
index need to be reduced as much as possible, especially in the Bragg peak
region, where they become more important. Indeed, there are margins of
improvement related to the experimental setup.
In particular, in one of the first stages of the analysis, our data showed,
for a given particle type, a poor overlap of the calibration curves for the two
beam energies. This was due to the fact that the beam size was larger than
the dimensions of the matrix. When we realized the mismatch, we introduced
a correction for such beam losses, which improved the overlap of the curves
for two diﬀerent energies for each particle type. However, in a future setup
this source of error should and could be easily avoided.
Another limiting factor is the relatively large distance between the IC and
the LIC, which could be minimized, to reduce the uncertainty in the shifting
procedure preceding the recombination index calculation, responsible for the
large horizontal error bars of the calibration curve, which are caused by the
steepness of the depth LET curve.
Furthermore, a severe limitation of the current setup is the impossibility to
perform a general recombination correction for the depth dose curves. Com-
pared to the actual dimensions of the error bars, coming from the shifting
procedure, this seems to be not a mayor problem in the measurements done
at HIT, even though it turned out to be relevant in the CERN measurements,
where we found a significant dose-rate dependence of the calibration curves,
that could not be eliminated. Nevertheless, once the shifting-procedure error
bars will be reduced, GR corrections will need to be taken into account more
carefully.
In order to implement all the improvements in a new experimental setup, we
discussed a next-generation version where the LIC and the IC with identical
geometrical properties (size and pixelization) would be fused together. This
would reduce uncertainties in the relative shift and the area coverage, which
both are significant limitations in the current version. The idea of such a new
apparatus and methodology for LET determination based on the calibration
curve has been translated and developed into a Patent [113] (currently pend-
ing) together with our colleagues in USC. The design of the coupled system
is depicted in figure 4.1.
The device body comprises three printed circuit boards (PCBs) and two
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spacers. The upper PCB (1) is a multilayer circuit containing a segmented
anode in pixels arranged in a 2D-array. In the outer layer (2), as well as in
the inner one, tracks connect the diﬀerent pixels to the read-out electronics.
The gap between the PCB (1+2) and the PCB intermediate (4) is defined by
a spacer (3) of a dielectric material, filled with isooctane. The intermediate
layer contains two high voltage drift electrodes, one on each side, to create the
potential diﬀerence required for reading the ionized charge both in the liquid
and in the gas media. Another spacer (5) is attached to the PCB placed
intermediate, to define the thickness of the gas gap. Finally, an additional
multilayer PCB (6) contains an anode segmented in pixels and routing strips
connecting the pixels to the read-out electronics.
The mass thickness of the layers of liquid, the gas and the intermediate PCB
will be minimal to minimize the distance between the LIC and the IC. The
beam (7) impinges on the system perpendicular to the plane of the detector.
!
Figure 4.1: Design of the coupled system of LIC and IC for 2D LET map
measurements: from the top to the bottom, the various components described
in the text with the corresponding numbering are shown.
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Figure 4.2 shows a transversal view of the device, comprising the IC plane
(1) with the associated read-out electronics (2), the high-voltage interme-
diate plane (3) and the second LIC plane (4) with the associated read-out
electronics (5). The beam is impinging on the planes of the pixelated ion-
ization chambers perpendicularly from left (7). The system is immersed in
a water phantom (6) to measure the LET variation in depth, therefore the
device has to be water proof.
!
Figure 4.2: Transversal view of the device: the IC plane (1) and the associ-
ated read-out electronics (2), the high-voltage intermediate plane (3) and the
second LIC plane (4) with the associated read-out electronics (5) are shown.
The beam is impinging on the planes of the pixelated ionization chambers
perpendicularly from left (7).
The new pixelized LIC-IC complex resolves the problems discussed and evi-
denced in the old version and could allow for a better correction for GR by
using the 2DR or the 3VM approaches. Further improvement of the theore-
tical description of GR and IR would also be helpful.
Despite on the proton calibration curves at the two energies still lack
an interpretation of the observed discrepancy in their shape, with the new
improved setup the diﬀerence is expected to vanish and the error bars to be
reduced.
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Appendix A
Evaluation of f with the 3VM
at diﬀerent depths
The collection eﬃciency f changes with depth, decreasing while going from
the entrance channel towards the Bragg peak region, due to the higher pro-
duction of charge in this area. To apply the 3VM, therefore, a voltage curve
at each depth is needed.
An alternative solution is to compute f in depth by relying on the Green-
ing theory and the the 3VM (see par. 2.4.2) performed at a reference depth,
where a whole voltage curve has been measured. Subsequently, f can be
estimated at each depth.
The collected signal SM can be expressed as a function of f :
SM = S0 · f (A.1)
where S0 is the signal corrected for general recombination losses and f can
be calculated with the 3VM according to:
f =
￿
1 +
(1 + cV )Ac
V 2
￿−1
(A.2)
Here Ac and c are two parameters, the first one dependent on the dose rate
and the second one independent on the dose rate.
In the reference point, the measured signal can be expressed as in equation
(A.1):
SREFM = S
REF
0 ·
￿
1 +
(1 + cREFV )AREFc
V 2
￿−1
(A.3)
and, for a certain depth di, S0 and SM are given, respectively, by:
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S0(di) =
SM(di)
f(di)
(A.4)
As we assume that S0 and Ac depend in the same way on the dose rate, a
factor Yi can be introduced to keep into account the change of dose rate at
each depth. Introducing Yi, S0 and Ac at each depth can be written as:
S0(di) = S
REF
0 · Yi (A.5)
Ac(di) = A
REF
c · Yi (A.6)
To estimate Yi, SM at each depth can be given by:
SM(di) = S
REF
0 Yi·
￿
1 +
(1 + cREFV )AREFc Yi
V 2
￿−1
(A.7)
and then Yi:
Yi =
SMV 2
SREF0 V
2 − SMAREFc − SMcREFV AREFc
(A.8)
By substituting equation A.8 in equation A.5, the signal corrected for each
depth can be estimated. This procedure has to be done for each individual
channel of the matrix.
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