Abstract. In this paper, we study the characterization of two weight inequality for multilinear fractional maximal operators. We give a multilinear analogue of Sawyer's two weight test condition.
Introduction and Main Results
We begin with the A p condition introduced by Muckenhoupt. For a weight w, i.e. a non-negative locally integrable function, we call w satisfies the A p condition if is bounded on L p (w) if and only if w satisfies the A p condition. In [17] , Muckenhoupt and Wheeden characterized the weighted strong-type inequality for fractional operators in terms of the so-called A p,q condition. For 0 < α < n, 1 < p < n/α and 1/q = 1/p − α/n, they showed that the fractional maximal function M α f (x) := sup 
In [2] , Buckley showed that for 1 < p < ∞, M L p (w)→L p (w) ≤ c [w] p ′ /p
Ap and the exponent p ′ /p is the best possible. In [7] , Lacey, Moen, Pérez and Torres obtained
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the analogous result for M α . They proved the sharp inequality
For the two weight case, we can consider similar problem. That is, to find a condition for a pair of weights (u, v) such that M α is bounded from L p (u) to L q (v) for all 0 ≤ α < n. In [19] , Sawyer gave a characterization of a two weight inequality,
where σ = u 1−p ′ , 0 ≤ α < n, 1 < p < n/α and 1/q = 1/p − α/n. The above inequality is known as Sawyer's test condition. In [15] , Moen improved Sawyer's result by showing that
We refer the readers to [8, 9, 18, 20, 21] for more backgrounds and the new breakthrough of the two weight characterization of singular integrals using Sawyer's test condition.
Now we move on the story to the multilinear case. We study the multilinear fractional maximal operator. For 0 ≤ α < mn, the multilinear fractional maximal function M α is defined by
Specially, when α = 0, M 0 is the multilinear maximal function denoted by M which is defined by
The dyadic multilinear fractional maximal function is defined by
where D is a dyadic grid in R n , for which the definition is given in the next section. In [11] , Lerner, Ombrosi, Pérez, Torres and Trujillo-González introduced the multiple A P weights.
We say that w satisfies the multilinear A P condition if
if and only if w ∈ A P . In [14] , Moen introduced the multiple A P ,q weight. Let 1/p 1 + · · · + 1/p m = 1/q + α/n. A multiple weight (w 1 , · · · , w m ) is said to belong to the A P ,q class if and only if
[ w] A P ,q := sup
For the two weight case, recently, Chen and Damián [3] gave some sufficient conditions for the two weight inequality to hold for multilinear maximal operators. In this paper, we prove the following result.
In the rest of this paper, we give a proof of Theorem 1.1. And in Section 4, we give other test conditions which cover all indices.
Preliminary Results
By a general dyadic grid D we mean a collection of cubes with the following properties: (i) for any Q ∈ D its sidelength l Q is of the form 2 k , k ∈ Z; (ii) Q ∩ R ∈ {Q, R, ∅} for any Q, R ∈ D; (iii) the cubes of a fixed sidelength 2 k form a partition of R n . We say that S := {Q j,k } is a sparse family of cubes if:
(1) for each fixed k the cubes Q j,k are pairwise disjoint;
The importance of these grids is shown by the following proposition, which can be found in [6, proof of Theorem 1.10], see also [10, Proposition 5.1].
Proposition 2.1. There are 2 n dyadic grids D t , t ∈ {0, 1/3} n such that for any cube Q ⊂ R n there exists a cube Q t ∈ D t satisfying Q ⊂ Q t and l(Q t ) ≤ 6l(Q).
For any weight σ, cube Q and locally integrable function f with respect to the measure σdx, define the average E 
Definition 2.2 (Principal cubes).
We form the collection G of principal cubes as follows. Let G 0 := {Q} (the maximal dyadic cube that we consider). And inductively,
It follows from the definition that
and assume that p ≤ q. Then
3. Proof of Theorem 1.1
We only prove Theorem 1.1 for m = 2, since the general case can be proved similarly. Firstly, we prove the following lemma. 
Proof. Similarly to [12] , let a = 2 (2−α/n)(n+1) and
It follows that
Therefore,
. Now we reduce the problem to estimate the following, followed by Sawyer's technique [19] , we have
Now let Ω R := {(k, j) : Q k j ⊂ R} and let γ be the measure on Ω R that assigns mass γ
Clearly T is sublinear and of strong-type (∞, ∞) with norm 1. Next we show that T is of weak-type (1, q/p 2 ). Let λ > 0 and {I i } i denotes the maximal cubes relative to the collection {Q
This shows that T is of weak-type (1, q/p 2 ) with norm [ w, v]
by Proposition 2.3 we get T is of strong-type (p 2 , q) with norm
which is exactly the following
This completes the proof.
Now we are ready to prove the following, which is very close to our main result.
that 1/q = 1/p − α/n and that q ≥ max{p 1 , p 2 }. Let (w 1 , w 2 , v) be weights and set
Proof. We use similar notations as in Lemma 3.1. Then we have
Now let Ω := {(k, j)} and let η be the measure on Ω that assigns mass η
Clearly S is sublinear and of strong-type (∞, ∞) with norm 1. Next we show that S is of weak-type (1, q/p 1 ). Let λ > 0 and {J i } i denotes the maximal cubes relative to the collection {Q
We have
This shows that S is of weak-type (1, q/p 1 ) with norm [ w, v]
, which is exactly the following
This completes the proof. Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 2.1, we have
Then by Lemma 3.2, we have
On the other hand, it is obvious that
Further Discussions
For simplicity, we consider the special case m = 2 in this section. First, we have the following result.
Theorem 4.1. Suppose that 0 ≤ α < 2n, that 1 < p 1 , p 2 < ∞, that 1/p = 1/p 1 + 1/p 2 and that 1/q = 1/p − α/n. Let (w 1 , w 2 , v) be weights and set σ i = w
if and only if the following conditions hold
Proof. The necessity is obvious. We only prove the sufficiency. As in the previous section, it suffices to prove it for the dyadic fractional maximal operator.
Without loss of generality, we assume that f i L p i (σ i ) = 1, i = 1, 2. Note that the general case follows by homogeneity. Similarly to the proof of Lemma 3.2, it suffices to estimate the following
By the monotone convergence theorem, we can assume that all cubes in Q are contained in some maximal dyadic cube Q. Next, for i = 1, 2, similarly to [22] , we define
It is obvious that Q = Q 1 Q 2 . By symmetry, we only need to estimate the following
where G is the set of principal cubes with respect to |f 1 |, σ 1 and Q 1 . For any G ∈ G, let G * (G) be the collection of maximal cubes
Then by the definition of the principal cubes, for any Q ∈ Q 1 with Γ(Q) = G and
Then we have
By hypothesis, we have
For l = 0, we have
For l = ∞, we have
Then by (2.1), we have This completes the proof.
By Theorem 4.1, we reduce the problem to characterize C 1 and C 2 . By symmetry we concentrate on C 1 . Let
For fixed Q, U Q is a sublinear operator from L (Q) to L q v (Q). It seems difficult to give a characterization for such an operator when p 2 > q. We do not know whether Sawyer's test condition still applies in this case.
