Abstract-Video segmentation assumes a major role in the context of object-based coding and description applications. Evaluating the adequacy of a segmentation result for a given application is a requisite both to allow the appropriate selection of segmentation algorithms as well as to adjust their parameters for optimal performance. Subjective testing, the current practice for the evaluation of video segmentation quality, is an expensive and time-consuming process. Objective segmentation quality evaluation techniques can alternatively be used; however, it is recognized that, so far, much less research effort has been devoted to this subject than to the development of segmentation algorithms. This paper discusses the problem of video segmentation quality evaluation, proposing evaluation methodologies and objective segmentation quality metrics for individual objects as well as for complete segmentation partitions. Both standalone and relative evaluation metrics are developed to cover the cases for which a reference segmentation is missing or available for comparison.
I. INTRODUCTION

I
NTERACTIVITY in multimedia applications is becoming a reality. The user is no longer satisfied with being a passive spectator, but asks for a more active role. Sophisticated forms of interactivity have been developed for direct interaction with audiovisual content, resulting from an evolution toward more semantically meaningful representations, such as those allowed by the ISO MPEG-4 object-based coding standard [7] . With MPEG-4, a video scene is represented as a composition of arbitrarily shaped video objects. The user may be allowed to change the received composition script and may eventually combine the received objects with other objects locally available. On the other hand, the ISO MPEG-7 standard [8] specifies tools to create standardized descriptions of audiovisual content targeting its quick and efficient identification, retrieval and filtering. These descriptions may rely on a variety of features, from those that can be automatically extracted, e.g., texture, shape, motion and spatial relations, to more high-level, abstract features, involving semantic value and finally completely subjective manual annotations.
The representation of an audiovisual scene as a composition of objects, each one with different properties and a different associated interactive behavior, assumes a key role in emerging multimedia applications, increasingly involving object-based audiovisual coding and description solutions.
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Digital Object Identifier 10.1109/TIP. 2002.807355 In this context, video segmentation, understood as the identification of the set of objects (with some specific feature properties or semantic value) building a video scene, assumes a major role. Segmentation algorithms are expected to identify the appropriate objects for the application being addressed; moreover the assessment of the quality of the resulting video segmentation partition is of crucial importance to evaluate the degree to which the application targets are met. A segmentation partition is here understood as the set of object instances that at a given time instant fully cover the image area.
Two types of measurements can be targeted when performing video segmentation quality evaluation:
• Individual object segmentation quality evaluationWhen one of the objects identified by the segmentation algorithm is independently evaluated in terms of its segmentation quality.
• Overall segmentation quality evaluation-When the complete set of objects (the scene partition) identified by the segmentation algorithm is globally evaluated in terms of its segmentation quality. Individual object segmentation quality evaluation is valuable when objects are to be independently manipulated, e.g., when reused in different contexts, while an overall segmentation quality evaluation should reflect the correctness of the full set of objects detected in view of the target application.
Depending on the availability, or not, of a reference segmentation (the so-called ground truth), two alternatives can be considered for the evaluation of video segmentation quality:
• Standalone evaluation-When a reference segmentation is not available.
• Relative evaluation-When a reference segmentation is available for comparison. The current practice for video segmentation quality evaluation consists in subjective evaluation, involving a representative group of human viewers. To be meaningful, the evaluation must follow precise methodologies, both in terms of test environment set-up as well as of grading techniques. Even if standard subjective evaluation methodologies for video segmentation quality evaluation are not available, those established for video quality evaluation (e.g., by ITU-R [9] and ITU-T [10] ), understood as the assessment of the perceived image degradation due to some type of processing, can provide important guidelines (e.g., for display configuration and experimental conditions).
In fact, the subjective video segmentation quality evaluation is not completely ad hoc and a set of guidelines is regularly followed in forum such as the COST 211 quat European project [5] . In this case, the typical display configuration for performing individual object standalone segmentation quality evaluation is shown in Fig. 1 ject), (iii) the portion of the original image corresponding to the area of the object under analysis over a neutral background, and (iv) the remaining portion of the original image with the object area replaced by a neutral color. An example is presented in Fig. 1(c) , for a specific object (the man on the left) of the Hall Monitor sequence. The overall segmentation quality evaluation is performed by the human viewers, who take into account the segmentation quality evaluation of each individual object to decide on the overall evaluation score, in view of the application addressed. For relative evaluation, the viewing process includes two stages: (i) separate viewing of the reference and the estimated segmentation results, in each case using the evaluation procedure illustrated in Fig. 1(a) and (c), as in the standalone case; (ii) simultaneous viewing of the reference and estimated results. This second stage consists in the side-by-side display of both segmentation results to ease their mutual comparison. A possible display layout is shown in Fig. 1(b) and an example for the same object of the Hall Monitor sequence is presented in Fig. 1(d) , where the images on the left are from the reference segmentation and those on the right result from the segmentation algorithm under evaluation.
Subjective evaluation of video segmentation quality is a timeconsuming and expensive process and by nature provides subjective evaluation scores. To overcome these limitations, the solution is to objectively assess the segmentation algorithms' performance. However, even if the development of video segmentation algorithms is the topic of a large research effort, the issue of their performance evaluation has not received comparable attention [21] . This state of affairs may be, at least partly, due to the difficulty in establishing an adequate objective measure for video segmentation quality evaluation, except for very well constrained situations and also to the lack of a strong demand for objective video segmentation evaluation procedures until very recently.
Section II presents a review of the currently available metrics for performing objective video segmentation quality evaluation, followed by the discussion and proposal of appropriate individual object segmentation quality evaluation metrics in Section III, for both the standalone and relative cases. Section IV proposes metrics for overall video segmentation quality evaluation. Finally, Section V presents results highlighting the performance of the proposed segmentation quality evaluation metrics and Section VI takes some conclusions.
II. REVIEW OF OBJECTIVE SEGMENTATION QUALITY EVALUATION METRICS
The major goal of an objective video segmentation quality evaluation system is to be able to mimic, using an automatic procedure, the results that a formal subjective evaluation would produce-the most reliable evaluation results. The objective evaluation could therefore be used to compare the performance of different segmentation algorithms, or several configurations of the same algorithm, in view of the requirements characterizing a given application scenario.
The objective evaluation of edge detectors (a central element of edge-based segmentation algorithms) has received considerable attention since the 70s. The goals were the comparison of alternative techniques, or the gathering of feedback to improve a given algorithm's performance. However, most of those evaluation techniques were devoted to well-constrained and simple algorithms and classes of images [1] , [6] , [11] .
More recently, the emergence of the MPEG-4 standard with its ability to independently code arbitrarily shaped video objects has given a big push to the research on video segmentation and consequently also to the development of adequate video segmentation quality evaluation methodologies [16] , [19] .
A review of the most relevant metrics and ideas, presented in the literature for segmentation quality evaluation is presented below, organized into two classes corresponding to the cases of standalone and relative evaluation. Additionally, a selected set of metrics used for video quality evaluation and which may assume a relevant role in segmentation quality evaluation is presented.
A. Metrics for Standalone Video Segmentation Quality Objective Evaluation
Standalone objective evaluation algorithms work mainly with the a priori information available about the expected properties of objects and of their disparity to neighbors, in the context of the application addressed. From the metrics available in the literature, two major classes are identified:
• Intra-object homogeneity-When due to the application characteristics it makes sense to expect the interior of objects to have a reasonably homogeneous texture, metrics such as the busyness or variance of texture have been used for the evaluation of intra-object homogeneity [12] , [17] .
• Inter-object disparity-When objects are expected to exhibit a significant disparity to their neighbors, metrics such as the difference between the average gray levels of neighbor objects have been used for evaluation [12] .
B. Metrics for Relative Video Segmentation Quality Objective Evaluation
Relative segmentation quality objective evaluation may use the information available in the reference segmentation to produce a more accurate segmentation quality assessment. The metrics for relative segmentation quality objective evaluation found in the literature may be classified into two major classes:
• Spatial accuracy-These metrics compare the values of selected spatial features for the reference and estimated segmentations. The most relevant spatial metrics are related to:
• Shape fidelity-The percentage of misclassified edge pixels, eventually weighting the edge pixels in error with a function of their distance to the reference edge, is used by several authors for the evaluation of edge detectors [1] , [6] . Alternatively, the correlation between estimated and reference edge pixels has also been considered [3] . More recently, similar metrics were proposed for the evaluation of segmentation partitions composed of two objects (foreground and background), notably counting the misclassified shape pixels (shapels) [19] and weighting the erred shapels according to their distance to the reference [16] .
• Spatial features similarity-The difference between the values of selected object spatial features, computed for the reference and estimated segmentations, has been used for evaluation of segmentation quality. An example is the relative ultimate measurement accuracy metric defined in [20] , which can, for instance, be used to compare the values of such geometric features as area, perimeter or circularity of objects.
• Number of objects comparison-The comparison of the number of objects identified in the estimated and reference segmentations also gives an indication about the correctness of the segmentation results. One such metric, called fragmentation, has been proposed in [14] .
• Temporal accuracy-These metrics compare the values of selected temporal features for the reference and estimated segmentations. Temporal accuracy has received less attention in the literature than spatial accuracy and the main metric considered is:
• Temporal stability-A metric computing the difference in the number of object shapels, i.e., the object size, for consecutive time instants has been used for evaluating the temporal stability in comparison to a reference [19] .
C. Useful Metrics From the Video Quality Evaluation Field
The methodologies developed in the area of video quality assessment during many years, provide important background information for the field of video segmentation quality evaluation, since some of the effects to be measured are similar. Notably, some of the metrics developed for the assessment of video quality evaluate the spatial, the temporal, or in a combined way the spatio-temporal behavior of a given video sequence. These metrics may be adapted for evaluating the individual object's behavior, thus providing useful information both for standalone and for relative segmentation quality evaluation, as proposed in Section III.
From the video quality metrics available in the literature, three have been judged very relevant for the development of segmentation quality evaluation metrics:
• Spatial perceptual information (SI)-This metric provides a measure of the spatial detail in an image, taking higher values for the more (spatially) complex scenes. The SI metric is specified in ITU-T Recommendation P.910 [10] and it is based on the amplitude of the Sobel edge detector (specified in [10 Annex A]) applied to an image.
• Temporal perceptual information (TI)-This metric provides a measure of the amount of temporal changes in a video sequence, thus taking higher values for high motion sequences [10] .
• Criticality-This metric is built using the SI and TI metrics, thus providing a spatio-temporal evaluation of the complexity of a sequence [18] . Other video quality evaluation metrics relevant for segmentation quality evaluation can be found, for instance, in [2] , [15] .
III. INDIVIDUAL OBJECT SEGMENTATION QUALITY EVALUATION
In the field of segmentation quality evaluation, no formal subjective test procedures have been defined until now and thus no mean opinion scores are readily available for setting precise targets for the objective metrics to meet. However, the current practice methods can be used to subjectively rank different segmentation results and thus to serve as a reference target for the objective evaluation procedures to be developed.
A. Methodology for Individual Object Segmentation Quality Evaluation
In this paper, the methodology proposed for performing individual object segmentation quality evaluation, consists in the following three major steps:
1) Segmentation-The segmentation algorithm is applied to the test sequences selected as representative of the application domain in question. 2) Object selection-The object whose segmentation quality should be evaluated is selected. 3) Segmentation quality evaluation-The objective segmentation quality evaluation metric, as proposed in the following, is computed. This metric differs for standalone and relative evaluation. Both types of individual object evaluation-standalone and relative-are discussed below and corresponding segmentation quality evaluation metrics are proposed. Relative evaluation is expected to provide more reliable segmentation quality results as it has access to ground truth segmentation information.
B. Metrics for Individual Object Standalone Segmentation Quality Evaluation
Metrics for individual object standalone segmentation quality evaluation can be established based on the expected feature values computed for each object (intra-object metrics), as well as on the observed disparity of some key features relative to the neighbors (inter-object metrics).
These metrics are normalized to produce results in the interval [0,1], with the highest values associated to the best segmentation results, using the formula
This formula is applied whenever the metrics are not naturally confined to produce results in the [0,1] range, assuming that the error metrics used produce values close to zero for good segmentations and are upper bounded to , after which all values correspond to a very low segmentation quality. Some of the are determined by the nature of the metric being established, while others are empirically determined after performing an exhaustive set of tests.
For standalone evaluation, the classes of features discussed below, are not features that every single segmented object is expected to exhibit and thus their applicability and importance is conditioned by the nature of application and the type of video content addressed.
1) Intra-Object Homogeneity Metrics: Intra-object homogeneity can be evaluated by means of spatial and temporal object features. The spatial features selected for individual object evaluation and corresponding metrics, are:
• Shape regularity-The regularity of the object shapes can be evaluated by geometrical features such as the compactness ( ), or a combination of circularity and elongation ( ):
With compactness, circularity and elongation defined by:
and being the number of morphological erosion steps [13] that can be applied to the object until it disappears; the normalizing constants [75 and 5 in (2) and (3)] were determined after an exhaustive set of tests.
• Spatial uniformity-Spatial uniformity can be evaluated by such metrics as the spatial perceptual information ( ), mentioned in Section II-C and the texture variance ( ) [12] (6)
The used in the normalization formula are 128 and 256 for the instantaneous values of the and metrics, respectively. The temporal features selected for individual object evaluation and the corresponding metrics, are:
• Temporal stability-A smooth temporal evolution of selected object features may be checked for the evaluation of temporal stability. Among the tested features (including size, position, TI, criticality, texture variance, circularity, elongation and compactness), three representatives were selected for temporal stability evaluation, to avoid redundancy and reduce the metric complexity
The used are, for each case, the maximum of each object's corresponding metric values for the two instants under analysis.
• Motion uniformity-The uniformity of motion may be evaluated by features such as the variance of the object's motion vector values ( ), or the criticality ( ) (9) (10) Where and denote the variances for the and components of the motion vector field at a given instant, respectively, and (11) (12) (13) (14) The used in the normalization formula are 12 and 5 for the and metrics, respectively. 2) Inter-Object Disparity Metrics: Inter-object disparity features give an indication if the objects were correctly identified as separate entities, meaning that the various objects are really different according to some criteria. These features can be computed either locally along the object boundaries, or for the complete object area. The selected inter-object disparity metrics are:
• Local contrast to neighbors-A local contrast metric ( ) may be used for evaluating if a significant contrast between the inside and outside of an object, along the object border, exists (15) where is the number of border pixels for the object and , , and are the differences between an object's border pixel , , and components, respectively and its 4-neighbors.
• Neighboring objects feature difference-Several features computed for the object area, can be compared between neighbors. Examples are the shape regularity, spatial uniformity, temporal stability and motion uniformity, whenever each of them is relevant for the targeted application. In particular, a metric for the motion uniformity feature is considered of interest, as objects often move against a relatively stable background and the tests performed showed a good discrimination between different segmentations was obtained with this metric (16) Where is the object under analysis, and are, respectively, the number and the set of neighbors of object and the motion uniformity for each object is computed as (17) 3) Content Classes Considered for the Development of Composite Metrics: Since the usefulness of the various standalone segmentation quality evaluation elementary metrics has a strong dependency on the characteristics of the content considered and thus on the application addressed, it is not possible to establish a single general-purpose composite metric for standalone segmentation quality evaluation. Instead, the approach taken is to select two major classes of content, differing in terms of their spatial and temporal characteristics and proposing different composite segmentation quality evaluation metrics for each of them. The two selected classes of content are:
• Content class I: Stable content-This type of content is temporally stable and includes objects with reasonably regular shapes; additionally, neighboring objects are expected to be contrasted.
• Content class II: Moving content-For this type of content, the motion of objects can be strong and thus temporal stability is less relevant. Often, the motion of objects is uniform and neighboring objects may be spatially less contrasted, while motion differences between neighbors are expected to be larger. Regular shapes are still expected, even if assuming a lower importance. Stable content may be found in applications such as video-telephony or video-conference; the sequence Akiyo [see Fig. 3(a) ] is a good representative of this content class. Moving content can be found, for instance, in sports events; the sequence Stephan is a good example [see Fig. 4(a) ]. 
4) Standalone Segmentation Quality Evaluation Composite Metric for Stable Content:
The stable content composite metric does not include the spatial and motion uniformity related elementary metrics, as arbitrary spatial patterns may be found in the expected objects (e.g., the clothing of people might produce misleading results) and the amount of expected motion in this case is very small leading to non significant values for motion related metrics. The proposed composite metric for content class I includes the following classes of elementary metrics.
• Shape regularity-The two elementary metrics and are combined with equal weights for evaluation of the shape regularity.
• Temporal stability-Temporal stability is evaluated by combining the stabilities related to the size ( ), elongation ( ) and criticality ( ), all with equal weights.
• Local contrast to neighbors-The local contrast metric (contrast) is selected for the evaluation of the contrast between neighboring objects.
The proposed composite metric for standalone evaluation of segmentation quality for stable content ( ), defined after an exhaustive set of tests, is the temporal average of the corresponding ( ) instantaneous values ( )
with (19) (20) (21) The weights adopted for the elementary metrics within each class of features are the same, as they were considered complementary to each other, with no strong preference for any of them. The relative weights for the various classes of features involved in the composite metric, were selected to reflect the lower importance of the temporal aspect (which receives 33% of the overall weights) regarding the spatial aspects (combining the shape regularity and contrast to neighbors). These weights were determined by the set of tests performed.
5) Standalone Segmentation Quality Evaluation Composite Metric for Moving Content:
For moving content, the composite metric includes again only the relevant classes of elementary metrics. In this case, the content is not expected to be temporally stable, but the objects should have reasonably uniform motion and the neighboring objects motion differences should be pronounced. Thus, the classes of metrics adopted for the standalone evaluation of moving content are:
• Shape regularity-The two elementary metrics and are again combined with equal weights, as they complement each other without a clear advantage for any of them.
• Motion uniformity-The criticality metric ( ) is used to represent this class of features.
• Local contrast to neighbors-Even if the local contrast is not so important in terms of segmentation quality evaluation as for stable content, the metric is yet considered useful.
• Neighboring object features difference-Since neighboring objects are expected to exhibit different motion characteristics, the motion uniformity difference metric ( ) is used. The above choices were determined by an exhaustive set of tests, leading to a composite metric for moving content ( ) that is the temporal average of the corresponding ( ) instantaneous values ( ), given by The weights adopted for the various classes of features involved in the composite metric, now reflect a more balanced combination of the spatial and temporal aspects (receiving 47% and 53% of the overall weights, respectively).
C. Metrics for Individual Object Relative Segmentation Quality Evaluation
Individual object relative evaluation is based on the comparison of the results for a given segmentation algorithm against a reference segmentation and thus the desired segmentation quality evaluation is based on a set of dissimilarity metrics. This type of evaluation has access to the target segmentation results and, notably, to the correct shape for each object, for each time instant.
Relative segmentation quality evaluation involves both spatial and temporal accuracy metrics-see Section II-B. Additionally, some metrics like the criticality can be considered as spatiotemporal, since they simultaneously cover spatial and temporal aspects.
The results obtained with each of the elementary dissimilarity (or error) metrics presented below are converted into similarity values, normalized to the range [0,1], using the formula
In this formula, is the maximum possible error value for the corresponding error metric. In case an error metric is not naturally bounded to a maximum, truncation at a value considered high enough to represent a sufficiently bad quality (evaluated subjectively from a set of tests) is done. This truncation reflects the saturation effect of the Human Visual System (HVS) in the perception of differences for too large or too small errors. A perfect match between estimated and reference segmentations leads to a similarity value of one.
1) Spatial Accuracy Metrics:
A good segmentation must have contours very similar to those of the reference segmentation. When a perfect shape match is not achieved, selected object features can be compared so that more noticeable and therefore more objectionable spatial segmentation errors contribute to lower the segmentation quality values. Estimated objects differing from the corresponding reference object in the same number of pixels can exhibit very different values for selected spatial object features, in which case the estimated object with the more similar features values regarding the reference is preferred. The spatial accuracy features selected for relative segmentation quality evaluation are:
• Shape fidelity-The number of misclassified shapels and their distances to the reference object's border are taken to compute the fidelity of the object shape. A metric similar to the one proposed in [16] is used (27) Where denotes the minimum Euclidean distance from the shapel to the set and the weights and are given by (28)
• Geometrical similarity-After a set of tests, the features selected for testing the geometrical similarity are based on the size ( ), position ( ) and a combination of the elongation and compactness ( ) of the objects are expressed by (29)-(31), shown at the bottom of the page.Where and are, respectively, the and coordinates of the center of gravity of the object.
• Edge content similarity-The similarity in terms of object edge content is evaluated using two metrics: the output of a Sobel edge detection filter ( ) and the instantaneous value of the spatial perceptual information ( ), as defined in (6) (32)
• Statistical data similarity-Since the human observer is especially sensitive to the brightness information and to image areas with red color, a metric for evaluating the statistical similarity of brightness and redness of objects ( ) is used (33) 2) Temporal and Spatio-Temporal Accuracy Metrics: When the estimated object shapes are not perfect, also the temporal dimension of video can be used to identify the more objectionable segmentation errors. After a set of tests, two metrics have been selected for temporal accuracy evaluation:
• Temporal perceptual information-The fidelity between the motion in the reference and the estimated objects is measured by the instantaneous value of the (29)
temporal perceptual information ( ) metric mentioned in Section II-C, expressed by (34), shown at the bottom of the page.
• Criticality-The criticality metric, defined in (10), simultaneously considers spatial and temporal characteristics of the objects and is used for evaluation of the temporal accuracy.
3) Relative Segmentation Quality Evaluation Composite Evaluation Metric:
The metric proposed for the relative segmentation quality evaluation of individual objects consists in a combination of the elementary metrics described above, capturing the effects of the various types of errors that may affect the segmentation quality. In this case, a single composite metric is developed irrespective of the type of content addressed, since in every case the desired segmentation results are known from the reference segmentation.
The weights for the various classes of features included in the composite metric have been selected taking into account both their strength in capturing the human visual attention and their ability to match subjective evaluation results. For this purpose, an informal set of subjective tests was conducted, mainly with people working at the "Instituto de Telecomunicações," in Lisbon.
The proposed individual object relative segmentation quality evaluation metric ( ) is the temporal average of the corresponding ( ) instantaneous values ( ), given by In the relative segmentation quality evaluation metric, shape fidelity is given the largest weight (around 50%), as it is the main indication of a mismatch with the reference. Recognizing the importance of the temporal information in terms of the HVS, the temporal fidelity metric receives the second highest weight (a little over 15%). The remaining metrics account for a little over one third of the total weights, as they allow distinguishing the different types of spatial and temporal dissimilarities. The subjective tests performed allowed the selection of weights for the different classes of features, as well as for the elementary metrics within each class of features. For the geometrical similarity class of metrics, it was observed that differences in size should have the largest contribution, followed by the differences in position and in elongation and compactness. The two metrics of the edge content similarity class were considered equally important, as none of them has clear advantages over the other.
IV. OVERALL VIDEO SEGMENTATION QUALITY EVALUATION
The methodology for objective overall segmentation quality evaluation, this means the evaluation of the complete segmentation partitions, follows a five-step approach, both for the standalone and the relative evaluation cases. These steps are:
1) Segmentation-The segmentation algorithm is applied to the test sequences selected as representative of the application domain in question. 2) Individual object segmentation quality evaluation-For each object, the corresponding individual object segmentation quality, either standalone or relative, is evaluated. 3) Object relevance evaluation-The relevance of each object, in the context of the video scene in question, is evaluated. 4) Similarity of objects evaluation-The correctness of the match between the objects identified by the segmentation algorithm and those relevant for the targeted application is evaluated. This step is different depending on whether standalone or relative evaluation is being performed. 5) Overall segmentation quality evaluation-The overall segmentation quality is evaluated by weighting the individual segmentation quality for the various objects in the scene/partition with their relevance values, reflecting, for instance, the object's likeliness to be further reused or subject to some special processing that requires its shape to be as close as possible to the original. Additionally, the overall evaluation takes into account the similarity between the target set of objects for the application in question and those identified by the segmentation algorithm. The main steps of objective video segmentation quality evaluation are summarized in Fig. 2 ; the partitions produced by the segmentation algorithm under evaluation are compared with the corresponding reference, to produce either an individual object or an overall segmentation quality evaluation.
The evaluation of object relevance, the assessment of the similarity of objects and the overall segmentation quality composite metric are described below.
(34)
A. Contextual Relevance Evaluation
For overall segmentation quality evaluation purposes, the relevance of an object must be evaluated taking into account the context where it is found. This contextual relevance metric reflects the importance of an object in terms of the HVS and can be computed by the combination of a set of metrics expressing the features able to capture the viewers' attention. The relevance metric can also be seen as a measure of the likeliness that one object will be further processed, manipulated and used, since users tend to reuse and manipulate more the objects which capture more their attention.
The contextual relevance metric ( ) used in this paper is the one proposed in [4] , by the authors of this paper, which provides normalized relevance values in the range [0,1] (41) with (42) (43) where is the total number of images in the segmented sequence being evaluated and is the number of objects detected for a given time instant. The elementary metrics are defined in [4] and they correspond to features capturing human viewers' attention; for instance, moving and texturally complex objects are preferred, as well as those objects bearing semantic information, e.g., a face. Also, large, centered and contrasted objects as well as objects with some types of shapes and colors seem to be preferred by human viewers.
B. Similarity of Objects Factor
The degree of correspondence between the objects found by a segmentation algorithm and those targeted by the application addressed must be taken into account by the overall segmentation quality metric, since missing or extra objects indicate a deviation from the segmentation goals. A similarity of objects metric ( ) is thus computed, both for the standalone and relative segmentation quality evaluation cases.
For standalone evaluation, the similarity of objects is mainly reduced to an evaluation about the correctness of the number of estimated objects ( ) since the target number of objects ( ) may be known a priori for some applications, even if in general it varies from shot to shot or even within a given shot as time evolves. In such conditions, the user may provide information about the number of objects, for instance through an interactive input to the segmentation evaluation process. For that case, the corresponding instantaneous metric ( ) is defined by (44) This metric provides a limited amount of information, in particular due to the non distinction between too many or too few detected objects in relation to the target number of objects. To make the metric more informed, it is possible to consider also a measure of the temporal stability of the detected objects ( ), applicable whenever the evolution of the segmentation partition is assumed to be smooth in terms of the number of objects. Its instantaneous value is given by (45) where is the number of estimated objects for the time instant .
The proposed metric for standalone segmentation quality evaluation is thus obtained by combining the two above factors (46) Since the two factors vary as time evolves, a representative of the complete sequence can be obtained by a temporal average of the instantaneous values.
For relative segmentation quality evaluation, the reference segmentation contains the information regarding the objects that should be identified at any time instant and thus a more informed metric can be computed, notably taking into account the area of the detected objects that matches the corresponding reference objects. The proposed metric in this case is given by (47) with being the total image area covered by the composed scene and the portion of that area covered by the objects for which there is a correct match with the reference segmentation. This metric implicitly takes into account the differences in terms of the number of objects between the estimated and reference segmentations, but this measure is strongly influenced by the relative size of missing/extra objects, assuming that large nonmatched objects lead to worse segmentation results. Again, a temporal average of the instantaneous values can be computed to represent the complete sequence.
C. Overall Segmentation Quality Evaluation Metric
The computation of the overall video segmentation quality metric, both for standalone and relative evaluation, combines the appropriate individual object segmentation quality measures, the object's relevance values and the similarity of objects factor. The temporal dimension is included by weighting the instantaneous segmentation quality of objects by their instantaneous relevance values and by the instantaneous similarity of objects factor, to reflect the variations in quality, relevance or similarity values that may occur along time. The proposed metric is thus given by (48), shown at the bottom of the page.
is the number of images of the sequence, is the appropriate individual segmentation quality for object ( , o r ), is the corresponding relevance and is the factor evaluating the matching between the detected and target objects. The inner sum is performed for all the objects in the estimated partition.
With this metric, the higher the individual object quality is for the most relevant objects, the better is the resulting overall segmentation quality. Therefore, the most relevant objects, which are the most visible to the human observers, have a larger impact on the overall segmentation quality evaluation. Furthermore, if a correct match between target and estimated objects is not achieved, the segmentation quality is correspondingly penalized by the similarity of objects metric.
V. VIDEO SEGMENTATION QUALITY EVALUATION RESULTS
Results obtained with the segmentation quality evaluation metrics proposed in the previous Sections, both standalone and relative, are discussed below, after presenting the set of test sequences and the corresponding segmentation partitions used.
A. Test Sequences and Segmentation Partitions
To check the adequacy and performance of the proposed segmentation quality evaluation solutions, a set of tests has been performed using several test sequences, mainly from the MPEG-4 test set, containing different spatial complexity and temporal activity characteristics. For each sequence, several partitions with different segmentation qualities were used.
Three subsets of these sequences, each one with 30 representative images, are used to illustrate the obtained results. These subsequences are:
• Akiyo, images 0 to 29-Sequence with low temporal activity and not very complex texture, containing two objects of interest in the reference segmentation: the woman and the background.
• Stefan, images 30 to 59-Sequence with high temporal activity and relatively complex texture, containing two objects of interest in the reference segmentation: the tennis player and the background.
• Coastguard, images 0 to 29-Sequence with moderate temporal activity and moderately complex texture, containing four objects of interest in the reference segmentation: the water, the large boat, the small boat plus water tail and the land. Sample original images and segmentation partitions are shown in Figs. 3, 4 , and 5, respectively, for the Akiyo, Stefan, and Coastguard sequences. The segmentation partitions labeled as reference are those made available by the MPEG group and the estimated partitions were created for the purpose of the work here described with different segmentation quality levels, ranging from a close match with the reference to more objectionable segmentations.
The test sequences used are in the QCIF format, to limit the algorithm execution time. Experiments performed with QCIF and CIF resolutions showed that the segmentation quality evaluation results are rather independent of the used spatial resolution.
B. Standalone Segmentation Quality Evaluation Results
For standalone segmentation quality evaluation, the elementary metrics are applicable only under certain circumstances and thus two classes of content have been defined and appropriate composite metrics were proposed in Section III. Results for both the individual object and the overall evaluation cases are included below.
For each test sequence, the results include a representation of the temporal evolution of the overall segmentation quality and a table containing the temporal average of the instantaneous segmentation quality results computed for each individual object and for the overall segmentation. These objective results are compared to the subjective evaluation that a human observer would make by the direct visualization of the segmentation partitions, e.g., using the display layout shown in Fig. 1. (48) Content class I corresponds to video sequences including objects with relatively regular shapes and presenting a limited amount of motion. The test sequence Akiyo was selected to represent this type of content.
For a human observer, the ranking of the Akiyo segmentations for which samples are presented in Fig. 3 would most likely list the reference and seg1 as having the best quality, followed by seg2, then seg3 and finally seg4 would be considered the worst segmentation.
The results of the objective evaluation algorithms proposed in this paper and presented in Fig. 6 , show three segmentation quality groups for the woman object: the best quality is achieved by the reference, seg1 and seg2, then seg3 achieves intermediate quality and, finally, seg4 gets the worst result. In this case, the reference segmentation does not get the best evaluation result since a part of the woman's hair is intensely illuminated and when included as part of the woman it leads to a lower contrast to the background than when it is omitted, as it happens with seg1 and seg2. Seg4, for which the woman object captures a significant part of the background, is clearly identified as the worst segmentation.
Content class II corresponds to more complex content than in the previous case, notably including higher temporal activity. The sequence Stefan was selected as representative of this type of content. A human observer would most likely rank the reference segmentation of the sequence Stefan and seg1 as having the best quality, closely followed by seg2, then seg3 and finally seg4.
The objective evaluation results, presented in Fig. 7 , attribute the best overall segmentation quality to seg1, followed by a group formed by the reference and seg2 and seg3. Seg4 gets the worst segmentation quality result. These results can be explained as follows: seg1 is more precise than the reference partition, as the reference is smoother and sometimes includes fragments of the background as part of the player object; the reference and seg2 are correctly classified as the next segmentation quality group, but seg3 receives a ranking higher than expected since it always includes the moving player object, which is not very contrasted to the surrounding background area. Finally, seg4 is correctly ranked as the worst estimated segmentation, since the detected object masks are static in time, including a large amount of the background as part of the player object. The overall segmentation results are always in the lower half of the segmentation quality scale since the objective evaluation metrics do not find the objects to be very homogeneous either in texture or in motion and thus cannot conclude that the best segmentations are reasonably good for a human observer.
The examples above show that the proposed standalone segmentation quality evaluation method is able to rank the quality of the various segmentation partitions as a human observer would do, but the results must be interpreted in a rather qualitative and relative way (e.g., for ranking purposes) and not as absolute segmentation quality marks. In fact, standalone evaluation results are not expected to be as reliable as those from the relative evaluation, but their results allow the identification of several segmentation quality groups and consequently they allow the ranking of different segmentation algorithms, or of different configuration parameters for the same algorithm.
C. Relative Segmentation Quality Evaluation Results
For relative video segmentation quality evaluation, the estimated segmentations are compared against the available refer- ences. The individual object and the overall evaluation cases are discussed below.
Results for the sequence Akiyo are included in Fig. 8 . These results show a very high overall segmentation quality value (0.97 on average) for seg1. This is according to the results that a human observer would produce, as the shape differences regarding the reference are very minor.
Seg2 and seg3 get intermediate segmentation quality values, with the first one being considered a little better, mainly reflecting the differences in size and geometry observed in the woman object, as the object's moving part is included in both segmentations and the texture in the object's missing parts is very homogeneous.
Finally, seg4 gets the lowest quality value as expected, as it is clearly the worst segmentation partition tested. However, the average overall segmentation quality value (0.61) is higher than what a human observer would in principle attribute. The fact that a human observer recognizes the woman object as a person, makes the segmentation quality judgment for this object more demanding and, consequently, any observed distortions are considered more objectionable than for less semantically important objects. Since the objective segmentation quality evaluation algorithm used does not include the ability to automatically detect semantically important objects, like faces or bodies and take this information into account in terms of the object relevance, seg4 is considered as simply adding a portion of the background to the woman object, not affecting the quality metric as much as it could be expected.
Results for the sequence Stefan are included in Fig. 9 . Seg1 and seg2 get the best and second best average overall segmentation quality values, respectively. In fact, seg1 has very precise contours (in some cases even more precise than those of the reference segmentation) and seg2 presents only relatively small segmentation mismatches. In both cases, the mismatches have a higher impact in terms of the segmentation quality for the player object, than for the background object, due to its smaller size. Seg3 presents significant mismatches for the player object, but the resulting shape still resembles the reference object. Finally, the worst result goes to seg4, as could be expected from a human observer point of view, since a static shape is always estimated for the player object. Nevertheless and even if the player object shape is very different from the reference, this segmentation completely includes the moving object, leading to a quality value not as low as could be expected.
For the sequence Coastguard, a human observer would very likely rank the overall segmentations in the order of their numbering, i.e., seg1 as the best, followed by seg2, seg3 and, finally, seg4 as the worst. Seg4 is the one with the lowest segmentation quality for all objects. In what concerns the other three segmentations (seg1, seg2 and seg3), the water and the land objects do not have so significant differences, as the errors for both objects happen to have more or less the same impact in a human viewer. For the large boat object, the order to rank these three segmentations, with increasing amount of perceived errors, would be the order of their numbering: seg1, seg2 and seg3. For the small boat object, seg1 is very similar to the reference, seg2 shows some shape differences resulting in a less perfect segmentation and seg3 does not include the water tail as part of the small boat object. Overall, the segmentation quality of seg3 tends to increase as the large boat enters the scene and the differences resulting from the missing water tail in the small boat object are less value. Comparing the objective evaluation results presented in Fig. 10 , with the subjectively expected results, it is possible to observe a rather good match for this sequence, both in terms of individual object and of overall segmentation quality results.
The relative segmentation quality evaluation results presented above generally agree with the subjective human evaluation of the video segmentation quality for the various partitions considered.
Nevertheless, it is recognized that including the ability to recognize and account for, semantically relevant objects, such as those representing people, into the segmentation quality evaluation algorithm could improve its performance. Segmentation errors in such type of objects should thus be considered more objectionable.
D. Relative Evaluation Results for Segmentations With an Incorrect Number of Objects
To show the effect of detecting an incorrect number of objects in the overall segmentation quality evaluation, additional tests were performed using the sequence Coastguard. Three new segmentation partitions with two, three and five objects were created from the reference segmentation provided by MPEG, by merging or splitting some of the objects present in that reference. A sample image of the four segmentation partitions with different numbers of estimated objects, are included in Fig. 11 .
Relative segmentation quality evaluation results for the four segmentation partitions considered are included in Fig. 12 .
For the segmentation with two objects (2obj), the evaluation for the small boat object was perfect as it exactly matches the reference. The background was compared with the water reference object and since the reference object does not include the land neither the large boat areas, a lower quality value results (average of 0.59). The overall quality value (average of 0.58) is lower than the relevance weighted average of the individual object qualities as, besides the contextual relevance, also the nonmatched area between the reference and the estimated partitions is taken into account through the similarity of objects metric described in Section IV.
The 3obj segmentation partition additionally detects the land object. This results in a quality increase for the water object (average of 0.88). Since all the objects have good average quality values and the area corresponding to the nondetected large boat is small (in the part of the sequence used), the overall segmentation quality result is high (average of 0.94). Notice that the instantaneous quality values decrease as the large boat object enters the scene, thus leading to a more penalizing similarity of objects factor.
The 4obj segmentation partition is the same as the reference and as such gets a segmentation quality value of 1. The 5obj segmentation partition has one object that could not be matched to the reference. In this case the water tail object has been considered unmatched and thus the small boat does not get a perfect quality evaluation. The remaining objects match the reference, leading to an overall segmentation quality average value of 0.88, with a tendency to increase as the large boat enters the scene and becomes more relevant. From a human observer point of view, the 3obj segmentation is less objectionable than the 5obj segmentation as long as the large boat is mostly outside of the scene, but once it enters the scene then the 5obj segmentation becomes preferable, even with the small boat segmentation mismatch. This behavior is reflected in the temporal evolution of the overall segmentation quality shown in the graph of Fig. 12 .
This example shows that the is effective in reducing the overall segmentation quality evaluation when the matching between the target and estimated objects is not correctly achieved.
VI. CONCLUSIONS
Video segmentation quality evaluation is a key element whenever the identification of a set of objects building a partition for a video sequence is required. Segmentation quality evaluation allows the assessment of segmentation algorithms' performance in view of a given application target and it can be computed both for individual objects and for overall partitions.
The current practice consists in rather ad-hoc subjective evaluation practices, which are time-consuming and expensive. The alternative is to use automatic algorithms to perform the video segmentation quality evaluation in an objective way. This paper proposes methodologies for the individual object and overall objective evaluation of video segmentation quality. Metrics for standalone and for relative segmentation quality evaluation are proposed, both for the individual object and the overall evaluation cases.
The proposed segmentation quality evaluation metrics showed the ability to estimate segmentation quality according to what a human observer would do. Standalone objective evaluation, as expected, revealed itself sensitive to the type of content considered since the proposed elementary metrics are only applicable under certain assumptions. A careful selection of metrics can nevertheless be performed for the evaluation of particular classes of content, producing useful segmentation quality evaluation results. These results have a more qualitative rather than quantitative value, mainly allowing the relative comparison of segmentation results/algorithms.
The results of relative segmentation quality evaluation are more discriminative and thus more similar to those expected from a subjective segmentation quality evaluation. The main limitation of the metrics proposed relates to sequences including objects with a very high semantic value, as the human observers are extremely sensitive to segmentation errors in those objects. Therefore, to account for these situations, algorithms for the detection of the semantic objects relevant for a given application should be included in the corresponding segmentation quality evaluation procedure, one typical example being face detection and the segmentation quality evaluation metrics should be correspondingly adapted.
The proposed overall video segmentation quality evaluation metrics, both standalone and relative, weight the individual segmentation quality of objects by their contextual relevance and also take into account the similarity between the target and detected objects.
As a conclusion, it is believed that objective video segmentation quality evaluation is a very actual problem, for which a satisfying solution is not yet available in the literature. Notably, the currently available objective segmentation quality evaluation methods generally do not address the temporal aspect of video sequences, or do it only in the perspective of temporal stability evaluation. Moreover, some of the most recent segmentation quality evaluation methods only deal with two objects (foreground and background). The methodologies and metrics proposed in this paper recognize and deal with the temporal dimension of the video segmentation quality evaluation problem; for standalone evaluation, temporal stability metrics are used together with motion uniformity metrics; for relative evaluation the temporal fidelity is evaluated by comparing the estimated values of the temporal perceptual information and the criticality metrics against the reference. Additionally, the metrics presented in this paper allow the segmentation quality evaluation of segmentation partitions with an arbitrary number of objects.
