Subspaces of C∗-algebras  by Ruan, Zhong-jin
JOURNAL OF FUNCTIONAL ANALYSIS 76, 217-230 (1988) 
Subspaces of C*-Algebras 
ZHONG-JIN RUAN 
Department of Mathematics, University of California, Los Angeles, California 90024 
Communicated by the Editors 
Received October 1, 1986 
Basic properties of matricially normed spaces are considered, and a simple matrix 
norm characterization of the subspaces of C*-algebras is given. The latter result is 
used to study the Haagerup tensor products and quotients of such subspaces. 
0 1988 Academic Press. Inc. 
1. INTRODUCTION 
Throughout this paper, we consider vector spaces over the complex 
numbers C. Given a vector space V, we denote by M,( I’) = V@ M, the 
vector space of n x n matrices v = [vii] with entries V,E V, where 
M, = M,(C). We let Av = [CT= i u~v+.] and vB= [Ix;=, viibik] for 
A = [Us], B= [h,] E M,(C), and we write 
v@o= 
v 0 
1 I 0 0 
for v E M,( V), w E M,( V). 
Here we use the symbol 8 (resp. 0) for a rectangular matrix of zero 
elements over I/ (resp. C). 
We identify M,,(C) with B(C”, C”), the set of all bounded operators 
from Cm to C”, and we let M,(C) = B(C”, C’), where c” has the usual 
Hilbert space structure. It is well known that if A = [au] E M,,(C), then 
IIAll = ll~7I = IlA*ll> where AT= [uii] and A* = [aji], and that if 
B=[A,O]EM~~(C), or B=[$]EM,,(C), then IIB((=IjAII. 
If for each n E N, there is a norm (I 1) non M,( V), the family of the norms 
{ II II,,} is called (I matrix norm on V. V is called a space with a matrix norm, 
and we use the notation (I’, {II II,}), or simply I/. A space with a matrix 
norm is called a matriciully normed space if its matrix norm satisfies the 
conditions 
(1) IIVO~lln+m= IIVII”, 
(11) IIBvll,G IlBll Ilvllnr IlvBIl, G IIBII Ilvll, 
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for all v E M,( I’), BE M,,(C), and the zero element 8 E M,( V). Notice that 
our defmition of matricially normed spaces is different from that in Cd]. 
We prefer this definition because the matrix norms of all spaces to be con- 
sidered will satisfy conditions (I) and (II). 
Suppose that V and Ware matricially normed spaces and T: V+ W is a 
linear map. We define 
T,: M,( V + M,( W by L(CvJ) = CT@ 
We say that T is completely bounded if (1 TIlrb = sup{ )( T,,ll, n EN} < +CO, 
T is a complete contraction if (( T(( rb < 1, and T is a complete isometry if for 
each n E N, T,,: M,,(V) + M,,(W) is an isometry. 
Let B(H) denote the algebra of all bounded linear operators on a Hilbert 
space H. We may identify M,(B(H)) with B(H”), where H” = H@ ... @H. 
Hence, there exists a natural norm on each M,(B(H)) and it is evident that 
this matrix norm for B(H) satisfies conditions (I) and (II), i.e., B(H) is a 
matricially normed space. In fact, this matrix norm satisfies the following 
stronger condition than (I): 
(L”) II~O~lI,+, =max{llvll., Ibll,~ 
for all v E M,(V) and o E M,( V). 
A matricially normed space V is called an (abstract) operator space if V is 
completely isometric to a subspace of B(H) for some Hilbert space H. 
Thus, the matrix norms of operator spaces satisfy the (L”)-condition. If A 
is a C*-algebra, there is a unique C*-algebra norm II (I,, on M,,(A) = 
A@M,foreachn=1,2,.... Then A is an operator space under this matrix 
norm since any faithful *-representation K: A + B(H) is a complete 
isometry. It follows that every subspace of a C*-algebra is an operator 
space. 
Let (V, { 1) II,}) be a matricially normed space. V is called an 
L”-matricially normed space if its matrix norm satisfies (L”)-condition. In 
this paper, we show that the matricially normed spaces satisfying 
(L”)-condition coincide with the operator spaces (Theorem 3.1). 
We shall also consider matricially normed spaces which are not operator 
spaces. Of particular interest are the LP-matricially normed spaces 
(1 < p < co), i.e., those that satisfy 
(LP) llVO~lln+m= (Ilvll,“+ Il4lfY’” 
for all v E M,,(V) and o E M,,,(V). 
In Section 2, we discuss some elementary properties of matricially nor- 
med spaces. 
In Section 3, we prove our matrix norm characterization of operator 
spaces. This result is motivated by the results of Choi and Effros [2], 
where they characterized the operator systems in the category of matrix 
ordered spaces, and by the earlier results of Kadison [6], where he charac- 
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terized the function systems in the category of ordered Banach spaces. The 
proof of this theorem will be divided into several emmas. The technique in 
our proof is inspired by Paulsen and Smith [7]. 
In Section 4, we use Theorem 3.1 to show that quotients and Haagerup 
tensor products of operator spaces are again operator spaces. The latter 
result had been proved by Paulsen and Smith in [7]. 
In Section 5, we study the dual spaces of LP-matrically normed spaces 
and point out that “the only completely bounded map from Lp into Lp’ is 
the zero map if 1 < p’ <p < CO.” 
2. MA-IXICIALLY NORMED SPACES 
PROPOSITION 2.1. Let (V, { (1 II,}) b e a matricially normed space. Then 
we have 
(1) Il~V4Im~ll~ll 4l II~II, f or all A E M,,(C), BE M,,(C), and 
v E M,( V), 
(2) llviill I G II CVijllln GCyj= 1 Ilvoll 1for all [vii] E M,(V). 
Hence, V is complete under the norm II (I, if and only if M,( V) is complete 
under the norm )( (In for each n = 1,2 . . . . 
Proof. (1) Given A E M,,(C), BE M,,(C), and v E M,(V). If m > n, 
we have [A, 0], [z] E M,(C). Then 
lIA~Bllm= /(CA Ol[; ;][;]lim 
GIICA0lll li[; ;]~~,~~[;]~~=ll~ll IIBII Ilvlln. 
If m < n, we have [ 21, [B, 0] E M,(C). Then 
IIAvBIIrn= ll[“;” ilii.~ ll[Z]~~ llvlln IICB, OIlI = IMI IIBII Ilvlln. 
Ifm=n, lI~~Bll,6 IIAII IIBII l141n by (II). 
(2) Given [vii] E M,(V) and let {E,};j= 1 be the system of the matrix 
units of M,(C). We have by (I) and (II) that (IviillI = IIEJv,] Ej,j(,d 
1) [vii] I( ,,. Let A(i) denote the n x n matrix obtained by interchanging the 1 st 
and ith rows of the unit element Z,, in M,(C). Then ,4(i) is a unitary matrix 
in M,(C), and vii0 E,= A(i)(v,O E,,) A(j). By conditions (I) and (II), we 
have 
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Hence, 
llCvijlln~i,~, IlV~Oql.= i lb& I 
i,j= 1 
Let ( V, { (I I( n 1) be a matricially normed space. We may identify M,( V*) 
with M,(V)* by 
WJ, CfiJ> = f (V@ j-j>. 
i,j= I 
Using the dual norm on the latter space, we get a matrix norm on I’*, 
denoted by { II IIf >, and ( v*, { II llf > 1 is called the matricial dual space of V. 
Indeed, we will show in Proposition 2.3 that if (V, {(I II,}) is a matricially 
normed space, then so is (V*, ( I) II,* 1). 
PROPOSITION 2.2. If(V, {II II,>) . 1s a matricially normed space, we have 
(1) IIv~~O~~~II~+~~ IIE::; :::lIln+mfor all v= C::; :::lEMn+m(Vy 
(2) IIfosll,*+m= ~uP(I<h,Ob,JOg~l~ IIV110%Zlln+m~ 11 
for allfEM,(V*) andgEM,( 
Proof: (1) Since J= [ 2 -“1,] is unitary in M, +,,JC) and 
we have 
For every v = [ -‘:,, ;;;*I E M, + ,( V), we have 
II~,~0~22lln+m=t Ilv+JvJII.+,6 II~lln+m- 
(2) Given f~ M,( V*) and g E M,( V*), we have 
IlfogllX+m=suP il([::: 1J@4 II::: :::111.+2 4 
=sup I(V,10V2*,f@g)l, 
1 IIK:: ~::311”+m~ 4 
=sup{I(v,,Ov,,,fOg)l, IlV110V22Iln+m~~1) 
by (1) above. 1 
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PROPOSITION 2.3. Let (V, ( )I II,}) b e a matricially normed space. Then 
its matricial dual space ( V*, { (( I( ,* } ) is also a matricially normed space. 
Proof Given A, BE M,(C), VEM,( V), and f~ M,( V*). We know 
( AvB, f ) = (v, ATfBT), where AT and Br are the transposes of A and B, 
respectively. Then we have 
IIAfBIl,*=su~(l(v,AfB)l,v~M,(~), /lvll,~~I 
=sup{I(AT~BT,f)I,v~M,(I/), /I4l,dl} 
6su~{IIA~~B~lln Ilfll:, vim,, llvll,,~ 1) 
d I/AT11 Ilfll; llB=ll = II4 IIBII llf’ll,* by (II). 
Hence, the matrix norm (11 II,*} on V* satisfies (II). 
Assume that 0 is the zero element in M,( V*). Then 
IlfoolI,*+,= suP{I(vOwfOO)l? llv@~~//,,+,~ 1) 
=suP{IkI”)l~ Ilv04,+,6 1) 
=sup(l(v,f)l, llvllnd 11 = ll.f’ll,T 
by Proposition 2.1(2), Proposition 2.2(2), and the hypothesis. So the 
matrix norm {/I II:} satisfies (I) and I/* is a matricially normed space. 1 
The following corollary is a trivial consequence of Proposition 2.3. 
COROLLARY 2.4. Let (V, { )I II,}) b e a matricially normed space. Then so 
is (V**, (II II,**>,, h t e second matricial dual space of V, and the embedding 
map i: V-r V** is a complete isometry. 
Remark. In the latter sections, we will omit the subscripts on the matrix 
norms if there is no confusion. 
3. OPERATOR SPACES 
Now we can state our main result. 
THEOREM 3.1. Let (V, { )I II,}) b e a matricially normed space. Then V is 
an operator space if and only if it is an L”-matriciaily normed space. 
Proof. + is trivial. 
-z will consist of the following statements and lemmas. We always 
assume that V is a matricially normed space satisfying L”-condition. 
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Consider P= {& v E V}. Then P is a vector space with the operations 
defined by 
G+o=v+o and ioV=xV. 
On M,(P), we define the norm by I( [Vii] )I = 11 [Vji] 11. Then P is also a 
matricially normed space. 
Now consider the vector space L = V@ P@ C. We will notationally 
identify v 0 d 0 1, an element of L, with the 2 x 2 matrix (,$I) for every v, 
o E V and 1 E C. L is a *-vector space under the involution 
(; ;)*=(f ;). 
We may identify [($; 1;::)] in M,(L) = M,( V)@M,( V)Q M, with the 
matrix (6 T.29 where A = [A,] E M,(C), Y = [vii] E M,( I’), and 
9 = [Oii] EM,(P). Thus, for each n EN, M,(L) is a *-vector space with 
the involution defined by 
($ y=(;: y), where -I/‘* = [?ji] and @* = CO,]. 
Hence, the self-adjoint part of M,(L) can been written as 
M.o,={(yA* ;), A is self-adjoint in M,(C), and V = [vij] E M,(V) . 
Define ( y”. z ) E M,(L), to be positive if A 3 0 in M,(C), and for any 
EBO, )~A~1/2V,4;1~2~~ <l, where A,=A+sZ, and A;1/2=(AE/2)-1 in 
M,(C)- 
Denote by M,(L) + the set of all positive elements in M,(L),. 
LEMMA 3.2. For each n E N, M,,(L) + is a positive cone in M,(L),. Under 
this matrix order, L becomes a matrix ordered space (see Choi and Effros 
C21). 
Proof: It is easy to see that for any n E N, the zero element of M,(L) is 
in M,(L)+. Now we consider the following steps. 
(1) Given any y>O and (,!.~)EM,,(L)+, we have 7(&z)= 
( &* ;z ) with yA > 0 in M,(C), and for any E > 0, we have 
II(yA);1/2 (yY)(yA);1/211 = &4,~//2VA,;,‘/21( < 1. Then y(yA, ~)EM,(L)+. 
(2) For every n, m E N, suppose ($ z)gM,,(L)+ and XE M,,(C), 
then 
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with X*AX > 0 in M,(C). We may assume that X # 0. For any E > 0, we 
have 
\l(X*AX);“’ (X*VX)(X*AX);“*l[ 
= j\(X*AX);1’2 X*A;y(A,1’2VA;1’2) A;~X(X*AX),“211, 
where E~ = E/II X* X/I > 0 
= IID*(A,“*VA,“*) Dll, where D = A,‘I2X(X*AX), “* E M,,(C) 
< 110*\1 j\A-“2VA-1’211 lIDI &I El by Proposition 2.1( 1) 
< IP*Il lIDI = lID*DIl since 
A V 
( > Y* A 
EM,(L)’ 
= 1) (X*AX), 1’2 X*A,, X(X*AX), 1’2)) 
6 (I(X*AX);“* (X*AX), (X*AX),“21( = llI\l = 1 
since 
X*A,,X=X*(A+&)X<X*AX+d.. 
Hence, X*($. :) XEM,(L)+. 
(3) Suppose ( 3. ‘,‘), (,“* ;-))EM,(L)+. 
Let 
Then A @ B 2 0 in M,,,(C) and for any E > 0, we have 
II(AOB);“2(“y-@W)(A@B),“2~~ 
= 1) (A, l’* @ B, “2)(-Y- @ W-)( A, “2 @I B, 1’2))) 
= 11 (A, 1’2VA; I’*) @ (B, “*WB; “*)(I 
= max{ IIAe~1/2VAe-‘~21(, IIB;“2WB;1/211 ) d 1 
by the La-condition. Hence, Q E M,,(L) +. Then 
So M,,(L)+ is a positive cone in M,(L), for each n = 1, 2, . . . . and L 
becomes a matrix ordered space under this matrix order. i 
580,76/i-15 
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Let e=(iT)EL+ and e,=e@ a.. @eEM,(L)+. 
LEMMA 3.3. L + is a proper cone in L,, with order unit e. Furthermore, for 
each n = 1, 2, . . . . M,(L)+ is Archimedean with order unit e,. Hence, there 
exists a complete order isomorphic injection 4: L + B(H) for some Hilbert 
space H such that Q(e) = I. 
Proox Suppose ($I;)EL+n(-L+). Then 1,>0 and 1~0 imply 1=0. 
For any E > 0, 
)((I+E)-“~ v(~+E)-“~(( =v< 1 implies llvll =O. 
Therefore, L + n ( -L+ ) = { 61, and the cone L+ is proper. For any 
(Z ;)ELhr choose t > 0 suffkient large so that t f 12 IJvIJ 3 0. Then 
te+(;lj;)=(r$’ (:A) > 6 in L,,, and e is an order unit of L+. Similarly, we 
can show that e, is an order unit of M,(L) + for all n E N. For any 
C $. z] E M,(L),, choose t > 0 sufficient large so that 
tl,+Aa ll-fll I,>0 in M,(C). 
Then te, f [ y”. 21 = [ rf$,A ,,“2 A] > 8 in M,(L),, and e, is an order unit of 
M,(L)+. 
Suppose (y”. 5) E M,(L), such that ($5 z) + te, 2 8 for all t > 0. Then 
A + tZ,, > 0 for all t 20. This implies A EM,(C)+. For any e>O, 
IIA,“*TA;“*II = ][(A + ~/2),7;‘~ T(A + ~/2),7i/~II < 1. Then we have 
( 3. Z) E M,(L)+, and M,(L)+ is Archimedean for all n E N. By Choi and 
Effros [2, Theorem 4.41, L is completely order isomorphic to an operator 
system, i.e., there is a complete order isomorphic injection 4: L + B(H) for 
some Hilbert space H such that d(e) = I. 1 
Let E = q5( L) G B(H). Then E is an operator space and its matrix norm 
can be expressed in terms of the matrix order on B(H) (see [3]), i.e., we 
have 
11 [x,] II = inf YL cxii3 
cg* rzn 1 > 19 in M,,(B(H)) 
for all [xu] E M,(E). 
Now, for each n E N, we define a norm on M,(L) by 
SUBSPA~ESOF C*-ALGEBRAS 225 
for all 92 = ($5 z) E M,(L), where V = [vii], #” = [WV] EM,,(P), and 
A = [aii] E M,(C). With this matrix norm on L, 4: L + B(H) is a complete 
isometry. 
Finally, consider a map rj: V -+ L defined by 
w=(; 3. 
LEMMA 3.4. t,b: V+ L is a complete isometry. 
Proof Given 9” EM,(V) with ljVll = 1, we know Ii/,(V) = (0 g), where 
0 and 0 are the zero elements in M,(C) and M,(V), respectively. Since 
II[z ;-]I[ = I][$ !]I/ = IIYJ( = 1 by (I) and (II) and for any .s>O, 
we have 
where V0 = [i 21 E M2J V). This implies II$J”lr)ll 6 1. On the other hand, 
let r= 1111/,(9’“)11, and we have 
and for any E > 0, 
So, 1 = llY’“ll <r= Il+,(V)ll < 1. Thus, 1111/,(V)[l = I/V/l, and tj is a com- 
plete isometry. 1 
To complete the proof of Theorems 3.1, consider the linear map 
T= 40 $, where q5 and $ are the complete isometries in Lemma 3.3 and 
Lemma 3.4. Then T: V -+ B(H) is a complete isometry, and V is an 
operator space. 1 
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4. TEN.WR PRODUCTS AND QUOTIENTS OF OPERATOR SPACES 
Let E and F be operator spaces contained in C*-algebras A and B, 
respectively. Using the notations in [7], we define a norm (see [S]) on 
M,(E@ F) for each n E N by 
IIWI = inf{ IIAII 11~11; @ = (A @WC3 B), A E WR,, BE M,,(F)}. 
The vector space E@ F (algebraic tensor product of E and F) with this 
matrix norm is called the Haagerup tensor product of E and F and is 
denoted as E Q,, F. The matrix norm is called the Haagerup norm on E@ F. 
The following result is due to Paulsen and Smith 171. Here we will give 
a simpler proof by using Theorem 3.1. 
THEOREM 4.1. E Oh F is an operator space. 
Proof. From the definition, it is easy to see that the Haagerup norm 
satisfies condition (II) and satisfies 
II~*~~lI G Wll 2 IIWI 
for any 29 E M,(E@, F) and XE M,,(C). 
Now, given %! E M,(EQ, F) and V E M,(E@, I;), we have 
Similarly, llV[l < ll%!oVyll. Hence, max{Il@ll, IlV’ll} d Il@!o”Yll. 
Conversely, assume )l%!ll < )l?+‘ll without loss of generality. For any E > 0, 
we have representations $2 = (A 0 Z)(Z@ B) and Y = (CO Z)(Z@ D) such 
that IIBII, IIDII = 1, IIQII 6 IIAII < ll~ll + 6 G llvll + G and IIYII < IlCll < 
IlVll +E. Hence, %!@Y=((A@C)@Z)(Z@(B@D)) implies 
ll~‘o+‘ll < IIAOCII ilB@~ll =max{ IM, IICII} max{ IIBII, IPII > 
=max{llAll, IICII) < ll~ll +E 
= max{ll@lL IIYII ) + E 
and II%@ V-11 <max{ )[%I[, Il-t’ll}. Therefore, the Haagerup norm also 
satisfies L”-condition, and E@,, F is an operator space by Theorem 3.1. 1 
In classical functional analysis, we know that: 
If (M, 1) 11) is a normed space and E is a closed subspace of h4, then the 
quotient space M/E under the norm defined by 
IIXII = W Ilvl19 YE 4 
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is a normed space, where $ is the corresponding equivalence class in M/E. 
If (M, 11 1) is a Banach space, so is (M/E, 11 II). 
Now suppose (K { II II J) . is an operator space and E is a subspace of V, 
which is closed under the norm 11 IIi . Then, from Proposition 2.1(2), M,(E) 
is closed in M,(V) under the norm II II,, for each n E N. 
Identifying M,( V/E) with M,( V)/M,(E), we may let M,( V/E) have the 
correspondent quotient norm I( lln. Then ( V/E, { 11 II,,}) is a space with a 
matrix norm. 
THEOREM 4.2. ( V/E, { I( II,,}) is an operator space, called the quotient 
space of V by E. The quotient map n: V -+ V/E is a complete contraction. 
ProoJ Given X = [Xii] E M,( V/E), j = [jij] E M,( V/E), we have 
IlxOyll=inf{llzll,z~XOy=xOlicM,+,(V)} 
dinf{llz,Oz,II,z,E,u,=,Ey} 
=inf{max{~~z,J, 112,1l),z,EX,z,Ej} 
=max{inf{llz,ll,z,~X},inf(~lz,~~,zz~~}} 
= maxi Il-dL IIVII 1. 
Conversely, for any E > 0, there exists z E x@y E M,+,(V) such that 
/Izll < llX@jl/ + E. Write z= [z;; ;;;]EM,+,(V). Then z-(x@y)~ 
M,,+,(E)*z,, E X and zZ2 ~j. By Proposition 2.1(2), we have 
max{lld, IIVII > <max{lhllT /1~221/~ 
d I[::: :llI = llzll < ll~oyll + 5% 
Hence, maxi IId, IIVII ) d Il.fOYII, and the matrix norm on V/E satisfies 
L”-condition. 
Condition (II) is an easy consequence of the definition of the matrix 
norm. Therefore, ( V/E, { II 11. }) . is a matricially normed space whose matrix 
norm satisfies L”-condition, i.e., V/E is an operator space. 
From the definition of the matrix norm on V/E, it is obvious that the 
quotient map n: V+ V/E is a complete contraction. 1 
Remark. By using the same technique as the proof above, we can show 
that the quotients of matricially normed spaces are still matricially normed 
spaces. 
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5. ~~~~~~~~~~~~~~ NORMED SPACES 
Let V’, (II IL>) b e an LP-matricially normed space (1 <p < co). We 
know that its matricial dual space ( I’*, { 11 1 f } ) is a matricially normed 
space by Proposition 2.3. Now we can study the matricial structure of I’*. 
THEOREM 5.1. Let (C {II II,>) b e an LP-matricially normed space. Then 
(Y*, (11 II,* >) is an LY-matricially normed space, where l/p + l/q = 1, 1 <p, 
q<co. 
Proof: For any f~ M,( I’*) and g E M,( V*), we have 
IlfOgll*=sup{I~vO~,fOg)l, llvO4l d l> by Proposition 2.2(2), 
where v E M,( I’) and o E M,( V). 
If { 1) II,} satisfies L”-condition, then 
Ilfogll’=~~P{I~~,f~+~~~~~l~ IIVII? Il~ll~~~=llfll*+ll~ll*~ 
Hence, { 11 II,*} satisfies L’-condition. 
If ( (( 11 n > satisfies L’-condition, then 
IlfO~ll*=~~P{I~~,f~+~~~~~l~Il~ll+Il~lld~~ 
= max{ llfll *, llgll* >. 
Hence, { )I (I,* > satisfies La-condition. 
If { II [In> satisfies Lp- condition (1 <p < co ), then 
Ilfogll*=sup(I(v,f)+(o,g)l, llvllp+l141pa} 
~SUP{llVll Ilfll* + II4 IgIl*, IlvllP+ IMPS 1) 
GsuPI(llvllp+ I141p)“p (llfll*4+ llgll*qY’q, I141P+ l141P6 11 
= ( II f II *q + Ml *v. 
Conversely, assume that we have v E M,( V), w E M,(V) with norm one 
such that (v,f)=IIfjl* and (u,g)=1/gl[*. Let v~=II~II*‘-~v and 
a0 = Ml *q-I u. Then (Ilv,llp+ ~~~~~~~~~~~~ (Ilfll*g+ llgll*q)“P. Thus, 
I(vo,f> + (wo,g)l= IIfll*4+ llgll*q 
= (Ilfll*q+ llgll*Yq (Ilfll*q+ llgll*9”p 
=(llfll*q+ lld*9”q(IIvollp+ Il~ollpYp. 
This implies 11 f@ gll* = ((1 f 11 *r + llgll *q)‘lq. This is true in general by using 
&-arguments. Hence, ( I( II,*} satisfies L4-condition. m 
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It is well known that the matricial dual space A* of any C*-algebra A is 
an Li-matricially normed space. Therefore, subspaces of A* are 
L’-matricially normed spaces. The following corollary is an easy conclusion 
of Theorem 5.1 and Corollary 2.4. 
COROLLARY 5.2. A matricially normed space is L’ if and only if it is 
completely isometric to a subspace of the matricial dual space of some 
operator space. 
THEOREM 5.3. For 1 <p <p’ < CO, the only completely bounded map 
from LP’-matricially normed spaces into LP-matricially normed spaces is the 
zero map. 
Proof Let V and W be Lp’ and LP-matricially normed spaces, respec- 
tively. Suppose that we have a completely bounded non-zero map 
d: V + W. Then there exists v E V with llvll = 1 and d(v) # 8. For each n E N, 
we have 
n’lP IMv)ll = (I14(v)llp + . . . + Il~(v)llp)“p = Ilqqv 0 “. 0 v)ll 
G Il#llch IIVO ..’ @VII. 
If P’< ~0, I1411cb IlvO ... @VII = Ildllcb (llvllp’+ ... Il~ll~‘)“~‘= lldll~hn”L”. 
Hence, II~IIcb/ll~(v)ll 3 n”pp ‘lp’ -+ cc as n -+ 00 since p’ >p. It is a con- 
tradiction. If p’= CO, lldllCb llv@ ... 041 = l1411cb llvll = lldllch. Hence, 
II~IIcb/ll~(v)ll Bn”P + cc as n + cc. It is a contradiction. Therefore, the only 
completely bounded map from V into W is the zero map. i 
As an example, we consider vector space C, on which we have two 
natural matrix norms. (C, { (I II,}) . is an L” -matricially normed space if // I/ ,t 
is the operator norm on M,(C) for each n E N, and (C, { 1) II,*}) is a 
L’-matricially normed space if II II,* is the dual norm on M,(C) for each 
n E N. There is no non-trivial completely bounded map from (C, ( II II ,I } ) 
into (C II II ,* > 1. 
Remark. There will generally exist many completely bounded maps 
from LP-matricially normed spaces into LP’-matricially normed spaces if 
16pQp’6cO. 
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