Multi-way relay networks: characterization, performance analysis and transmission scheme design by Islam, Shama Naz
Multi-way Relay Networks:
Characterization, Performance
Analysis and Transmission Scheme
Design
Shama Naz Islam
May 2015
A thesis submitted for the degree of
Doctor of Philosophy
of The Australian National University
             
            	                                        
 !$
%!"!

!$ ! "
" "!!
 !!!!"! 
# &)")+ '$(,*+)* +-2)!-# ($/ +,$-2)*+ , +/ 
-# .-# (-$$-2)!).++($ (-$-2-# + + +.& ,-#-
")/ +(#)0).+&)")$,., 

# *+ ! ++ &)"),#).& ., )(0#$- %"+).(
#$,/ +,$)($(&. ,&%- 1-0$-#-# + ,-$(
  *)&$(
 $-# +)+	

# + )&).+*+$(-$("$,()-/$&& -# &%&)")(
 ., )(0#$- %"+).(
# 
# &)")( ., 0#$- + / +, ).-)!&%
%"+).()+),$)(&&2( .-+&+%%"+).(
)")(**+)/&,( )-$( !+)'+((. ..
	
	
	

!





  
 " 
" " 
 	" 
Research School of Engineering
College of Engineering and Computer Science
The Australian National University
c Shama Naz Islam 2014
Declaration
The contents of this thesis are the results of original research and have not been submit-
ted for a higher degree to any other university or institution.
Much of the work in this thesis has been published or has been submitted for pub-
lication in journals or conference proceedings. These papers are:
Journal articles
J1. S. N. Islam, P. Sadeghi, and S. Durrani, ”Error Performance Analysis of Decode-
and-Forward and Amplify-and-Forward Multi-way Relay Networks with Binary Phase
Shift Keying Modulation,” IET Commun., vol. 7, no. 15, pp. 1605-1616, Oct. 2013.
J2. S. N. Islam, S. Durrani, and P. Sadeghi, ”A Novel User Pairing Scheme for Functional
Decode-and-Forward Multi-way Relay Network,” submitted to Physical Communications,
Sep. 2014, http://arxiv.org/abs/1402.6422v3.
J3. S. N. Islam, S. Durrani, and P. Sadeghi, ”Lattice Code Based Multi-way Relay Net-
works: SER Analysis and the Impact of Imperfect Channel Estimation,” submitted to
Journal of Communications and Networks, May 2015.
Conference papers
C1. S. N. Islam, and P. Sadeghi, ”Error Propagation in a Multi-way Relay channel,” in
Proc. IEEE ICSPCS, pp. 1-8, Dec. 2011.
C2. S. N. Islam, S. Durrani, and P. Sadeghi, ”Optimum Power Allocation for Sum Rate
Improvement in AF Multi-way Relay Networks,” accepted in IEEE ICSPCS, Dec. 2014.
The following publications are also the results from my PhD study but not included
in this thesis:
J4. S. Islam, ”Optimal User Pairing to Improve the Sum Rate of a Pairwise AF Multi-
way Relay Network,” IEEE Wireless Commun. Lett., Feb. 2015.
iii
C3. S. N. Islam, P. Sadeghi, and S. Durrani, ”A Novel Pairing Scheme to Reduce Error
Propagation in an Amplify and Forward Multi-way Relay Network,” in Proc. IEEE SSP,
pp. 544-547, Jun. 2014.
C4. S. Islam, and P. Sadeghi, ”Joint decoding: Extracting the correlation among user
pairs in a multi-way relay channel,” in Proc. IEEE PIMRC, pp. 54-59, Sep. 2012.
C5. S. Islam, and P. Sadeghi, ”Joint user decoding: A technique to enhance the benefits
of coding in a multi-way relay channel,” in Proc. IEEE ICSPCS, pp. 1-7, Dec. 2012.
The research work presented in this thesis has been performed under the supervision
of Dr. Parastoo Sadeghi (The Australian National University) and Dr. Salman Durrani
(The Australian National University). The substantial majority of this work is my own.
Shama Naz Islam
28 May 2015
Acknowledgments
The work presented in this thesis would not have been possible without the support of a
number of individuals and organizations and they are gratefully acknowledged below:
 First of all, I would like to thank Almighty Allah for allowing me the opportunity
to pursue the journey towards a PhD.
 I would like to express my sincere and very special thanks to my supervisors
and friends Dr. Salman Durrani, Dr. Parastoo Sadeghi and Prof. Rodney A.
Kennedy for their guidance, support and encouragement throughout my PhD
studies. They have always motivated me to explore new research ideas and helped
a lot whenever I face some problems in research. They also allow me to discuss
about my PhD and relevant research areas in detail. Moreover, I thank them for
reviewing my publication drafts with great care and for all their efforts to improve
my writing skills. Also, they help me learn how to present my research in a more
effective way. Apart from my research studies, they have also given me great
support in obtaining teaching and supervision experiences.
 I feel lucky to have the opportunity for being in the applied signal processing
(ASP) group at the Research School of Engineering. I would like to thank everyone
in ASP group, for whom I always felt the research environment quite friendly and
relaxing. I would also like to acknowledge the assistance of administrative staff at
the college of engineering and computer science (CECS). I am especially thankful
to our school administrator Ms. Lesley Goldburg.
 I would like to thank the Australian National University for providing me with
the PhD scholarship and supporting my conference attendances. The opportunity
v
of studying in one of Australia’s best universities will always be a remarkable
experience in my life.
 I acknowledge my home country Bangladesh, where I met some wonderful teach-
ers who motivated me towards research.
 I thank my parents for their never-ending love and support without which I would
not be able to make this journey of PhD. They have always been my inspirations
whenever I encounter hardships in my PhD. Special thanks to my mother for
believing that a girl has the ability to perform equally well like a boy in the field
of science and engineering.
 I would like to thank my husband Adnan for his immense support and motivation
which inspired me a lot throughout my PhD. Without his love and sacrifices, I
would not be able to manage my PhD along with a baby. I also thank my little
daughter Arisha, who was born during this PhD, for allowing me to spend my
time and attention towards PhD research. She always brought back my smile
whenever I was stressed with the PhD. Last but not least, I thank my in-laws for
their support and encouragement.
Abstract
Multi-way relay networks (MWRNs) are a growing research area in the field of relay
based wireless networks. Such networks provide a pathway for solving the ever in-
creasing demand for higher data rate and spectral efficiency in a general multi-user
scenario. MWRNs have potential applications in video conferencing, file sharing in
a social network, as well as satellite networks and sensor networks. Recent research
on MWRNs focuses on efficient transmission protocol design by harnessing different
network coding schemes, higher dimensional structured codes and advanced relaying
protocols. However, the existing research misses out the characterization and analysis
of practical issues that influence the performance of MWRNs. Moreover, the existing
transmission schemes suffer some significant limitations, that need to be solved for
maximizing the benefits of MWRNs.
In this thesis, we investigate the practical issues that critically influence the perfor-
mance of a MWRN and propose solutions that can outperform existing schemes. To
be specific, we characterize error propagation phenomenon for additive white Gaus-
sian noise (AWGN) and fading channels with functional decode and forward (FDF) and
amplify and forward (AF) relaying protocols, propose a new pairing scheme that out-
performs the existing schemes for lattice coded FDF MWRNs in terms of the achievable
rate and error performance and finally, analyze the impact of imperfect channel state
information (CSI) and optimum power allocation on MWRNs.
At first, we analyze the error performance of FDF and AF MWRNs with pair-
wise transmission using binary phase shift keying (BPSK) modulation in AWGN and
Rayleigh fading channels. We quantify the possible error events in an L-user FDF or AF
MWRN and derive accurate asymptotic bounds on the probability for the general case
that a user incorrectly decodes the messages of exactly k (k 2 [1, L  1]) other users. We
show that at high signal-to-noise ratio (SNR), the higher order error events (k  3) are
vii
viii
less probable in AF MWRN, but all error events are equally probable in a FDF MWRN.
We derive the average BER of a user in a FDF or AF MWRN under high SNR conditions
and provide simulation results to verify them.
Next, we propose a novel user pairing scheme for lattice coded FDF MWRNs. Lattice
codes can achieve the capacity of AWGN channels and are used in digital communica-
tions as high-rate signal constellations. Our proposed pairing scheme selects a common
user with the best average channel gain and thus, allows it to positively contribute to
the overall system performance. Assuming lattice code based transmissions, we derive
upper bounds on the average common rate and the average sum rate with the proposed
pairing scheme. In addition, considering M-ary QAM with square constellation as a
special case of lattice codes, we derive asymptotic average symbol error rate (SER) of
the MWRN. We show that in terms of the achievable rates and error performance, the
proposed pairing scheme outperforms the existing pairing schemes under a wide range
of channel scenarios.
Finally, we investigate lattice coded FDF and AF MWRNs with imperfect CSI. Con-
sidering lattice codes of sufficiently large dimension, we obtain the bounds on the com-
mon rate and sum rate. In addition, considering M-ary quadrature amplitude mod-
ulation (QAM) with square constellations, we obtain expressions for the average SER
in FDF MWRNs. For AF MWRNs, considering BPSK modulation as the simplest case
of lattice codes, we obtain the average BER. Moreover, we obtain the optimum power
allocation coefficients to maximize the sum rate in AF MWRN. For both FDF and AF
relaying protocols, the average common rate and sum rate are decreasing functions of
the estimation error. The analysis shows that the error performance of a FDF MWRN
is an increasing function of both the channel estimation error and the number of users,
whereas, for AF MWRN, the error performance is an increasing function of only the
channel estimation error. Also, we show that to achieve the same sum rate in AF
MWRN, optimum power allocation requires 7   9 dB less power compared to equal
power allocation depending upon users’ channel conditions.
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Chapter 1
Introduction
1.1 Motivation and Background
Relay networks have recently attracted significant research interest for providing spatial
diversity and extended coverage with less power consumption [1, 2]. Besides this, in
the presence of poor quality direct transmission link and limited transmission range
of the base station, the relay networks can outperform conventional cellular networks
by employing relay nodes to exploit cooperative diversity [3]. Moreover, in densely
populated urban areas, these networks can serve as a feasible solution for the very high
data rate requirements of fourth generation (4G) wireless systems. This is because the
conventional cellular architecture would require higher power level, as well as more
densely deployed base stations to achieve the data rates required by 4G systems [4, 5].
1.1.1 Types of Relay Networks
The classical relay channel, first introduced by Meulen [6], is a three terminal network,
where the relay contributes to the successful transmission of information from the
source to the destination. The performance of this unidirectional relay channel has
been investigated in many works including [4, 7–11]. The unidirectional relay channel
with direct links between source and destination, which allows cooperative diversity
gains to enhance the spectral efficiency and throughput, has been investigated in many
works, most notably [3,12–14]. The system model for unidirectional relay channel with-
out and with direct links has been illustrated in Fig. 1.1(a) and Fig. 1.1(b), respectively.
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(a) Source and destination can communicate only
through the relay
(b) Direct link between source and destination also ex-
ists
Figure 1.1: Unidirectional relay network.
Figure 1.2: Two-way relay network.
This unidirectional relay channel has been later extended to bidirectional or two-way
relay networks (TWRNs) (as illustrated in Fig. 1.2) for complete exchange of information
between two users [15–25].
Now-a-days, there is a growing research interest to apply the concept of relaying
in scenarios involving multiple users. Thus, TWRNs can be generalized to incorporate
multiple users in the form of multi-way relay networks (MWRNs), in which multiple users
can exchange information with the help of a single relay terminal [26–35] (as illustrated
in Fig. 1.3). MWRNs have important potential applications in teleconferencing, satellite
networks, data exchange in a sensor network or file sharing in a social network [36–39].
Some applications are illustrated in Figures 1.4(a) and 1.4(b).
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.
.
Figure 1.3: Multi-way relay network.
1.1.2 Network Coding for MWRNs
The relay networks can be designed to harness further benefits like improved energy
efficiency, as well as increased throughput by means of network coding [15,40,41]. Due
to the broadcast nature of wireless networks, each node in the network can overhear
other nodes’ transmission which are in close proximity [42]. In addition, due to super-
position nature of the wireless medium, each node can receive the sum of the signals
from simultaneously transmitting nodes within its range [43]. Though the broadcast
and superposition nature of wireless network causes unmanaged interference leading
to performance degradation, extracting the interference signals through intelligent net-
work coding can result in higher rates [15,43]. For this reason, the application of network
coding protocols like digital network coding (DNC) and physical layer network coding
(PNC) in relay networks have been proposed by recent research works on cooperative
relay networks.
In DNC protocol, the users transmit their messages in separate time slots and then
finally, the relay broadcasts the XOR of the messages. The users perform XOR operation
between their own messages and the message received from the relay to extract the other
4 Introduction
.
.
.
(a) Teleconferencing
. . .
(b) Satellite Nework
Figure 1.4: Potential applications of MWRNs.
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(a) user 1 transmits
(b) user 2 transmits
+=
(c) relay performs XOR operation and broadcasts
= + =+
(d) users perform XOR between their own messages
and the received message
Figure 1.5: Message exchange in DNC scheme, where ’’ denotes XOR operation.
(a) the users transmit and the relay receives the sum
= - =-
(b) the relay broadcasts the sum or a function of the
sum and the users cancel self interference
Figure 1.6: Message exchange in PNC scheme, where ’ ’ denotes subtraction.
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(b) the relay broadcasts and the users cancel self inter-
ference
Figure 1.7: Pairwise message exchange in a MWRN, where ’ ’ denotes subtraction.
users’ messages. The message exchange in DNC scheme has been illustrated in figures
1.5(a), 1.5(b), 1.5(c) and 1.5(d).
In PNC protocol, the users transmit simultaneously in the first time slot and the relay
receives the sum utilizing the additive nature of physical electromagnetic waves. Then,
in the next time slot, the relay broadcasts the sum or a function or combination of the
signals to the users. The users then subtract self-information from the received signal
and extract the messages of the other users. The message exchange in PNC scheme has
been illustrated in figures 1.6(a) and 1.6(b). Since, PNC scheme requires less time slots and
achieves more throughput in a TWRN [16, 44–46], we choose to investigate PNC protocol for
MWRNs in this thesis.
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TS 1
User receives from the Relay User extracts
TS 2
TS 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
-
-
-
=
=
=
Figure 1.8: Error propagation in a MWRN. The red blocks indicate that the correspond-
ing message is incorrectly decoded, whereas, the white blocks indicate that the message
is correctly decoded.
1.1.3 Transmission Strategies for MWRNs
MWRNs can operate with pairwise, as well as non-pairwise transmission strategies. In
pairwise transmission based MWRNs, the users transmit in pairs, that is, in each time
slot, two users transmit simultaneously [28, 47, 48]. Each user has to decode all the user
pairs’ messages correctly for correct decisions about every other user’s messages. Thus,
the user pair formation is a critical issue for pairwise transmission based MWRNs. To ensure
efficient usage of the transmission resources (i.e., in terms of the number of time slots or
bandwidth), each user pair needs to have at least one common user with the following
and the preceding user pair. The transmission mechanism for pairwise MWRNs has
been illustrated in Fig. 1.7(a) and in Fig. 1.7(b).
On the other hand, for non-pairwise transmission based MWRNs, all the users trans-
mit simultaneously and the relay broadcasts the received signal after linear precoding.
In [49], it has been shown that the pairwise transmission strategy has a lower signal pro-
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cessing complexity at the relay, whereas, the non-pairwise transmission achieves higher
spatial multiplexing gains at the cost of additional signal processing complexity. In this
thesis, we focus on pairwise transmission strategy to exploit its simpler implementation benefits.
1.1.4 Open Problems in MWRNs
In this subsection, we discuss some open problems in the field of MWRNs, that motivate
our research regarding MWRNs.
In a pairwise transmission based MWRN, the users have to correctly decode every
user pair’s network coded message for error free message exchange. This is because, in
this strategy, the decision about each user depends on the decoded message of the previ-
ous users. This gives rise to a significant practical issue in MWRNs with pairwise data
exchange, which is termed as error propagation. The error propagation in a MWRN
has been illustrated in Fig. 1.8. The error propagation problem degrades the received
signal-to-noise ratio (SNR) at the users and as a result, degrades the error performance
of a MWRN. Thus, the characterization of error propagation is an important open problem,
which to the best of our knowledge, has not been fully studied in the literature before.
From figures 1.7(a), 1.7(b) and 1.8, it can be identified that the error propagation
problem in a MWRN is influenced by the way the users are paired. Thus, choosing
the user pairs appropriately is crucial for the reliable operation of a MWRN. It can be
intuitively understood that choosing the user pairs arbitrarily and independent of their
channel conditions, cannot be much useful from the perspective of a pairwise MWRN.
Thus, designing a pairing scheme in a way that ensures reliable decoding of the users’ messages
and hence, reduce error propagation, is another important open problem for MWRNs.
In a MWRN, each user has to subtract self interference from the received signal
to obtain other users’ messages. For perfect recovery of the messages, the channels
need to be perfectly estimated [50, 51] at both the users and the relay. However, this
is not possible in a practical system with imperfections like imperfect channel state
information (CSI). Figures 1.9(a), 1.9(b) and 1.9(c) illustrate the case when perfect CSI
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(a) Users in a pair transmit simultaneously
Error from imperfect CSI
(b) Relay processes the sum of the signals using imperfect CSI and broad-
casts
Error from imperfect CSI
- -= =
(c) Users cancel self interference
Figure 1.9: The impact of imperfect CSI on MWRNs. Note that, due to channel estima-
tion error, the users cannot completely recover the desired messages.
is not available and hence, self interference cannot be completely cancelled. In the
presence of imperfect CSI, the channel estimation error will add to the error propagation
problem and worsen the error performance of a MWRN. Analyzing the impact of imperfect
CSI on MWRNs is also an important open problem. Finally, to optimize the performance of
a MWRN, optimum power allocation needs to be investigated. Especially, when channel
estimation errors are present, the importance of the optimum power allocation between
the pilot and the data signals becomes inevitable for an increased system throughput.
In this thesis, we provide solutions to the above open problems whose answers are
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still missing in the literature. Specifically, the main focus of this thesis is firstly, the
characterization of pairwise transmission based MWRNs through mathematical model-
ing of the error propagation phenomenon, secondly, proposing a novel pairing scheme
that can outperform existing pairing schemes in terms of the achievable rate and error
performance and thirdly, consideration of performance limiting practical issues like im-
perfect CSI and how power allocation can alleviate these issues. In the remaining part
of this chapter, we discuss the prior works on the performance analysis of MWRNs for
background information. Finally, we present our contributions and the outline of the
thesis.
1.1.5 Literature Review on MWRNs
In a MWRN, the users transmit in a half-duplex manner and do not have any direct
link between them. Each of the users intend to receive messages from every other
user in the network. Potential applications of MWRNs include information exchange
in satellite networks, social networks and sensor networks. Another way for realizing
the benefits of TWRNs in a multi-user scenario is a multi-user TWRN, consisting of
multiple TWRNs, where users exchange messages with their pre-assigned partners and
has been studied widely in the literature [52–56]. Note that, a multi-user TWRN is a
special version of a MWRN and hence, we focus on the analysis of more generalized
MWRNs in this thesis.
In a MWRN, message exchange is accomplished in two phases-multiple access and
broadcast phase. In the multiple access phase, the users transmit messages in a pairwise
manner and the relay receives the sum of the signals. In the broadcast phase, the relay
broadcasts the messages to all the users after performing some relaying operations. The
relaying operations depend on different relaying protocols which include (1) amplify
and forward (AF) [57,58], (2) decode and forward (DF) [26,50], (3) compress and forward
(CF) [26], (4) functional decode and forward (FDF) [28, 48, 59, 60] and (5) compute and
forward [61,62] relaying protocols. Among these protocols, the first three protocols have
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already been considered for unidirectional and bidirectional relay networks in [63] and
the last two protocols are proposed very recently for MWRNs. In the following part, we
briefly discuss the relaying process for the aforementioned relaying protocols.
1. Amplify and Forward: In this protocol (originally termed as ‘Facilitation’ in [63]),
the relay amplifies the received signal and broadcasts to all the users (as illustrated
in Fig. 1.10(a)).
2. Decode and Forward: In this protocol (originally termed as ’Cooperation’ in [63]),
the relay decodes the received signal and broadcasts to all users (as illustrated in
Fig. 1.10(b)).
3. Compress and Forward: In this protocol (originally termed as ’Observation’ in [36]),
the relay encodes a quantized version of the received signal and broadcasts to all
users (as illustrated in Fig. 1.10(c)).
4. Functional Decode and Forward: In FDF MWRNs, the relay decodes a function of the
users’ messages instead of decoding the messages individually [28] (as illustrated
in Fig. 1.10(d)).
5. Compute and Forward: In compute and forward MWRNs, the relay computes linear
equations of the transmitted messages according to their observed channel coeffi-
cients [62] (as illustrated in Fig. 1.10(e)). The relay forwards these equations to the
users and each user, upon receiving sufficient number of equations, can decode
the messages of the other users.
Next, we discuss the prior works on MWRNs relevant to the above relaying proto-
cols.
Amplify and Forward: For AF MWRNs, the end-to-end SNR expression and its cu-
mulative distribution function, probability density function, as well as the moment gen-
erating function, have been derived in closed form in [57]. Moreover, in the aforemen-
tioned work, the outage probability and the average BER of an AF MWRN have been
12 Introduction
X1 X2
α(X1+X2) α(X1+X2)
(a) AF relaying. Here a denotes amplification factor
X1 X2
X1 + X2 X1 X2+
(b) DF relaying. Here  denotes XOR operation
X1 X2
Q(X1+X2) Q(X1+X2)
(c) CF relaying. Here Q() denotes quantization oper-
ation
X1 X2
f(X1,X2) f(X1,X2)
(d) FDF relaying. Here f () denotes a function
X1 X2
aX1+bX2 aX1+bX2
(e) Compute and forward relaying. Here a, b denotes
integer coefficients
Figure 1.10: Different Relaying Protocols in a MWRN.
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obtained assuming error free successive interference cancellation and diversity multi-
plexing tradeoff has been derived using high SNR outage probability approximation.
For AF MWRNs with multi-antenna relay, space time analog network coding and rep-
etition coding protocols have been investigated in [64]. In [64], it has also been shown
that space time analog network coding protocol can outperform zero forcing detection
and transceiver beamforming schemes in terms of the average sum rate.
Decode and Forward: DF MWRNs have been investigated in terms of the optimal pair-
ing order that maximizes the achievable sum rate [50]. It has been shown in [50] that
pairing the `th user with the (L  `+ 1)th user, where ` 2 [1, L] and L is the total number
of users in the MWRN, is the optimal pairing scheme for a DF MWRN. Besides this,
some research works on DF MWRNs consider complex field network coding which uti-
lizes a precoding vector to separate out users’ symbols so that they can be distinguished
at the relay [65]. In [66], an algorithm is designed in such a way that the superimposed
signal of users (who transmit with different quadrature amplitude modulation (QAM)
constellations) has a QAM constellation when received at the relay and the SER for this
algorithm is evaluated for additive white Gaussian noise (AWGN) channels. On the
other hand, in [65], the SER for complex field network coding has been investigated for
Rayleigh fading channels.
Compress and Forward: CF MWRNs have been investigated in terms of outer bounds
on the achievable rates and exchange rate, which is the symmetric rate point in the
capacity region in a symmetric Gaussian channel [36]. In [36], AF, DF and CF protocols
have also been compared in terms of the achievable rates and it has been shown that
CF and AF protocols can achieve the exchange rate upper bound within L2(L 1) and
L(1+log L)
2(L 1) bits. However, for DF protocol, the exchange rate is smaller than CF protocol
at high SNR and vice versa.
Functional Decode and Forward: It was shown in [28] that pairwise FDF with binary
linear codes is theoretically the optimal strategy for binary MWRNs, since it achieves
the common rate. Also it was shown in [59] that for a MWRN with lattice codes in an
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AWGN channel, the pairwise FDF achieves the common rate, which is the minimum of
the maximum achievable information rates at all the users. In [27], correlated sources
for a three user FDF MWRN have been considered and the minimum source-channel
rate has been obtained for this channel. Different user pairing schemes for asymmetric
MWRNs, where users have certain channel conditions, are studied in [50,67]. It has been
shown in [50, 67] that the achievable common rate for a pairwise FDF MWRN is max-
imized when the `th user forms a pair with the (`+ 1)th user under the circumstances
that the `th user’s channel gain is larger than that of the (`  1)th user but smaller than
that of the (`+ 1)th user.
Compute and Forward: The outage probability of compute and forward MWRN has
been investigated in [61] and it has been shown that compute and forward outperforms
non-network coding strategies for relatively small number of users. The computation
rate in the presence of multiple relays has been obtained in [62].
For the rest of this thesis, we consider only AF and FDF protocols, since the first one is the
simplest relaying protocol among the above protocols and the second one, which is relatively more
complex, achieves the common rate for binary MWRNs.
In the following subsections, we discuss some important prior works regarding prac-
tical issues that influence MWRN performance.
1.1.5.1 Error Propagation
To the best of our knowledge, an analytical characterization of the error propagation
problem in a MWRN has not been fully addressed in the literature to date. The prob-
ability for the special case of having at least one error event in AF MWRN is derived
in [57]. Here, an error event is characterized by the number of users whose messages
are incorrectly decoded. Apart from the one error event case, there has been no attempt
to analyze the error performance of MWRNs with pairwise data exchange. However,
the probabilities of discrete error events offer only a partial view of the overall error per-
formance. From the perspective of the overall system performance, the average BER is a
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more useful metric since it takes all the error events into account. Thus, characterizing
error propagation and obtaining the average BER of a MWRN is an open problem.
1.1.5.2 Lattice Codes
In this part, we discuss lattice codes, which form an integral part of FDF MWRNs
because lattice codes can achieve the common rate for FDF MWRNs in AWGN channel.
A lattice is a discrete subgroup of the Euclidean space with ordinary vector addition
and reflection operation [68, 69]. It indicates that the sum of two lattice points will
belong to the same lattice construction. That is, lattice codes enable transmission of
codewords that are linear combination of other codewords. In [68], it has been shown
that lattice codes can achieve the capacity of point-to-point AWGN channels. Moreover,
lattice codes have been incorporated to multi-terminal AWGN networks in [70].
Lattice codes have been developed for multiple access networks in [71] and for
TWRNs in [72]. In [73], the achievable rate of a lattice coded TWRN has been obtained
within half a bit of the capacity for asymmetric power constraints. Further extensions
on lattice codes include rate analysis for AWGN multiple access networks [74].
To implement lattice codes in a MWRN, the messages are first drawn from a finite
field, then mapped into lattice points and finally, transmitted to the relay [28, 62, 75].
The relay then decodes a linear combination of the lattice points, which is broadcast to
the users. The users perform self interference cancelation, extract the lattice points and
then map the point back to a finite field message.
Lattice code based pairwise MWRNs have been investigated in [59] for AWGN chan-
nel in terms of the capacity and the achievable rates. However, lattice code based pair-
wise MWRNs have not been investigated for fading channels. Moreover, lattice code
based pairwise MWRNs also need to be investigated in terms of error propagation
and error performance. Though in [57], a binary phase shift keying (BPSK) modu-
lated pairwise MWRN has been analyzed for error performance, the more general error
performance of pairwise MWRNs with lattice codes in fading channels has not been
16 Introduction
i
th
user
transmits
(i+1)
th
user
transmits
Relay
receives
TS 1
TS 2
.
.
.
.
.
.
.
.
.
.
.
.
TS (L-1)
(a) Pairing scheme by Ong et al.
i
th
user
transmits
(L-i+1)
th
user
transmits
Relay
receives
TS 1
TS 2
.
.
.
.
.
.
.
.
.
.
.
.
TS 3
(b) Pairing scheme by Noori et al.
Figure 1.11: Comparison of different pairing schemes in a MWRN.
considered in the literature to date.
1.1.5.3 Pairing Scheme
As mentioned previously, user pair formation is a critical issue in a pairwise transmis-
sion based MWRN. In this regard, two different pairing schemes have been proposed in
the literature for MWRNs. In the pairing schemes in [28] (for FDF relaying) and in [57]
(for AF relaying), the `th and the (`+ 1)th users form a pair at the `th time slot, where
` 2 [1, L  1]. In the pairing scheme in [50] (for FDF relaying), instead of consecutive
users as in the pairing scheme in [28], the `th and the (L  `+ 1)th user form a pair at
the `th time slot when 1  `  bL/2c and the (`+ 1)th and (L  `+ 1)th user form a
pair at the `th time slot when bL/2c < `  L  1, where bc denotes the integer floor
operation. The achievable rates for these two existing pairing schemes were analyzed
in [28, 49, 50, 59].
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A major drawback of the above two pairing schemes is that they arbitrarily select
users for pair formation and do not take the users’ channel information into account
when pairing the users. This is crucial since in a MWRN, the decision about each
user depends on the decisions about all other users transmitting before it, as explained
previously. Thus, in the above pairing schemes, if any user experiences poor channel
conditions, it can lead to incorrect detection of another user’s message, which can ad-
versely impact the system performance due to error propagation. We also note that
a recent paper on opportunistic pairing [76] also suffers from the error propagation
problem similar to [28].
1.1.5.4 Channel Estimation
The impact of imperfect channel estimation on MWRNs has not been addressed in the
aforementioned literature on MWRNs. However, in case of TWRNs, recent studies have
quantified the impact of imperfect channel estimation. So, in this part, we discuss some
established results on the channel estimation of TWRNs, as these results will be used
later in this thesis for modelling and characterizing a MWRN with imperfect CSI.
A number of the research works on channel estimation for TWRNs, consider train-
ing based channel estimation. In [77], maximum likelihood (ML) channel estimation is
employed at the relay and the mean square error of the channel estimation has been
minimized by allocating optimum power to the training signals. On the other hand,
maximum a posteriori (MAP) channel estimation has been proposed in [78], which
takes into account the prior information on wireless channels to improve the channel
estimation accuracy and hence, outperforms the ML based channel estimation algo-
rithms in terms of mean squared error. Reference [79] considers training based channel
estimation, where at first, the sources transmit training signals simultaneously and then
the relay amplifies and forwards the received signal. It has been shown in [79] that the
orthogonal training signal is optimal for the estimator performance.
On the other hand, some works consider the impact of imperfect channel estimation
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on the performance of training based TWRNs [80, 81]. In [80], the achievable informa-
tion rates for full duplex AF TWRNs with channel estimation errors have been upper
bounded. A lower bound on the sum rate of information transmission in both directions
of the half-duplex multiple input multiple output (MIMO) TWRN with AF relaying has
been obtained in [81] using the notion of the worst case noise at the receiver. Apart from
these, some research works have considered the impact of channel estimation error on
the outage probability [82] and the error performance [83] of an AF TWRN. Similarly,
the achievable rates of DF TWRNs with imperfect CSI have been studied in [84].
To avoid the transmission of pilot signals and reduce transmission overhead, self
interference components from users’ own signal are proposed to be used for channel
estimation in [85]. Though this scheme allows low complexity and low overhead bene-
fits, its accuracy is highly dependent on correctly decoding the signal at the relay [81].
In [86], single carrier cyclic prefix modulation has been proposed for channel estimation
in an AF TWRN.
Another approach to avoid the pilot transmission overhead is blind channel estima-
tion, which has been studied in [87]. The blind channel estimation algorithm in [87]
employs constant modulus signaling through deterministic maximum likelihood and
can approach the true channel for higher order modulations. The semi-blind channel
estimation algorithm, which is a combination of pilot based and blind channel esti-
mation algorithms has been analyzed in [88] and it has been shown that this approach
results into significant improvement in estimation performance compared to pilot based
approaches.
In this thesis, we are going to use the pilot based channel estimation algorithm for
MWRNs where the channel coefficients are estimated through linear minimum mean
square error estimation, as this approach is widely investigated in the literature and is
a very practical scheme in real-world wireless systems.
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1.1.5.5 Power Allocation
Optimum power allocation is an important problem for relay networks as it assures su-
perior performance of the system in terms of the received SNR, achievable rate, mean
square error of the channel estimation and average SER. Recently, optimum power al-
location between the relay and users and between the data and pilot symbols has been
investigated for TWRNs. Moreover, power allocation has been studied to maximize
the sum rate of all the users in a multi-user TWRN [53, 89], which is a special class of
MWRNs, where each user exchanges message only with its pre-defined partner. How-
ever, in these studies, full instantaneous CSI is assumed to be available to all the users
and the relay. Power allocation strategies in a more practical scenario, where only long
term statistical CSI (i.e., channel variance) is available to each user and the relay, has not
yet been investigated. In the following part of this subsection, we discuss some recent
results on power allocation for TWRNs, as they are going to be used for studying power
allocation problems in MWRNs in the later chapters, which has not been investigated
yet.
For TWRNs with imperfect CSI, optimal power allocation between the training and
the data signals and also among the three nodes (i.e., two users and the relay) have
been performed with an objective to minimize the outage probability [82], maximize
the achievable rate [80], maximize the sum rate [90], maximize the average SNR of data
detection or minimize the mean square error of channel estimation [77]. In [82,90] it has
been shown that the optimal solutions for power allocation are closely related to relay
location. When the relay is closer to one of the sources, the power optimization affects
the system performance more than the case of equal distances between the sources and
the relay, as shown in [80, 90].
In [91], the outage probability and the average BER have been optimized through
power allocation in the presence of both the relay selection and imperfect CSI. It has
been shown that when all the relays participate, optimum power allocation gives a 1 dB
gain compared to equal power allocation, whereas, when only the best relay is chosen,
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the performance gain is 3 dB.
1.2 Overview and Contribution of Thesis
From the literature review presented in the previous section, it is clear that the inves-
tigation of practical issues, such as error propagation phenomenon, imperfect CSI and
power allocation, and most importantly, an efficient pairing scheme design to lessen the
error propagation problem can be considered as challenging open problems from the
perspective of MWRNs.
1.2.1 Questions to be Answered
The following open questions are answered in this thesis:
Q1. How can we characterize the average BER for a user in FDF and AF MWRNs?
Q2. How to design a pairing scheme to improve the achievable rate and error perfor-
mance of lattice coded FDF MWRNs?
Q3. How can the impact of channel estimation error and optimum power allocation
coefficients on the error performance and achievable rate of lattice code based
FDF and AF MWRNs be characterized in the presence of error propagation?
1.2.2 Thesis Contribution and Organization
Fig. 1.12 illustrates the flowchart of this thesis. The general system model for MWRN
is presented in Chapter 2, which will be common to most chapters. In Chapter 3, the
error performance of FDF and AF MWRNs with BPSK modulation will be investigated
and compared for AWGN channel and fading channels. In Chapter 4, a novel pair-
ing scheme is proposed to improve the error performance and achievable rates of FDF
MWRNs with lattice codes and the common rate, sum rate and average SER are de-
rived for the proposed pairing scheme under different channel conditions. Then the
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impact of channel estimation error on the achievable rate and error performance of FDF
MWRN with lattice codes is analyzed in Chapter 5. Lattice coded AF MWRNs with
imperfect CSI and tunable power allocation are studied in Chapter 6. The summary of
the contributions in each chapter is as follows:
Chapter 3-Error Performance Analysis of FDF and AF Multi-way Relay Networks
Chapter 3 considers the error performance of FDF and AF MWRNs. Here, we con-
sider a MWRN with pairwise data exchange protocol using BPSK modulation in both
AWGN and Rayleigh fading channels with equal channel gain. A significant practical
issue in MWRNs with pairwise data exchange is error propagation. For example, in
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FDF MWRNs, if a user wrongly decodes another user’s message, then this error prop-
agates through the subsequent decoding operations unless another error is made. To
address this issue, in this chapter, we provide the analytical characterization of the error
propagation problem. The main contributions in this chapter are:
1. We derive accurate asymptotic bounds on the error probability for the general case
of k(k  L   1) error events in an L-user FDF or AF MWRN. These bounds are
based on the insights gained from the analysis of the exact probability that a user
incorrectly decodes the messages of k = 1 and k = 2 users.
2. Our analysis of the error probability for the general case of k error events shows
that at high SNR (a) the dominant factor in the error propagation in FDF MWRN
is the probability of consecutive erroneous messages resulting from a single erro-
neous network coded message, (b) the dominant factor in the error propagation
in AF MWRN is the probability of consecutive errors involving the middle or end
users in the transmission protocol and (c) the higher order error events (k  3)
are less probable in AF MWRN, but all error events are equally probable in a FDF
MWRN. This affects their BER sensitivity to the number of users in the system.
3. We use the asymptotic bounds on the probability of k error events to derive closed-
form expressions for the average BER of a user in FDF or AF MWRN under high
SNR conditions.
4. We show that for a given number of users in an AWGN channel, AF MWRN is
slightly better than FDF MWRN at low SNR, while FDF MWRN is better than
AF MWRN at medium to high SNRs. For fading channels, AF MWRN begins to
outperform FDF MWRN for the number of users as low as L  10. We attribute
this to the lower probability of high-order error events in AF MWRN, which makes
it more robust to the increase in the number of users in terms of average BER.
The results in this chapter have been presented in the following publications and are
listed again for ease of reference:
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J1. S. N. Islam, P. Sadeghi, and S. Durrani, ”Error Performance Analysis of Decode-
and-Forward and Amplify-and-Forward Multi-way Relay Networks with Binary Phase
Shift Keying Modulation,” IET Commun., vol. 7, no. 15, pp. 1605-1616, Oct. 2013.
C1. S. N. Islam, and P. Sadeghi, ”Error Propagation in a Multi-way Relay channel,” in
Proc. IEEE ICSPCS, pp. 1-8, Dec. 2011.
Chapter 4-A Novel User Pairing Scheme for Lattice coded FDF Multi-way Relay Net-
works
In Chapter 4, we consider a lattice coded FDF MWRN. Lattice codes can achieve
the capacity of AWGN channels and are used in digital communications as high-rate
signal constellations, which motivates the potential implementation of lattice codes in
a MWRN. In this chapter, we propose a novel pairing scheme, where a common user
facilitates each user in the network to obtain messages from all other users. The pairing
scheme is based on the principle of selecting a common user with the best average
channel gain. This allows the user with the best channel conditions to contribute to the
overall system performance. In this chapter, we compare the proposed pairing scheme
for FDF MWRNs with existing pairing schemes in terms of the achievable common rate,
sum rate and average SER. The main contributions in this chapter are:
1. Considering L-user FDF MWRNs employing sufficiently large dimension lattice
codes, we derive upper bounds for the common rate and sum rate with the pro-
posed pairing schemes.
2. Considering L-user FDF MWRNs with M-ary QAM based transmission, which is
a special case of lattice code based transmission, we derive the asymptotic average
SER with the proposed pairing schemes.
3. We compare the performance of the proposed pairing schemes with the existing
pairing schemes and show that:
 When the average channel gains in the user-relay channels are equal, the aver-
age common rate and the average sum rate are the same for the proposed and
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existing pairing schemes, but the average SER improves with the proposed
pairing scheme.
 When the average channel gains are unequal but do not change with time, the
average common rate, the average sum rate and the average SER all improve
for the proposed pairing scheme.
 When the average channel gains are unequal and change every time frame,
the average common rate for the proposed pairing scheme is almost the same
as the existing schemes for FDF MWRNs. However, the average sum rate and
the average SER improve for the proposed pairing scheme.
Parts of the results in this chapter have been presented in the following publication
and is listed again for ease of reference:
J2. S. N. Islam, S. Durrani, and P. Sadeghi, ”A Novel User Pairing Scheme for Functional
Decode-and-Forward Multi-way Relay Network,” submitted to Physical Communications,
Sep. 2014, http://arxiv.org/abs/1402.6422v3.
Chapter 5-Lattice Coded FDF MWRNs: Achievable Rate and SER with Imperfect CSI
Chapter 5 considers lattice code based FDF MWRNs with imperfect CSI. For a
MWRN, in order to perfectly recover the message of the other users by self-interference
cancelation, the channels need to be perfectly estimated at both the users and the relay,
which is generally not possible in practice. In the presence of imperfect channel esti-
mation, the estimation error adds to the performance degradation resulting from error
propagation and the error performance gets worse. Thus, in this chapter, we address
the joint impact of lattice codes and imperfect CSI on the achievable rate and error
performance of MWRNs. The main contributions in this chapter are:
1. Considering an L-user MWRN employing sufficiently large dimension lattice codes,
we derive the bounds on the achievable rate expressions for FDF MWRNs with
imperfect channel estimation and unequal average channel gains for the users.
Moreover, considering M-ary QAM, which is a special case of lattice code based
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transmission, we derive the expressions for the average SER for FDF MWRNs. The
derived expressions can more accurately predict the system behavior at high SNR.
2. We show that the average SER of FDF MWRN is an increasing function of both
the estimation error and the number of users. This behavior is a result of the fact
that all the error events are equally probable for FDF MWRN and the number of
such events increases with the increasing number of users.
3. We show that when the users’ overall channel conditions improve, the achievable
rates improve by the same amount for imperfect and perfect CSI. However, in
terms of the average SER, when most of the users experience good channel con-
ditions, FDF MWRNs with imperfect CSI performs closer to the one with perfect
CSI due to less error propagation.
Part of the results in this chapter have been presented in the following publication
and is listed again for ease of reference:
J3. S. N. Islam, S. Durrani, and P. Sadeghi, ”Lattice Code Based Multi-way Relay Net-
works: SER Analysis and the Impact of Imperfect Channel Estimation,” submitted to
Journal of Communications and Networks, May 2015.
Chapter 6-Lattice Coded AF MWRNs with Imperfect CSI
Chapter 6 considers lattice coded AF MWRNs with channel estimation error. Similar
to Chapter 5, in this chapter, we address the joint impact of lattice codes and imperfect
CSI on the achievable rate and error performance of AF MWRNs. Moreover, we obtain
the optimum power allocation coefficients for the pilot and the data of the users’ and
the relay’s signal to maximize the sum rate. The main contributions in this chapter are:
1. Considering an L-user MWRN employing sufficiently large dimension lattice codes,
we derive the bounds on the achievable rate expressions for AF MWRNs with im-
perfect CSI. Moreover, considering BPSK modulation, which is a special case of
lattice code based transmission, we derive the expressions for the average SER
and optimum power allocation coefficients for AF MWRNs.
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2. We show that the achievable rates of AF MWRNs are decreasing functions of the
estimation error. We also show that the the average BER of AF MWRN does not
depend on the number of users, because the larger number of error events are less
probable for AF.
3. We observe that to achieve the same sum rate in AF MWRN, optimum power allo-
cation requires 7  9 dB less power compared to equal power allocation depending
upon users’ channel conditions.
Part of the results in this chapter have been presented in the following publication
and is listed again for ease of reference:
C2. S. N. Islam, S. Durrani, and P. Sadeghi, ”Optimum Power Allocation for Sum Rate
Improvement in AF Multi-way Relay Networks,” accepted in IEEE ICSPCS, Dec. 2014.
Finally, Chapter 7 gives a summary of the thesis and provides suggestions for future
research.
Chapter 2
System Model
In the previous chapter, we discuss the background on relay networks, existing literature
on MWRNs and motivation of this thesis. In this chapter, we discuss the general system
model and channel assumptions for a MWRN. Specific system model assumptions for
each chapter will be discussed at the beginning of that chapter.
This chapter is organized as follows. The system model under consideration is
described and the channel assumptions are presented in Section 2.1. The signal trans-
mission protocols at the users and the relay are discussed in Section 2.2. Existing results
on different performance metrics of a MWRN are presented in Section 2.3. Finally, a
brief summary of the chapter is provided in Section 2.4.
2.1 System Model Description
We consider an L-user MWRN, where all the users exchange their information with
each other through a single relay.
In this setup, a pair of users communicate with each other at a time, while the re-
maining users are silent. We assume that the users transmit in a half-duplex manner and
they do not have any direct link between them. The information exchange takes place
in two phases multiple access and broadcast phase each comprising L  1 time slots
for an L-user MWRN [28]. In the multiple access phase, the users transmit their data in
a pairwise manner. In the broadcast phase, the relay broadcasts the functionally decoded
or amplified network coded message to all users depending on the relaying protocol.
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Figure 2.1: Multiple access phase for an L-user MWRN.
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Figure 2.2: Broadcast phase for an L-user MWRN.
The above system model has been illustrated in Fig. 2.1 and Fig. 2.2. In this system,
after 2(L  1) time slots, all users have the network coded messages corresponding to
each user pair and then they utilize self information to extract the messages of all the
other users.
We refer to these 2(L   1) time slots in the two phases as one time frame. That is,
in each time frame, each user transmits a message packet of length T and the relay
transmits (L  1) message packets, each of length T. Thus, a total of (2L  1) message
packets are communicated in an entire time frame. We choose the index for time slot and
time frame as ts and t f , respectively, and the message index as t where, ts 2 [1, L  1],
t f 2 [1, F] and t 2 [1, T], where, F is the total number of time frames. The transmission
power of each user is P, whereas, the transmission power of the relay is Pr. At the tthf
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Table 2.1: Illustration of channel coefficients in multiple access and broadcast phases for
an L-user MWRN.
Time Frame 1
Time slot Message packets Multiple access phase Broadcast phase
1 W1,11 ,W
1,1
2 h
1,1
1,r , h
1,1
2,r h
1,1
r,1 , ..., h
1,1
r,L
2 W2,12 ,W
2,1
3 h
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2,1
3,r h
2,1
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2,1
r,L
. . . . . . . . . . . .
L  1 WL 1,1L 1 ,WL 1,1L hL 1,1L 1,r , hL 1,1L,r hL 1,1r,1 , ..., hL 1,1r,L
Time Frame 2
1 W1,21 ,W
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2 h
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2,r h
1,2
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1,2
r,L
2 W2,22 ,W
2,2
3 h
2,2
2,r , h
2,2
3,r h
2,2
r,1 , ..., h
2,2
r,L
. . . . . . . . . . . .
L  1 WL 1,2L 1 ,WL 1,2L hL 1,2L 1,r , hL 1,2L,r hL 1,2r,1 , ..., hL 1,2r,L
. . . . . . . . . . . . . . .
time frame and the tths time slot, the channel from the jth user to the relay is denoted
by h
ts,t f
j,r and the channel from the relay to the j
th user by h
ts,t f
r,j , where j 2 [1, L]. These
channel coefficients in different phases and frames are shown in Table 2.1.
We make the following assumptions regarding the channels:
 The channels are assumed to be block Rayleigh fading channels, which remain
constant during one message packet transmission in a certain time slot in a certain
multiple access or broadcast phase. Also, the channels from users to the relay (e.g.,
h
ts,t f
j,r ) and the channels from the relay to users (e.g., h
ts,t f
r,j ) are reciprocal.
 The fading channel coefficients are zero mean complex-valued Gaussian random
variables with variances s2hj,r = s
2
hr,j
.
 The perfect instantaneous CSI of all users is available to the relay unless otherwise
stated. If the relay implements FDF protocol, the users are required to have access
to the self CSI only, which has been assumed in many research works [22, 44, 92].
However, if AF relaying protocol is chosen, the users need to have access to the
global CSI to enable cancellation of interference components from other users’
signal.
 Perfect channel phase synchronization is assumed because physical layer network
coding requires that the signals arrive at the relay with the same phase and this
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allows benchmark performance to be determined [15,45].
We consider the following three different channel scenarios in a general MWRN:
1. Equal average channel gain scenario: All the channels from the relay to the users and
the users to the relay have equal average channel gain, which remain fixed for all
time frames. That is, E[j hts,t f1,r j2]= E[j h
ts,t f
2,r j2] = ... = E[j h
ts,t f
L,r j2].
2. Unequal average channel gain scenario: All the channels from the relay to the users
and the users to the relay have unequal average channel gains which remain fixed
for all the time frames. That is, E[j hts,t f1,r j2] 6= E[j h
ts,t f
2,r j2] 6= ... 6= E[j h
ts,t f
L,r j2] and
E[j hts,1j,r j2] = E[j hts,2j,r j2] = ... = E[j hts,Fj,r j2].
3. Variable average channel gain scenario: All the channels from the relay to the users
and the users to the relay have unequal average channel gains and the channel
conditions change after a block of T0f (T
0
f < F) time frames. That is, E[j h
ts,t f
1,r j2
] 6= E[j hts,t f2,r j2] 6= ... 6= E[j h
ts,t f
L,r j2] and E[j h
ts,aT0f+1
j,r j2] = E[j h
ts,aT0f+2
j,r j2] = ... =
E[j hts,(a+1)T
0
f
j,r j2] for j 2 [1, L] and 0  a  FT0f   1, where T
0
f is the number of time
frames after which the unequal average channel gains change.
The above scenarios can model a wide variety of practical channel scenarios. For
example, the equal average channel gain scenario is applicable to satellite communica-
tions, where the users are equidistant from the relay. The unequal average channel gain
scenario is applicable to fixed users (e.g., located at home or workplace) in a network,
where the users’ distances from the relay are unequal but remain fixed. The variable
average channel gain scenario is applicable to mobile users in a network, where the
users’ distances from the relay are unequal and vary due to user mobility.
2.2 Signal Transmission Protocols
In this section, we discuss the signal transmission protocols based on lattice codes for a
general MWRN. We denote each user by i, where i 2 [1, L]. For the rest of this section,
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we consider message exchange within a certain time frame and a certain time slot and
choose to omit the superscript t f and ts from the symbols for simplifying the notations.
2.2.1 Preliminaries on Lattice Codes
As our proposed system model is based on lattice codes, we first present the definitions
of some primary operations on lattice codes, which we have used in the later subsec-
tions. Our notations for lattice codes follow those of [59, 75]. Further details on lattice
codes are available in [62, 68, 74, 93, 94].
An N-dimensional lattice is a discrete subgroup of the N-dimensional complex field
CN under the normal vector addition and reflection operations and can be expressed
as [75, 93, 94]:
L = fl = GLc : c 2 ZNg, (2.1)
where GL 2 CNN is the generator matrix corresponding to the lattice L and Z is the
set of integers. This implies that if l1,l2 2 L, then l1 + l2 2 L and if l 2 L, then
 l 2 L. Note that a lattice is full-rank if its generator matrix GL is full-rank.
 The nearest neighbour lattice quantizer maps a point x 2 CN to a nearest lattice
point l 2 L in Euclidean distance [75]. That is,
QL(x) = argmin
l
kx  lk2. (2.2)
 The modulo-L operation is defined by x mod L = x QL(x) [59, 68, 74, 93]. This
can be interpreted as the error in quantizing x to the closest point in the lattice L.
 The fundamental Voronoi region V(L) denotes the set of all points in the N-
dimensional complex field CN , which are closest to the zero vector [75], i.e.,
V(L) = fx 2 CN : QL(x) = 0g. (2.3)
 y() denotes the mapping of messages from a finite dimensional field to lattice
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points, i.e., y(w) 2 L, where w is a message from a finite dimensional field.
 A coarse lattice L is nested in a fine lattice L f , i.e., L  L f , so that the messages
mapped into fine lattice points remain in the Voronoi region of the coarse lattice.
In this case, the coarse lattice L is said to be a sublattice of the fine lattice L f .
 The dither vectors d are generated independently from a uniform distribution over
the fundamental Voronoi region V(L). Dithering is a well known randomization
technique which is necessary for achieving statistical independence between the
input vector and the error vector [68].
2.2.2 Multiple Access Phase
In this phase, the users transmit in a pairwise manner using lattice codes and the re-
lay receives the sum of the signals, i.e., in the ith time slot, users i and i + 1 transmit
simultaneously.
2.2.2.1 Communication Protocol at the Users
In a certain time frame and the ith time slot, the message packet of the ith user is denoted
by Wi = fW1i ,W2i , ...,WTi g, where the elements Wti are generated independently and
uniformly over a finite field. Similarly, the message packet of the (i+ 1)th user at the ith
time slot is given by Wi+1 = fW1i+1,W2i+1, ...,WTi+1g.
During a certain time frame, at the ts = ith time slot, the ith and the (i + 1)th
user transmit their messages using lattice codes Xi = fX1i ,X2i , ...,XTi g and Xi+1 =
fX1i+1,X2i+1, ...,XTi+1g, respectively, which can be given by [36, 59]:
Xti = (y(W
t
i ) + di) mod L, (2.4a)
Xti+1 = (y(W
t
i+1) + di+1) mod L, (2.4b)
where di and di+1 are the dither vectors for the ith and the (i+ 1)th user, respectively. The
dither vectors are generated at the users and transmitted to the relay prior to message
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transmission in the multiple access phase [75].
2.2.2.2 Communication Protocol at the Relay
The relay receives the signal Ri,i+1 = fr1i,i+1, r2i,i+1, ..., rTi,i+1g, where
rti,i+1 =
p
Phi,rXti +
p
Phi+1,rXti+1 + n1, (2.5)
where n1 is the zero mean complex AWGN at the relay with noise variance s2n1 =
N0
2
per dimension.
2.2.3 Broadcast Phase
In this phase, the relay broadcasts the decoded or amplified network coded message
depending on the relaying protocol and each user receives it.
2.2.3.1 Communication Protocol at the Relay
Functional Decode and Forward:
In this case, the relay scales the received signal with a scalar coefficient a and re-
moves the dithers di, di+1 scaled by
p
Phi,r and
p
Phi+1,r, respectively [62]. The resulting
signal is given by
Xtr = [ar
t
i,i+1  
p
Phi,rdi  
p
Phi+1,rdi+1] mod L
= [
p
Phi,rXti +
p
Phi+1,rXti+1 + (a  1)
p
P(hi,rXti + hi+1,rX
t
i+1) + an1  
p
Phi,rdi
 
p
Phi+1,rdi+1] mod L
= [
p
Phi,ry(Wti ) +
p
Phi+1,ry(Wti+1) + n] mod L, (2.6)
where n = (a  1)pP(hi,rXti + hi+1,rXti+1) + an1 and a is chosen to minimize the noise
variance [68, 74].
The relay decodes the signal in (2.6) with a lattice quantizer [62, 68] to obtain an
estimate Vˆi,i+1= fVˆ1i,i+1, Vˆ2i,i+1, ..., VˆTi,i+1g which is a function of the messages Wi and
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Wi+1. Since, for sufficiently large N, Pr(n /2 V) approaches zero [62], Vˆi,i+1 converges to
(y(Wi) +y(Wi+1)) mod L with high probability. The relay then adds a dither dr to the
network coded message which is generated at the relay and broadcast to the users prior
to message transmission in the broadcast phase [75]. Then it broadcasts the resulting
message using lattice codes, which is given as Zi,i+1 = fZ1i,i+1,Z2i,i+1, ...,ZTi,i+1g, where
Zti,i+1 = (Vˆ
t
i,i+1 + dr) mod L.
Amplify and Forward:
In this case, similar to FDF relaying, the relay amplifies the received signal with
scalar coefficient a [95] and removes the dithers di, di+1 scaled by
p
Phi,r and
p
Phi+1,r,
respectively to obtain Xtr as in (2.6). Then, instead of decoding, the relay simply adds a
dither dr to Xr and broadcasts the resulting signal Zi,i+1 = (Xr + dr) mod L to all the
users. Note that, in this case, the relay does not need to use the lattice quantizer like
FDF relaying, and hence, this allows lower signal processing complexity at the relay.
2.2.3.2 Communication Protocol at the Users
The jth user receives Yi,i+1 = fY1i,i+1,Y2i,i+1, ...,YTi,i+1g, where
Yti,i+1 =
p
Prhr,jZti,i+1 + n2, (2.7)
and n2 is the zero mean complex AWGN at the user with noise variance s2n2 =
N0
2 per
dimension.
At the end of the broadcast phase, each user performs the following operations on
the received signal based on the relaying protocol:
Functional Decode and Forward:
The jth user scales the received signal with a scalar coefficient b j and removes the
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dithers dr multiplied by
p
Prhr,j. The resulting signal is
[b jYti,i+1  
p
Prhr,jdr] mod L =[
p
Prhr,jVˆti,i+1 + (b j   1)
p
Prhr,jVˆti,i+1 + b jn2] mod L
= [
p
Prhr,jVˆti,i+1 + n
0] mod L, (2.8)
where n0 =
p
Prhr,j(b j   1)Vˆti,i+1 + b jn2 and b j is chosen to minimize the noise variance
[75].
Amplify and Forward:
The jth user scales the received signal with a scalar coefficient b j and removes the
dithers dr multiplied by
p
Prhr,j. The resulting signal is
[b jYti,i+1  
p
Prhr,jdr] mod L =[
p
Prhr,jXtr + (b j   1)
p
Prhr,jXtr + b jn2] mod L
=[
p
Prhr,j
p
Phi,ry(Wti ) +
p
Prhr,j
p
Phi+1,ry(Wti+1) + n
0]
mod L, (2.9)
where n0 =
p
Prhr,jn+
p
Prhr,j(b j   1)Xtr + b jn2 and b j is chosen to minimize the noise
variance [75].
Finally, for both the relaying protocols, the users then detect the received signal
with a lattice quantizer [75] and obtain the estimate ˆˆVi,i+1 that approaches (y(Wi) +
y(Wi+1)) mod L, assuming that the lattice dimension is large enough such that Pr(n0 /2
V) approaches zero. After decoding all the network coded messages, each user performs
message extraction of every other user by canceling self information.
2.2.3.3 Message Extraction
At first, the ith user subtracts the scaled lattice point corresponding to its own message,
i.e., y(Wi) from the network coded message received in the (i + 1)th time slot (i.e.,
ˆˆVi,i+1) and extracts the message of the (i + 1)th user as y(Wˆi+1). After that, it utilizes
the extracted message of the (i + 1)th user to obtain the messages of the (i + 2)th user
to the Lth user in the downward extraction process in a similar manner. The downward
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message extraction process can be shown as
y(Wˆi+1) =( ˆˆVi,i+1   y(Wi)) mod L,
y(Wˆi+2) =( ˆˆVi+1,i+2   y(Wˆi+1)) mod L,
...
y(WˆL) =( ˆˆVL 1,L   y(WˆL 1)) mod L. (2.10)
Similarly the upward message extraction process can be performed to obtain the
messages of the (i  1)th user to the 1st user in the following manner:
y(Wˆi 1) =( ˆˆVi 1,i   y(Wi)) mod L,
y(Wˆi 2) =( ˆˆVi 2,i 1   y(Wˆi 1)) mod L,
...
y(Wˆ1) =( ˆˆV1,2   y(Wˆ2)) mod L. (2.11)
Once y() has been obtained, the user performs y 1() operation to actually obtain the
messages. So, wherever we write equations similar to above, this extra demapping step
is understood.
2.3 Prior Results on MWRN Performance
In this section, we discuss the results on different performance metrics of a MWRN,
that have already been reported in the literature of MWRNs. This allows us to present
benchmark results on MWRNs with which we can compare the performance of our
designed schemes in the later chapters. Previous works on MWRNs have measured the
system performance in terms of common rate [50, 59], sum rate [49, 67, 76] and error
performance [57,76]. Though recently, research has been done regarding the degrees of
freedom performance of MWRNs [43,96], in our thesis, we consider only common rate,
sum rate and error performance metrics to characterize MWRNs.
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2.3.1 Common Rate
Common rate indicates the maximum possible information rate of the system that can
be exchanged with negligible error. It can be a useful metric for systems where all users
have the same amount of information to exchange or when the users are allocated with
the same uplink bandwidth [59]. For a MWRN with symmetric traffic, the common rate
R = Ri for i 2 [1, L] is achievable, if and only if the rate tuple (R,R, ...,R) is achievable.
It has been shown in [59], that using the cut-set theorem [97], the common rate in an
AWGN MWRN with FDF relaying can be upper bounded as follows:
R  min
`2[1,L 1]

1
2`
log

1+ `2
P
N0

,
1
2(L  1) log

1+
Pr
N0

, (2.12)
where the first term on the right hand side is obtained from the cut separating the
sets U and Uc [ R. The second term is from the cut separating U [ R and Uc and
U  f1, 2, ..., Lg , Uc = f1, 2, ..., Lg nU and R denotes the relay.
For an AWGN MWRN with AF relaying, the common rate can be upper bounded
by [36]:
R  1
2(L  1) log
 
1+
P
N0
1+ 2 PPr +
N0
Pr
!
. (2.13)
For a FDF MWRN with Rayleigh fading, the upper bound on the common rate has
been obtained in [50] as:
R  1
2(L  1) min`2[1,L 1]
(
log
 
1+
L 1
å
`=1
Pjh`,rj2
N0
!
, log

1+
Prjh`,rj2
N0
)
. (2.14)
In an AF MWRN with Rayleigh fading, an upper bound on the achievable common
rate has been obtained in [49] as:
R  min
j,`2[1,L],` 6=j
1
2(L  1) log(1+ gj,`), (2.15)
where gj,` is the SNR of the `th user, received at the jth user.
Very recently, lattice codes have been incorporated with MWRNs for their higher
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data rates and some rate results have been obtained only for FDF MWRNs.
In an AWGNMWRNwith FDF relaying, the following common rate can be achieved
using lattice codes [59]:
R  1
2(L  1) min

log

1
2
+
P
N0

, log

1+
Pr
N0

. (2.16)
For a FDF MWRN with Rayleigh fading, the achievable common rates using lattice
codes has been derived in [50] as:
R  1
2(L  1) min
0@ min
`2[1,L 1]
0@log
0@ 1
1+ jh`,r j
2
jh`+1,r j2
+
Pjh`+1,rj2
N0
1A , log
0@ 1
1+ jh`+1,r j
2
jh`,r j2
+
Pjh`,rj2
N0
1A1A ,
min
`2[1,L]
log

1+
Prjh`,rj2
N0

. (2.17)
2.3.2 Sum Rate
The sum rate indicates the maximum throughput of the system. For a MWRN, the sum
rate can be defined as the sum of the achievable rates of all users for a complete round
of information exchange.
An upper bound on the achievable sum rate of an AWGNMWRNwith FDF relaying
has been derived in [59] as:
Rs  min
`2[1,L 1]

1
2
log

1+ `2
P
N0

,
1
2
log

1+
Pr
N0

. (2.18)
In an AWGN MWRN with AF relaying, an upper bound on the achievable sum rate
has been obtained in [36] as:
Rs  12 log
 
1+
P
N0
1+ 2 PPr +
N0
Pr
!
. (2.19)
In a FDF MWRN with AWGN channel, the sum rate using lattice codes has been
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upper bounded in [59] as:
Rs  12 min

log

1
2
+
P
N0

, log

1+
Pr
N0

. (2.20)
In an AF MWRN with Rayleigh fading, an upper bound on the sum rate has been
obtained in [49] as:
Rs 
L 1
å
`=1
L
å
j=1
min
j,`2[1,L],` 6=j
1
2(L  1) log(1+ gj,`). (2.21)
For FDF and AF MWRNs with lattice codes and Rayleigh fading, the achievable
rates have not been investigated yet in the literature.
2.3.3 Error Performance
For an error-free communication in a MWRN, each user must correctly decode the
information from all other users. Depending on the number of users whose information
is incorrectly decoded by a certain user, different error events can occur. Previous works
have focused on characterizing the special cases of error events such as k  1 [57] for
AF MWRNs, which can be given by:
P(k  1) = 1 
L
å
j=1,j 6=i
(1  P(i, j)), (2.22)
where, P(i, j) denotes the probability that the ith user incorrectly decodes the jth user’s
message. However, the error probability for the general case of k error events in an
L-user MWRN has not been addressed yet in the literature. In addition, the discrete
error events offer only a partial view of the overall error performance. For a complete
characterization of the error performance, we need a metric that takes into account all
the error events, as well as their relative impacts. Hence, we are going to consider the
average BER as the error performance metric for a MWRN for the rest of this thesis.
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2.4 Summary
In this chapter, we have discussed the general system model assumptions adopted for
MWRN performance analysis. Specifically, we discussed the preliminaries on lattice
codes in Section 2.2.1 and the transmission protocols in Sections 2.2.2 and 2.2.3. Also,
we discussed some existing results on MWRN performance in Section 2.3.
Chapter 3
Error Performance Analysis of FDF
and AF Multi-way Relay Networks
In the previous chapter, we discussed the general system model assumptions and ex-
isting performance results for FDF and AF MWRNs. In this chapter, we characterize
error propagation and obtain the error performance results for FDF and AF MWRNs in
AWGN channel, as well as Rayleigh fading channels for BPSK modulation which is the
simplest case of lattice codes.
The chapter is organized in the following manner. The system model is presented in
Section 3.1. The challenges associated with the characterization of the error performance
in MWRNs are discussed in Section 3.2. The asymptotic bounds on the error probability
for the general case of k error events and the average BER for a user in FDF and AF
MWRNs are derived in Section 3.3 and Section 3.4, respectively. The analysis is extended
to include Rayleigh fading in Section 3.6. Section 3.7 provides the simulation results for
verification of the analytical solutions. Finally, a summary of the contributions in this
chapter is provided in Section 3.8.
3.1 System Model
Throughout this chapter, we concentrate on a MWRN in which all user transmissions
are based on BPSK modulation, the simplest form of lattice codes. This analysis can be
extended to incorporate higher order modulation schemes, as well. Moreover, in this
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Figure 3.1: System model for an L-user functional decode and forward (FDF) multi-way
relay network (MWRN), where the users exchange information with each other via the
relay R. The mathematical symbols are explained in Sections 3.1.2 and 3.1.3.
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section, we assume that all the channels are corrupted by AWGN only. Later in Section
3.6, we extend the model to Rayleigh fading channels.
Now we specialize the signal transmission protocols for BPSK modulation in an
AWGN MWRN with FDF and AF relaying.
3.1.1 Transmission Protocol at the Users (for both FDF and AF)
Let the ith and the (i+ 1)th user transmit binary message packets,Wi = fW1i ,W2i , ...,WTi g
and Wi+1 = fW1i+1,W2i+1, ...,WTi+1g, which are BPSK modulated to Xi = fX1i ,X2i , ...,XTi g
and Xi+1 = fX1i+1,X2i+1, ...,XTi+1g respectively, where Wti 2 f0, 1g and Xti 2 f1g. The
relay receives the signal Ri,i+1 = fr1i,i+1, r2i,i+1, ..., rTi,i+1g, where
rti,i+1 = X
t
i + X
t
i+1 + n1, (3.1)
where n1 is the zero mean AWGN in the user-relay link with noise variance s2n1 =
N0
2 .
The distribution of the received signal is shown on Fig. 3.2.
Depending on the relay protocol (i.e., FDF or AF), the relay makes use of the received
signal Ri,i+1 in different ways, which is discussed in the next two subsections.
3.1.2 Transmission Protocol at the Relay for FDF Relaying
The relay first decodes the superimposed received signal Ri,i+1, using the maximum a
posteriori (MAP) criterion, to obtain Vˆi,i+1 = fVˆ1i,i+1, Vˆ2i,i+1, ..., VˆTi,i+1g (as illustrated in
Fig. 3.1(a)), which is an estimate of the true network coded symbol, Vi,i+1 = Wi Wi+1,
transmitted by the users, where  denotes XOR operation. The optimum threshold,
gr, as denoted in Fig. 3.2, for MAP detection at the relay is derived in [15] and is
defined later in Section 3.3 after (3.10). The relay then performs BPSK modulation on
the recovered network coded symbol and retransmits to all the users, which receive a
noisy version of the signal as Yi,i+1 = fY1i,i+1,Y2i,i+1, ...,YTi,i+1g, where
Yti,i+1 = Z
t
i,i+1 + n2, (3.2)
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Figure 3.2: Distribution of the received signal with optimum threshold.
where Zti,i+1 2 f1g is the relay’s transmitted signal and n2 is the zero mean AWGN in
the relay-user link with noise variance s22 =
N0
2 .
3.1.3 Message Extraction for FDF relaying
Each user receives and decodes the signal Yi,i+1 using MAP criterion to obtain the net-
work coded symbol ˆˆVi,i+1 (illustrated in Fig. 3.1(b)). The optimum threshold, g, for
MAP detection at the users is defined later in Section 3.3 after (3.10). After decoding the
network coded information of all the user pairs, the ith user performs XOR operation
between its own information symbols Wi and the decoded symbols ˆˆVi,i+1 to extract the
information of the (i+ 1)th user as
Wˆi+1 = ˆˆVi,i+1Wi. (3.3)
This process is continued upward and downward until all the users’ transmitted
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information is recovered. The sequential downward information extraction process can
be expressed as
Wˆi+2 = ˆˆVi+1,i+2Wˆi+1, (3.4a)
. . . , (3.4b)
WˆL = ˆˆVL 1,LWˆL 1. (3.4c)
Note that for all users other than the first user, the sequential upward information
extraction process is also performed, i.e., Wˆi 1 = ˆˆVi 1,iWi, Wˆi 2 = ˆˆVi 2,i 1Wˆi 1,. . .,
Wˆ1 = ˆˆV1,2Wˆ2.
3.1.4 Transmission Protocol at the Relay for AF Relaying
The relay amplifies the superimposed received signal Ri,i+1 with an amplification factor
a and then retransmits to all the users, which receive a noisy version of this retransmit-
ted signal as Yi,i+1 = Y1i,i+1,Y
2
i,i+1, ...,Y
T
i,i+1, where Y
t
i,i+1 can be given as:
Yti,i+1 = a(X
t
i + X
t
i+1 + n1) + n2, (3.5)
where with no loss of generality we assume that P = Pr = 1 and a =
r
1
2+ N02
is chosen
to maintain unity power at the relay.
3.1.5 Message Extraction for AF relaying
The ith user subtracts its own signal multiplied by a from the received signal Yi,i+1 and
then performs maximum likelihood (ML) detection on the resulting signal to estimate
the message of the (i+ 1)th user as
Wˆi+1 = arg min
Xti2f1g
j Yi,i+1   aXi j2 . (3.6)
Then, the ith user utilizes the BPSK modulated version of this extracted message, i.e.,
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Xˆi+1 to obtain the message of the (i + 2)th user in the same manner. This process
is continued until all the users’ transmitted messages are recovered. The sequential
downward message extraction process can be expressed as
Wˆi+2 = arg min
Xˆti+12f1g
j Yi+1,i+2   aXˆi+1 j2, (3.7a)
. . . , (3.7b)
WˆL = arg min
XˆtL 12f1g
j YL 1,L   aXˆL 1 j2 . (3.7c)
Note that for all users other than the first user, the sequential upward message extraction
process can similarly be performed.
3.2 Characterizing the Error Performance in a MWRN
As discussed in Chapter 2, for a complete characterization of the error performance, we
need a metric that takes into account all the error events, as well as their relative impacts.
Hence, we choose the average BER as the error performance metric for a MWRN.
The average BER for the ith user in a MWRN can be defined as the expected proba-
bility of all the error events, that is,
Pi,avg =
1
L  1
L 1
å
k=1
kPi(k), (3.8)
where Pi(k), for k 2 [1, L   1], represents the probability of exactly k errors at the ith
user, the factor k represents number of errors in the kth error event and L  1 denotes
the number of possible error events. Note that the average BER in (3.8) is the average
across the message packets of all the users decoded by a user.
The average BER depends on the probability of exactly k error events, which is given
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by
Pi(k) =
Number of events where the ith user incorrectly decodes k users’ messages
Packet length, T
.
(3.9)
It is not straightforward to characterize the error probability Pi(k) for the general
case of k error events and consequently the average BER for a user in a MWRN due to
following two main reasons. Firstly, in a FDF or AF MWRN, the decision about each
user depends on the decision about previously decoded users. For example, according
to (3.3) and (3.4a) in a FDF MWRN, if an error occurs in the message extraction process,
the error propagates through to the following messages, until another error is made.
Also according to (3.6) and (3.7a) in an AF MWRN, the mean of the next signal is
shifted from its true value by the previous error. These dependencies will be explained
in detail in Sections 3.3 and 3.4, respectively. Secondly, while a TWRN has only one
possible error event, i.e, only one user’s message can be incorrectly decoded, an L-user
MWRN consists of (L  1) user pairs and so (L  1) error events are possible. The set
of events can be quite large, depending on the number of users.
In the next two sections, we address these challenges and characterize the error
probability Pi(k) for the general case of k error events and the average BER for a user in
FDF and AF MWRN.
3.3 Probability of k Error Events and Average BER for a User in
FDF MWRN
In this section, we first derive exact closed-form expressions for the probability of k = 1
and k = 2 error events in an L-user FDF MWRN. Based on the insights provided by this
analysis, we then obtain an approximate expression for the probability of k  3 error
events Pi(k) at high SNR, which we use to obtain the average BER for a user.
First, we obtain the probability of incorrectly decoding a network coded message at
any user.
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Lemma 3.1. The probability that the network coded message of any one user pair is incorrectly
decoded, is given by
PFDF =
1
8

erfc
 g  1p
N0

erf

gr + 2p
N0

+ erf

gr   2p
N0

+ 2erfc

grp
N0


erfc

g  1p
N0

+ erfc

1  gp
N0

erfc

gr + 2p
N0

+ erfc

gr   2p
N0

+
2erf

grp
N0

erfc

g+ 1p
N0

, (3.10)
where gr = 1+ N04 ln

1+
p
1  e 8/N0

[15] and
g =
N0
4
ln
 
4

erfc

gr + 2p
N0

+ erfc

gr   2p
N0

+ 2erfc

grp
N0
 1
  1
!
, (3.11)
are the optimum thresholds for MAP detection at the relay and user, respectively and erf(x) =
2p
p
R x
0 e
 t2dt and erfc(x) = 2p
p
R ¥
x e
 t2dt are the error function and complementary error
function, respectively.
Proof. A network coded message can be incorrectly decoded (i.e., ˆˆVi,i+1 6=Vi,i+1) in two
cases. Either the relay makes an error to estimate the network coded message and
the destination correctly decodes the message from the relay (Vˆi,i+1 6=Vi,i+1 and ˆˆVi,i+1 =
Vˆi,i+1) or the relay has correctly decoded the network coded message but the destination
wrongly detects the message from the relay (Vˆi,i+1 = Vi,i+1 and ˆˆVi,i+1 6= Vˆi,i+1). The
probability that the relay has made an error is given by [15]:
Pr(Vˆi,i+1 6=Vi,i+1) = 12erfc

grp
N0

+
1
4
erf

gr + 2p
N0

+
1
4
erf

gr   2p
N0

, (3.12)
where, the first term in (3.12) indicates the case when the users transmit dissimilar
signals and the network coded message is detected as ‘1’ instead of ‘0’. The last two
terms indicate the case when the users transmit similar signals and the network coded
message is detected as ‘0’ instead of ‘1’.
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The probability of incorrectly decoding the network coded message from the relay
at the users, would be similar to that of incorrectly decoding a BPSK signal. Then
using the fact that Pr( ˆˆVi,i+1 6=Vi,i+1) = (1  Pr(Vˆi,i+1 6=Vi,i+1))Pr( ˆˆVi,i+1 6=Vˆi,i+1) + (1 
Pr( ˆˆVi,i+1 6=Vˆi,i+1))Pr(Vˆi,i+1 6=Vi,i+1), (3.10) can be obtained with some simple algebraic
manipulations.
The expression in (3.10) will be used to obtain the probabilities of different error
events through the following analysis.
3.3.1 Probability of k = 1 Error Event
Lemma 3.2. The exact probability of one error event in a FDF MWRN can be expressed as
Pi,FDF(1) =
8><>: (L  3)PA1 + 2PB1 , i 6= 1 and i 6= L(L  2)PA1 + PB1 , i = 1 or i = L (3.13)
where A1 and B1 are the following error cases for k = 1 error event:
 error case A1: two consecutive erroneous network coded messages or,
 error case B1: an error in the network coded messages involving one of the end users.
The probabilities of the above error cases are given as:
PA1 = (1  PFDF)L 3P2FDF, (3.14a)
PB1 = (1  PFDF)L 2PFDF, (3.14b)
where PFDF is defined as in (3.10).
Before providing the formal proof, consider the following simple example.
Example 3.1. As illustrated in Table 3.1, error case A1 can occur when user 1 wrongly decodes
the message of user 2 by making consecutive errors in the detection of ˆˆV1,2 and ˆˆV2,3. Similarly,
error case B1 can occur if there is an error in the decoding of ˆˆV1,2 at any user i 6= 1 (or ˆˆVL 1,L
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Table 3.1: Illustration of the error cases for one and two error events in a 10-user FDF
MWRN. Here, Xand  represent correct and incorrect detection, respectively.
Error Decoding user Network coded message Error
case i ˆˆV1,2 ˆˆV2,3 ˆˆV3,4 ˆˆV4,5 ˆˆV5,6 ˆˆV6,7 ˆˆV7,8 ˆˆV8,9 ˆˆV9,10 event
A1 i 2 f1, Lg   X X X X X X X 1
B1 i 6= 1  X X X X X X X X 1
B1 i 6= L X X X X X X X X  1
C1 i 2 f1, Lg  X  X X X X X X 2
D1 i 6= 1, 2 X  X X X X X X X 2
D1 i 6= L  1, L X X X X X X X  X 2
E1 i 2 f1, Lg X   X   X X X 2
F1 i 6= 1  X X X   X X X 2
F1 i 6= L X X X X   X X  2
G1 i 6= 1, L  X X X X X X X  2
at any user i 6= L). Note that the error examples shown in Table 3.1 are not unique and other
combinations of errors are also possible.
Proof. see Appendix A.1.
3.3.2 Probability of k = 2 Error Events
Lemma 3.3. The exact probability of two error events in a FDF MWRN can be expressed as
Pi,FDF(2) =
8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:
(L  3)PC1 + PD1 +åL 3m=2(L  2 m)PE1+
(L  3)PF1 , i = 1 or i = L
(L  4)PC1 + PD1 +åL 4m=2(L  3 m)PE1+
2(L  4)PF1 + PC1 , i = 2 or i = L  1
(L  5)PC1 + 2PD1 +åL 4m=2(L  3 m)PE1+
2(L  4)PF1 + PC1 , i = 3 or i = L  2
(L  5)PC1 + 2PD1 +åi 2m=2(L  4 m)PE1+
åL i 1m=i 1(L  3 m)PE1 +åL 3m=L i(L  2 m)PE1+
2(L  4)PF1 + PC1 , i/2 f1, 2, 3, L  2, L  1, Lg
(3.15)
where m is the decoding order difference between the two users that are incorrectly decoded,
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(L  2  m) indicates the number of such user pairs and C1, D1, E1, F1 and G1 are the error
cases for k = 2 error event, defined as:
 error case C1: if two wrong network coded messages are separated by one correct network
coded message or,
 error case D1: if the network coded message involving one end user is correct but the
following (or preceding) message is incorrect or,
 error case E1: if there are two pairs of consecutive erroneous network coded messages or,
 error case F1: if the network coded message involving one end user, as well as two other
consecutive network coded messages, are incorrect or,
 error case G1: if the network coded messages involving both the end users are incorrect.
The probabilities of the above error cases are given by:
PC1 = (1  PFDF)L 3P2FDF, (3.16a)
PD1 = (1  PFDF)L 2PFDF, (3.16b)
PE1 = (1  PFDF)L 5P4FDF, (3.16c)
PF1 = (1  PFDF)L 4P3FDF, (3.16d)
PG1 = (1  PFDF)L 3P2FDF = PC1 . (3.16e)
Example 3.2. Referring to Table 3.1, error case C1 can occur if user 1 incorrectly decodes user
2 and 3’s messages by making errors in detecting ˆˆV1,2 and ˆˆV3,4. Other error cases can similarly
be explained.
Proof. see Appendix A.2.
3.3.3 Probability of k Error Events
The preceding subsections help to illustrate the point that finding an exact general
expression for the probability of k error events, where k  3, is difficult due to the
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many different ways k error events can occur. Hence, in this subsection, we focus on
finding an approximate expression for the probability of k error events using high SNR
assumption. This will be useful in deriving the average BER in the next subsection. Note
that the use of the high SNR assumption to facilitate closed-form results is commonly
used in two-way [24, 44, 91] and other types of relay networks [11, 13].
Lemma 3.4. The probability of k error events can be asymptotically approximated as
Pi,FDF(k)  PFDF, (3.17)
where PFDF is given in (3.10).
Proof. Comparing (3.14) and (3.16), we can see that PC1 = PA1 and PD1 = PB1 . At high
SNR, the higher order terms involving P2FDF and higher powers can be neglected and
only the terms PB1 and PD1 effectively contribute to the probability of one and two error
events in (3.13) and (3.15), respectively. Recall that PB1 is the probability of one error
about the network coded message involving an end user and PD1 is the probability of
an erroneous network coded message involving users just following (or preceding) the
end user. Extending this analogy to the case of k error events, the dominating factor at
high SNR would represent the scenario when the network coded message involving the
kth and the (k+ 1)th (or the (L  k+ 1)th and the (L  k)th) users is incorrectly decoded,
resulting in error about k users’ messages. Thus, the probability of k error events can be
asymptotically approximated as
Pi,FDF(k)  (1  PFDF)L 2PFDF  PFDF, (3.18)
where in the last step we have used the fact that at high SNR PFDF  1 and hence the
approximation (1  PFDF)L 2  1 is valid when L is not too large.
Remark 3.1. Equation (3.18) shows that at high SNR in an L-user FDF MWRN, all the error
events are equally probable and their probability can be asymptotically approximated as PFDF,
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given in (3.10).
3.3.4 Average BER
Substituting (3.18) in (3.8) and simplifying, the average BER for a user in FDF MWRN
is
Pi,avg,FDF =
 
L 1
å
k=1
k
!
PFDF
L  1 =
L(L  1)
2
PFDF
L  1
=
L
2
PFDF. (3.19)
3.4 Probability of k Error Events and Average BER for a User in
AF MWRN
In this section, we characterize the average BER for a user in an L-user AF MWRN.
The general approach in our analysis is similar to the case of FDF MWRN, with some
important differences which are highlighted in the following subsections.
First, we obtain the probability of incorrectly decoding a user’s message, given that
the previous user’s message is correctly decoded, in an AF MWRN. The probability,
that the message of any user in an AF MWRN is incorrectly decoded, is given by [98]
PAF =
1
2
erfc
 
ap
(a2 + 1) (N0)
!
, (3.20)
where a is the amplification factor defined below (3.5).
Now, we obtain the probability of incorrectly decoding a user’s message, given that
the previous user’s message is incorrectly decoded.
Lemma 3.5. The probability of wrongly detecting the message of a user given that the previous
user’s message is also incorrect, is given by:
P0AF =
1
4
"
erfc
 
3ap
(a2 + 1) (N0)
!
+ erfc
 
 ap
(a2 + 1) (N0)
!#
. (3.21)
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Proof. To find P0AF, we need to find the probability P(Wˆi+2 6= Wi+2jWˆi+1 6= Wi+1). If
Xˆi+1 6= Xi+1, then Xˆi+2 = aXi+1+ aXi+2+ an1+ n2  aXˆi+1 = aXi+2+ an1+ n2+ 2aXi+1.
Thus, the mean of the received signal is shifted by either 2a or  2a. Using this fact and
(3.20), (3.21) can be readily proved.
Remark 3.2. Assume that Xti+2 = 1. While the shift of the mean of the signal by 2a (when
Xti+1 = 1) is helpful in reducing the probability of error in detecting X
t
i+2 = 1, the shift in the
mean by  2a (when Xti+1 =  1) would be seriously detrimental for its detection. We will use
this fact later in our high SNR BER analysis by setting P0AF  12 .
3.4.1 Probability of k = 1 Error Event
Lemma 3.6. The exact probability of one error event in an AF MWRN can be expressed as
Pi,AF(1) =
8><>: (L  3)PA2 + 2PB2 , i 6= 1 and i 6= L(L  2)PA2 + PB2 , i = 1 or i = L (3.22)
where A2 and B2 are the following error cases from which k = 1 error event can occur:
 error case A2: a middle user’s message is wrongly estimated with correct decision about
the following user or,
 error case B2: an error in the estimated signal of one of the end users.
The probabilities of these error cases are given as:
PA2 = (1  PAF)L 3PAF(1  P0AF), (3.23a)
PB2 = (1  PAF)L 2PAF. (3.23b)
and PAF and P0AF are defined as in (3.20) and (3.21), respectively.
Proof. see Appendix A.3.
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Table 3.2: Illustration of the error cases for one and two error events in a 10-user AF
MWRN. Here, Xand  represent correct and incorrect detection, respectively.
Error Decoding user Extracted messages Error
case i ˆˆX1 ˆˆX2 ˆˆX3 ˆˆX4 ˆˆX5 ˆˆX6 ˆˆX7 ˆˆX8 ˆˆX9 ˆˆX10 event
A2 i 2 f1, Lg X  X X X X X X X X 1
B2 i 6= 1  X X X X X X X X X 1
B2 i 6= L X X X X X X X X X  1
C2 i 2 f1, Lg X X   X X X X X X 2
D2 i 6= 1, 2   X X X X X X X X 2
D2 i 6= L  1, L X X X X X X X X   2
E2 i 2 f1, Lg X  X X  X X X X X 2
F2 i 6= 1  X X X  X X X X X 2
F2 i 6= L X X X X  X X X X  2
G2 i 6= 1, L  X X X X X X X X  2
Example 3.3. As illustrated in Table 3.2, error case A2 can occur when user 1 wrongly decodes
the message of user 2 and user 3. Similarly, error case B2 can occur if there is an error in the
decoding of user 10.
3.4.2 Probability of k = 2 Error Events
Lemma 3.7. The exact probability of two error events in an AF MWRN can be expressed as
Pi,AF(2) =
8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:
(L  3)PC2 + PD2 +åL 3m=2(L  2 m)PE2+
(L  3)PF2 , i = 1 or i = L
(L  4)PC2 + PD2 +åL 4m=2(L  3 m)PE2+
2(L  4)PF2 + PG2 , i = 2 or i = L  1
(L  5)PC2 + 2PD2 +åL 4m=2(L  3 m)PE2+
2(L  4)PF2 + PG2 , i = 3 or i = L  2
(L  5)PC2 + 2PD2 +åi 2m=2(L  4 m)PE2+
åL i 1m=i 1(L  3 m)PE2 +åL 3m=L i(L  2 m)PE2+
2(L  4)PF2 + PG2 , i/2 f1, 2, 3, L  2, L  1, Lg
(3.24)
where m is the decoding order difference between the two users that are incorrectly decoded, C2,
D2, E2, F2 and G2 are the possible error cases for k = 2 error event, given as follows:
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 error case C2: if messages of two consecutive middle users are incorrectly decoded but the
message of the user next to them is correct or,
 error case D2: if the estimated messages of the end user and that of the following (or
preceding) user are incorrect or,
 error case E2: if two middle users’ messages are incorrectly estimated provided that the
message of the users adjacent to each of them are correct or,
 error case F2: if there is error about the message of one end user and any other user,
provided that the messages of the users in between them are correctly estimated or,
 error case G2: if both the end users’ messages are incorrectly estimated.
The probabilities of the above error cases are:
PC2 = (1  PAF)L 4PAF(1  P0AF)P0AF, (3.25a)
PD2 = (1  PAF)L 3PAFP0AF, (3.25b)
PE2 = (1  PAF)L 5P2AF(1  P0AF)2, (3.25c)
PF2 = (1  PAF)L 4P2AF(1  P0AF), (3.25d)
PG2 = (1  PAF)L 3P2AF 6= PC2 . (3.25e)
Proof. see Appendix A.4.
3.4.3 Probability of k Error Events
As for the case of FDF MWRN, it is very hard to find an exact general expression for
the probability of k error events in AF MWRN. Hence, in this subsection, we focus on
finding an approximate expression for the probability of k error events using high SNR
assumption.
Lemma 3.8. At high SNR, the probability of k error events in an AF MWRN can be asymptot-
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ically approximated as
Pi,AF(k)  L  k+ 12k PAF. (3.26)
Proof. At high SNR, we can neglect PE2 , PF2 and PG2 in (3.25) since they involve higher
order product terms of probabilities. Comparing (3.23) and (3.25), we can see that the re-
lationship between the dominating terms in the probability of one and two error events
at high SNR is C2 =
P0AF
1 PAF A2, D2 =
P0AF
1 PAF B2. Recall that C2 and D2 correspond to the
cases of two consecutive errors involving middle users and two consecutive errors in-
volving one of the end users, respectively. Extending this analogy to the case of k error
events, the dominating terms at high SNR would represent the cases of k consecutive
errors in the middle users and k consecutive errors involving one end user and k   1
following (or preceding) users. Thus, the probability of k error events can be asymptot-
ically approximated as
Pi,AF(k) 

P0AF
1  PAF
k 1 n
(L  k  1)(1  PAF)L 3PAF(1  P0AF) + (1  PAF)L 2PAF
o
(3.27)
 L  k+ 1
2k
PAF, (3.28)
where in the last step we have used the fact that at high SNR P0AF  12 and 1  PAF 
1.
3.4.4 Average BER
Substituting (3.28) in (3.8) and simplifying, the average BER for a user in AF MWRN is
derived as
Pi,avg,AF = PAF
L 1
å
k=1
L  k+ 1
2k
=

L+ 1
L  1

2  L
2L 2

  3
L  1

2  L
2   3
2L 2

PAF. (3.29)
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3.5 Comparison of MWRN Error Performances with FDF and
AF relaying
From the above discussion in Section 3.3 and Section 3.4, we present the comparison
between FDF and AF relaying in terms of error performance in the following remarks:
Remark 3.3. Comparing (3.28) and (3.18) we can see that, at high SNR, the higher order error
events are less probable in an L-user AF MWRN, but all error events are equally probable in an
L-user FDF MWRN.
Remark 3.4. Comparing (3.19) and (3.29), we can see that the larger number of error events
have a smaller contribution in the average BER for a user in AF MWRN, whereas they have the
same contribution as the small number of error events in a FDF MWRN.
The reason behind such traits is that in a FDF MWRN, a single error about a network
coded message, leads to incorrect decision about all the remaining users (see (3.4a)). On
the other hand, in an AF MWRN, a user has to incorrectly decode exactly k network
coded messages for incorrectly decoding k users (see Section 3.4.3). These insights will
be verified through numerical simulation in Section 3.7.
3.6 Average BER for a user in MWRN with Rayleigh Fading
In this section, we demonstrate that the preceding analysis is also applicable for the case
of FDF or AF MWRN with Rayleigh fading channels. Recall that according to the chan-
nel assumptions in Chapter 2, we assume that the channel coefficients are modeled as
independent zero-mean and unit-variance complex-valued Gaussian random variables,
that are correctly estimated or available at the users requiring them. Taking Rayleigh
fading into account, the received signal at the relay can be given by (2.5).
x3.6 Average BER for a user in MWRN with Rayleigh Fading 59
3.6.1 FDF MWRN with Rayleigh Fading
The relay decodes the received signal using ML criterion [22] and obtains an estimate
of the corresponding network coded message. The relay then broadcasts the estimated
signal and the users detect the received signal as in (2.7) through ML criterion [22].
With the modified signal model, the error propagation in FDF MWRN is almost
similar to the AWGN case. Thus, it can be shown that the probability of large number
of errors is asymptotically the same as that of small number of errors, even in the
presence of fading. Hence, we can use (3.19) to find the average BER for a user. In order
to do this, we need an expression for the probability of incorrectly decoding a network
coded message in a FDF MWRN with Rayleigh fading, PFDF. No exact expression is
available in the literature for computing this probability in the presence of Rayleigh
fading. However, upper and lower bounds have been derived in [22]. In this section, we
use the upper bound for PFDF, which is given by [22]
PFDF = 2F1(g¯) +
1
2
X(g¯), (3.30)
where g¯ = 1N0 , F1(g¯) =
1 
q
g¯
1+g¯
2 , X(g¯) = 2F1(g¯)  4fF1(g¯)g2  2F2(g¯)  2
q
g¯
1+g¯F3(g¯),
F2(g¯) = 12p [
p
2   2
q
g¯
1+g¯ (
p
2   tan 1
q
g¯
1+g¯ )], F3(g¯) =
1
2p [
p
2   d1(p2 + tan 1 z1)  d2(p2 +
tan 1 z2)], d1 =
q
1+g¯
3+g¯ , d2 =
q
g¯
2+g¯ and z j =  dj cot(
q
g¯
1+g¯ ) for j = 1, 2.
3.6.2 AF MWRN with Rayleigh Fading
For AF MWRN, the amplified and retransmitted signal in (3.5) modifies to
Yti,i+1 = hi,ra(hi,rX
t
i + hi+1,rX
t
i+1 + n1) + n2. (3.31)
After subtracting self information, user i performs ML detection to estimate the other
user’s message. The sequential downward and upward message extraction process is
the same as before.
With the modified signal model, the error propagation in AF MWRN is different
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from the AWGN case. This is because the primary cause of error propagation in AF
MWRN is the shifting of the mean of the received signal when the previous message
has been incorrectly detected. For example, if Xˆti+1 6= Xti+1, then Xˆti+2 = ahi,rhi+2,rXti+2+
ahi,rn1 + n2 + 2ahi,rhi+1,rXti+1. Thus we can see that the mean of the received signal is
affected by the channel coefficients. That is why, we cannot simply ignore P0AF and
obtain (3.28) from (3.27). So, instead of (3.28), we will directly use (3.27) to provide the
analytical expression of average BER for a user, where the exact probability of incorrectly
decoding a user’s message in AF MWRN is given by [25, 45]
PAF = Q
 s
j hi,r j2j hi+1,r j2
2 j hi,r j2 N0+ j hi+1,r j2 N0 + (N0)2
!
, (3.32)
and the expression for P0AF is similarly derived as
P0AF = Q
 s
j hi,r j2j hi+2,r j2
4 j hi,r j2j hi+1,r j2 +2 j hi,r j2 N0+ j hi+2,r j2 N0 + (N0)2
!
, (3.33)
where Q(x) = 1p
2p
R ¥
x e
  t22 dt is the Gaussian Q-function.
3.7 Numerical Results
In this section, we compare the BER expressions obtained by our analysis with the BER
results obtained by Monte Carlo simulations. We consider two cases L = 10 and L = 20
and each user transmits a packet of T = 10000 bits. The SNR is assumed to be SNR per
message per user and user 1 is assumed to be decoding the messages of all other users.
The simulation results are averaged over 1000 Monte Carlo trials per SNR point.
3.7.1 Probability of different error events in an AWGN FDF MWRN
Fig. 3.3 plots the probability of k error events Pi,FDF(k) in an L = 10 user FDF MWRN in
the case of AWGN. The simulation results are plotted for k = 1, 2, 3, 5, 7 and compared
with the asymptotic bound in (3.18). For k = 1, 2 the exact probabilities are also plotted
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Figure 3.3: Probability of k = 1, 2, 3, 5, 7 error events in an L = 10 user FDF MWRN with
AWGN.
using (3.13) and (3.15), respectively. As highlighted in Remark 3.1, in an L-user FDF
MWRN, all the error events are equally probable and their probability can be asymp-
totically approximated as (3.18). This is confirmed by the results in Fig. 3.3. We can see
that for medium to high SNRs (SNR > 5 dB), the asymptotic expression in (3.18) is very
accurate in predicting the probability of k error events, for all the considered values of
k. This verifies the accuracy of (3.18).
3.7.2 Probability of different error events in an AWGN AF MWRN
Fig. 3.4(a) and Fig. 3.4(b) plot the probability of k error events Pi,AF(k) in an L = 10
user AF MWRN corrupted by AWGN for k = 1, 2 error events and k = 3, 5, 7 error
events, respectively. The simulation results are plotted for k = 1, 2, 3, 5, 7 and compared
with the asymptotic bound in (3.28). For k = 1, 2 the exact probabilities are also plotted
using (3.22) and (3.24), respectively. As highlighted in Remark 3.3, in an L-user AF
MWRN, the probability of error events depends on the value of k, with the higher order
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Figure 3.4: Probability of k error events in an L = 10 user AF MWRN with AWGN.
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error events being less probable. This is confirmed by the results in Fig. 3.4(a) and
Fig. 3.4(b). We can see that for medium to high SNR (SNR > 10 dB), the asymptotic
expression in (3.28) for k error events matches very well with the simulation results.
This verifies the accuracy of (3.28).
3.7.3 Average BER for a user in AWGN FDF or AF MWRN
Fig. 3.5(a) and Fig. 3.5(b) plot the average BER for a user in an AWGN FDF or AF
MWRN with L = 10 and L = 20 users, respectively. The average BER of FDF and AF
MWRN is plotted using (3.19) and (3.29), respectively. From the figures, we can see that
as the number of users increases (L = 10, 20), the average BER increases for both FDF or
AF MWRN, which is intuitive. For FDF MWRN, (3.19) can predict the average BER for
a user accurately in medium to high SNR (approximately SNR > 7 dB for L = 10 users
and SNR > 10 dB for L = 20 users). Also for AF MWRN, (3.29) can accurately predict
the average BER for a user in medium to high SNR (approximately SNR > 10 dB).
Comparing FDF and AF MWRNs, we can see that for low SNR, AF MWRN is
slightly better than FDF MWRN. However, at medium to high SNRs, FDF MWRN is
better than AF MWRN. In MWRN, the high SNR penalty for using AF, compared to
FDF, decreases as the number of users increases, e.g., from Fig. 3.5(a) and Fig. 3.5(b), it
is about 4 dB for L = 10 users and about 2.5 dB for 20 users at an average BER of 10 4.
This can be explained using our analysis as follows. From (3.19) we can see that for
FDF MWRN the effective number of error terms in the average BER equation increases
in proportion to the number of users. However, for AF MWRN, (3.29) shows that the
probability of larger number of error events is very small, hence, the increase in the
effective number of error terms for larger number of users is smaller. This results in a
smaller SNR penalty for AF MWRN when larger number of users are involved, which
agrees with the observations from (3.19) and (3.29).
Fig. 3.6 compares the average BER for FDF and AF MWRN with the increasing
number of users. In this figure, we maintain the same average power per user for
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Figure 3.5: Average BER for a user in L = 10 and L = 20 user FDF and AF MWRN with
AWGN.
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Figure 3.6: Average BER for different number of users in FDF or AF MWRN with
AWGN where the SNR is defined as in (3.34).
different number of users in a MWRN and set s2n1 =
2L 2
L
N0
2 (since, in an L-user MWRN,
(2L  2) time slots are needed for complete information exchange). Thus, in this figure,
the SNR per bit per user can be defined as
r =
1  2L 2
L

N0
. (3.34)
Here, we can see that though AF MWRN has larger average BER compared to FDF
MWRN, the error performance does not degrade significantly with the increasing num-
ber of users, which is expected from the discussion under remark 3.1 and remark 3.3.
However, in FDF MWRN, the average BER increases with the number of users. This
is due to the fact that the average BER in FDF MWRN is an increasing function of the
number of users (see (3.19)). This indicates that AF MWRN exhibits more robustness
against increasing number of users, whereas, FDF MWRN’s error performance degrades
for large number of users.
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3.7.4 Rayleigh Fading
Figures 3.7(a) and 3.7(b) plot the average BER for a user in FDF or AF MWRN in
Rayleigh fading channels and L = 10 and L = 20 users, respectively. The analytical
result for FDF MWRN is plotted using (3.19) and (3.30) and the analytical result for AF
MWRN is plotted using (3.8), (3.27), (3.32) and (3.33). We can see that for both FDF
and AF MWRN, the analytical results are within 1 dB of the simulation results for high
SNR. Comparing the curves for L = 10 and L = 20 users, we can see that the average
BER for a user in FDF MWRN degrades significantly as the number of users increases.
However, the average BER for a user in AF MWRN is more robust to the increase in
the number of users. This observation is consistent with the discussion after (3.31). As
explained before, this is due to the fact that the probability of larger number of error
events in AF is much smaller compared to FDF MWRN.
3.8 Summary
In this chapter, we analyzed the error performance of FDF and AF MWRNs. We consid-
ered a MWRN with pair-wise data exchange protocol using BPSK modulation in both
AWGN and Rayleigh fading channels. The analysis can be extended to higher order
modulation schemes, as well, which we are going to address in the following chapters.
In this chapter, specifically, we made the following contributions:
 In Sections 3.3 and 3.4, we quantified the possible error events in an L-user FDF
or AF MWRN and derived accurate asymptotic bounds on the probability for
the general case that a user incorrectly decodes the messages of exactly k (k 2
[1, L  1]) users.
 In Sections 3.3.3 and 3.4.3, we showed that at high SNR, the higher order error
events (k  3) are less probable in AF MWRN, but all error events are equally
probable in a FDF MWRN.
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Figure 3.7: Average BER for a user in FDF or AF MWRN with Rayleigh fading and
L = 10, 20 users.
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 In Sections 3.3.4 and 3.4.4, we derived the average BER of a user in a FDF or AF
MWRN in AWGN channels under high SNR conditions. In Section 3.6, average
BER results were derived for Rayleigh fading channels.
 In Section 3.7, our numerical results showed that at medium to high SNR, FDF
MWRN provides better error performance than AF MWRN in AWGN channels
even with a large number of users (for example, L = 20). Whereas, AF MWRN
outperforms FDFMWRN in Rayleigh fading channels even for much smaller num-
ber of users (for example, L > 10).
Chapter 4
A Novel User Pairing Scheme for
Lattice Coded FDF Multi-way Relay
Networks
In Chapter 3, we considered the error performance for AWGN and fading MWRNs
with BPSK modulation. In this chapter, we consider more generalized lattice coded
FDF MWRNs and propose a new pairing scheme that can negate the adverse effects of
error propagation in FDF MWRNs. As identified in Chapter 1, pairing scheme design
is an important problem for a pairwise transmission based MWRNs. In Chapter 3, we
have shown that the existing pairing scheme in [28] suffers severe error propagation
which limits the error performance of a MWRN.
In this chapter, our goal is to design a new pairing scheme to solve the error prop-
agation problem in a generalized lattice code based MWRN. To obtain the solution, we
pair each user with a common user which has the best average channel gain in the
system. Choosing the common user as the best channel gain user enables the network
coded messages to be decoded correctly with higher probability. In this way, error
propagation for a MWRN can be reduced and the proposed pairing scheme is expected
to improve the performance of a MWRN. In this chapter, we compare the achievable
rate and error performance of the proposed pairing scheme with the existing pairing
schemes in [28] and [50] and show that our scheme outperforms the existing schemes.
The chapter is organized as follows. The proposed pairing scheme for FDF MWRNs
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Figure 4.1: System model for an L-user multi-way relay network (MWRN), where the
users exchange information with each other via the relay R. Here, ‘TS’ means time slot
and user 1 is considered to be the common user (for illustration purposes).
is discussed in Section 4.1 and the general lattice code based transmissions with the
proposed pairing scheme are presented in Section 4.2. The common rate and the sum
rate for a FDF MWRN with the proposed pairing scheme is derived in Section 4.3. The
average SER for FDF MWRNs with the proposed pairing scheme is derived in Section
4.4. The numerical and simulation results for verification of the analytical solutions
are provided in Section 4.5. Finally, a summary of the contributions in this chapter is
provided in Section 4.6.
4.1 Proposed Pairing Scheme for FDF MWRN
In this section, we propose a new pairing scheme for user pair formation in the multiple
access phase (illustrated in Fig. 4.1) which is defined by the following set of principles:
P1 The common user is selected by the relay to be the user that has the best average
channel gain in the system. The reason for this choice will be explained in Section
4.1.1.
P2 The common user’s index is broadcast by the relay prior to each multiple access
phase. This common user transmits in all the time slots in the multiple access
phase and the other users take turns to form a pair with this common user.
P3 The common user is kept fixed for all the time slots within a certain time frame.
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After some time frames, the common user might change depending upon the
changing channel conditions.
4.1.1 Rationale Behind Choosing the Best Channel Gain User
In the proposed pairing scheme, choosing the best channel gain user allows its channel
gain benefits to contribute towards the error-free detection of the network coded mes-
sages. This would not be possible if the common user is chosen without considering
the channel conditions, as in [28, 50]. Note that taking channel state information into
account is a well established design principle in wireless communication systems [99].
In this scheme, the common user transmits more than other users and as a result,
the sum rate (when compared to the sum rate for the existing pairing scheme as in (4.1))
would have more terms corresponding to the best channel gain user than it would have
for existing pairing schemes. Thus, it can be expected that pairing each user with the
best channel gain user would improve the sum rate performance.
Rs =
1
2(L  1)
L 1
å
`=1

log
 j h`,r j2
j h`,r j2 + j h`+1,r j2 +
P j h`,r j2
N0

+
log
 j h`+1,r j2
j h`,r j2 + j h`+1,r j2 +
P j h`+1,r j2
N0

. (4.1)
Moreover, when most of the users undergo worse channel conditions, the existing
schemes’ performances degrade. This is because all the users’ channel gains get equal
emphasis on the sum rate expression in (4.1). However, for the proposed scheme, the
common user’s channel gain is present in more terms and the sum rate degrades less.
On the other hand, when most of the users’ channel conditions improve, the error
propagation problem still persists for the existing pairing schemes. However, for the
proposed pairing scheme, the error performance improves significantly because all the
network coded messages along with the common user’s message are decoded correctly
with higher probability.
Another important advantage of this scheme is that each user has to correctly de-
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code only the common user’s message to avoid error propagation. However, existing
pairing schemes suffer error propagation whenever any of the users’ messages are in-
correctly decoded. Thus, error propagation is less for the proposed pairing scheme,
which improves the SER.
These reasonings will be supported with analytical proofs throughout this chapter.
4.1.2 Transmission Fairness Issues
In the proposed scheme, since the common user is involved in all the transmissions in
the multiple access phase, an issue of transmission fairness arises. In the context of
the proposed scheme, on average, each user should transmit the same number of times
(equivalently consume the same amount of energy overall). We propose to achieve
transmission fairness for the three channel scenarios, considered in this work, in the
following manner
1. Equal average channel gain scenario: In this scenario, to maintain transmission fair-
ness among the users, we randomly select a different common user in each time
frame so that, on average, every user gets the opportunity to become the common
user.
2. Unequal average channel gain scenario: In this scenario, the common user’s transmis-
sion power must be scaled down by a factor of (L  1), since it transmits (L  1)
times, whereas, other users transmit only once.
3. Variable average channel gain scenario: In this scenario, during each time frame,
the user with the best average channel gain is chosen as the common user and
this process is repeated for every time frame so that, on average, every user with
changing channel conditions, gets the opportunity to become the common user.
Therefore, we do not impose any external fairness measures.
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4.2 Signal Transmissions With the Proposed Pairing Scheme
In this section, we discuss the general lattice code based transmissions with the pro-
posed pairing scheme in a FDF MWRN. The notations for lattice codes have been
defined in Chapter 2. Further details on lattice codes are available in [62, 68, 74, 93].
We denote the ith user as the common user and the `th user as the other user, where,
i, ` 2 [1, L] and ` 6= i. Here, we consider message exchange within a certain time frame
in the multiple access and the broadcast phases.
4.2.1 Multiple Access Phase
In this phase, the common user and one other user transmit simultaneously using FDF
based on lattice codes and the relay receives the sum of the signals, i.e., at the (`  1)th
time slot, users i and ` transmit simultaneously.
4.2.1.1 Communication Protocol at the Users
In the (`  1)th time slot, the message packet of the `th user is denoted by
W` = fW1` ,W2` , ...,WT` g, (4.2)
where the elements Wt` are generated independently and uniformly over a finite field.
At other time slots, W` = 0. Similarly, the message packet of the ith user at all the L  1
time slots is given by Wi = fW1i ,W2i , ...,WTi g.
During a certain time frame, in the ts = (`   1)th time slot, the ith user and the
`th user transmit their messages using lattice codes Xi = fX1i ,X2i , ...,XTi g and X` =
fX1` ,X2` , ...,XT` g, respectively, which can be given by [36, 59]:
Xti = (y(W
t
i ) + di) mod L, (4.3a)
Xt` = (y(W
t
`) + d`) mod L, (4.3b)
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where di and d` are the dither vectors for the ith and the `th user. The dither vectors are
generated at the users and transmitted to the relay prior to message transmission in the
multiple access phase [75].
4.2.1.2 Communication Protocol at the Relay
The relay receives the signal Ri,` = fr1i,`, r2i,`, ..., rTi,`g, where
rti,` =
p
Phi,rXti +
p
Ph`,rXt` + n1, (4.4)
where n1 is the zero mean complex AWGN at the relay with noise variance s2n1 =
N0
2
per dimension.
4.2.2 Broadcast Phase
In this phase, the relay broadcasts the decoded network coded message and each user
receives it.
4.2.2.1 Communication Protocol at the Relay
The relay scales the received signal with a scalar coefficient a [62] and removes the
dithers di, d` scaled by
p
Phi,r and
p
Ph`,r, respectively. The resulting signal is given by
Xtr = [ar
t
i,`  
p
Phi,rdi  
p
Ph`,rd`] mod L
= [
p
Phi,rXti +
p
Ph`,rXt` + (a  1)
p
P(hi,rXti + h`,rX
t
`) + an1  
p
Phi,rdi  
p
Ph`,rd`] mod L
= [
p
Phi,ry(Wti ) +
p
Ph`,ry(Wt`) + n] mod L, (4.5)
where n = (a   1)pP(hi,rXti + h`,rXt`) + an1 and a is chosen to minimize the noise
variance [68, 74].
The relay decodes the signal in (4.5) with a lattice quantizer [62,68] to obtain an esti-
mate Vˆi,` = fVˆ1i,`, Vˆ2i,`, ..., VˆTi,`g which is a function of the messages Wi and W`. Since, for
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sufficiently large N, Pr(n /2 V) approaches zero [62], Vˆi,` = (y(Wi) + y(W`)) mod L.
The relay then adds a dither dr with the network coded message which is generated
at the relay and broadcast to the users prior to message transmission in the broadcast
phase [75]. Then it broadcasts the resulting message using lattice codes, which is given
as Zi,` = fZ1i,`,Z2i,`, ...,ZTi,`g, where Zti,` = (Vˆti,` + dr) mod L.
4.2.2.2 Communication Protocol at the Users
The jth user receives Yi,` = fY1i,`,Y2i,`, ...,YTi,`g as in (2.7). At the end of the broadcast
phase, the jth user scales the received signal with a scalar coefficient b j and removes the
dithers dr multiplied by
p
Prhr,j. The resulting signal is
[b jYti,`  
p
Prhr,jdr] mod L =[
p
Prhr,jVˆti,` + (b j   1)
p
Prhr,jVˆti,` + b jn2] mod L
= [
p
Prhr,jVˆti,` + n
0] mod L, (4.6)
where n0 =
p
Prhr,j(b j   1)Vˆti,` + b jn2 and b j is chosen to minimize the noise variance
[75]. The users then detect the received signal with a lattice quantizer [75] and obtain the
estimate ˆˆVi,` = (y(Wi) +y(W`)) mod L, assuming that the lattice dimension is large
enough such that Pr(n0 /2 V) approaches zero. After decoding all the network coded
messages, each user performs message extraction of every other user by canceling self
information.
4.2.3 Message Extraction at the Common User
For the common user (ith user), this message extraction involves simply subtracting the
lattice point corresponding to its own message from the lattice network coded messages
ˆˆVi,`. The process can be shown as
y(Wˆ`) = ( ˆˆVi,`   y(Wi)) mod L, ` 2 [1, L], ` 6= i. (4.7)
Note that, the message extracted by the common user depends only on the network
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coded message received from the relay as the common user perfectly knows its own
message. Thus, the common user does not suffer from any error propagation.
4.2.4 Message Extraction at Other Users
For other users, the process is different from the common user. At first, the `th user
subtracts the scaled lattice point corresponding to its own message, i.e., y(W`) from
the network coded message received at the (`  1)th time slot (i.e., ˆˆVi,`) and extracts the
message of the ith user as y(Wˆi)1. After that, it utilizes the extracted message of the ith
user to obtain the messages of other users in a similar manner. The message extraction
process in this case can be shown as
y(Wˆi) = ( ˆˆVi,`   y(W`)) mod L,
y(Wˆm) = ( ˆˆVi,m   y(Wˆi)) mod L, m 2 [1, L],m 6= i, `. (4.8)
4.3 Common Rate and Sum Rate Analysis
In this section, we investigate common rate and sum rate of the MWRN with the pro-
posed pairing scheme. We first analyze the SNR of each user pair in a MWRN and use
these results to obtain expressions for the achievable rates.
4.3.1 SNR analysis
In this subsection, we consider the SNR at the users and the SNR at the relay for a FDF
MWRN with the proposed pairing scheme.
4.3.1.1 SNR at the Users
The SNR at the users have the same expressions for all the three pairing schemes (i.e.,
the proposed scheme, pairing scheme in [28] and in [50]). The signal transmission from
1Once y() has been obtained, the users perform y 1() operation to actually obtain the messages.
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the relay to any user j 2 [1, L] is the same as that in a point-to-point fading channel.
Thus, the SNR of the mth(m 2 [1, L]) user’s signal received at the jth user is given by:
gj =
Pr j hr,j j2
j b j j2 N0 + Pr j b j   1 j2j hr,j j2 , (4.9)
where the numerator represents the power of the signal part in (4.6) and the denomina-
tor represents the power of the noise term n0 in (4.6).
4.3.1.2 SNR at the Relay
In a FDF MWRN based on lattice coding with the proposed pairing scheme, the SNR of
the received signal at the relay can be obtained from (4.5) as
gr(i, `) =
Pmin(j hi,r j2, j h`,r j2)
j a j2 N0 + P j a  1 j2 (j hi,r j2 + j h`,r j2) , (4.10)
where the numerator represents the power of the signal part (i.e.,
p
Phi,ry(Wti )+
p
Ph`,ry(Wt`)
in (4.5)) and the denominator represents the power of the noise terms n in (4.5).
To provide comparison, for the pairing scheme in [28], the SNR received at the relay
can be expressed as
gr(i) =
Pmin(j h`,r j2, j h`+1,r j2)
j a j2 N0 + P j a  1 j2 (j h`,r j2 + j h`+1,r j2) . (4.11)
Similarly, for the pairing scheme in [50], the SNR at the relay is given by
gr(i) =
Pmin(j h`,r j2, j hL `+2,r j2)
j a j2 N0 + P j a  1 j2 (j h`,r j2 + j hL `+2,r j2) . (4.12)
Note that (4.10), (4.11) and (4.12) have the same form and differ in the indices of the
channel coefficients, which is determined by the pairing scheme.
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4.3.2 Common Rate
Assuming lattice codes with sufficiently large dimensions are employed, the common
rate for an L-user FDF MWRN is given by [28, 50]
Rc =
1
L  1 min` 12[1,L 1]fRc,` 1g, (4.13)
where the factor 1L 1 is due to the fact that the complete message exchange requires
L  1 time slots and Rc,` 1 is the achievable rate at the (`  1)th time slot, given by
Rc,` 1 = minfRM,` 1,RB,` 1g, (4.14)
where, RM,` 1 and RB,` 1 are the maximum achievable rates at the (`   1)th time slot
during the multiple access phase and the broadcast phase, respectively. Next, we derive
the upper bounds on the maximum achievable rates in the multiple access and broadcast
phases.
Theorem 4.1. For the proposed pairing scheme in a FDF MWRN, the maximum achievable rate
during the (`  1)th time slot in the multiple access phase is upper bounded by
RM,` 1  12 log

min
 j hi,r j2
j hi,r j2 + j h`,r j2 +
P j hi,r j2
N0
,
j h`,r j2
j hi,r j2 + j h`,r j2 +
P j h`,r j2
N0

,
(4.15)
Proof. The proof can be obtained as follows. Since, the lattice dimension N is large
enough to ensure Pr(n /2 V) ! 0, the volume to noise ratio of the lattice, m > 2pe is
satisfied. To ensure a very small probability of error, the volume of the voronoi region
must satisfy: m =
(Vol(VL f ))2/N
N0 , where N
0 is the variance of the noise terms in n (see (4.5)).
The rate of a nested lattice code is given by: R = 1N log
Vol(VL)
Vol(VL f )
, where VL denotes the
voronoi region of the coarse lattice in which the fine lattice L f is nested. The volume of
the voronoi region of the coarse lattice can be given by: Vol(VL) = ( Pmin(jhi,r j
2,jh`,r j2)
G )
N/2,
where G denotes the second moment of the coarse lattice. Thus, the achievable rates
satisfy: R  12 log

Pmin(jhi,r j2,jh`,r j2)
G2peN0

. For d > 0 and large enough dimension of the
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lattice, it can be shown that G2pe < (1+ d). Thus, the achievable rate can be given as:
R  1
2
log

Pmin(jhi,rj2, jh`,rj2)
N0

  log(1+ d). (4.16)
Now, the optimum value of a in (4.10) is obtained by setting dnda = 0, where n is given
in (4.5). For d small enough and substituting a = Pjhi,r j
2+Pjh`,r j2
Pjhi,r j2+Pjh`,r j2+N0 , the achievable rates
can approach the upper bound in (4.15).
And
Theorem 4.2. The maximum achievable rate during the (`   1)th time slot in the broadcast
phase is upper bounded by
RB,` 1  12 log
0B@1+ minj2[1,L] j hj,r j
2 Pr
N0
1CA . (4.17)
Proof. Next, the upper bound in (4.17) can be obtained using the similar steps as in
the proof of Theorem 4.1. First, we obtain the optimum value of b j in (4.9), obtained
by setting dn
0
db j
= 0, where n0 is given in (4.6). Then, we consider that the volume of the
voronoi region must satisfy m =
(Vol(VL f ))2/N
N00 , where N
00 is the variance of the noise terms
n0 in (4.6) and set Vol(VL) = ( Pr jhr,jj
2
G )
N/2 and finally, substitute b j =
Pr jhj,r j2
Pr jhj,r j2+N0 .
Note that the common rate for the pairing scheme in [28] and in [50] can be obtained
by replacing the subscript i with `   1 and L   ` + 2, respectively in (4.15) and using
(4.17), (4.14) and (4.13).
Using Theorem 4.1 and Theorem 4.2 and substituting in (4.14) and (4.13), the average
common rate for the proposed pairing scheme can be given as in (4.18d) at the next page,
where the inequality in (4.18b) holds from Jensen’s inequality and the inequality (4.18c)
comes from the fact that E[min(A1, A2)]  E[A1], E[A2], where A1, A2 are independent
random variables.
Similarly, the average common rate for the pairing scheme in [28] can be expressed
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E[Rc]  12(L  1)E
24log
0@min
0@ 1
1+ jh`,r j
2
jhi,r j2
+
P j hi,r j2
N0
,
1
1+ jhi,r j
2
jh`,r j2
+
P j h`,r j2
N0
1A1A35
(4.18a)
 1
2(L  1) log
0@E
24min
0@ 1
1+ jh`,r j
2
jhi,r j2
+
P j hi,r j2
N0
,
1
1+ jhi,r j
2
jh`,r j2
+
P j h`,r j2
N0
1A351A
(4.18b)
 1
2(L  1) log
0@min
0@E
24 1
1+ jh`,r j
2
jhi,r j2
+
P j hi,r j2
N0
35 , E
24 1
1+ jhi,r j
2
jh`,r j2
+
P j h`,r j2
N0
351A1A
(4.18c)
=
1
2(L  1) log
0BB@min
0BB@ 1
1+
s2h`,r
s2hi,r
+
Ps2hi,r
N0
,
1
1+
s2hi,r
s2h`,r
+
Ps2h`,r
N0
1CCA
1CCA , (4.18d)
as
E[Rc]  12(L  1) log
0BBB@min
0BBB@ 1
1+
s2h`,r
s2h` 1,r
+
Ps2h` 1,r
N0
,
1
1+
s2h` 1,r
s2h`,r
+
Ps2h`,r
N0
1CCCA
1CCCA , (4.19)
and the average common rate for the pairing scheme in [50] can be given as
E[Rc]  12(L  1) log
0BBB@min
0BBB@ 1
1+
s2h` 1,r
s2hL `+2,r
+
Ps2hL `+2,r
N0
,
1
1+
s2hL `+2,r
s2h` 1,r
+
Ps2h` 1,r
N0
,
1
1+
s2h`,r
s2hL `+2,r
+
Ps2hL `+2,r
N0
,
1
1+
s2hL `+2,r
s2h`,r
+
Ps2h`,r
N0
1CCCA
1CCCA . (4.20)
Note that, though the common rate for AWGN MWRNs has been obtained for the
existing pairing schemes (see Section 2.3), the expressions in (4.19) and (4.20) have not
been derived in the literature.
While (4.18d) (4.20) do not provide tight upper bounds on the average common
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rate, they allow an analytical comparison of the proposed and existing pairing schemes.
The main results from the analytical comparison are summarized in the Propositions
4.1 4.3. Note that in the numerical results section (Section 4.5), the actual expressions
of the instantaneous rates are averaged over a large number of channel realizations to
corroborate the insights presented in Propositions 4.1 4.3.
Proposition 4.1. The average common rate for the proposed pairing scheme and the pairing
schemes in [28] and [50] are the same for the equal average channel gain scenario.
Proof. See Appendix B.1.
Proposition 4.2. The average common rate for the proposed pairing scheme is larger than that
of the pairing schemes in [28] and [50] for the unequal average channel gain scenario.
Proof. See Appendix B.1.
Proposition 4.3. The average common rate for the proposed pairing scheme is practically the
same as that of the pairing schemes in [28] and [50], for the variable average channel gain
scenario.
Proof. See Appendix B.1.
Remark 4.1. For unequal channel gain scenario, the common user’s power is scaled to maintain
fairness. This decreases the ratio of the maximum (i.e., the ith user’s) and minimum average
channel gains in (4.18d). As a result, the common rate improves for the proposed pairing scheme.
Remark 4.2. For variable channel gain scenario, the minimum channel gain user actually con-
trols the common rate and it is the same for both the proposed and the existing pairing schemes.
As a result, the common rates are practically the same.
4.3.3 Sum Rate
From Chapter 2, the sum rate can be defined as the sum of the achievable rates of all
users for a complete round of information exchange.
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E[Rs]  12(L  1)
L
å
`=1,` 6=i
0BB@log
0BB@ 1
1+
s2h`,r
s2hi,r
+
Ps2hi,r
N0
1CCA+ log
0BB@ 1
1+
s2hi,r
s2h`,r
+
Ps2h`,r
N0
1CCA
1CCA . (4.22)
Theorem 4.3. For the proposed pairing scheme in a FDF MWRN, the sum rate is given by:
Rs  12(L  1)
L
å
`=1,` 6=i

log
 j hi,r j2
j hi,r j2 + j h`,r j2 +
P j hi,r j2
N0

+
log
 j h`,r j2
j hi,r j2 + j h`,r j2 +
P j h`,r j2
N0

. (4.21)
Proof. The achievable rate at the (`  1)th time slot can be obtained from (4.15). Since,
jhi,r j2
jhi,r j2+jh`,r j2 < 1, the achievable rate at the i
th time slot will be determined by the achiev-
able rate at the corresponding time slot in the multiple access phase. Then, obtaining
the achievable rate in all the time slots and adding them results into (4.21). The detailed
steps are omitted here for the sake of brevity.
Note that the sum rate for the pairing scheme in [28] and the pairing scheme in [50]
can be obtained by replacing the subscript i with `   1 and L   ` + 2, respectively in
(4.21).
Using Theorem 4.3, the average sum rate (averaged over all channel realizations) for
the proposed pairing scheme can be upper bounded as in (4.22), using similar steps as
in (4.18a), (4.18b) and (4.18d).
Similarly, the average sum rate for the pairing scheme in [28] can be written as
E[Rs]  12(L  1)
L
å
`=2
0BBB@log
0BBB@ 1
1+
s2h`,r
s2h` 1,r
+
Ps2h` 1,r
N0
1CCCA+ log
0BBB@ 1
1+
s2h` 1,r
s2h`,r
+
Ps2h`,r
N0
1CCCA
1CCCA ,
(4.23)
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and the average sum rate for the pairing scheme in [50] can be written as
E[Rs]  12(L  1)
bL/2c+1
å
`=2
0BBB@log
0BBB@ 1
1+
s2h` 1,r
s2hL `+2,r
+
Ps2hL `+2,r
N0
1CCCA+ log
0BBB@ 1
1+
s2hL `+2,r
s2h` 1,r
+
Ps2h` 1,r
N0
1CCCA
1CCCA
+
L
å
`=bL/2c+2
0BBB@log
0BBB@ 1
1+
s2h`,r
s2hL `+2,r
+
Ps2hL `+2,r
N0
1CCCA+ log
0BBB@ 1
1+
s2hL `+2,r
s2h`,r
+
Ps2h`,r
N0
1CCCA
1CCCA .
(4.24)
Note that, though the sum rate for AWGN MWRNs has been obtained for the exist-
ing pairing schemes (see Section 2.3), the expressions in (4.23) and (4.24) have not been
derived in the literature.
Equations (4.22) (4.24) provide upper bounds on the actual average sum rate and
they allow an analytical comparison of the proposed and existing pairing schemes. The
main results are summarized in Propositions 4.4 4.6. Note that similar to the case of
common rate, in the numerical results section (Section 4.5), the actual expression for the
instantaneous sum rate in (4.21) is averaged over a large number of channel realizations
to validate the insights presented in the Propositions 4.4 4.6.
Proposition 4.4. The average sum rate of the proposed pairing scheme and the pairing schemes
in [28] and [50] are the same for the equal average channel gain scenario.
Proof. See Appendix B.2.
Proposition 4.5. The average sum rate of the proposed pairing scheme is larger than that of the
pairing schemes in [28] and [50] for the unequal average channel gain scenario.
Proof. See Appendix B.2.
Proposition 4.6. The average sum rate of the proposed pairing scheme is larger than that of the
pairing schemes in [28] and [50] for the variable average channel gain scenario.
Proof. See Appendix B.2.
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Remark 4.3. Since, the common user’s channel gain is present in more terms in (4.22), compared
to (4.23) and (4.24), the sum rate is better for unequal and variable average channel gains. For
equal channel gains, since, all the channel gains are equal, the expressions in (4.22), (4.23) and
(4.24) become the same and hence, the sum rates are the same for the existing and the proposed
pairing schemes.
4.4 Error Performance Analysis
In this section, we characterize the error performance of a FDF MWRN with the new
pairing scheme. First, we obtain the SER results for the proposed pairing scheme and
then show that the error performance is better than that of the existing pairing schemes
under different channel scenarios. We provide the analytical derivations for M-QAM
modulation, which is a 2 dimensional lattice code and is widely used in practical wire-
less communication systems.
4.4.1 System Model
In the square M-QAM modulated FDF MWRN system, during a certain time frame, in
the ts = (`  1)th time slot, the ith user and the `th user transmit their messages Wi and
W` which are M-QAM modulated to Xi = fX1i ,X2i , ...,XTi g and X` = fX1` ,X2` , ...,XT` g,
respectively, where Xti ,X
t
` = a + jb and a, b 2 f1,3, ...,(
p
M   1)g. The relay
receives the signal Ri,` (see (4.4)) and decodes it using ML criterion [22] and obtains an
estimate Vˆi,` of the network coded symbol Vi,` = (Wi +W`) mod M as in [15,23]. The
relay then broadcasts the estimated network coded signal after M-QAM modulation,
which is given as Zi,`. The jth (j 2 [1, L]) user receives Yi,` (see (2.7)) and detects the
received signal through ML criterion [22] to obtain the estimate ˆˆVi,`. After decoding all
the network coded messages, each user performs message extraction. For the common
user (ith user), this message extraction involves subtracting its own message Wi from
the network coded messages ˆˆVi,` and then performing the modulo-M operation. The
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process can be shown as
Wˆ` =( ˆˆVi,`  Wi + M) mod M, (4.25a)
Wˆ`+1 =( ˆˆVi,`+1  Wi + M) mod M, (4.25b)
..., (4.25c)
WˆL =( ˆˆVi,L  Wi + M) mod M. (4.25d)
For other users, the message extraction process can be shown as
Wˆi =( ˆˆVi,`  W` + M) mod M, (4.26a)
Wˆ`+1 =( ˆˆVi,`+1   Wˆi + M) mod M, (4.26b)
..., (4.26c)
WˆL =( ˆˆVi,L   Wˆi + M) mod M. (4.26d)
4.4.2 SER Analysis for the Proposed Pairing Scheme
In this subsection, we investigate the error performance of a FDF MWRN with the
proposed pairing scheme. Unlike the pairing schemes in [28] and [50], the error perfor-
mance of all the users is not the same for the proposed pairing scheme. Hence, we need
to obtain separate expressions for the error probabilities at the common user (ith user)
and other users (`th user).
First, we obtain the probability of incorrectly decoding a network coded message at
the common user and the other users. Since, any M-QAM signal with square constel-
lation (i.e.,
p
M 2 Z) can be decomposed to two pM-PAM signals [99], the network
coded signal from a linear combination of two M-QAM signals can be decomposed to a
network coded signal from two
p
M-PAM signals. Thus, we can obtain the probability
of incorrectly decoding a network coded message as in the following lemma.
Lemma 4.1. The probability that the ith (common) user incorrectly decodes the network coded
message involving its own message and the mth user’s message is given by
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PFDF(i,m) = 1 

1  PpM PAM,NC(i,m)
2
, (4.27)
where PpM PAM,NC(i,m) is the probability of incorrectly decoding a network coded message
resulting from the sum of two
p
M-PAM signals from the ith and the mth user and is given by
PpM PAM,NC(i,m) =
1p
M
 p
M 1
å
p,q=0
cp,q
p
M 1
å
p0,q0=0,p0 6=p,q0 6=q
dp0,q0
!
, (4.28)
where cp,q can be expressed as
cp,q =
8>>>>>>><>>>>>>>:
2(2
p
M 2) 1
å
u=1,u=odd
ap,q,uQ(u
p
gr(i,m)), p 6= q
1+
2(2
p
M 2) 1
å
u=1,u=odd
ap,q,uQ(u
p
gr(i,m)), p = q
(4.29)
and gr(i,m) represents the SNR of the ith and the mth users’ signal at the relay for
p
M-PAM
modulation and can be obtained as
gr(i,m) =
Pmin(j hi,r j2, j hm,r j2)
EavN0
. (4.30)
where Eav is the average energy of symbols for
p
M-PAMmodulation (e.g., Eav = 5 for M = 16)
and dp0,q0 can be expressed as
dp0,q0 =
8>>>>>>><>>>>>>>:
2(
p
M 1) 1
å
v=1,v=odd
bp0,q0,vQ(v
p
gi), p0 6= q0
1+
2(
p
M 1) 1
å
v=1,v=odd
bp0,q0,vQ(v
p
gi), p0 = q0
(4.31)
where gi =
Pr jhr,i j2
EavN0
represents the SNR at the ith user.
Proof. See Appendix B.3. The coefficients ap,q,u and bp0,q0,v for M = 16 (or
p
M = 4),
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Table 4.1: Illustration of the coefficients ap,q,u and bp0,q0,v for M = 16 corresponding to
(4.29) and (4.31), respectively.
ap,q,u bp0,q0,v
p, p0 u
q q =
0
q =
1
q =
2
q =
3 v
q0 q0 =
0
q0 =
1
q0 =
2
q0 =
3
p = 0
u = 1  7/4 1 0 3/4 v = 1 1/4 1/4 0 0u = 3 0  1 7/4  3/4
u = 5 0 3/4  1 1/4 v = 3 0  1/4 1/4 0u = 7 1  3/4 0  1/4
u = 9  1/4 1/4 0 0 v = 5 0 0  1/4 1/4u = 11 0  1/4 1/4 0
p = 1
u = 1 1 1 0 0 v = 1 1/4  1/4 1/4 0u = 3 -1/2 0  1/2 1
u = 5 1/2 0 1/2  1 v = 3  1/4 1/4  1/4 1/4u = 7  1/2 1  1/2 0
u = 9 1/2  1 1/2 0 v = 5 0 1/4 0  1/4u = 11 0 0 0 0
p = 2
u = 1 1 1  7/4 3/4 v = 1 0 1/4  1/4 1/4u = 3 7/4  1 0  3/4
u = 5 -1 3/4 0 1/4 v = 3 1/4  1/4 1/4 1/4u = 7 0  3/4 1  1/4
u = 9 0 1/4  1/4 0 v = 5  1/4 0 1/4 0u = 11 1/4  1/4 0 0
p = 3
u = 1 1 0 1  2 v = 1 0 0 1/4  1/4u = 3 -1 2  1 0
u = 5 1  2 1 0 v = 3 1/4 1/4  1/4 0u = 7 0 0 0 0
u = 9 0 0 0 0 v = 5 0  1/4 0 0u = 11 0 0 0 0
have been tabulated in Table 4.1.
Similarly, the probability that the `th (other) user incorrectly decodes the network
coded message involving the ith user’s message and its own message or other user’s
messages is given as:
PFDF(`,m) =
8><>: 1 

1  PpM PAM,NC(`,m)
2
, m = i
1 

1  PpM PAM,NC(i,m)
2
, m 2 [1, L],m 6= i, `.
(4.32)
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where PpM PAM,NC(`,m) is the probability of incorrectly decoding a network coded
message, i.e., the sum of two
p
M-PAM signals of the `th and the mth user and can be
obtained from Appendix B.3 and using tables similar to table 4.1.
Using (4.27) and (4.32), the average SER at the common user and the other users can
be derived using the technique proposed in Chapter 3. The result is summarized in the
following Theorem.
Theorem 4.4. For the proposed pairing scheme in a FDF MWRN, the average SER at the ith
(common) user is given by:
Pi,avg =
1
L  1
L
å
m=1,m 6=i
PFDF(i,m), (4.33)
and the average SER at the `th (other) users is given by:
P`,avg =
1
L  1
 
L
å
m=1,m 6=i,`
PFDF(`,m) + (L  1)PFDF(`, i)
!
. (4.34)
Proof. See Appendix B.4.
Remark 4.4. From Theorem 4.4, it can be identified that the average SER at the other (`th) users
is at least twice compared to the average SER at the common (ith) user. This can be intuitively
explained from the fact that the ith user needs to correctly decode only one network coded message
(Vi,m) to correctly decode the mth user’s message. In other words, there is no error propagation for
the common user. However, the `th user needs to correctly decode two network coded messages
(Vi,m and Vi,`) to correctly decode the mth user’s message. Thus, the average SER at the other
users would at least be twice compared to that at the common user.
Using Theorem 4.4 and the average SER result for the pairing scheme in [28], we can
compare the performance of the proposed and the existing pairing schemes. Note that
the error performance of the pairing scheme in [50] would be the same as the pairing
scheme in [28], as the basic pairing process is the same for both these schemes and
only the pairing orders are different. The main results are summarized in Propositions
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4.7 4.9.
Proposition 4.7. The average SER of an L-user FDF MWRN with the proposed pairing scheme
is lower than the pairing scheme in [28] by a factor of L2 for the common user and a factor of
approximately L4 for other users under the equal average channel gain scenario.
Proof. See Appendix B.5.
Proposition 4.8. The average SER of an L-user FDF MWRN with the proposed pairing scheme
is always lower than the pairing scheme in [28] for all users under the unequal average channel
gain scenario.
Proof. See Appendix B.5.
Proposition 4.9. The average SER of an L-user FDF MWRN with the proposed pairing scheme
is always lower than the pairing scheme in [28] for all users under the variable average channel
gain scenario.
Proof. See Appendix B.5.
From Propositions 4.7-4.9, it is clear that choosing the user with the best average
channel gain as the common user reduces the average SER of the FDF MWRN.
4.5 Numerical Results
In this section, we provide numerical results to verify the insights provided in Propo-
sitions 4.1 4.6. We also provide simulation results to verify Propositions 4.7 4.9. The
power at the users, P and the power at the relay, Pr are assumed to be equal and nor-
malized to unity. The transmit SNR per bit per user is defined as 1N0 . Following [49], the
average channel gain for the jth user is modeled by s2hj,r = (1/(dj/d0))
n, where d0 is the
reference distance, dj is the distance between the jth user and the relay which is assumed
to be uniformly randomly distributed between 0 and d0, and n is the path loss exponent,
which is assumed to be 3. Such a distance based channel model takes into account large
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scale path loss and has been widely considered in the literature [15, 44, 53, 80, 100, 101].
All distances, once chosen, remain constant for unequal channel gain scenario and are
randomly chosen every time frame (i.e., worst case, T0f = 1) for variable channel gain
scenario. Note that all the distances are the same for the equal average channel gain
scenario.
4.5.1 Common Rate
Fig. 4.2 shows the common rate for the proposed and the existing pairing schemes in
an L = 10 user FDF MWRN. All the numerical results are obtained by averaging the
instantaneous common rates for the pairing schemes over a large number of channel
realizations. Fig. 4.2(a) shows that all the pairing schemes have the same average
common rate in equal average channel gain scenario, which verifies Proposition 4.1.
The common rate of the proposed pairing scheme is larger than the existing pairing
schemes for the unequal average channel gain scenario in Fig. 4.2(b). This is because,
scaling the common user’s power to ensure transmission fairness decreases the ratio
of the maximum and the minimum average channel gains in (4.18d), as identified in
Remark 4.1. For variable average channel gain scenario, we can see that the common
rate for the proposed scheme is practically the same as that of the existing pairing
schemes, which is explained in 4.2. This verifies Propositions 4.2 and 4.3, respectively.
4.5.2 Sum Rate
Fig. 4.3 shows the sum rate for the proposed and the existing pairing schemes in an
L = 10 user FDF MWRN for the three channel scenarios. All the numerical results
are obtained by averaging the instantaneous sum rates for the pairing schemes over a
large number of channel realizations. Fig. 4.3(a) shows that all the pairing schemes
have the same average sum rate for equal average channel gain scenario, which verifies
Proposition 4.4. Similarly, Fig. 4.3(b) and Fig. 4.3(c) show that the average sum rate
for the proposed pairing scheme is larger than the existing pairing schemes, which is
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Figure 4.2: Common rate for a L = 10 user FDF MWRN with different pairing schemes
and different channel scenarios.
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Figure 4.3: Sum rate for a L = 10 user FDF MWRN with different pairing schemes and
different channel scenarios.
in line with the Propositions 4.5 and 4.6. Intuitively, this can be explained as follows.
In the proposed pairing scheme, the common user with the maximum average channel
gain transmits more times than the other users. Unless all the average channel gains are
equal, this results in a larger sum rate compared to the existing pairing schemes.
4.5.3 Robustness of the Proposed Pairing Scheme
To illustrate robustness of the proposed pairing scheme, we consider two special cases
of the variable average channel gain scenario, where (i) 10% of the users have distances
below 0.1d0 (i.e., only a small proportion of the users are close to the relay and so, they
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have good channel conditions) and (ii) 90% of the users have distances below 0.1d0 (i.e.,
a large proportion of users have good channel conditions). Fig. 4.4(a) plots the average
common rate and Fig. 4.4(b) plots the average sum rate for the proposed and existing
pairing schemes. We can see from Fig. 4.4(a) that the common rate does not change
much when either 10% or 90% of users have good channel conditions as it depends
upon the minimum average channel gain in the system. However, we can see from Fig.
4.4(b) that when the number of users with good channel conditions falls from 90% to
10%, the sum rate of the proposed scheme degrades to a much lesser extent, compared
to the existing pairing schemes. This is because the average sum rate of the proposed
pairing scheme depends to a greater extent on the common user’s average channel gain
compared to the other users’ average channel gain (as evident from (4.22)). However,
for the existing pairing schemes, the sum rate depends on all the channel gains equally
(as evident from (4.23) and (4.24)) and degrades to a greater extent. This illustrates the
robustness of the proposed pairing scheme to varying channel conditions.
4.5.4 Average SER
Figures 4.5(a), 4.5(b) and 4.6(a) plot the average SER of the proposed and the existing
pairing schemes in an L = 10 user FDF MWRN for equal channel gain scenario (Fig.
4.5(a)), unequal channel gain scenario (Fig. 4.5(b)) and variable channel gain scenario
(Fig. 4.6(a)). We can see from all the figures that the simulation results match perfectly
with the analytical results at mid to high SNRs. This verifies the accuracy of Theorem
4.4. Note that the existing pairing schemes in [28] and [50] have the same average SER.
Figures 4.5(a), 4.5(b) and 4.6(a) show that the proposed pairing scheme outperforms the
existing pairing schemes, in terms of average SER, which verifies Propositions 4.7-4.9.
In addition, Fig. 4.5(a) shows that the average SER at the common user and other users
are 5 times and nearly 2.5 times less than that of the existing pairing schemes. This
verifies the insight presented by Remark 4.4 and Proposition 4.7.
Fig. 4.6(b) plots the average SER of the proposed and the existing pairing schemes
94 A Novel User Pairing Scheme for Lattice Coded FDF Multi-way Relay Networks
0 5 10 15 20 25 30
0
0.2
0.4
0.6
0.8
1
SNR (dB)
Co
m
m
on
 ra
te
 c
ap
ac
ity
 (b
its
/s/
Hz
)
 
 
Proposed scheme, 10% users’ distances below 0.1d0
Proposed scheme, 90% users’ distances below 0.1d0
Scheme [1], [9], 10% users’ distances below 0.1d0
Scheme [1], [9], 90% users’ distances below 0.1d0
(a) Common rate
0 5 10 15 20 25 30
0
5
10
15
20
25
30
35
40
SNR (dB)
Su
m
 ra
te
 (b
its
/s/
Hz
)
 
 
Proposed scheme, 10% users’ distances below 0.1d0
Proposed scheme, 90% users’ distances below 0.1d0
Scheme [28], [50], 10% users’ distances below 0.1d0
Scheme [28], [50], 90% users’ distances below 0.1d0
Proposed scheme
90% users’ distances
below 0.1d0
10% users’ distances
below 0.1d0
Scheme [28], [50]
(b) Sum rate
Figure 4.4: Common rate and sum rate of an L = 10 user FDF MWRN when 10% and
90% users have distances below 0.1d0.
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for the special cases of the variable average channel gain scenario when (i) 10% of
the users have distances below 0.1d0 and (ii) 90% of the users have distances below
0.1d0. The figure shows that the average SER for the existing pairing schemes worsens
by a larger extent compared to that of the proposed scheme with the degradation in
the users’ channel conditions. For the proposed pairing scheme, when the number of
users with good channel conditions increases from 10% to 90%, the average SER at
other users improve significantly and approaches the average SER at the common user.
This is because the average SER at the `th user depends not only on its own channel
conditions, but also the channel conditions of the common (ith) user and the mth user
(see (4.34)). This improvement in the overall channel conditions results in improvement
in the average SER, which illustrates the superiority of the proposed pairing scheme.
4.6 Summary
In this chapter, we proposed a novel pairing scheme to reduce error propagation in FDF
MWRNs. We compared the proposed pairing scheme with the existing pairing schemes
in terms of the common rate, sum rate and error performance and showed that the
proposed scheme outperforms the existing pairing schemes. Specifically, we made the
following contributions in this chapter:
 In Section 4.1, we showed that pairing each user with the best channel gain user
is beneficial for FDF MWRN performance improvement. Specifically, we showed
that the proposed pairing scheme can eliminate error propagation problem for the
common user and significantly reduce the chances of error propagation for other
users. This results in better average common rate, sum rate and error performance.
 In Section 4.3, we derived upper bounds on the common rate and sum rate of a
lattice coded FDF MWRN with the proposed pairing scheme.
 In Section 4.4, we derived average SER for a FDF MWRN with the proposed
scheme and square M-QAM modulation, as a special case of lattice codes.
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Figure 4.5: Average SER for equal and unequal average channel gains in an L = 10 user
FDF MWRN with different pairing schemes.
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Figure 4.6: Average SER for variable average channel gains in an L = 10 user FDF
MWRN with different pairing schemes.
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 In Propositions 4.1, 4.4 and 4.7, we showed that when the average channel gains
are equal, the average common rate and the average sum rate in a FDF MWRN
are the same for the proposed and existing pairing schemes, but the average SER
improves with the proposed pairing scheme.
 In Propositions 4.2, 4.5 and 4.8, we showed that for the unequal average channel
gain scenario, the average common rate, the average sum rate and the average SER
in a FDF MWRN all improve for the proposed pairing scheme.
 In Propositions 4.3, 4.6 and 4.9, we showed that for the variable average channel
gain scenario, the average common rate in a FDF MWRN with the proposed pair-
ing scheme is practically the same as the existing schemes, whereas, the average
sum rate and the average SER improve for the proposed pairing scheme.
Pairing scheme design for an AF MWRN with BPSK modulation has been investi-
gated in our work [37]. We do not include here the detailed analysis from the paper so
that the readability and flow of this chapter is not hampered. However, we would like
to mention the main contributions of the paper for its relevance with this chapter:
 We proposed a novel pairing scheme for an AF MWRN, where the relay chooses
a user based on its average channel gain, which is then paired with every other
user in the network. That is, the chosen user serves as a common user for all the
user pairs.
 We showed that choosing the user with the minimum average channel gain as the
common user reduces error propagation at other users by lessening the influence
of interference components from the common user’s signal in the extracted signals
of other users.
 We investigated the average BER at different users for the proposed pairing scheme
and compared with existing pairing schemes. The proposed scheme is found to
achieve better error performance than the existing pairing schemes.
Chapter 5
Lattice Coded FDF MWRNs:
Achievable Rate and SER with
Imperfect CSI
In Chapter 4, we considered a novel pairing scheme for lattice coded FDF MWRNs. In
this chapter, we consider the joint impact of channel estimation error and error propaga-
tion for FDF relaying protocol in terms of the achievable rate and the error performance.
The impact of imperfect CSI on AF MWRNs will be addressed in the next chapter. For
this chapter and the next chapter, we consider the existing pairing scheme in [28]. The
impact of imperfect CSI can be similarly addressed for the pairing scheme proposed in
the last chapter and has not been included in this chapter.
The chapter is organized in the following manner. The proposed signal model for
a lattice code based FDF MWRN with channel estimation is presented in Section 5.1.
The SNR analysis is provided in Section 5.2. The achievable common rate and sum rate
analysis are discussed in Section 5.3. The average SER for a user in FDF MWRN is
derived in Section 5.4. The simulation results for verification of the analytical solutions
are provided in Section 5.5. Finally, a summary of the contributions in this chapter is
provided in Section 5.6.
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Figure 5.1: Pilot and data transmission for an L-user functional decode and forward
(FDF) multi-way relay network (MWRN) with imperfect channel estimation. The math-
ematical symbols are explained in Section 5.1.
5.1 Proposed Lattice Code Based Signal Model with Channel
Estimation
In the proposed system model, we assume that the channel coefficients are not known a
priori at any of the users or the relay but the statistical parameters of the corresponding
channels, for example, channel variances are known beforehand, which is a common
assumption and can be practically obtained [80, 101, 102] at the users and the relay.
In this setup, each phase (i.e., multiple access and broadcast) is composed of a pilot
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transmission and a data transmission step, as illustrated in Fig. 5.1(a) and Fig. 5.1(b).
The pilot transmission step is required for minimum mean square error (MMSE) based
channel estimation and the data transmission step is based on lattice codes. Thus, we
can model the channel hi,r as
hi,r = hˆi,r + h˜i,r, (5.1)
where hˆi,r is the estimated channel and h˜i,r represents the estimation error [80, 102].
We denote the power of the pilot signal at the users and at the relay as Pps and P
p
r ,
respectively, where the superscript ()p denotes the pilot. Similarly, we denote the power
of the data signal at the users and the relay by P and Pr, respectively.
Now, we discuss the pilot and the data transmission protocols in the multiple access
and the broadcast phases in the subsections 5.1.1 and 5.1.2. For the following part of
this chapter (in particular, Section 5.1 and subsection 5.4.1), we consider pilot and data
transmission in a certain time slot.
5.1.1 Pilot Transmission
5.1.1.1 Multiple Access Phase
In this phase, the users in a pair transmit their pilot symbols individually in different
time slots and the relay estimates the corresponding channels through MMSE estima-
tion. Such pilot symbol based MMSE is a frequently used estimator for cellular chan-
nels [80,102,103]. Since the channel is constant during one message packet transmission,
only one pilot bit per message packet is required. Note that when the data and the pilot
powers are optimized, one pilot symbol transmission is optimal to achieve the highest
information rate [80, 104]. However, assuming equal power for data and pilot symbols
enables a simpler interpretation of the problem.
At the ith time slot, first the ith user transmits pilot symbol Xp and the relay receives
the signal
Yp =
q
Pps hi,rXp + np. (5.2)
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We assume that Xp = 1 and np is a zero mean complex valued AWGN with variance
s2n =
N0
2 per dimension. The relay then obtains the estimate [100]
hˆi,r =
p
Pps s2hi,r
Pps s2hi,r + s
2
n
Yp, (5.3)
and the estimation error variance at the relay is [100]
s2h˜i,r
=
s2hi,rs
2
n
Pps s2hi,r + s
2
n
. (5.4)
Note that, the estimation error is independent of the channel estimate hˆi,r because hˆi,r
is the MMSE estimate of Gaussian distributed hi,r [91]. Similarly, the relay can estimate
the channel coefficient of the (i+ 1)th user.
5.1.1.2 Broadcast Phase
The relay broadcasts its own pilot, as well as the estimated channel coefficients in the
multiple access phase. Then the mth (m 2 [1, L]) user performs MMSE estimation similar
to (5.3), to obtain the estimate hˆr,m. The channel estimation error in this case is h˜r,m =
hr,m   hˆr,m, with variance
s2h˜r,m
=
s2hr,ms
2
n
Ppr s2hr,m + s
2
n
. (5.5)
5.1.2 Data Transmission
Here, we discuss the general lattice code based data transmissions in a MWRN with
pairwise transmission.
5.1.2.1 Multiple Access Phase
The expressions for the received signal at the relay are the same as that given in Section
2.2.2.
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5.1.2.2 Broadcast Phase
In this phase, the relay broadcasts the decoded network coded message to all the users.
When all the users have the network coded messages corresponding to each user pair,
they utilize self information to extract the messages of the other users.
First, the relay decodes the received signal with the estimated channel coefficients
hˆi,r and hˆi+1,r and obtains an estimate of the corresponding network coded message
(which is a function of the transmitting users’ messages). The relay then broadcasts the
estimated network coded signal after pilot transmission.
That is, the relay scales the received signal with a scalar coefficient a [62] and re-
moves the dithers di, di+1 scaled by
p
Phˆi,r and
p
Phˆi+1,r, respectively. The resulting
signal is given by
Xtr = [ar
t
i,i+1  
p
Phˆi,rdi  
p
Phˆi+1,rdi+1] mod L
= [
p
Phˆi,rXti +
p
Phˆi+1,rXti+1 + (a  1)
p
P(hˆi,rXti + hˆi+1,rX
t
i+1) + an1
+ a
p
P(h˜i,rXti + h˜i+1,rX
t
i+1) 
p
Phˆi,rdi  
p
Phˆi+1,rdi+1] mod L
= [
p
Phˆi,ry(Wti ) +
p
Phˆi+1,ry(Wti+1) + n] mod L, (5.6)
where n = (a  1)pP(hˆi,rXti + hˆi+1,rXti+1) + an1 + a
p
P(h˜i,rXti + h˜i+1,rX
t
i+1) and a is cho-
sen to minimize the noise variance and computed using the estimated channel coeffi-
cients [105].
The relay decodes the signal in (5.6) with a lattice quantizer to obtain an estimate
Vˆi,i+1 that approaches (y(Wi) + y(Wi+1)) mod L for sufficiently large dimension of
the lattice such that Pr(n /2 V) approaches zero, where V is the fundamental voronoi
region. The relay then adds a dither dr with the network coded message which is
generated at the relay and broadcast to the users prior to message transmission in the
broadcast phase. Then it broadcasts the resulting message using lattice codes, which is
given as Zi,i+1 = (Vˆi,i+1 + dr) mod L.
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Then the mth user receives
Yi,i+1 =
p
Prhr,mZi,i+1 + n2, (5.7)
where n2 is the zero mean complex AWGN at the user with noise variance s2n2 =
N0
2 per
dimension.
At the end of the broadcast phase, the mth user scales the received signal with a
scalar coefficient bm and removes the dithers dr multiplied by
p
Pr hˆr,m. The resulting
signal is
[bmYti,i+1  
p
Pr hˆr,mdr] mod L
= [
p
Pr hˆr,mVˆti,i+1 + (bm   1)
p
Pr hˆr,mVˆti,i+1 + bmn2 + bm
p
Pr h˜r,mVˆti,i+1] mod L
= [
p
Pr hˆr,mVˆti,i+1 + n
0] mod L, (5.8)
where, n0 = (bm   1)
p
Pr hˆr,mVˆti,i+1 + bmn2 + bm
p
Pr h˜r,mVˆti,i+1 and bm is chosen to mini-
mize the noise variance.
The users then detect the received signal with a lattice quantizer and obtain the
estimate ˆˆVi,i+1 that approaches (y(Wi) +y(Wi+1)) mod L for the lattice dimension
large enough such that Pr(n0 /2 V) approaches zero. After decoding all the network
coded messages, each user performs message extraction of every other user by canceling
self information.
5.1.2.3 Message Extraction
The message extraction process is similar to that provided for perfect CSI case in Section
2.2.3.3.
Remark 5.1. (5.6) and (5.8) show that the error performance of a MWRN depends on the
channel estimation error. The expressions of the channel estimates (see (5.3)) and estimation
error (see (5.4) and (5.5)) show that these are functions of the noise variance and the channel
variance. Thus, we can expect the channel variance and the noise variance to play a key role in
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determining the error performance of MWRNs.
5.2 SNR Analysis
In this section, we investigate the received SNR of FDF MWRNs with lattice codes and
imperfect CSI. The SNR results obtained in this section, will be utilized in the achievable
rate and error performance analysis in the following sections. In a FDF MWRN, the
decoding operation is performed after both the multiple access phase and the broadcast
phase. Thus, we need to consider the SNR at the relay and the SNR at the users,
separately.
5.2.1 SNR at the Relay
The SNR of the received signal with imperfect channel estimation at the relay can be
obtained from (5.6) as
gr(i) =
Pmin(j hˆi,r j2, j hˆi+1,r j2)
j a j2 N0 + P j a  1 j2 (j hˆi,r j2 + j hˆi+1,r j2) + P j a j2 (s2h˜i,r + s
2
h˜i+1,r
)
, (5.9)
where, the numerator represents the power of the signal part (i.e.,
p
Phˆi,ry(Wti ) +p
Phˆi+1,ry(Wti+1) in (5.6)) and the denominator represents the power of the noise terms
n in (5.6). The optimum value of a can be obtained by setting dnda = 0 in (5.6) and is
given by
a =
P j hˆi,r j2 +P j hˆi+1,r j2
Ps2hi,r + Ps
2
hi+1,r
+ N0
(5.10)
Now, substituting a from (5.10) in (5.9) and after some algebraic manipulations, the
SNR at the relay can be expressed as:
gr(i) =
min(jhˆi,rj2, jhˆi+1,rj2)
jhˆi,rj2 + jhˆi+1,rj2
+
Pmin(j hˆi,r j2, j hˆi+1,r j2)
Ps2
h˜i,r
+ Ps2
h˜i+1,r
+ N0
. (5.11)
Thus, in general, for the user pair formed by the mth and the (m 1)th user, the SNR
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at the relay can be given as:
gr(m) =
min(jhˆm,rj2, jhˆm1,rj2)
jhˆm,rj2 + jhˆm1,rj2
+
Pmin(j hˆm,r j2, j hˆm1,r j2)
Ps2
h˜m,r
+ Ps2
h˜m1,r
+ N0
. (5.12)
5.2.2 SNR at the Users
The signal transmission from the relay to the mth(m 2 [1, L]) user is the same as that in
a point-to-point fading channel. Thus, the SNR of the relay’s signal received at the mth
user is given by:
gm =
Pr j hˆr,m j2
j bm j2 N0 + Pr j bm   1 j2j hˆr,m j2 +jbmj2Prs2h˜r,m
, (5.13)
where the numerator represents power of the signal part in (5.8) and the denominator
represents the power of the noise term n0 in (5.8). The optimum value of bm can be
obtained by setting dn
0
dbm = 0 in (5.8) and is given by:
bm =
Prjhˆr,mj2
Prs2hr,m + N0
. (5.14)
Then substituting bm from (5.14) in (5.13) and after some algebraic manipulations,
the SNR at the mth user can be obtained as:
gm =
Pr j hˆr,m j2
Prs2h˜r,m + N0
. (5.15)
5.2.3 Special Case: Perfect Channel Estimation
When the channel estimation is perfect (i.e., s2
h˜i,r
= s2
h˜i+1,r
= s2
h˜r,m
= 0), the SNR at the
relay is given as:
g
pe
r (i) =
min(jhi,rj2, jhi+1,rj2)
jhi,rj2 + jhi+1,rj2 +
Pdmin(j hi,r j2, j hi+1,r j2)
N0
. (5.16)
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Also, the SNR at the mth user is given by:
g
pe
m =
Pr j hr,m j2
N0
. (5.17)
The expressions (5.16) and (5.17) coincide with the results in [50]. Thus, the results
in [50] can be considered as a special case of the formulation in (5.13) and (5.15).
5.3 Achievable Rate Analysis
In this section, we study the achievable common rate and sum rate based on the SNR
results in the previous section.
5.3.1 Common Rate
Common rate denotes the maximum possible information rate of the system that can be
exchanged with negligible error. In the following part of this subsection, we investigate
the achievable common rate of FDF MWRNs with lattice codes and imperfect CSI.
Assuming lattice codes with sufficiently large dimensions are employed, the com-
mon rate of an L-user FDF MWRN is given by [28, 50]
Rc =
1
L  1 min`2[1,L 1]fRc,`g, (5.18)
where the factor 1L 1 is due to the fact that the complete message exchange requires
L  1 time slots and Rc,` is the achievable rate at the `th time slot, given by
Rc,` = minfRm,Rbg, (5.19)
where Rm and Rb are the maximum achievable rates at the `th time slot during the
multiple access phase and the broadcast phase, respectively. Next, we derive the upper
bounds on the maximum achievable rates in the multiple access and broadcast phases.
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Theorem 5.1. The maximum possible information rate at the relay during the ith time slot in
the multiple access phase is upper bounded by:
Rm  12 log
0@min(jhˆi,rj2, jhˆi+1,rj2)
jhˆi,rj2 + jhˆi+1,rj2
+
Pmin(j hˆi,r j2, j hˆi+1,r j2)
Ps2
h˜i,r
+ Ps2
h˜i+1,r
+ N0
1A . (5.20)
Proof. Proof is similar to the proof of Theorem 4.1 and is omitted.
Theorem 5.2. The maximum possible information rate at the users during the ith time slot in
the broadcast phase, can be upper bounded by:
Rb =
1
2
log
 
min
m2[1,L]
Pr j hˆr,m j2
Prs2h˜r,m + N0
!
. (5.21)
Proof. Proof is similar to the proof of Theorem 4.2 and is omitted.
5.3.2 Sum Rate
The sum rate indicates the maximum throughput of the system, as defined in Chapter
2. The achievable sum rate of FDF MWRNs with imperfect CSI and lattice codes has
been derived in the following theorem.
Theorem 5.3. The achievable sum rate of lattice code based FDF MWRN with imperfect CSI is
obtained as:
Rs =
1
2(L  1)
L 1
å
i=1
log
0@min(jhˆi,rj2, jhˆi+1,rj2)
jhˆi,rj2 + jhˆi+1,rj2
+
Pmin(j hˆi,r j2, j hˆi+1,r j2)
Ps2
h˜i,r
+ Ps2
h˜i+1,r
+ N0
1A . (5.22)
Proof. Proof is similar to the proof of Theorem 4.3 and is omitted.
5.4 Error Performance Analysis
In this section, we characterize the error performance of FDF MWRNs through average
SER analysis. In Chapter 3, the average BER analysis was performed for BPSK modula-
tion in AWGN and fading channels with perfect estimation and equal channel variances.
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However, in this chapter, we consider fading channels with imperfect CSI and unequal
channel variances and provide the analytical derivations for the average SER of a FDF
MWRN with square M-QAM modulation, which is a 2 dimensional lattice code.
5.4.1 Data Transmission with M-QAM Modulation
In the M-QAM modulated FDF MWRN system, during the ith time slot, the ith user and
the (i+ 1)th user transmit their messages Wi and Wi+1 which are M-QAM modulated
to Xi and Xi+1, respectively, where Xti ,X
t
i+1 = a+ jb and a, b 2 f1,3, ...,(
p
M  1)g.
The relay receives the signal Ri,i+1 (see (2.5)) and decodes it to obtain an estimate Vˆi,i+1
of the network coded symbol Vi,i+1 = (Wi +Wi+1) mod M as in [15, 23]. The relay
then broadcasts the estimated network coded signal after M-QAM modulation, which
is given as Zi,i+1. The jth (j 2 [1, L]) user receives Yi,i+1 (see (2.7)) and detects the received
signal to obtain the estimate ˆˆVi,i+1. After decoding all the network coded messages, each
user performs message extraction upward and downward. In the downward extraction
process, the ith user subtracts its own message Wi from the network coded message
ˆˆVi,i+1 and then performs the modulo-M operation. The process can be shown as
Wˆi+1 = ( ˆˆVi,i+1  Wi + M) mod M,
Wˆi+2 = ( ˆˆVi+1,i+2   ˆWi+1 + M) mod M,
...,
WˆL = ( ˆˆVL 1,L   WˆL 1 + M) mod M. (5.23)
Similarly, the upward message extraction process can be shown as
Wˆi 1 = ( ˆˆVi,i 1  Wi + M) mod M,
Wˆi 2 = ( ˆˆVi 1,i 2   Wˆi 1 + M) mod M,
...,
Wˆ1 = ( ˆˆV1,2   Wˆ2 + M) mod M. (5.24)
110 Lattice Coded FDF MWRNs: Achievable Rate and SER with Imperfect CSI
5.4.2 Steps for Error Performance Analysis
In this part, we outline the general steps to be followed for obtaining the average SER
of a MWRN. These steps summarize how the analysis technique in Chapter 3 can be
applied to the more general problem considered in this chapter.
 Step 1: Obtain the probability of incorrectly decoding a pM-PAM network coded
message, PpM PAM,NC(i, k). This is important because any M-QAM signal with
square constellation (i.e.,
p
M 2 Z) can be decomposed to two pM-PAM sig-
nals [99]. Thus, the network coded signal resulting from M-QAM signals can
be correctly decoded when both the component
p
M-PAM signals are correctly
decoded.
 Step 2: Obtain the probability of incorrectly decoding a network coded message
resulting from M-QAM signals, PFDF(i, k).
 Step 3: Obtain the probability of the kth error event, Pi(k), in terms of PFDF(i, k),
where the kth error event is denoted as the occurrence when exactly k number of
users’ messages are incorrectly decoded.
 Step 4: Since there are L  1 possible error events in an L-user MWRN, find the
expected probability of all these error events to obtain the average SER, Pi,avg.
The next section summarizes the main results from steps 1-4 in the form of Lemmas
4.1-4.3 and Theorem 4.
5.4.3 SER Analysis
In this section, we obtain the average SER for FDF MWRN with imperfect CSI follow-
ing the steps outlined in Section 5.4.2. First, we obtain the probability of incorrectly
decoding a network coded message as in the following lemma.
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Lemma 5.1. The probability that the ith user incorrectly decodes the M-QAM network coded
message of the kth and the (k 1)th user in a FDF MWRN is given as:
PFDF(i, k) = 1 

1  PpM PAM,NC(i, k)
2
, (5.25)
where PpM PAM,NC(i, k) is the probability of incorrectly decoding a network coded message at
the ith user, resulting from the sum of two
p
M-PAM signals from the kth and the (k  1)th
users and can be obtained from Appendix B.3, replacing the actual channel coefficients with the
estimated ones for obtaining (4.29) and (4.31) and using table 4.1.
Proof. (5.25) follows from the fact that any M-QAM signal with square constellation can
be decomposed to two
p
M-PAM signals [99]. Thus, the network coded signal resulting
from M-QAM signals can be correctly decoded when both the component
p
M-PAM
signals are correctly decoded.
Using (5.25) and (4.28) and following the steps in 5.4.2, the probability of k error
events with imperfect CSI for FDF relaying can be obtained as in the following lemma.
Lemma 5.2. At high SNR, the expression for the probability of the kth error event can be given
by:
Pi(k) =
8>>>><>>>>:
PFDF(i, L  k), i = 1, 2
PFDF(i, k), i = L, L  1
PFDF(i, k) + PFDF(i, L  k) i/2 f1, 2, L  1, Lg .
(5.26)
Proof. See Appendix C.1.
Using Lemmas 4.1-4.3 (corresponding to the main results from steps 1-3 in Section
5.4.2), we can obtain the main result as stated below.
Theorem 5.4. At high SNR, the average SER of a FDF MWRN with imperfect CSI can be
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given as:
Pi,avg =
1
L  1
8>>>><>>>>:
åL 1k=1 kPFDF(i, L  k), i = 1, 2
åL 1k=1 kPFDF(i, k), i = L, L  1
åL 1k=1 k (PFDF(i, L  k) + PFDF(i, k)) i/2 f1, 2, L  1, Lg .
(5.27)
Proof. Averaging the probability of the kth error event over the L   1 possible error
events, the average SER at the ith user can be obtained as:
Pi,avg =
1
L  1
L 1
å
k=1
kPi(k), (5.28)
Then, substituting (5.26) into (5.28) gives the average SER of a FDF MWRN, which
completes the proof.
The accuracy of the derived expression for Pi,avg at high SNR will be demonstrated
in Section 5.5.
5.5 Results
In this section, we provide insights from the achievable rate and error performance
analysis. We also verify the error performance results with Monte Carlo simulations.
The users’ distances are chosen similar to that in Section 4.5. Note that, in this model,
the estimation error variance (see (5.4)) is a function of distances. The SNR is assumed
to be SNR per message per user. We denote the decoding user as the ith user, where i is
assumed to be 1 and other users as the mth user, where m 2 [1, L],m 6= i. The simulation
results are averaged over 1000 Monte Carlo trials per SNR point.
5.5.1 Achievable Rate
Fig. 5.2(a) and Fig. 5.2(b) show the achievable common rate and sum rate, respectively
with lattice codes for L = 6, 8 and 10 user FDF MWRNs in the presence of imperfect
channel estimation. As defined in (5.4), the estimation error varies linearly with SNR.
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Figure 5.2: Achievable common rate and sum rate for L = 6, 8, 10 user FDF MWRNs
with channel estimation error, as given in (5.4).
From Fig. 5.2(a), it is clear that for larger number of users, the common rate will be
lower, which can be identified from (5.18). Also, common rate increases at a smaller rate
with SNR for larger number of users, as the slope of (5.18) decreases with increasing
number of users. However, from Fig. 5.2(b), it can be noted that the sum rate increases
with increasing number of users, because of larger number of terms are present in (5.22)
for larger number of users.
5.5.1.1 Impact of Estimation Error
Fig. 5.3(a) and Fig. 5.3(b) show the impact of different levels of channel estimation
errors on the achievable common rate and sum rate for L = 6, 8 and 10 user. In this
analysis, the estimation errors are set using the following technique, which is illustrated
for two estimation errors of 0.1% and 0.01% of the combined variance of the fading
channel and the complex AWGN noise. These values of channel estimation errors have
been introduced by setting s2n equal to 0.001 and 0.0001, respectively in (5.4) and noting
that s2hi,r  s2hi,r + s2n at high SNR and n = 3. Fig. 5.3(a) and Fig. 5.3(b) show that both
the achievable common rate and sum rate decreases with increasing estimation error.
However, the achievable common rate for larger number of users degrades at a lower
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Figure 5.3: Achievable common rate and sum rate for for different levels of channel
estimation error in L = 6, 8, 10 user FDF MWRNs.
rate compared to the case for smaller number of users, as the slope of (5.18) decreases
with increasing number of users. On the other hand, the level of sum rate degradation
with increasing estimation error is the same for different number of users because the
slope of (5.22) does not change with the number of users.
5.5.1.2 Impact of Overall Channel Conditions
Fig. 5.4(a) and Fig. 5.4(b) show the achievable common rate and sum rate for L = 10
user FDF MWRN for the cases when (i) 10% of the users have distances below 0.1d0
(corresponds to the case when most of the users have poor channel conditions) and
(ii) 90% of the users have distances below 0.1d0 (corresponds to the case when most
of the users have good channel conditions). It can be observed that when most of the
users experience good channel conditions, the achievable common rate and sum rate
improve. Also, it can be noted that the degradation in the overall channel conditions
leads to achievable common rate and sum rate loss in FDF MWRN by nearly the same
degree for the cases when perfect CSI is available or not. This is because, the impact
of users’ channel gains is much greater than the impact of channel estimation errors in
(5.18) and (5.22).
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Figure 5.4: Achievable common rate and sum rate when 10% and 90% users’ distances
below 0.1d0 in L = 10 user FDF MWRN.
5.5.2 Average SER
Fig. 5.5 shows the average SER for FDF MWRN with L = 6, 8, 10 users in the presence
of imperfect channel estimation. Here, the analytical results are plotted using (5.27) and
compared with the simulation results. We consider that each user transmits a message
packet of T = 1000 bits. For each of the message packets, one pilot signal is transmitted.
The simulation results are averaged over 1000 Monte Carlo trials per SNR point. It can
be seen from the figure that the analytical results match very well with the simulations
at high SNR. It can be seen from the figure that larger number of users results into larger
average SER, which is expected from (5.27).
5.5.2.1 Impact of Estimation Error
Fig. 5.6 plots average SER for L = 6, 8, 10 user FDF MWRNs for different levels of the
estimation error and different channel conditions. It can be noted from this figure that
the average SER is an increasing function of the estimation error. Also, it can be seen
that for larger number of users, the average SER is higher compared to the case for
smaller number of users.
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Figure 5.5: Average SER for L = 6, L = 8 and L = 10 users in a FDF MWRN with
imperfect channel estimation.
5.5.2.2 Impact of Overall Channel Conditions
Fig. 5.7 shows average SER for L = 10 user FDF MWRN for the cases when (i) 10% of
the users have distances below 0.1d0 and (ii) 90% of the users have distances below 0.1d0.
It can be observed from the figure that for both the imperfect and perfect estimation,
when most of the users experience good channel conditions, the average SER of FDF
MWRN improves compared to the other case. This is because, when most of the users’
channel conditions are good, the chance of error propagation in the decoding process of
FDF MWRN is less. Moreover, when most of the users have good channel conditions,
FDF MWRN with imperfect CSI performs 4 dB closer to the perfect CSI performance.
Thus, the overall channel conditions of the users have a greater impact on the average
SER when perfect CSI is not available.
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Figure 5.6: Average SER vs. estimation error in a FDF MWRN with different number of
users.
5.6 Summary
In this chapter, we investigated the impact of channel estimation error on the achievable
rate and error performance of FDF MWRNs. We considered a generalized lattice code
based FDF MWRN with MMSE channel estimation for achievable rate analysis and then
obtained the error performance results with M-QAM modulation, which is a special
case of lattice codes. Specifically, we made the following contributions in this chapter:
 Considering L-user FDF MWRNs in Section 5.3 with sufficiently large dimension
lattice codes, we derived the achievable rate expressions for FDF MWRNs with
imperfect channel estimation and unequal average channel gains for the users.
 In Section 5.4, considering M-ary QAM based transmission, which is a special
case of lattice code based transmission, we derived the expressions for the average
symbol error rate (SER) for FDF MWRNs.
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Figure 5.7: Average SER when 10% and 90% users’ distances are below 0.1d0 in L = 10
users FDF MWRN.
 In Section 5.5, we showed that the achievable rates of FDF MWRNs are decreasing
functions of the estimation error. Also, we showed that the average SER of FDF
MWRN is an increasing function of both the estimation error and the number of
users.
 In Section 5.5, we showed that when the overall channel conditions are good, the
achievable rates improve by the same rate for imperfect and perfect CSI. However,
the average SER gap between perfect and imperfect CSI cases, decreases by about
4 dB when most of the users experience good channel conditions.
Chapter 6
Lattice Coded AF MWRNs with
Imperfect CSI
In Chapter 5, the impact of channel estimation error on lattice coded FDF MWRNs was
investigated. In this chapter, the impact of imperfect CSI on MWRNs is addressed for
AF relaying protocol in terms of the achievable rate for general lattice codes. Also, the
error performance of an AF MWRN with channel estimation errors is investigated for
BPSK modulation, which is the simplest case of lattice codes. Moreover, we obtain the
optimum power allocation coefficients to optimize the sum rate of an AF MWRN with
imperfect CSI and BPSK modulation.
The chapter is organized in the following manner. The proposed signal model for a
lattice code based AF MWRN with imperfect channel estimation is presented in Section
6.1. The SNR analysis is provided in Section 6.2. The achievable common rate and sum
rate analysis is discussed in Section 6.3. The average BER for a user in AF MWRN is
derived in Section 6.4. The optimum power allocation coefficients to maximize the sum
rate of an AF MWRN are derived in Section 6.5. The simulation results for verifica-
tion of the analytical solutions are provided in Section 6.6. Finally, a summary of the
contributions in this chapter is provided in Section 6.7.
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Figure 6.1: Pilot and data transmission for an L-user AF MWRN with imperfect channel
estimation.
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6.1 Proposed Lattice Code Based Signal Model with Channel
Estimation
Similar to the previous chapter, in this system model, we assume that only the statistical
parameters of the corresponding channels, i.e., channel variances are known beforehand
at the users and the relay. Here, the pilot and the data transmission steps in each phase
(i.e., multiple access and broadcast) are illustrated in Fig. 6.1(a) and Fig. 6.1(b).
In subsections 6.1.1 and 6.1.2, we discuss the pilot and the data transmission pro-
tocols in the multiple access and the broadcast phases. For the following part of this
chapter (in particular, Section 6.1 and subsection 6.4), we consider pilot and data trans-
mission in a certain time slot.
6.1.1 Pilot Transmission
6.1.1.1 Multiple Access Phase
The pilot transmission protocols in the multiple access phase are the same as that in
5.1.1.1.
6.1.1.2 Broadcast Phase
In this phase, the relay sends its own pilot signal to enable the users to estimate their
own channel coefficients. Since each user needs the channel coefficients of other users
for self-interference cancelation, the relay also sends the pilot signals received at the
multiple access phase. For this, the relay amplifies the received pilot signals and for-
wards them to all the users. In the ith time slot, the jth (j 2 [1, L]) user receives the signal
Yi = aihr,j(
q
Pps hi,rX
p
i + np) + n
0
p, (6.1)
where, ai =
r
Ppr
Pps s2hq,r+N0
is the amplification factor and n0p is a zero mean complex valued
AWGN with variance s2n =
N0
2 per dimension.
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Finally, the jth user performs linear MMSE estimation to obtain the estimate of the
cascaded channel hj,i = hr,jhi,r as hˆj,i. We can model the channel hj,i as
hj,i = hˆj,i + h˜j,i, (6.2)
where hˆj,i is the estimated channel and h˜j,i represents the estimation error [100]. Thus,
the user estimates:
hˆj,i = E[hj,iYi ]E
 1[j Yi j2]Yi
=
ais
2
hi,r
p
Pps s2hr,j
a2i s
2
hi,r
Pps s2hr,j + a
2
i s
2
hr,j
N0 + N0
Yi, (6.3)
and the estimation error variance at the relay is:
s2h˜j,i
= E[j hj,i j2]  E[j hˆj,i j2]
=
s2hi,rs
2
hr,j
(a2i s
2
hr,j
+ 1)N0
a2i s
2
hi,r
s2hr,jP
p
s + (a2i s
2
hr,j
+ 1)s2n
. (6.4)
Substituting the value of ai and omitting the higher order noise term s4n , the above
expression can be written as:
s2h˜j,i
=
1
Pps P
p
r
(Ppr s2hr,j
+Pps s2hi,r
)N0
+ 1
s2hi,r
s2hr,j
. (6.5)
Similarly, the relay forwards the (i + 1)th user’s pilot signal and the jth user estimates
hˆj,i+1.
6.1.2 Data Transmission
Here, we discuss the general lattice code based data transmissions in an AF MWRN
with pairwise transmission.
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6.1.2.1 Multiple Access Phase
The expressions for the received signal at the relay is the same as that given in Section
2.2.2.
6.1.2.2 Broadcast Phase
Similar to FDF relaying, the relay amplifies the received signal with an amplification
factor a and removes the dithers di, di+1 scaled by
p
Phˆi,r and
p
Phˆi+1,r, respectively. The
resulting signal was given by (5.8). The relay then adds a dither dr with the network
coded message and broadcasts the resulting message using lattice codes, which is given
as Zi,i+1 = (Xr + dr) mod L.
The mth user receives the signal as in (2.7). At the end of the broadcast phase, the
mth user scales the received signal with a scalar coefficient bm and removes the dithers
dr multiplied by
p
Pr hˆr,m. The resulting signal is
[bmYti,i+1  
p
Pr hˆr,mdr] mod L
= [
p
PrPhˆm,iy(Wti ) +
p
PrPhˆm,i+1y(Wti+1) + (bm   1)
p
PrP(hˆm,iy(Wti ) + hˆm,i+1y(W
t
i+1))
+ bm
p
Pr hˆr,mn+ bmn2 + bm
p
PrPh˜m,iy(Wti ) + bm
p
PrPh˜m,i+1y(Wti+1)] mod L
= [
p
PrP(hˆm,iy(Wti ) + hˆm,i+1y(W
t
i+1)) + n
0] mod L, (6.6)
where, n0 =
p
PPr hˆr,mn+(bm  1)
p
PrPhˆm,iy(Wti )+
p
PrPhˆm,i+1y(Wti+1)+ bm
p
Pr hˆr,mn+
bmn2 + bm
p
PrPh˜m,iy(Wti ) + bm
p
PrPh˜m,i+1y(Wti+1) and bm is chosen to minimize the
noise variance [75]. Then the users obtain the estimate ˆˆVi,i+1 of Vi,i+1 = (y(Wi) +
y(Wi+1)) mod L.
6.1.2.3 Message Extraction
The message extraction process is the same as that in Section 2.2.3.3.
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6.2 SNR Analysis
In this section, we investigate the received SNR of AF MWRNs with lattice codes and
imperfect CSI.
The end-to-end SNR of the ith user’s signal, received at the mth user with imperfect
channel estimation can be obtained from (6.6) as
gi,m =
PrP j hˆm,i j2
N0
, (6.7)
where N0 denotes the variance of the noise terms n0 in (6.6) and is given by:
N0 =bmPrjhˆm,ij2(ja  1j2P(jhˆi,rj2 + jhˆi+1,rj2) + jaj2N0 + jaj2P(s2h˜i,r + s
2
h˜i+1,r
)+ j bm j2 N0+
PrP j bm   1 j2 (j hˆm,i j2 + j hˆm,i+1 j2) + jbmj2PrP(s2h˜m,i + s
2
h˜m,i+1
). (6.8)
The optimum value of a can be obtained by differentiating N0 with respect to a and
then setting it to zero (i.e., dN
0
da = 0) and can be given as:
a =
P j hˆi,r j2 +P j hˆi+1,r j2
Ps2hi,r + Ps
2
hi+1,r
+ N0
. (6.9)
The optimum value of bm can be obtained by differentiating N0 with respect to bm
and then setting it to zero (i.e., dN
0
dbm = 0) and can be given as:
bm =
PrP(jhˆm,ij2 + jhˆm,i+1j2)
Prs2hr,mN
00 + PrP(s2hi,rs
2
hr,m
+ s2hi+1,rs
2
hr,m
)
, (6.10)
where N00 = ja  1j2P(jhˆi,rj2 + jhˆi+1,rj2) + jaj2N0 + jaj2P(s2h˜i,r + s
2
h˜i+1,r
) + N0.
Substituting a from (6.9) and bm from (6.10) into (6.7), the SNR of the ith user’s signal
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received at the mth user, can be obtained as:
gi,m =
jhˆm,ij2
0@Prjhˆr,mj2
0@ 1
Pjhˆi,r j2+Pjhˆi+1,r j2 +
1
P

s2
h˜i,r
+s2
h˜i+1,r
+N0

1A+ N0 + PrPs jhˆm,ij2 + jhˆm,i+1j2
1A
1  2PPr(jhˆm,ij2 + jhˆm,i+1j2) + PPr(jhˆm,ij2 + jhˆm,i+1j2)2
.
(6.11)
6.2.1 Special Case: Perfect Channel Estimation
When the channel estimation is perfect, the modified SNR gpei,m is given by:
g
pe
i,m =
jhi,rj2jhr,mj2

Prjhr,mj2

1
Pjhi,r j2+Pjhi+1,r j2 +
1
N0

+ N0 + PrPs
 jhi,rj2jhr,mj2 + jhi+1,rj2jhr,mj2
1  2PPr(jhi,rj2jhr,mj2 + jhi+1,rj2jhr,mj2) + PPr(jhi,rj2jhr,mj2 + jhi+1,rj2hr,mj2)2 ,
(6.12)
which is also a new result on its own.
6.3 Achievable Rate Analysis
In this section, we discuss the achievable common rate and sum rate analysis based on
the SNR results in the previous section.
6.3.1 Common Rate
The maximum achievable common rate of an AF MWRN can be given as [49]:
Rc =
1
L  1 mini,m Ri,m, (6.13)
where the factor (L   1) comes from the fact that there are (L   1) time slots in each
of the MAC and the BC phases and Ri,m denotes the achievable information rate with
which the ith user’s message is received at the mth user, as upper bounded in the fol-
lowing theorem.
Theorem 6.1. The maximum possible information rate from the ith user to the mth user, can be
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upper bounded by:
Ri,m  12
log
0BBBBBB@
jhˆm,ij2
0@Prjhˆr,mj2
0@ 1
Pjhˆi,r j2+Pjhˆi+1,r j2 +
1
P

s2
h˜i,r
+s2
h˜i+1,r

+N0
1A+ N0 + PrPs jhˆm,ij2 + jhˆm,i+1j2
1A
1  2PPr(jhˆm,ij2 + jhˆm,i+1j2) + PPr(jhˆm,ij2 + jhˆm,i+1j2)2
1CCCCCCA .
(6.14)
Proof. The proof can be obtained using the similar steps in the proof of Theorem 4.1.
Here, we consider that the volume of the voronoi region must satisfy m = (Vol(V))
2/N
N0 and
set Vol(VL) = ( PPr jhˆm,i j
2
G )
N/2 and then substitute bm from (6.10).
6.3.2 Sum Rate
Theorem 6.2. For AF MWRNs with imperfect CSI and lattice codes, the achievable sum rate
can be upper bounded as:
Rs  12(L  1)
L 1
å
i=1
log
0BBBBBB@
jhˆm,ij2
0@Prjhˆr,mj2
0@ 1
Pjhˆi,r j2+Pjhˆi+1,r j2 +
1
P

s2
h˜i,r
+s2
h˜i+1,r
+N0

1A+ N0 + PrPs jhˆm,ij2 + jhˆm,i+1j2
1A
1  2PPr(jhˆm,ij2 + jhˆm,i+1j2) + PPr(jhˆm,ij2 + jhˆm,i+1j2)2
1CCCCCCA .
(6.15)
Proof. The achievable rate at the ith time slot can be obtained from (6.14). Then, obtain-
ing the achievable rate at all the time slots and adding them results into (6.15). The
detailed steps are omitted here for the sake of brevity.
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6.4 Error Performance Analysis
In this section, we characterize the error performance of AF MWRNs through average
BER analysis for BPSK modulation, which is the simplest lattice code.
6.4.1 Data Transmission with BPSK Modulation
In the BPSK modulated AF MWRN , during the ith time slot, the ith and the (i + 1)th
user transmit their messages Wi and Wi+1 which are BPSK modulated to Xi and Xi+1,
respectively, where Xti ,X
t
i+1 2 f 1, 1g. The relay receives the signal Ri,i+1 (see (2.5))
and amplifies and broadcasts the network coded signal, which is given as Zi,i+1. The ith
user receives Yi,i+1 (see (2.7)) and subtracts its own signal Xi multiplied by a
p
PPr hˆi,i to
detect the (i+ 1)th user’s signal as Xˆi+1. Then the user detects the signal of the (i+ 2)th
user to the Lth user in the downward message extraction. The process can be shown as
Xˆi+1 =Yi,i+1   ahˆi,i
p
PPrXi,
Xˆi+2 =Yi+1,i+2   ahˆi,i+1
p
PPr ˆXi+1,
...,
XˆL =YL 1,L   ahˆi,L 1
p
PPrXˆL 1. (6.16)
Similarly, the upward message extraction process for extracting the messages of the
(i  1)th user to the 1st user can be shown as
Xˆi 1 =Yi,i 1   ahˆi,i
p
PPrXi,
Xˆi 2 =Yi 1,i 2   ahˆi,i 1
p
PPrXˆi 1,
...,
Xˆ1 =Y1,2   ahˆi,2
p
PPrXˆ2. (6.17)
To obtain the error performance of AF MWRN with channel estimation error, we
need to follow the general steps 2-4 in Section 5.4.2. First, we obtain the probability of
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incorrectly decoding a user’s message given that the previous user’s message is correct
and the probability of incorrectly decoding a user’s message given that the previous
user’s message is also incorrect in an AF MWRN.
Lemma 6.1. The probability that the ith user incorrectly decodes the kth(k 6= i) user’s message,
given that the (k 1)th user’s message is correctly decoded, can be obtained as:
PAF(i, k) = Q
p
2gi,k

, (6.18)
where gi,k is the SNR of the kth user’s signal received at the ith user and can be given as:
gi,k =
PPrs2hr,is
2
hi1,r
Nk
. (6.19)
where Nk denotes the variance of the noise terms in the kth user’s signal, received at the ith user
and can be given by:
Nk =
8><>:
PrPs2h˜i,i + PrPs
2
h˜i,i1
+ (P+ Pr)s2hr,iN0 + Ps
2
hi1,rN0, k = i 1
PrPs2h˜i,k + PrPs
2
h˜i,k1
+ Prs2hr,iN0 + Ps
2
hk,r
N0 + Ps2hk1,rN0. k 6= i, i 1
Proof. See Appendix D.1.
Lemma 6.2. The probability that the ith user incorrectly decodes the kth(k 6= i, i  1) user’s
message, given that the (k  1)th user’s message is incorrectly decoded, can be obtained from
(6.21) as:
PAF(i, k) = Q
q
2gei,k

, (6.20)
where gei,k represents the SNR of the k
th user’s signal at the ith user when Xˆk1 = Xk1 and can
be given by:
gei,k =
PrPs2hr,is
2
hk,r
4PrP j hˆr,i j2j hˆk1,r j2 +Nk
. (6.21)
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Proof. When Xˆk1 6= Xk1, the noise terms in the kth user’s signal can be written as:
nek =2ahˆi,k1hˆk1,r + a
p
Phˆi,k1(Xtk1   Xˆk1)a
p
Ph˜i,k1Xtk1 + a
p
Ph˜i,kXtk + ahˆr,in1+
ah˜r,in1 + n2. (6.22)
Thus, the SNR of the kth user’ s signal can be obtained using similar process as the
proof of Lemma 6.1 and can be given as in (6.21).
Using (6.18) and (6.20) and following the steps in Section 5.4.2, the probability of
k error events with imperfect CSI for AF relaying can be obtained as in the following
lemma.
Lemma 6.3. The probability of exactly k error events can be asymptotically approximated as:
Pi(k) =
8>>>><>>>>:
åL k+1p=2 PC(p) + PD0 , i = 1, 2, 3
åL 1p=k PC0(p) + PD, i = L, L  1, L  2
åL k+1p=i+1 PC(p) + PD +å
i 1
p=k PC0(p) + PD0 i/2 f1, 2, 3, L  2, L  1, Lg .
(6.23)
Proof. see Appendix D.2.
Using Lemmas 5.1-5.3, we can obtain the average BER for AF relaying, which is
stated below.
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Theorem 6.3. At high SNR, the average BER for an AF MWRN can be given as:
Pi,avg,AF =
1
L  1
8>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
åL 1k=1 k

åL k+1p=2 Õ
k 1
t=1 P
0
AF(i, p+ t)PAF(i, p)
+Õk 2t=1 P
0
AF(i, L)P
0
AF(i, L  t)PAF(i, L  k+ 1)

, i = 1, 2, 3
åL 1k=1 k

åL 1p=k Õ
k 1
t=1 P
0
AF(i, p  t)PAF(i, p)
+Õk 2t=1 P
0
AF(i, 1)P
0
AF(i, 1+ t)PAF(i, k)

, i = L, L  1, L  2
åL 1k=1 k

åL k+1p=i+1 Õ
k 1
t=1 P
0
AF(i, p+ t)PAF(i, p)
+Õk 2t=1 P
0
AF(i, 1)P
0
AF(i, 1+ t)PAF(i, k)
+åi 1p=kÕ
k 1
t=1 P
0
AF(i, p  t)PAF(i, p)
+Õk 2t=1 P
0
AF(i, L)P
0
AF(i, L  t)PAF(i, L  k+ 1)

i/2 f1, 2, 3, L  2, L  1, Lg .
(6.24)
Proof. Similar to the proof of Theorem 5.4 with Pi(k) substituted from (6.23).
6.5 Power Allocation
In this section, we obtain the power allocation coefficients in terms of users’ long-term
statistical CSI (i.e., channel variances) for the pilot and the data signal powers of users
and the relay to optimize the achievable sum rate of AF MWRN with BPSK modulation.
In an AF MWRN with BPSK modulation, the maximum achievable rate at the (k 
1)th time slot is upper bounded by [49]:
R  1
2
log(1+ gi,k), (6.25)
where, gi,k denotes the SNR of the kth(k 6= i) user received at the ith user, given by (6.19).
Then substituting (6.19) in (6.25), adding the maximum achievable rates at all the
time slots and after some algebraic manipulations, we can obtain the sum rate for sym-
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metric traffic as:
Rs =
1
2(L  1)
L
å
k=1,k 6=i
log
 
1+
PrPs2hr,is
2
hk,r
Nk
!
, (6.26)
where, Nk = PrPs2h˜i,k + PrPs
2
h˜i,k1
+ Prs2hr,iN0 + Ps
2
hk,r
N0 + Ps2hk1,rN0 denotes the variance
of the noise terms in Lemma 6.1. Here, we assume that at high SNR, Xˆk1 = Xk1, i.e.,
the individual error probabilities are zero and thus, no error propagation occurs.
Now, we assume that the average power per signal is Pt and thus, the total power
for one pair of message exchange between a user pair is (2T+ 4)Pt (T data signals from
the two users and T data signals from the relay, 1 pilot signal from each user and 2 pilot
signals from the relay), as shown in Fig. 6.2. Since, the total energy is conserved, we
can write
2Pps + 2PT + 2P
p
r + PrT = (2T + 4)Pt. (6.27)
From (6.26), we can see that the sum rate is maximized when the achievable rate at
each time slot is maximized. Since, both the users in a user pair are allocated with the
same transmission power at each time slot, optimizing the achievable rate at each time
slot, ensures optimum performance for both the users. Further, from (6.25), it can be
identified that the achievable rate at each time slot is maximized when the denominator
of gi,k is minimized. Thus, the optimum power allocation problem for a MWRN can be
posed as allocating the average power to users’ and the relay’s pilot and data signals,
such that the denominator in (6.26) is minimized, that is:
min
Pps ,P
p
r ,P,Pr
fk
s.t. 2Pps + 2P
p
r + 2PT + PrT = (2T + 4)Pt, (6.28)
where, fk denotes the objective function at the kth time slot (k 2 [1, L   1]). fk can be
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Figure 6.2: Transmission structure for the pilot and data signals from the users and the
relay at the kth(k 2 [1, L  1]) time slot. Here, P0 = (2T+4)2 Pt, Pt denotes the total power
during one pair of message exchange and T represents the number of transmission
blocks in the data signal. The optimum power allocation coefficients are shown at the
top of the transmission blocks.
expressed as a function of the kth and the (k+ 1)th users’ statistical CSI and given by
fk =
8><>:
s2
h˜i,k
+ s2
h˜i,k1
+
s2hr,i
N0
P +
s2hk,r
N0
Pr +
s2hk1,rN0
Pr , k 6= i 1
s2
h˜i,i
+ s2
h˜i,k
+
s2hr,i
N0
P +
s2hr,i
N0
Pr +
s2hk,r
N0
Pr . k = i 1
(6.29)
We assume that at the kth time slot, a fraction b1(k) of the total power is allocated
to the pilot signals. We also assume that at the same time slot, b2(k) fraction of the
pilot signal power and b3(k) fraction of the data signal power are allocated to the users.
These power allocation coefficients are illustrated in Fig. 6.2 and can be represented as:
Pps = b2(k)b1(k)
(2T + 4)Pt
2
, (6.30a)
Ppr = (1  b2(k))b1(k) (2T + 4)Pt2 , (6.30b)
P = b3(k)(1  b1(k)) (2T + 4)Pt2T , (6.30c)
Pr = (1  b3(k))(1  b1(k)) (2T + 4)PtT . (6.30d)
Now, substituting (6.30) in (6.29), the optimization problem in (6.28) is solved to ob-
tain the optimum power allocation coefficients b1(k), b2(k) and b3(k) as in the following
theorems.
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Theorem 6.4. The optimum fraction of pilot signal power and data signal power, allocated to
users, can be given by:
b2(k) = b3(k) =
8>>>><>>>>:
shi,r
shi,r+
r
s2hk,r
+s2hk1,r
2
, k 6= i 1
shi,r
shi,r+
r
s2hi,r
+s2hi1,r
2
. k = i 1
(6.31)
Proof. See Appendix D.3.
Theorem 6.5. The optimum fraction of the total power allocated to the pilot signals, can be
given by:
b1(k) =
C2  
q
C22   4C1C2
2C1
, (6.32)
where, the coefficients are given by: C1 = A1b2(k)(1  b2(k))P02(2  T), C2 = 2A1b(k)(1 
b(k))P0(2b(k)(1   b(k))P0 + A1A2T), C3 = 2A1b2(k)(1   b2(k))P02   A31TA22, b(k) =
b2(k) = b3(k), A1 = ((1  b(k))s2hr,i + b(k)s2havg)N0, A2 = 1s2hr,is2havg
and s2havg =
s2hk,r
+s2hk1,r
2 .
Proof. see Appendix D.4.
Remark 6.1. From (6.31), it can be noted that when the ith (receiving) user has large average
channel gain, less power is allocated to the relay and more to the kth and the (k 1)th (transmit-
ting) users and vice versa.
6.6 Results
In this section, we verify the analytical results with Monte Carlo simulations and pro-
vide insights from the achievable rate and error performance analysis. We consider that
each user transmits a message packet of T = 1000 bits. For each of the message packets,
one pilot signal is transmitted. Similar to Chapters 4 and 5, the average channel gain
for the jth user is modeled by s2hj,r = (1/(dj/d0))
n. The SNR is assumed to be SNR per
message per user. We denote the decoding user as the ith user, where i is assumed to
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Figure 6.3: Achievable common rate and sum rate for L = 6, 8, 10 user AF MWRNs with
channel estimation error, as given in (5.5).
be 1 and other users as the mth user, where m 2 [1, L],m 6= i. The simulation results are
averaged over 1000 Monte Carlo trials per SNR point.
6.6.1 Achievable Rate
Fig. 6.3(a) and Fig. 6.3(b) show the achievable common rate and sum rate, respectively
for L = 6, 8 and 10 user AF MWRNs in the presence of imperfect channel estimation.
Similar to FDF relaying in the last chapter, the common rate of AF MWRN decreases
for larger number of users, as evident from Fig. 6.3(a). Also, common rate increases
at a smaller rate with SNR for larger number of users, which is evident from (6.13).
However, from Fig. 6.3(b), it can be noted that the sum rate increases with increasing
number of users, as expected from (6.15).
6.6.1.1 Impact of the Estimation Error
Fig. 6.4(a) and Fig. 6.4(b) show the impact of different levels of channel estimation
errors on the achievable common rate and sum rate for L = 6, 8 and 10 user. Similar to
FDF relaying in the last chapter, Fig. 6.4(a) and Fig. 6.4(b) show that both the achievable
common rate and sum rate is a linearly decreasing function of the estimation error. The
achievable common rate degrades at a smaller rate for larger number of users, since the
slope of (6.13) decreases with the increasing number of users. However, the sum rate
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Figure 6.4: Achievable common rate and sum rate for L = 6, 8, 10 user AF MWRNs with
different levels of channel estimation error.
degrades nearly at the same rate for large and small number of users, as the slope of
(6.15) does not depend on the number of users.
6.6.1.2 Impact of the Overall Channel Conditions
Fig. 6.5(a) and Fig. 6.5(b) show the achievable common rate for L = 10 user AF MWRN
for the cases when (i) 10% of the users have distances below 0.1d0 and (ii) 90% of
the users have distances below 0.1d0. It can be observed that when most of the users
experience good channel conditions, the achievable common rate and sum rate improve.
Also, it can be noted that when the overall channel conditions are poor, the common
rate and sum rate performance in AF MWRN degrade by nearly the same degree for
perfect and imperfect CSI cases.
6.6.2 Optimum Power Allocation
Fig. 6.6 shows the optimum power allocation coefficients at the kth time slot for two
sets of channel conditions of the users: (i) di = 0.1d0, dk1 = 0.9d0 (the ith user has
good channel conditions) and (ii) di = 0.9d0, dk1 = 0.1d0 (the ith user has poor channel
conditions). For all the above cases, we have considered the distance of the kth user as
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Figure 6.5: Achievable common rate and sum rate when 10% and 90% users’ distances
are below 0.1d0 in L = 10 user AF MWRN.
x6.6 Results 137
0 10 20 30 40
0
0.2
0.4
0.6
0.8
1
SNR (dB)
Po
w
er
 a
llo
ca
tio
n 
co
ef
fic
ie
nt
s a
t t
he
 kt
h  
tim
e 
slo
t
β1, analyticalβ2=β3, analytical
simulation
di=0.1d0, dk±1=0.9d0, dk=d0
di=0.9d0, dk±1=0.1d0, dk=d0
Figure 6.6: Optimum power allocation coefficients at the kth(k 2 [1, L  1]) time slot in
an L = 10-user AF MWRN for different channel conditions.
d0 which corresponds to the worst possible channel conditions. The distances of other
users (except the ith, kth and the (k 1)th users) are randomly distributed between [0, d0].
In this figure, the analytical results for the optimum coefficient b1(k) (see (6.32)) and
b2(k) = b3(k) (see (6.31)) are verified through numerical search. Here, for the channel
conditions in (i), we can see that a larger fraction of the pilot power and the data power
are allocated to the transmitting users ((k  1)th and kth), compared to the relay (i.e.,
larger b2(k) and b3(k)), as explained in Remark 6.1. However, the power allocated to
the pilot signals (i.e., b1(k)) remains the same for both the channel conditions. This
is due to the fact that the parameter A1 (see after Theorem 6.5) is nearly the same for
both the channel conditions, because for both the cases, di = d0   dk1. As a result,
the coefficient b1(k) remains unchanged for the set of distances fdi, dk1g that satisfy
di = d0   dk1.
Fig. 6.7 shows that optimum power allocation gives higher sum rate for the cases
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Figure 6.7: Sum rate when 10% and 90% users’ distances are below 0.1d0 in an L = 10-
user AF MWRN.
when (i) 10% users have distances below 0.1d0 (most of the users have bad channel con-
ditions) and (ii) 90% users have distances below 0.1d0 (most of the users have good chan-
nel conditions). It can be seen from the figure that when most of the users experience
poor channel conditions, the performance degradation for optimum power allocation
is smaller compared to that for equal power allocation. Thus, optimum power alloca-
tion makes the network performance less vulnerable towards degradation in the overall
channel conditions. It can be seen that when most of the users experience good and
bad channel conditions, optimum power allocation saves the power by 7 dB and 9 dB,
respectively, compared to equal power allocation, to achieve the sum rate 3 bits/s/Hz.
Fig. 6.8 shows the impact of optimum power allocation on the achievable sum rate
in the presence of imperfect and perfect channel estimation. It can be seen from the
figure that when there is no channel estimation error, the degree of improvement in the
sum rate provided by optimum power allocation is relatively small. However, in the
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Figure 6.8: Sum rate with imperfect and perfect CSI for an L = 10-user AF MWRN.
presence of imperfect channel estimation, optimum power allocation provides a large
improvement in the sum rate compared to equal power allocation, e.g., we can see from
the figure that for equal power allocation, when perfect CSI is not available, the sum rate
drops by 2.7 bits/s/Hz at 40 dB SNR. On the other hand, for optimum power allocation,
the drop is about 1.2 bits/s/Hz at 40 dB SNR. Thus, optimum power allocation helps
to make the system performance more robust to imperfect CSI.
6.6.3 Average BER
Fig. 6.9 shows the average BER for AF MWRN with L = 6, L = 8 and L = 10 users
in the presence of imperfect channel estimation. Here, the analytical results are plotted
using (6.24) and compared with the simulation results. It can be seen from the figure
that the analytical results match with the simulations at medium to high SNR. It can be
seen from the figure that the average BER remains almost the same with the increasing
number of users. This is because larger number of error events in AF MWRN are less
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Figure 6.9: Average BER for different channel conditions in L = 6, L = 8 and L = 10
user AF MWRNs.
probable, as explained in Lemma 6.3. For this reason, the average BER does not increase
with increasing number of users, as expected from (6.24).
6.6.3.1 Impact of the Estimation Error
Fig. 6.10 plots average BER for L = 6, L = 8 and L = 10 users AF MWRN for different
levels of the estimation error and different channel conditions. It can be noted from
this figure that the average BER has a linear correlation with the estimation error. With
increasing estimation error, the average BER increases at the same rate for different
number of users. The reason is that the larger number of error events are less probable
than the smaller number of error events in AF MWRN (see (6.23) and Appendix D.2).
6.6.3.2 Impact of the Overall Channel Conditions
Fig. 6.11 shows average BER for L = 10 users AF MWRN for the cases when (i) 10%
of the users have distances below 0.1d0 and (ii) 90% of the users have distances below
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Figure 6.10: Average BER for different levels of estimation error in L = 6, L = 8 and
L = 10 user AF MWRNs.
0.1d0. It can be observed from the figure that when most of the users experience good
channel conditions, the average BER of AF MWRN decreases by the same level for both
imperfect and perfect estimation. Thus, it can be identified that reducing the channel
estimation error (by improved channel estimation technique) cannot improve the system
performance unless most of the users experience good channel conditions.
6.7 Summary
In this chapter, we investigated the impact of channel estimation error on the achievable
rate and error performance of AF MWRNs. We considered a generalized lattice code
based AF MWRNwith linear MMSE channel estimation for achievable rate analysis and
then obtained the BER results with BPSK modulation, which is the simplest lattice code.
We also obtained the optimum power allocation coefficients to maximize the achievable
sum rate. Specifically, we made the following contributions in this chapter:
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Figure 6.11: Average BER when 10% and 90% users’ distances are below 0.1d0 in L = 10
users AF MWRN.
 Considering L-user AF MWRNs in Section 6.3 with sufficiently large dimension
lattice codes, we derived the achievable rate expressions with imperfect channel
estimation and unequal average channel gains for the users.
 In Section 6.4 and Section 6.5, we derived the expressions for the average BER and
the optimum power allocation coefficients to maximize the achievable sum rate,
respectively for AF MWRNs with BPSK modulation.
 In Section 6.6, we showed that the achievable rates of AF MWRNs are decreasing
functions of the estimation error, as expected. Also, we showed that the average
BER of AF MWRN does not depend on the number of users, because the larger
number of error events are less probable for AF.
 In Section 6.6, we showed that to achieve the same sum rate in AF MWRN, op-
timum power allocation requires 7  9 dB less power compared to equal power
allocation depending upon users’ channel conditions.
Chapter 7
Conclusions and Future Research
Directions
In Chapters 3-6, we investigated several performance aspects of MWRNs. In this chap-
ter, we discuss the general conclusions drawn from this thesis. More detailed technical
contributions can be found at the end of each chapter and are not repeated here. We
also outline some future research directions emerging from this work.
7.1 Conclusions
The primary focus of this thesis was to identify key performance factors of a MWRN
and investigate the impact of practical issues that critically influence these performance
factors. Specifically, we first characterized error propagation phenomenon in a pairwise
transmission based MWRN, then proposed a novel pairing scheme that can outper-
form existing pairing schemes in terms of the achievable rates and error performance
and finally, considered imperfect CSI and optimum power allocation for more practical
channel models.
For both FDF and AF MWRNs, we presented a method for analyzing the probability
of k error events and the average BER. The method was based on insights provided by
the exact analysis of k = 1 and k = 2 error events, which led to an accurate asymptotic
expression for k error events in such systems. For both FDF and AF MWRN in AWGN
and Rayleigh fading channels, the derived expression can accurately predict the BER of
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a user in medium to high SNR. Using our analysis, we showed that FDF MWRN out-
performs AF MWRN in AWGN channels even with a larger number of users, while AF
MWRN outperforms DF MWRN in Rayleigh fading channels even for a much smaller
number of users.
We investigated generalized lattice code based FDF MWRNs in terms of the achiev-
able rate and error performance. To improve the performance of a pairwise transmission
based lattice coded FDF MWRN, we have proposed a novel user pairing scheme. We
showed that pairing each user with the user which has the best channel gain is bene-
ficial for FDF MWRN performance improvement. We derived the upper bound on the
average common rate and the average sum rate and the asymptotic average SER for the
proposed pairing scheme in a lattice coded FDF MWRN. We compared the performance
of the proposed scheme with existing pairing schemes in terms of the average common
rate, sum rate and error performance under different channel scenarios. Our analysis
has shown that the proposed pairing scheme improves the aforementioned performance
metrics compared to that of the existing pairing schemes.
We incorporated the channel imperfections like imperfect CSI in the common rate,
sum rate and error performance analysis for lattice coded FDFMWRNs. We have shown
that the average SER of a FDF MWRN is an increasing function of both the estimation
error from MMSE channel estimation and the number of users. On the other hand,
we found that the common rate and sum rate are decreasing functions of the channel
estimation error. The common rate decreases with the number of users, whereas, the
sum rate increases with increasing users. Moreover, we observed that when most of the
users experience good channel conditions, the error performance gap between imperfect
and perfect CSI decreases because of reduced error propagation.
Similarly, we considered the impact of channel estimation error on the average com-
mon rate, sum rate and error performance of lattice coded AF MWRNs. Also, we
obtained optimum power allocation coefficients to maximize the sum rate of this sys-
tem. We showed that the average BER increases linearly and the achievable common
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rate and the sum rate decreases linearly with the estimation error. Moreover, we found
that AF MWRN is robust against the increase in the number of users in terms of average
BER. Also, we showed that to achieve the same sum rate in AF MWRN, optimum power
allocation requires 7  9 dB less power compared to equal power allocation depending
upon users’ channel conditions.
7.2 Future Research Directions
The following open problems can be addressed in future research.
Imperfect Synchronization and Channel Coding: In this thesis, we assumed perfect
phase synchronization at the users and the relay. However, in practice, it is difficult
to maintain accurate synchronization [106]. Since, synchronization needs to be strictly
maintained for PNC protocols, MWRNs based on PNC are expected to have a per-
formance loss in the absence of imperfect synchronization. Moreover, channel coding
needs to be considered to nullify the impact of asynchronous transmissions. Though
asynchronous TWRNs and channel coding issues have been investigated in [107], the
aforementioned factors have not yet been considered from the perspective of MWRNs
and can be an interesting open problem.
MWRN with Direct Links: In this thesis, we have assumed that the users do not
have any direct links between them. In the presence of direct links, more sophisticated
relay processing needs to be employed. Some initial work in this respect has been done
in [43] where beamforming at the relay is considered to cancel interference components.
However, relaying protocols like FDF, AF or compute and forward have not been inves-
tigated for MWRNs with direct links and are regarded as open problems.
MWRN with Non-pairwise Transmission: In this thesis, we have focussed towards
MWRNs with pairwise transmission. However, non-pairwise transmission strategies in
a MWRN allows higher multiplexing gain [49]. AF MWRNs with non-pairwise trans-
mission have been investigated for outage probability and sum rate in [49]. However,
other relaying protocols, as well as error performance of non-pairwise MWRNs can be
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considered as interesting open problems.
MIMO MWRN: In this thesis, we considered MWRNs with single antenna relay.
However, for improving the transmission efficiency of a MWRN in terms of the time
slots, non-pairwise transmission strategies are more suitable. To enable signal process-
ing for such non-pairwise transmission, the relay needs to incorporate multiple anten-
nas. Though general MIMO systems have been investigated in the literature along with
the impact of imperfect CSI and optimum power allocation [108], MIMO MWRNs have
been considered only for AF relaying in [49]. In this regard, more complex relaying pro-
tocols, like FDF and compute and forward for MIMO MWRNs are yet to be considered
in the literature.
Satellite Communications through MWRNS: In this thesis, we have stated that
MWRNs have potential applications in Satellite Communications where the satellite
acts as a relay node. Satellite communication through two-way relaying has been in-
vestigated in the previous literature [109]. However, practical satellite communications
need to take into account the timing and synchronization aspects to effectively har-
ness the benefits of network coding. Thus, satellite communications based on practical
MWRNs incorporated with the challenges of imperfect timing, imperfect synchroniza-
tion and imperfect CSI can be an interesting open problem.
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Appendix A
This appendix contains the proof of the lemmas presented in Chapter 3. The appendix
is organized as follows. In Section A.1, the Lemma 3.2 on page 49 is proved. In Section
A.2, the Lemma 3.3 on page 50 is proved. Section A.3 contains the proof of Lemma 3.6
on page 54. Finally, Section A.4 contains the proof of Lemma 3.3 on page 55.
A.1 Proof of Lemma 3.2
First, we obtain the probability of error case A1. Since, PFDF is the probability of in-
correctly decoding a network coded message, the factor P2FDF represents the probability
of incorrectly decoding two consecutive erroneous network coded messages from two
user pairs and the factor (1  PFDF)L 3 represents the probability that the network coded
messages of the remaining L  3 user pairs are correctly decoded. Thus, (3.14a) can be
obtained by computing the product of these two factors.
Next, we obtain the probability of error case B1. The factor PFDF represents the
probability of incorrectly decoding the network coded message involving an end user
and the factor (1  PFDF)L 2 represents the probability that the network coded messages
of the remaining L  2 user pairs are correctly decoded. Thus, (3.14b) can be proved in
a similar manner as (3.14a).
Now, a middle user (i.e., i 6= 1 and i 6= L) can incorrectly decode any of the two end
users’ messages (error case B1) or any of the remaining (L  3) middle users’ messages
(error case A1) for k = 1 error event. However, an end user can incorrectly decode
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another end user’s message (error case B1) or any of the remaining (L   2) middle
users’ messages (error case A1) for k = 1. Using these facts and the expressions in
(3.14), we can obtain the probability of k = 1 error event as in (3.13).
A.2 Proof of Lemma 3.3
First, we obtain the probability of the error case C1. The probability of incorrectly
decoding two network coded messages is given by P2FDF. Similarly, the probability of
correctly decoding the remaining L  3 users’ network coded messages can be obtained
as (1  PFDF)L 3. Then, combining these terms gives the expression for PC1 as in (3.16a).
Next, we obtain the probability of the error case D1. The probability of incorrectly
decoding the network coded message involving the users preceding the end user is
PFDF. The probability of correctly decoding the remaining (L  2) network coded mes-
sages is (1  PFDF)L 2. Combining these terms, we can obtain PD1 .
Then, we obtain the probability of the error case E1. The probability of incorrectly
decoding two pairs (i.e., four) network coded messages is P4FDF. The probability of
incorrectly decoding the remaining (L  5) network coded messages is (1  PFDF)L 5.
Thus, PE1 can be obtained by taking the product of these two terms.
Next, we obtain the probability of the error case F1. The probability of incorrectly
decoding the network coded message involving an end user is PFDF. The probability of
incorrectly decoding two consecutive network coded messages is P2FDF. The probability
of incorrectly decoding the remaining (L  4) network coded messages is (1  PFDF)L 4.
Combining these, we can obtain PF1 .
Finally, we obtain the probability of the error case G1. The probability of incorrectly
decoding both of the network coded messages involving one end user is P2FDF. The
probability of incorrectly decoding the remaining (L   3) network coded messages is
(1   PFDF)L 3. Taking the product of these terms, PG1 can be obtained. These error
cases are illustrated in Table 3.1.
The end users (i = 1 or i = L) can incorrectly decode any of the L  3 combinations of
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incorrect network coded message pairs separated by one correct network coded message
(error case C1) for k = 2 error event. Also, they can incorrectly decode the other end
user’s message and the preceding (or the following) user’s message (error case D1)
or they can incorrectly decode any of the (L   3) pairs of consecutive network coded
messages and the other end user’s network coded message (error case F1) for k =
2. Otherwise, they can incorrectly decode L   2   m (L   2   m > 0 or m < L  
2) combinations of two pairs of consecutive network coded messages, which leads to
incorrect detection of two users’ message separated by m  1 (m > 1) correctly decoded
users’ messages (error case E1). For example, if i = 1, L = 10 and m = 2, then user 1 can
make error about (10  2  2) = 6 combinations of two pairs of consecutive network
coded messages. That is, user 1 can incorrectly decode the combinations (V1,2, V2,3,
V3,4, V4,5), (V2,3, V3,4, V4,5, V5,6), (V3,4, V4,5, V5,6, V6,7), (V4,5, V5,6, V6,7, V7,8), (V5,6, V6,7,
V7,8, V8,9) which results into erroneous detection of the messages of user pairs (2, 4), (3,
5), (4, 6), (5, 7), (6, 8) and (7,9), respectively.
Combining the different error cases for i = 1 or i = L after multiplication with their
appropriate weights (as discussed above), the first equation in (3.15) can be obtained.
Similarly, other equations in (3.15) can be obtained and the expressions in (3.16) can be
substituted in (3.15) to obtain the probability of k = 2 error events.
A.3 Proof of Lemma 3.6
First, we obtain the probability of the error case A2. The probability of incorrectly de-
coding a middle user’s message is given by PAF. The probability that the next user’s
message will be correctly decoded is given by (1  P0AF). The probability that the re-
maining (L  3) users’ messages will be correctly decoded is (1  PAF)L 3. Now, taking
the product of these three terms gives PA2 as in (3.23a).
Next, we obtain the probability of the error case B2. The probability of incorrectly
decoding an end user’s message is given by PAF and the probability of correctly de-
coding the remaining (L  2) users’ messages correctly can be given by (1  PAF)L 2.
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Then , taking the product of these terms lead to PB2 as in (3.23b). These error cases are
illustrated in Table 3.2.
The middle users (i 6= 1 and i 6= L) can incorrectly decode any of the two end users’
messages (error case B2) or any of the (L  3) remaining middle users’ messages (error
case A2) for k = 1 error event. Similarly, the end users can incorrectly decode the other
end user’s message (error case B2) or any of the (L  2) middle users’ messages (error
case A2) for k = 1. Using these facts and the expression in (3.23), we can obtain the
probability of k = 1 error event as in (3.22).
A.4 Proof of Lemma 3.7
First, we obtain the probability of the error case C2. The probability of incorrectly de-
coding a middle user’s message is PAF and the probability that the next user’s message
is incorrectly decoded is P0AF. The probability that the message of the user next to the
aforementioned two users (whose messages are incorrectly decoded) is correctly de-
coded is given by (1  P0AF). The probability that the remaining (L  4) users’ messages
are correctly decoded is (1  PAF)L 4. Then, taking the product of these terms gives PC2
as in (3.25a).
Next, we obtain the probability of the error case D2. The probability of incorrectly
decoding the message of a user just before an end user is PAF and the probability that
the end user’s message is incorrectly decoded is P0AF. The probability that the remaining
(L  3) users’ messages are correctly decoded, is (1  PAF)L 3. Combining these terms,
PD2 can be obtained as in (3.25b).
Now, we obtain the probability of the error case E2. The probability of incorrectly
decoding a middle user’s message is PAF and the probability that the next user’s mes-
sage is correctly decoded is (1  P0AF). Similarly, the probability of incorrectly decoding
another user’s message while making no error about the next user’s message is ob-
tained by PAF(1  P0AF). The probability of correctly decoding the remaining (L   5)
users’ messages is (1  PAF)L 5. Taking the product of these terms leads to PE2 as in
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(3.25c).
Then, we obtain the probability of the error case F2. The probability of incorrectly
decoding an end user’s message is PAF. The probability that a middle user’s message is
incorrectly decoded while correctly decoding the next user’s message is PAF(1  P0AF).
The probability that the remaining (L  4) users’ messages are incorrectly decoded, is
(1  PAF)L 4. Then, taking the product gives the expression for PF2 as in (3.25d).
Finally, we obtain the probability of the error case G2. The probability of incorrectly
decoding both the end users’ messages is P2AF. The probability that the remaining (L  3)
users’ messages are correctly decoded is (1  PAF)L 3. Combining these probabilities,
we can obtain PG2 as in (3.25e). These error cases are illustrated in Table 3.2.
Now, if we consider the first equation on the right hand side of (3.24), an end user
(i = 1 or i = L) can incorrectly decode the other end user and the preceding (or the
following) user’s message (error case D2) for k = 2 error event. Otherwise, it can
incorrectly decode any of the (L  3) possible combinations of two consecutive middle
users’ messages (error case C2) or the other end user’s message and any one of the
(L  3) middle user’s message (error case F2) for k = 2. Alternatively, it can incorrectly
decode any of the (L   2   m) (L   2   m > 0 or m < L   2) combinations of two
non-consecutive users’ messages separated by m  1 (m > 1) correctly decoded users’
messages (error case E2) for k = 2. For example, if i = 1, L = 10 and m = 2, then user 1
can make error about (10  2  2) = 6 combinations of two middle users separated by
correct decision about one middle user. That is, user 1 can incorrectly decode the user
pairs (2, 4), (3, 5), (4, 6), (5, 7), (6, 8) and (7,9), respectively.
Combining these error cases with appropriate weights, the probability of k = 2 error
events at the end users can be obtained. Similarly, the remaining expressions in (3.24)
can be proved.
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This appendix contains the proof of the lemmas, theorems and propositions presented
in Chapter 4. The appendix is organized as follows. In Section B.1, the Propositions
4.1-4.3 on page 81 are proved. In Section B.2, the Propositions 4.4-4.6 on page 83 are
proved. In Section B.3, the Lemma 4.1 on page 85 is proved. Section B.4 contains the
proof of Theorem 4.4 on page 88. In Section B.5, the Propositions 4.7-4.9 on page 89 are
proved.
B.1 Proof of Propositions 4.1 4.3
Proof of Proposition 4.1: For the equal average channel gain scenario, s2hi,r = s
2
h`,r
=
s2h` 1,r = s
2
hL `+2,r . Thus, the average common rate expressed by (4.19), (4.20) and (4.18d)
becomes the same for all the three pairing schemes. This proves Proposition 4.1.
Proof of Proposition 4.2: For unequal average channel gain scenario, as explained in Sec-
tion 4.1, the transmit power of the ith user needs to be scaled by (L   1) to ensure
transmission fairness. As a result, j hi,r j2 can be replaced by jhi,r j
2
L 1 in (4.10). In addition,
for a fair comparison with the existing pairing schemes, the transmit power P in the
proposed scheme, needs to be multiplied by a factor (2L   2). This is because in the
proposed pairing scheme, the common user transmits (L   1) times with power PL 1
and the other (L  1) users transmit once with power P. Hence, the average power per
user becomes P. However, for the existing pairing schemes, the average power per user
is 2L 2L P. Overall, (4.18d) can be modified by scaling s
2
hi,r
with L   1 and replacing P
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with (2L  2)P. Thus, the average common rate in (4.18d) is
E[Rc]  12(L  1) log
0BB@min
0BB@ 1
1+
(L 1)s2h`,r
s2hi,r
+
(2L  2)Ps2hi,r
(L  1)N0 ,
1
1+
s2hi,r
(L 1)s2h`,r
+
(2L  2)Ps2h`,r
N0
1CCA
1CCA .
(B.1)
We consider two cases:
 case 1: s2hi,r > (L   1)s2h`,r . In this case, the second quantity in the right hand
side of (B.1) will be the minimum. Then, comparing (B.1) and (4.19) shows that
(2L 2)Ps2h`,r
N0
>
Ps2h`,r
N0
. Thus, the average common rate for scheme [28] will be smaller
than that for the proposed pairing scheme, when s2hi,r < (L  1)s2h` 1,r . Similarly,
it can be shown that for the pairing scheme in [50], the average common rate is
smaller than that for the proposed scheme for s2hi,r < (L  1)s2hL `+2,r .
 case 2: s2hi,r < (L   1)s2h`,r . In this case, the first quantity in the right hand side
of (B.1) will be the minimum. Then comparing (B.1) and (4.19) shows that the
common rate of scheme [28] will be smaller than that of the proposed pairing
scheme, when s2hi,r > (L  1)s2h` 1,r . Similarly, it can be shown that for the pairing
scheme in [50], the average common rate is smaller than that of the proposed
scheme for s2hi,r > (L  1)s2hL `+2,r .
Combining the result from the two cases, the proposed pairing scheme will have
larger average common rate compared to the two other pairing schemes, which proves
Proposition 4.2.
Proof of Proposition 4.3: For the variable channel gain scenario, s2hi,r in (4.18d) is the largest
average channel gain in the system. Thus, from (4.18d), it can be shown that
s2hi,r
s2h`,r
>
s2h`,r
s2hi,r
and the second quantity in the right hand side of the inequality in (4.18d) is the
minimum. Then comparing (4.18d) and (4.19) shows that
s2h` 1,r
s2h`,r
 s
2
hi,r
s2h`,r
. Similarly, from
(4.18d) and (4.20), it can be shown that
s2hL `+2,r
s2h` 1,r
 s
2
hi,r
s2h`,r
and
s2hL `+2,r
s2h`,r
 s
2
hi,r
s2h`,r
. However, the
impact of either of these ratios on the overall average common rate is small compared
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to that of the term
Ps2h`,r
N0
in (4.18d), (4.19) and (4.20) at moderate to high SNRs. Thus, the
common rate for the proposed scheme will be almost the same as that of the existing
pairing schemes in [28] and [50], which proves Proposition 4.3.
B.2 Proof of Propositions 4.4 4.6
Proof of Proposition 4.4: For the equal average channel gain scenario, s2hi,r = s
2
h`,r
=
s2h` 1,r = s
2
hL `+2,r . Thus, the sum rates expressed by (4.22), (4.23) and (4.24) become
the same for all the three pairing schemes, which proves Proposition 4.4.
Proof of Proposition 4.5: For the unequal average channel gain scenario, if the common
user is made to transmit at all the time slots with scaled power, the sum rate can be
obtained from (4.22) with s2hi,r scaled by L  1 and P replaced with (2L  2)P. In this
case, the average sum rate in (4.22) becomes
E[Rs] =
1
2(L  1)
L
å
`=1,` 6=i
0BB@log
0BB@ 1
1+
(L 1)s2h`,r
s2hi,r
+
(2L  2)Ps2hi,r
(L  1)N0
1CCA+
log
0BB@ 1
1+
s2hi,r
(L 1)s2h`,r
+
(2L  2)Ps2h`,r
N0
1CCA
1CCA . (B.2)
Comparing (B.2) and (4.23) shows that 2s2hi,r > s
2
h` 1,r and (2L  2)s2h`,r > s2h`,r . In a similar
manner, it can be shown that the average sum rate of the proposed scheme is larger than
that of the scheme in [50]. This completes the proof for Proposition 4.5.
Proof of Proposition 4.6: For the variable average channel gain scenario, we have s2hi,r 
s2h` 1,r . Hence, it is clear that å
L
`=1,` 6=i s2hi,r > å
L
`=2 s
2
h` 1,r . Similarly, it can be shown
that åL`=1,` 6=i s2hi,r > å
L
`=2 s
2
hL `+2,r . Thus the proposed pairing scheme will have a larger
average sum rate (given by (4.22)), compared to that of the pairing schemes in [28]
and [50] (given by (4.23) and (4.24), respectively). This proves Proposition 4.6.
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B.3 Proof of Lemma 4.1
We assume
p
M-PAM signals at the kth and the (k  1)th users, such that the users’
signals can take values from the set S = f1,3, ...,(pM  1)g and we denote each
element of the set S as s. The true network coded signal resulting from the sum of the
p
M-PAM signals have a constellation with (2
p
M  1) points, which takes values from
the set SNC = f0,2, ...,(2
p
M  2)g.
In a noiseless environment, the relay maps the network coded signal to a
p
M-PAM
signal s in such a way that the same network coded signal is not mapped to different
elements of S (i.e., there is no ambiguity). This can be ensured by mapping the network
coded signal into modulo-
p
M sum of the actual symbols at the kth and the (k  1)th
user. In a noisy environment, the relay maps the network coded signal into sˆ and
broadcasts to the users, who decode the signal as ˆˆs. The end-to-end probability of
incorrectly detecting a network-coded signal resulting from
p
M-PAM signals, can be
obtained from the sum of the off-diagonal elements of the product of two
p
MpM
matrices C and D, with elements cp,q = P(sˆ = qjs = p) and dp0,q0 = P( ˆˆs = q0jsˆ = p0),
respectively, where p, q, p0, q0 2 [0,pM  1], multiplied by the factor pM. That is,
PpM PAM,NC(k, k 1) =
1p
M
 p
M 1
å
p,q=0
cp,q
p
M 1
å
p0,q0=0,p0 6=p,q0 6=q
dp0,q0
!
. (B.3)
The coefficients cp,q can be expressed as
cp,q =
8>>>>>>><>>>>>>>:
2(2
p
M 2) 1
å
u=1,u=odd
ap,q,uQ(u
p
gr(i,m)), p 6= q
1+
2(2
p
M 2) 1
å
u=1,u=odd
ap,q,uQ(u
p
gr(i,m)), p = q
(B.4)
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and the coefficients dp0,q0 can be expressed as
dp0,q0 =
8>>>>>>><>>>>>>>:
2(
p
M 1) 1
å
v=1,v=odd
bp0,q0,vQ(v
p
gi), p0 6= q0
1+
2(
p
M 1) 1
å
v=1,v=odd
bp0,q0,vQ(v
p
gi), p0 = q0
(B.5)
where
gr(i,m) =
Pmin(j hi,r j2, j hm,r j2)
EavN0
, (B.6)
and gi =
Pr jhr,i j2
EavN0
.
The coefficients ap,q,u and bp0,q0,v for M = 16 (or
p
M = 4), have been tabulated in
Table 4.1. For example, when p = p0 = q = q0 = 0, in case of 16-QAM modulation,
using Table 4.1, the coefficients c0,0 and d0,0 can be expressed as follows:
c0,0 = 1  74Q(
q
gr(i,m)) +Q(7
q
gr(i,m))  14Q(9
q
gr(i,m)),
d0,0 = 1+
1
4
Q(
p
gi). (B.7)
B.4 Proof of Theorem 4.4
The proof follows the steps outlined in Section 5.4.2, which are applicable to any user
pairing scheme. However, for the proposed pairing scheme, we need to modify these
steps to take into account different error probabilities at the common user and the other
users. The modified steps can be summarized as follows:
1. Determine the probabilities that the ith user and the `th user incorrectly decode a
network coded message, respectively.
2. Express the probability of the kth error event at the ith and the `th user in terms of
the probabilities of incorrectly decoding a network coded message.
3. Obtain the expected probability of all the error events to determine the exact av-
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erage SER expression.
4. Apply the high SNR approximation to obtain approximate but accurate average
SER expressions.
Now, we illustrate these steps in detail:
Step-1: The probabilities of incorrectly decoding a network coded message at the ith and
the `th user are obtained in (4.27) and (4.32), respectively.
Step-2: In the proposed pairing scheme, k error events can occur in two cases
 Ak: If the decoding user incorrectly extracts exactly k users’ messages except the
ith user’s message. That is, the decoding user (jth user, where j 2 [1, L]) incorrectly
decodes k network coded messages Vi,m1 ,Vi,m2 , ...,Vi,mk and correctly decodes the
remaining L  1  k network coded messages, where m1,m2, ...,mk 2 [1, L],m1 6=
m2 6= ... 6= mk 6= j.
 Bk: If the decoding user incorrectly decodes exactly k users’ messages including
the ith user’s message. This happens when the decoding user (`th user, where
` 2 [1, L], ` 6= i ) incorrectly decodes Vi,` and correctly decodes k  1 other network
coded messages, Vi,m1 ,Vi,m2 , ...,Vi,mk 1 and incorrectly decodes the remaining L  
1  k messages, where m1,m2, ...,mk 1 2 [1, L],m1 6= m2 6= ... 6= mk 1 6= i, `.
Note that, the error case Ak is applicable both for the common user and the other
users. However, case Bk is applicable only for users except the common user.
The probabilities of the aforementioned error cases for the ith and the `th users are
Pi,Ak =
L
å
ma=1,ma 6=i
k
Õ
a=1
PFDF(i,ma)
L
Õ
mb=1,mb 6=ma,i
f1  PFDF(i,mb)g. (B.8)
P`,Ak =
L
å
ma=1,ma 6=i,`
k
Õ
a=1
PFDF(`,ma)
L
Õ
mb=1,mb 6=`,ma
f1  PFDF(`,mb)g. (B.9)
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P`,Bk =
8>>>>>>><>>>>>>>:
PFDF(`, i)åLma=1,ma 6=i,`Õ
k 1
a=1f1  PFDF(`,ma)gÕLmb=1,mb 6=i,`,ma
PFDF(`,mb) 1 < k < L  1
PFDF(`, i)ÕLmb=1,mb 6=i,`f1  PFDF(`,mb)g k = 1
PFDF(`, i)åLma=1,ma 6=i,`Õ
L 1
a=1f1  PFDF(`,ma)g k = L  1.
(B.10)
The probability of k error events for the ith and the `th user can be expressed as
P(i, k) = Pi,Ak , P(`, k) = P`,Ak + P`,Bk . (B.11)
Step-3: Since, each user decodes L  1 other users’ messages in an L-user MWRN, there
are L  1 possible error events. Thus, averaging over all the possible error events, the
average SER at the ith and the `th user can be obtained as:
Pi,avg =
1
L  1
L 1
å
k=1
kPi,Ak , Pj,avg =
1
L  1
L 1
å
k=1
k(P`,Ak + P`,Bk) (B.12)
Step-4: At high SNR, the higher order error terms in (B.11) can be neglected. Thus,
Pi,Ak  0 and P`,Ak  0 for k > 1 (see (B.8) and (B.9)). Similarly, P`,Bk  0 for k < L  1
(see (B.10)). Thus, at high SNR, (B.12) can be approximated as
Pi,avg =
1
L  1Pi,A1 ,
P`,avg =
1
L  1
 
P`,A1 + (L  1)P`,BL 1

. (B.13)
In addition, at high SNR, we can approximate the terms f1   PFDF(i,mb)g, f1  
PFDF(`,mb)g and f1  PFDF(`,ma)g in (B.8), (B.9) and (B.10) to be 1. Thus, substituting
(B.8), (B.9) and (B.10) in (B.13), the average SER at the ith and the `th user at high SNR
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can be expressed as
Pi,avg =
1
L  1
L
å
m1=1,m1 6=i
PFDF(i,m1),
P`,avg =
1
L  1
 
L
å
m1=1,m1 6=i,`
PFDF(`,m1) + (L  1)PFDF(`, i)
!
. (B.14)
Finally, replacing m1 with m in the above equation completes the proof.
B.5 Proof of Propositions 4.7 4.9
Proof of Proposition 4.7: For the equal average channel gain scenario, the error probabil-
ities PFDF(j, 1) = PFDF(j, 2) = ... = PFDF(j, L   1) = PFDF for all j 2 [1, L]. Thus, the
average SER expressions in (4.33) and (4.34) for the proposed pairing scheme can be
simplified as:
Pi,avg = PFDF,
P`,avg =

2L  3
L  1

PFDF. (B.15)
The average SER for the scheme in [28] can be given from Chapter 3 as:
Pavg =
L
2
PFDF. (B.16)
Comparing (B.15) and (B.16), we arrive at Proposition 4.7.
Proof of Proposition 4.8: For the unequal average channel gain scenario, the average
SER expressions for the proposed pairing scheme is given by (4.33) and (4.34), with
gr(i,m) =
(2L 2)Pmin

jhi,r j2
L 1 ,jhm,r j2

EavN0
and gi =
(2L 2)Pr jhi,r j2
EavN0
where Eav is the average energy
of symbols for
p
M-PAM modulation (e.g., Eav = 5 for M = 16). For the scheme in [28],
the average SER at the jth(j 2 [1, L]) user can be written as
Pj,avg =
1
L  1
L 1
å
m=1
mPFDF(j,m), (B.17)
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where
PFDF(j,m) = 1  (1  PpM PAM,NC(j,m))2, (B.18)
with gr(m) =
Pmin(jhm,r j2,jhm+1,r j2)
EavN0
and gj =
Pr jhj,r j2
EavN0
in (4.29) and (4.31), respectively. Now
we consider two cases:
 case 1: E[ jhi,r j2L 1 ] > E[j hm,r j2]. In this case,
E

min

(2L  2)P j hi,r j2
Eav(L  1)N0 ,
(2L  2)P j hm,r j2
EavN0

 min

E

(2L  2)P j hi,r j2
Eav(L  1)N0

, E

(2L  2)P j hm,r j2
EavN0

= E

(2L  2)P j hm,r j2
EavN0

 min

E

P j hm,r j2
EavN0

, E

P j hm+1,r j2
EavN0

 E

min

P j hm,r j2
EavN0
,
P j hm+1,r j2
EavN0

. (B.19)
Thus, E[gr(i,m)]  E[gr(m)].
 case 2: E[ jhi,r j2L 1 ] < E[j hm,r j2]. In this case, E
h
min

(2L 2)Pjhi,r j2
Eav(L 1)N0 ,
(2L 2)Pjhm,r j2
EavN0
i

E[ (2L 2)Pjhi,r j
2
Eav(L 1)N0 ] and since, j hi,r j2>j hm,r j2, j hm+1,r j2, E
h
min
 jhm,r j2
EavN0
, jhm+1,r j
2
EavN0
i

E
h
(2L 2)Pjhi,r j2
Eav(L 1)N0
i
. Thus, E[gr(i,m)]  E[gr(m)].
From the above cases, the probability PFDF(i,m) and PFDF(`,m) for the proposed
scheme would be larger than PFDF(j,m) for scheme [28]. Thus, comparing (4.33), (4.34)
and (B.17) shows that the average SER for the proposed scheme would be smaller than
that for scheme [28]. This proves Proposition 4.8.
Proof of Proposition 4.9: For the variable average channel gain scenario, the average SER
expression for the proposed pairing scheme is given by (4.33) and (4.34). The average
SER for the pairing scheme in [28] is the same as in (B.17). Now, comparing PFDF(i,m)
(from (4.27)), PFDF(`,m) (from (4.32)) and PFDF(j,m) (from (B.18)) shows that the only
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terms which are different in all these probabilities are gr(i,m) and gr(m). Note that, if
E[j hi,r j2] > E[j hm+1,r j2], then E[min(j hi,r j2, j hm,r j2)]  E[min(j hm+1,r j2, j hm,r j2
)]. Thus, E[gr(i,m)]  E[gr(m)] and in effect, from (4.27), (4.32) and (B.18), the error
probability for the new pairing scheme would be less than that for scheme [28]. As
a result, the average SER for the proposed scheme is less than that of scheme [28] (in
(B.17)) for both j = i and j = `, which proves Proposition 4.9.
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Appendix C
This appendix contains the proof of the lemmas presented in Chapter 5. The appendix
is organized as follows. In Section C.1, the Lemma 5.2 on page 111 is proved.
C.1 Proof of Lemma 5.2
First, we need to investigate different error cases for the kth error event in a FDF MWRN
as in Chapter 3. For k = 1, the possible error cases are
 when two consecutive erroneous network coded messages occur or,
 when an error in the network coded messages involving one of the end users
occurs.
For larger values of k, there will be many more error cases and considering all the
possible error cases would make the analysis complicated. For a tractable analysis, we
consider only the dominating error cases that influence the kth error event at high SNR.
That is, we consider the higher order error terms (e.g., P2FDF) and the corresponding
error cases negligible.
At high SNR, the dominating case for the kth error event occurs when the network
coded message involving the kth and the (k+ 1)th (or (L  k+ 1)th and (L  k)th) users
is incorrectly decoded, resulting in error about k users’ messages. For example, if k = 2,
2 error events result from an error in the network coded message V2,3 or VL 2,L 1. Thus,
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the dominating error cases for the kth error event can be expressed as:
PD = PFDF(i, k)
L 1
Õ
m=1,m 6=k
(1  PFDF(i,m)), (C.1a)
PD0 = PFDF(i, L  k)
L 1
Õ
m=1,m 6=L k
(1  PFDF(i,m)). (C.1b)
Here, the subscripts D and D0 indicate the case of k consecutive errors involving the first
user and the k  1 following users and the case of k consecutive errors involving the last
user and the k  1 preceding users, respectively. At high SNR, the terms ÕL 1m=1,m 6=k(1 
PFDF(i,m)) in (C.1a) and ÕL 1m=1,m 6=L k(1  PFDF(i,m)) in (C.1b) can be approximated to
1. Thus, (C.1) can be rewritten as:
PD = PFDF(i, k), (C.2a)
PD0 = PFDF(i, L  k). (C.2b)
Now for i = 1, 2, L  1, L, there is only one possible user combination in which the
messages of the first user and the k  1 following users (or the last user and the k  1
preceding users) can be incorrectly decoded. Thus the expression for the probability of
the kth error event can be given by:
Pi(k) =
8>>>><>>>>:
PD0 i = 1, 2
PD i = L, L  1
PD + PD0 i/2 f1, 2, L  1, Lg .
(C.3)
Then substituting (C.2) in (5.26) completes the proof.
Appendix D
Appendix D
This appendix contains the proof of the lemmas and theorems needed in Chapter 6. The
appendix is organized as follows. In Section D.1, the Lemma 6.1 on page 128 is proved.
In Section D.2, the Lemma 6.3 on page 129 is proved. Section D.3 contains the proof
of Theorem 6.4 on page 132. Finally, Section D.4 contains the proof of Theorem 6.5 on
page 133.
D.1 Proof of Lemma 6.1
First, we obtain the SNR expression in (6.19) for the kth user’s signal at the ith user. For
k = i  1, where i  1 indicates the user whose message is decoded in the downward
and in the upward extraction processes, respectively, the received signal can be written
from (5.23) and (5.24) as:
Xˆti1 = Y
t
i,i1   a
p
Phˆi,iXti = ahˆr,i hˆi1,r
p
PXti1 + ni1, (D.1)
where ni1 denotes the noise terms, given as:
ni1 =a
p
Ph˜i,iXti + a
p
Ph˜i,i1h˜i,rXti1 + a
p
Phˆr,in1 + a
p
Ph˜r,in1 + n2. (D.2)
Remark D.1. Note that the first term indicates self-interference that cannot be completely can-
celled out due to imperfect channel estimation, the second term is a component of the desired
signal that is lost due to channel estimation error and the last three terms indicate complex
165
166 Appendix D
AWGN noises.
From (D.1), the SNR of the (i  1)th user’s signal, when received at the ith user, is
given by:
gi1 =
a2dPs
2
hr,i
s2hi1,r
Ni1
. (D.3)
Here, Ni1 represents the variance of the noise terms present in ni1 (see (D.2)) and
is expressed as:
Ni1 =a2Ps2h˜i,i + a
2Ps2h˜i,i1 + a
2Ps2hr,is
2
n + a
2Ps2h˜r,iN0 + N0, (D.4)
where, j hˆa,b j2 represents the variance of the channel estimate hˆa,b and s2h˜a,b represents
the variance of the estimation error h˜a,b, a, b 2 fr, i, i 1g.
After substituting the value of a =
r
Pr
Ps2hi,r
+Ps2hi1,r+N0
from (5.10), the expression of
the SNR in (D.3) can be given as
gi1 =
PrPds2hr,is
2
hi1,r
N0i1
, (D.5)
where,
N
0
i1 = PrPs
2
h˜i,i
+ PrPs2h˜i,i1 + (P+ Pr)s
2
hr,iN0 + Ps
2
hi1,rN0. (D.6)
For k 6= i, i 1, from (5.23) and from (5.24), the signal of the kth user can be written
as:
Xˆtk = Y
t
k1,k   a
p
Phˆi,k1Xˆtk1 = a
p
Phˆi,kXtk + nk, (D.7)
where, k 1 denotes the user whose signal is detected before (or after) the kth user in
the downward (or upward) extraction process and nk denotes the noise terms present
at the extracted signal of the kth user’s signal and is given as:
nk =a
p
Ph˜i,k1Xtk1 + a
p
Ph˜i,kXtk + ahˆr,in1 + ah˜r,in1 + n2. (D.8)
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If Xˆk1 = Xk1 (i.e., no error propagation), the SNR of the kth user’s signal can be
obtained from (D.7) as:
gi,k =
PrPs2hr,is
2
hk,r
Nk
, (D.9)
where, Nk = PrPs2h˜i,k + PrPs
2
h˜i,k1
+ Prs2hr,iN0 + Ps
2
hk,r
N0 + Ps2hk1,rN0.
The exact probability density function (pdf) of the noise ni1 in (D.2) and nk in (D.8)
is not Gaussian due to the presence of product terms of two Gaussian variables (i.e., the
first two terms in (D.2) and the first two terms in (D.8)). However, the pdf of the noise
can be numerically shown to match closely to that of a Gaussian distribution at high
transmit SNR [34]. Thus, the probability of incorrectly decoding the kth user’s message,
given that the (k 1)th user’s message is correctly decoded, can be obtained from (6.18)
under Gaussian noise approximation.
D.2 Proof of Lemma 6.3
First, we need to investigate different error cases for the kth error event in an AF MWRN.
For k = 1, the possible error cases are illustrated in Chapter 3 as
 when a middle user’s message is wrongly estimated with correct decision about
the following user
 when an error occurs in the estimated signal of one of the end users.
For larger values of k, there will be many more error cases and considering all the
possible error cases would make the analysis complicated. For a tractable analysis,
we consider only the dominating error cases that influence the kth error event at high
SNR. That is, we consider the higher order error terms (e.g., P02AF and P
2
AF) and the
corresponding error cases negligible.
At high SNR, the dominating cases for the kth error event are either k consecutive
errors in the middle users or k consecutive errors involving one end user and k   1
following (or preceding) users. For example, if k = 2, i = 5, L = 10, the error cases
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would be either 2 consecutive errors in the middle users (i.e., the 5th user incorrectly
decodes any one of the message pairs (W2,W3), (W3,W4), (W6,W7), (W7,W8), (W8,W9))
or 2 consecutive errors involving the end user and the following (preceding) user (i.e.,
either (W1,W2) or (W9,W10)). The probability of the above error cases is expressed as in:
PC(p) =
k 1
Õ
t=1
P0AF(i, p+ t)PAF(i, p)
L 1
Õ
m=1,m 6=i,p,p+t,p+k
(1  P0AF(i, p+ k))(1  PAF(i,m)),
(D.10a)
PC0(p) =
k 1
Õ
t=1
P0AF(i, p  t)PAF(i, p)
L 1
Õ
m=1,m 6=i,p,p t,p k
(1  P0AF(i, p  k))(1  PAF(i,m)),
(D.10b)
PD =
k 2
Õ
t=1
P0AF(i, 1)P
0
AF(i, 1+ t)PAF(i, k)
L 1
Õ
m=1,m 6=i,t+1,k
(1  PAF(i,m)), (D.10c)
PD0 =
k 2
Õ
t=1
P0AF(i, L)P
0
AF(i, L  t)PAF(i, L  k+ 1)
L 1
Õ
m=1,m 6=i,L t,L k+1
(1  PAF(i,m)),
(D.10d)
where, the term C (C0) represents k errors involving the middle users for the downward
(upward) extraction process and D (D0) represents k errors involving the end user for
i 6= 1, 2 (i 6= L, L  1). At high SNR, the terms ÕL 1m=1,m 6=i,p,p+t,p+k(1  P0AF(i, p+ k))(1 
PAF(i,m)),ÕL 1m=1,m 6=i,p,p t,p k(1 P0AF(i, p  k))(1 PAF(i,m)),ÕL 1m=1,m 6=i,t+1,k(1 PAF(i,m))
and ÕL 1m=1,m 6=i,L t,L k+1(1  PAF(i,m)) in (D.10a), (D.10b), (D.10c) and (D.10d), respec-
tively, can be considered as 1.
xD.3 Proof of Theorem 6.4 169
Thus, the exact expressions can be simplified to
PC(p) =
k 1
Õ
t=1
P0AF(i, p+ t)PAF(i, p), (D.11a)
PC0(p) =
k 1
Õ
t=1
P0AF(i, p  t)PAF(i, p), (D.11b)
PD =
k 2
Õ
t=1
P0AF(i, 1)P
0
AF(i, 1+ t)PAF(i, k), (D.11c)
PD0 =
k 2
Õ
t=1
P0AF(i, L)P
0
AF(i, L  t)PAF(i, L  k+ 1). (D.11d)
Now, there are L  k  1 number of user combinations, where exactly k number of
middle users’ messages are incorrectly decoded and one combination, where k errors
occur involving the end user. Then, adding the expressions (D.11a) and (D.11d) or
(D.11b) and (D.11c) for the possible user combinations would give the probability of
exactly k error events.
D.3 Proof of Theorem 6.4
First, we consider the k 6= (i  1)th time slot. The objective function then becomes,
fk = fp,k + fd,k, where, fp,k = s2h˜i,k + s
2
h˜i,k1
and fd,k =
s2hr,i
N0
P +
s2hk,r
N0
Pr +
s2hk1,rN0
Pr represent
the functions involving the pilot signal power and the data signal power, respectively.
Using (6.30), we can write fp,k and fd,k in terms of the power allocation coefficients, as:
fp,k =
1
(2T+4)Ptb2(k)b1(k)(1 b2(k))
2((1 b2(k))s2hr,i+b2(k)s
2
hk,r
)N0
+ 1
s2hk,r
s2hr,i
+
1
(2T+4)Ptb2(k)b1(k)(1 b2(k))
2((1 b2(k))s2hr,i+b2(k)s
2
hk1,r )N0
+ 1
s2hk1,rs
2
hr,i
, (D.12)
and
fd,k =
 
2s2hr,i
b3(k)
+
s2hk,r + s
2
hk1,r
(1  b3(k))
!
TN0
(1  b1(k))(2T + 4)Pt . (D.13)
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Now, setting d fd,kdb3(k) = 0 yields
b23(k)(s
2
hr,i  
s2hk,r + s
2
hk1,r
2
)  2b3(k)s2hr,i + s2hr,i = 0.
Solving the above equation leads to the optimum value of b3(k) as in (6.31). Simi-
larly, setting d fkdb2(k) = 0, gives b2(k) = b3(k), which completes the proof. For k = (i 1)th
time slot, the proof can be completed with s2hk,r replaced by s
2
hi,r
in the above equations.
D.4 Proof of Theorem 6.5
If we set b2(k) = b3(k) = b(k) and
(2T+4)
2 Pt = P
0, Pps , P
p
r , P and Pr can be substituted
by b1(k)b(k)P0, (1  b(k))b1(k)P0, b(k)(1  b1(k))P0/T and 2(1  b(k))(1  b1(k))P0/T,
respectively. Then (6.29) can be written as:
f =
1
b(k)b1(k)(1 b(k))P0
((1 b(k))s2hr,i+b(k)s
2
hk,r
)N0
+ 1
s2hr,i
s2hk,r
+
1
b(k)b1(k)(1 b(k))P0
((1 b(k))s2hr,i+b(k)s
2
hk1,r )N0
+ 1
s2hr,i
s2hk1,r
+
 
s2hr,i
b(k)
+
s2hk,r + s
2
hk1,r
2(1  b(k))
!
N0T
(1  b1(k))P0 . (D.14)
Now, setting d fd,kdb1(k) = 0 leads to the optimum b1(k). However, the exact solution of this
equation would be very complicated. To simplify the analysis, we set s2hk,r = s
2
hk1,r =
s2hk,r
+s2hk1,r
2 = s
2
havg , which can quantify the average impact of the transmitting users’
channel conditions on the optimum solution of b1(k). Thus, (D.14) can be simplified to
f =
2
b1(k)b(k)(1 b(k))P0
A1
+ A2
+
A1T
(1  b1(k))b(k)(1  b(k))P0 , (D.15)
where A1 = ((1  b(k))s2hr,i + b(k)s2havg)N0 and A2 = 1s2hr,is2havg
. Now, using (D.15) and
setting d fdb1(k) = 0 leads to a quadratic equation, the root of which gives the optimal
b1(k) in (6.32), such that b1(k) < 1. Thus, the proof is completed.
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