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Abstrakt 
Diplomová práce se zabývá způsoby optimalizace v obrazových aplikacích. Jsou zde 
popsány vybrané optimalizační metody a aplikace zpracování obrazu. Byly vybrány tři 
evoluční algoritmy, konkrétně včelí algoritmus, spojitý genetický algoritmus a algoritmus 
PSO, které byly podrobně popsány a implementovány v prostředí Matlab pro využití 
v registraci obrazu, přizpůsobené filtraci, segmentaci a rekonstrukci obrazu. Nechybí zde 
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This thesis deals with methods for optimization in image processing. There is described 
some of optimization techniques and some applications in image processing. There is also 
described detailed procedure and realization of bee algorithm, genetic algorithm, PSO 
algorithm and their realization in image registration, matched filtering, image 
segmentation and image reconstruction. Algorithms and their efficiencies are compared 
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Optimalizace je technika, která je využívána k nalezení nejlepšího možného řešení v dané 
situaci v mnoha oborech, a dokonce i každým z nás. Optimalizujeme si denní rozvrh tak, 
aby průběh našeho dne byl co nejefektivnější. Stejně i v průmyslu se využívá  
k rozhodnutí, jakým způsobem transportovat zboží co nejrychleji a nejlevněji.  
S optimalizací se setkáváme také v medicíně, kde jsou snímány obrazy, ze kterých je dále 
stanovena diagnóza nebo plán léčby. Tyto obrazy je nutné optimalizovat takovým 
způsobem, aby byly lékaři snadno interpretovány.  
 Tato práce se zabývá problematikou optimalizačních metod a jejich využitím 
v obrazových aplikacích. Jsou zde uvedeny některé optimalizační techniky a vybrané 
aplikace zpracování obrazu. Podrobněji jsou popsány evoluční algoritmy, konkrétně včelí 
algoritmus, genetický algoritmus a PSO. Tyto algoritmy byly implementovány 
v programovacím jazyku Matlab pro využití v registraci obrazu. Pro testování 
jednotlivých algoritmů byla využita databáze FIRE, jež obsahuje 134 párů snímků sítnice. 
 Dalším využitím evolučních algoritmů může být segmentace dat, což bude dalším 
předmětem této práce společně s předzpracováním snímků pomocí přizpůsobené filtrace. 
K těmto aplikacím byly využity snímky sítnice z databáze DRIVE. Pomocí 
implementovaných evolučních algoritmů bude optimalizována hodnota prahu  
a parametry masky pro přizpůsobenou filtraci. 
 Poslední aplikací, ve které bude vylíčen průběh evolučních algoritmů je 
rekonstrukce obrazu. Zde je přistoupeno k několika modifikacím pro korektní funkčnost 
uvedených algoritmů. 
 Algoritmy jsou v oblasti registrace porovnány na základě průměrné vzdálenosti 
referenčních bodů pohybového a referenčního obrazu. V přizpůsobené filtraci jsou 
hodnoceny na základě kriteriální funkce, kterou je podobnostní koeficient Dice, jenž je 
také společně se senzitivitou, specificitou a přesností uplatněn ve srovnání algoritmů 
v segmentaci obrazu. Práce taktéž obsahuje srovnání s jinými autory, kteří pracovali se 
stejnou databází. V rekonstrukci obrazu jsou algoritmy srovnány na základě Euklidovy 
vzdálenosti referenčního a rekonstruovaného obrazu. Pro všechny aplikace je metrikou 
pro porovnání jednotlivých algoritmů také hodnota výpočetního času. Rovněž bylo 
vytvořeno grafické uživatelské rozhraní GUI pro vyšší přehlednost uživatele při testování 







1. OPTIMALIZACE A EVOLUČNÍ ALGORITMY 
S optimalizací se setkáváme v nejrůznějších oborech, je uplatněna v ekonomických  
a biologických systémech, herních strategiích nebo v systémech zdravotní péče. Ve své 
podstatě se jedná o nalezení nejlepšího možného řešení vzhledem k určitému problému. 
Problém může mít vždy více ideálních řešení podle toho, z jakého hlediska je řešen. Proto 
je definována tzv. kriteriální funkce, dle níž je vyhodnoceno nejlepší možné řešení, viz 
kapitola 2.1.3. Při optimalizaci jsou měněny stavové proměnné a na základě této změny 
je pozorována odezva celého systému. Cílem je se na základě iniciální hodnoty iteračně 
posunovat ke stále lepšímu řešení podle určeného pravidla do té doby, než je rozdíl mezi 
několika posledními úpravami nulový, nebo bylo dosaženo maximálního počtu iterací. 
Optimalizační problém se dá popsat jako minimalizace, či jako maximalizace problému. 
Někdy je zapotřebí najít minimum kriteriální funkce, jindy naopak maximum kriteriální 
funkce. Minimalizace se dá jednoduše konvertovat na maximalizaci a obráceně 










[−𝑓(𝑥)] . (2) 
Techniky řešící optimalizaci je možné rozdělit na několik typů a několik 
optimalizačních algoritmů, které budou blíže popsány v následující kapitole.  
1.1 Metoda nejstrmějšího sestupu 
Tato metoda je jedna z nejpopulárnějších algoritmů, které řeší optimalizaci a nejběžnější 
technika používaná k optimalizaci neuronových sítí. Je založena na postupné aktualizaci 
odhadu nejlepšího řešení (minima) pomocí numerického výpočtu derivací [8].   
Nejprve je otestováno, zdali je odhad optimální. Jestliže ano, algoritmus končí, 
avšak zdali nikoliv, algoritmus pokračuje k dalšímu kroku, čímž je výpočet směru 
hledání, kterým se bude posouvat následující odhad. Směr hledání je vždy opačný  
ke směru gradientu účelové funkce, neboť je gradient směr nejstrmějšího růstu. Zároveň 
musí být určeno, s jakým krokem se bude optimum posouvat. Krok musí být určen 
kompromisem tak, aby bylo optimum nalezeno co nejrychleji a zároveň dané optimum 
nebylo překročeno. Jakmile je definován směr nového odhadu optima a krok, s jakým  
se bude pohybovat, je nový odhad optima aktualizován a algoritmus se vrací na začátek. 
Nevýhodou této metody – obecně metod založených na gradientu – je časté nalezení 
pouze lokálního minima [12, 21]. 
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1.2 Newtonova metoda 
Newtonova metoda se zakládá na geometrii. Jde o aproximaci účelové funkce 
kvadratickou funkcí v místě aktuálního odhadu optima, kde se následně zjistí minimum 
dané kvadratické funkce a zpřesní odhad optima. U této metody je potřebný výpočet 
Hessovy matice a parciálních derivací. Vztah používaný pro Newtonovu metodu lze 
popsat následující rovnicí: 
 [𝑥𝑛+1  𝑦𝑛+1] = [𝑥𝑛  𝑦𝑛] − (𝐻[𝑥,𝑦]𝑛)
−1
 ∇𝐹[𝑥,𝑦]𝑛  , 
  (3) 
kde [x, y]n+1 definuje aproximaci řešení v aktuálním kroku, [x, y]n definuje aproximaci  
v předchozím kroku, ∇𝐹[𝑥,𝑦]𝑛 definuje aproximaci první derivace v bodě [x, y]n  a 𝐻[𝑥,𝑦]𝑛 
definuje numerickou aproximaci Hessovy matice v bodě [x, y]n. Aby docházelo  
ke konvergenci, musí být Hessova matice pozitivně definitní. K tomu lze použít 
Sylvestrovo kritérium, jež říká, že matice je pozitivně definitní, pokud jsou determinanty 
submatic vyšší než nula. Jestliže Hessova matice není pozitivně definitní, má podobu 
jednotkové matice [2, 12]. 
1.3 Náhodné prohledávání 
Tuto metodu lze považovat za jednu z nejjednodušších pro nalezení globálního extrému. 
Jde o algoritmus, jenž je založen na náhodě a generování pseudonáhodných čísel, proto 
se také označuje jako slepý algoritmus. Jde pouze o zapisování náhodně vygenerovaného 
odhadu tehdy, kdy je řešení lepší než v případě předchozího zapamatovaného odhadu 
optima [10]. 
1.4 Simplexová metoda 
U simplexové metody je generován simplex S představující množinu nekomplanárních 
d+1 bodů (pro d=3 bude simplex S obsahovat 4 body). V simplexu je nalezen bod 
s nejvyšší xh a nejnižší xl funkční hodnotou, následně se vypočte těžiště z bodů, z nichž 
se odstranil bod xh. Přes dané těžiště se provede reflexe odstraněného bodu xh, kde je 
definován nový bod y. Jestliže platí, že nově vytvořený bod vykazuje lepší řešení než bod 
xh, bod y nahradí bod xh. Pokud ovšem bod y shledává horší řešení nežli bod xh, přistupuje 
se k redukci, jež má za následek smrštění všech bodů simplexu k bodu xl [9, 25].  
Popsaná metoda nabízí řadu modifikací, jako např. Nelderův-Meadův algoritmus. 
V této modifikaci je simplex definován jako konvexní útvar s d+1 vrcholy (pro d=2 je 
vytvořen trojúhelník). Po výpočtu těžiště ze všech bodů simplexu se provede 
transformace představující náhradu nejhoršího vrcholu simplexu za nový bod. 
Transformace, kromě redukce a reflexe, obsahuje také expanzi a kontrakci. Na základě 
několika pravidel se rozhoduje, ke které z těchto transformací bude přistoupeno [9, 25]. 
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1.5 Simulované žíhání 
Metoda je založena na fyzikálním principu žíhání oceli a spadá mezi nejúspěšnější 
tradiční stochastické optimalizační algoritmy. Při zahřátí kovu začnou atomy kmitat 
kolem svých počátečních souřadnic. S postupným ochlazováním kmitají čím dál méně  
a usazují se v místech s nižší energií. Kov je v daném případě definován vektorem x, 
jemuž se přidělí funkční hodnota (analogie k energii krystalové mřížky kovu). Žíháním 
se minimalizuje energie krystalu, což je v dané metodě simulováno jako minimalizace 
funkce. Z vektoru x se vytvoří vektor y, jenž nahradí původní vektor x 
s pravděpodobností určenou Metropolisovým vzorcem. Jestliže vektor y nabízí lepší či 
stejné řešení než vektor x, je vektor x nahrazen novým vektorem y s pravděpodobností 
100 %. Pokud ovšem vektor y nabízí horší řešení než původní vektor y, je vektor x 
nahrazen vektorem y pouze s určitou pravděpodobností. V Metropolisově vzorci se 
vyskytuje teplota T určující pravděpodobnost akceptování nového vektoru, byť dává 
horší řešení. Na počátku je teplota T nastavena na vyšší teplotu a pravděpodobnost 
akceptování horšího vektoru je vyšší, s klesající teplotou se pravděpodobnost akceptování 
horšího řešení snižuje [7, 11]. 
 Simulované žíhání spatřuje svůj benefit v úniku z lokálního optima a ve výsledku 
by metoda měla konvergovat ke globálnímu optimu. K dalším výhodám metody patří 
schopnost maximalizovat funkce, jež je jinak velmi obtížné nebo nemožné optimalizovat 
[11]. 
1.6 Evoluční algoritmy (EA) 
Evoluční algoritmy jsou charakterizovány existencí populace jedinců, kteří jsou vystaveni 
tlaku životního prostředí, což vede k přírodnímu výběru nejlepšího jedince z populace. 
Obecně se evoluční algoritmy zabývají biologickými evolučními procesy [22]. 
1.6.1 Genetické algoritmy (GA) 
Genetické algoritmy jsou nejdříve a nejvíce používané evoluční algoritmy. Jsou založeny 
na evoluci druhu a vychází z evoluční teorie Charlese Darwina. Tyto techniky byly 
původně vytvořeny spíše ke studování adaptivních systémů nežli jako prostředek 
k optimalizaci. GA jsou založeny na několika znacích přírodního výběru: 
1. Biologický systém zahrnuje populaci jedinců, jež mají schopnost reprodukce.  
2. Jedinci mají omezenou životnost. 
3. V populaci existuje určitá odchylka. 
4. Schopnost přežití je pozitivně korelována se schopností reprodukce. 
GA simulují každý z těchto znaků přírodního výběru [7].  
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Pokud je znám optimalizační problém, je vytvořena populace s kandidáty 
nejlepšího řešení. Někteří kandidáti shledávají horší a někteří lepší řešení. Kandidáti 
s lepším řešením mají vetší šanci na reprodukci. Rodiče zplodí potomky a následně jsou 
vyhozeni z populace, čímž vytvoří místo pro své potomky. Postupnou reprodukcí se stává 
populace silnější a silnější. Jedinci v populaci se nazývají chromozomy, které obsahují 
geny představující hledané parametry [22, 26]. 
 Spojitý genetický algoritmus 
Počátek algoritmu začíná vygenerováním počáteční populace. Vzniklá populace je dána 
náhodnými hodnotami v příslušném rozsahu hledaných parametrů. Dále je pro každého 
jedince populace určena kvalita. Po určení kvality dochází k reprodukci jedinců 
(chromozomů). Dojde k seřazení chromozomů dle jejich kvality a dále se pracuje pouze 
s procentem nejsilnějších chromozomů. Poté dochází ke křížení chromozomů  
a vytváření nových potomků. Možností, jakými vybrat chromozomy ke křížení, je 
několik, např. náhodný výběr dvou chromozomů nebo párování shora dolů.  Nový 
potomek je vytvořen určitou kombinací jeho rodičů. Pro křížení může být použita např. 
blending metoda, která bude popsána v kapitole 3.1.2. Po proběhnutí reprodukce  
se přistupuje k mutaci, což představuje náhodné změny genů v chromozomech. Mutace 
upravuje chromozomy o náhodně zvolené číslo a může k ní dojít pouze s určitou 
pravděpodobností. Takto reprodukované a zmutované chromozomy vstupují do další 
iterace. U genetického algoritmu se vyskytuje taktéž elitářství, jež spočívá  
v automatickém postupu nejlepšího chromozomu do další iterace. Algoritmus je ukončen 
v případě, že proběhl určitý počet iterací, nebo až se hodnota nejlepšího jedince po 
předem definovaném počtu iterací nebude měnit [23, 26]. Spojitý genetický algoritmus 
bude blíže popsán v kapitole 3.1.2. 
 Binární genetický algoritmus 
Jak již název napovídá, binární genetický algoritmus pracuje, na rozdíl od spojitého 
genetického algoritmu, pouze s binárními čísly. Nejprve je vygenerováno N sekvencí 
binárních čísel, kde N představuje počet chromozomů. Pro každý takový chromozom je 
vypočítána hodnota kriteriální funkce. Dále postupuje pouze určité množství 
chromozomů, často bývá vybráno 50 % nejlepších jedinců. Další možností je postup 
všech chromozomů, splňujících určitý práh kvality. Tyto vybrané nejlepší chromozomy 
se podrobují křížení. Možností výběru chromozomů pro křížení je mnoho. Nejjednodušší 
metodou křížení je křížení shora dolů, kde se kříží vždy dva po sobě následující 
chromozomy. Sudé chromozomy mohou představovat matku, liché potom otce. Tento 
přístup je velmi jednoduchý, genetiku nicméně přesně nemodeluje. Další metodou je 
prostý náhodný výběr dvou různých chromozomů. Častou metodou pro selekci 
chromozomů pro křížení je tzv. vážená ruleta, v níž je určena pravděpodobnost výběru 
chromozomu dle jeho kvality a je spočítána distribuční funkce. Je vygenerováno náhodné 
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číslo v rozsahu 0-1 a určí se jedinec, který představuje interval distribuční funkce, do 
kterého náhodně generované číslo spadá. Po selekci chromozomů dochází k jejich 
křížení. Nejběžnější formou křížení je produkce dvou potomků ze dvou rodičů. Jednou 
z možností je jednobodové křížení, v němž jsou matka i otec rozděleni na dvě části 
náhodně vygenerovaným bodem křížení. Část genů otce dědí první potomek, druhou část 
druhý potomek. Stejným způsobem dědí potomci geny matky. Dalším způsobem je 
dvoubodové křížení, v němž jsou rodiče rozděleni na tři části pomocí dvou 
vygenerovaných bodů křížení. Jednobodové, resp. dvoubodové křížení, je zobrazeno na 
Obr. 1, resp. Obr. 2 [26]. 
 
Obr. 1: Jednobodové křížení. Upraveno z [27]. 
 
Obr. 2: Dvoubodové křížení. Upraveno z [27]. 
Takto křížením vzniklí potomci s určitou pravděpodobností podléhají mutaci. Každý bit, 
resp. gen, je s určitou pravděpodobností mutován z 0 na 1 a naopak. 
 Tímto způsobem je z populace rodičů vytvořena nová populace potomků. Stejně 
jako u spojitého genetického algoritmu je možnost elitářství, kdy do nové populace 
postupuje elitní jedinec ze staré populace. Z nově vzniklé populace potomků je 
vypočítána kriteriální hodnota, stává se z ní populace rodičů a celý proces se opakuje 
[26].    
1.6.2 Rojové algoritmy 
Rojové algoritmy jsou inspirovány chováním živých organismů, jež žijí ve společenství 
a využívají emergence inteligentního chování roje. Vychází z toho, že spolu jedinci v roji 
komunikují. U těchto algoritmů je náhodně vytvořena populace jedinců, pro jednotlivé 
jedince je vypočtena funkční hodnota a je označen jedinec s nejlepší funkční hodnotou. 
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Ostatní jedinci tohoto nejlepšího jedince následují. U rojové inteligence se studují ptáci, 
včely, mravenci apod. Do nejvíce používaných rojových algoritmů lze zařadit algoritmus 
PSO, mravenčí kolonie či včelí algoritmus [14, 49]. 
 PSO 
PSO (z angl. particle swarm optimization optimalizace rojem částic) je algoritmus 
navržen v 90. letech na základě studie, která ukázala, že některé skupiny zvířat, jimiž jsou 
ptáci nebo ryby, jsou schopny sdílet si navzájem informace, které vedou k přežití 
v přírodě. K vysvětlení algoritmu je představeno hejno ptáků, hledající místo k usazení, 
což představuje komplexní problém. Určení nejlepšího místa k usazení záleží na několika 
podmínkách. Jako jedna z podmínek může být maximum dostupné potravy nebo 
minimální šance na výskyt predátora, který by mohl hejno ohrozit. Ptáci v hejně krouží  
a vyhodnocují jednotlivá nalezená místa do té doby, něž je určeno nejlepší místo k usazení 
a hejno přistane najednou. Z této skutečnosti vyplývá, že spolu ptáci v hejně komunikují, 
jinak by každý pták pravděpodobně přistál na jiném místě v jiný čas. Studie poukazuje 
na fakt, že každý jedinec, kromě informace o svém nejlepším nalezeném místě, nese  
i informaci o nejlepším nalezeném místě celého hejna [28].  
 Každý jedinec v populaci je reprezentován svou pozicí a rychlostí. Na počátku 
algoritmu jsou náhodně vygenerovány pozice jedinců. Rychlost každého jedince bývá 
inicializována náhodně nebo definována nulovou hodnotou [29]. V každé iteraci se 
aktualizuje pozice a rychlost každého jedince. Rychlost jedince je upravována na základě 
dvou informací: dosud nejlepší dosažená pozice jedince a nejlepší pozice dosažená celým 
hejnem. Úpravu rychlosti a pozice lze definovat vztahy 4 a 5 [28]. 
 𝑣𝑖
𝑡+1 = 𝑊. 𝑣𝑖
𝑡 + 𝑐1. 𝑟1. (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖







𝑡+1 je rychlost částice v aktuálním kroku, 𝑣𝑖
𝑡 je rychlost v předešlém kroku, 𝑥𝑖
𝑡+1 je 
pozice v aktuálním kroku, 𝑥𝑖
𝑡 je pozice v předešlém kroku, 𝑝𝑏𝑒𝑠𝑡𝑖 je dosud nejlepší 
nalezená pozice jedince, 𝑔𝑏𝑒𝑠𝑡 je nejlepší nalezená pozice celým hejnem. Parametry 
𝑐1, 𝑐2, 𝑊 jsou akcelerační koeficienty ovlivňující míru aktualizace. Parametr 𝑐1 udává 
individuální vědomost jedinců a parametr 𝑐2 udává sociální vědomost jedinců, přičemž 
parametry jsou nejčastěji voleny v rozmezí <0,5; 3>. Parametr 𝑊 je volen v rozmezí  
<0; 1> a ovlivňuje směr pohybu z předešlé iterace. Jestliže je voleno 𝑊=1, je částice plně 
ovlivněna směrem pohybu z předešlé iterace [28, 30]. Na Obr. 3 je znázorněn možný 
pohyb jedince do další iterace, nová pozice jedince bude v závislosti na akceleračních 
koeficientech uvnitř vytvořeného trojúhelníku. Algoritmus PSO bude detailně popsán 




Obr. 3: Pohyb jedince PSO. Upraveno z [31]. 
 Mravenčí kolonie 
Mezi základní vlastnosti mravenců patří nepřímá komunikace na základě zanechávání 
feromonové stopy. Mravenci v roji komunikují tak inteligentně, že na jejich základě byl 
vytvořen optimalizační algoritmus. Mravenčí kolonie jsou založeny na tom, že se jedinci 
náhodně pohybují a hledají potravu. Jakmile potravu nějaký jedinec nalezne, vrací se do 
mraveniště. Od bodu nalezení až do bodu mraveniště ovšem na cestě zanechává 
feromonovou stopu, aby dal ostatním jedincům vědět, kde se potrava nachází. Jestliže 
jedinec narazí na feromonovou stopu, bude ji následovat pravděpodobněji, než aby 
pokračoval ve své původní cestě. Čím více mravenců se pohybuje mezi naleznutou 
potravou a mraveništěm, tím větší je feromonová stopa, čímž se zvyšuje šance, že jedinec 
bude tuto cestu následovat. Cílem mravenců je, aby jejich cesta za potravou byla co 
nejkratší. Mravenčí kolonie se především používají při hledání optimální cesty v grafu, 
využívají se tak např. pro řešení problému obchodního cestujícího – obchodní cestující se 
snaží navštívit několik měst s návratem do původního města tak, aby jeho cesta byla co 
nejkratší, přičemž jsou známy vzdálenosti jednotlivých měst [7, 14]. 
 Včelí algoritmus 
Kolonii včel lze vysvětlit jako jedno velké společenství, jež se dokáže rozšířit stovky 
kilometrů do několika směrů pro nalezení zdroje potravy. V zásadě by květy, poskytující 
více nektaru a pylu za menší spotřeby energie včely, měly obsahovat více včel nežli 
ostatní květy. Vzhledem k velikosti jedince je podobně jako v jiných koloniích sociálního 
hmyzu velmi důležitá samoorganizace. Proces shánění potravy začíná již v úlu, z něhož 
jsou vyslány včely průzkumnice, které náhodně prohledávají prostor. Když se včely, které 
našly potravu, vrátí do úlu, přesouvají se na taneční parket. Tanec, jenž následně včela 
předvede, je typický pro včelí kolonii a je esenciální pro komunikaci kolonie. Obsahuje 
tři důležité informace: směr, vzdálenost a kvalitu potravy. Informace každého 
průzkumného jedince je získána kolonií pouze z tanečního parketu. Po tanci se včela 
tanečnice, tj. průzkumnice, vrací za potravou nyní již s více včelami, které čekaly v úlu. 
To umožňuje kolonii rychle a efektivně sbírat potravu. Po sklizni včely monitorují 
hladinu potravy, daná informace bude předána pomocí dalšího tance po návratu včel do 
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úlu. Pokud je zdroj potravy stále dostačující, bude tato informace předána při tanci  
a na následující cestu za potravou bude vysláno více včel [15].  
 U samotného algoritmu jsou včely rozděleny na včely průzkumnice a vyčkávající 
včely. Průzkumnice jsou náhodně zasazeny do prostoru, v každé iteraci je vybráno  
m nejlepších včel a z těchto včel jsou vybrány elitní včely. Následně jsou tyto včely 
následovány vyčkávajícími včelami. Elitní včely jsou následovány více včelami než včely 
neelitní. Tyto následovnice prohledávají okolí kolem elitní včely, což reprezentuje lokální 
prohledávání. Pokud najde lepší řešení než elitní včela, je toto řešení včelou 
aktualizováno. Nová generace obsahuje m nejlepších včel. Zbytek včel je náhodně 
doplněn, aby odpovídal velikosti předchozí populace [20]. Podrobněji bude tento 
algoritmus popsán v kapitole 3.1.1. 
1.6.3 Evoluční programování (EP) 
Evoluční programování vytváří populaci jedinců, avšak nezahrnuje rekombinaci. Nové 
generace jsou vytvořeny pouze na základě mutace. Nejdříve je náhodně vytvořena 
populace jedinců 𝑥𝑖 s předpokladem, že funkční hodnota pro všechny x je vyšší  
nebo rovna nule. Plození potomků je znázorněno rovnicí 6. 
 𝑥𝑖
′ = 𝑥𝑖 + 𝑟𝑖√𝛽. 𝑓(𝑥𝑖) + 𝛾 , (6) 
𝑟𝑖 je náhodně generovaný vektor, v němž každý prvek odpovídá Gaussovské distribuci  
s nulovou střední hodnotou a rozptylem 1, 𝛽 a 𝛾 jsou ladící parametry EP. Rozptyl mutace 
populace 𝑥𝑖 je dána (𝛽. 𝑓(𝑥𝑖) + 𝛾). Jeli parametr 𝛽 nulový, pak mají všichni jedinci stejný 
průměrný stupeň mutace. Pokud je 𝛽 vyšší než nula, pak jedinec s nízkou funkční 
hodnotou nemutuje tolik jako jedinec s vysokou funkční hodnotou. Často se jako výchozí 











2. OPTIMALIZACE V OBRAZOVÝCH APLIKACÍCH 
Optimalizační techniky jsou také hojně využívány v digitálním zpracování obrazu. Jako 
nejvíce nabízející se optimalizační problém ve zpracování obrazu se jeví registrace 
obrazu neboli lícování. Kromě registrace se pomocí optimalizace řeší několik dalších 
obrazových aplikací, např. segmentační problémy [19], komprese obrazu [13, 18, 61], 
adaptivní filtrace [62] nebo zvýšení jasu a kontrastu obrazu [63]. 
2.1 Registrace obrazu 
V oboru zdravotnictví je hojně užíváno pořizování snímků. Tyto obrazy se poté aplikují 
při stanovení diagnózy pacienta, plánování léčby nebo sledování nádoru. Pro pochopení 
vývoje nemoci se v rámci medicínských postupů pracuje s několika obrazy zachycenými 
v různých časových intervalech. Často se pro získání informací o nemoci snímají obrazy 
o různých modalitách. Pro sledování a vyvozování informací z těchto pořízených snímků 
je zapotřebí obrazy na sebe naskládat s co nejlepším překrytím. Pro tento proces se 
používá registrace obrazu. Registrace je jednou ze základních metod digitálního 
zpracování obrazu. Jde o ztotožnění dvou nebo více obrazů tak, aby si jejich vzájemné 
prostorové souřadnice odpovídaly. Jsou-li obrazy pořízeny v odlišných časových 
intervalech, ale pomocí stejné modality, mluvíme o monomodální registraci. Pokud jde  
o sloučení dvou obrazů jiné modality, jedná se o multimodální registraci. Při registraci 
jsou definovány dva typy obrazu, referenční, který se během celého procesu registrace 
nemění, a pohybový, jenž je iterativně transformován. Cílem je připodobnit pohybový 
obraz tomu referenčnímu, k čemuž slouží geometrická transformace obrazu [1, 4]. 
2.1.1 Transformace obrazu 
Transformací obrazu se rozumí nalezení vhodné transformační funkce, jež vyobrazí 
souřadnice vstupního obrazu do souřadnic výstupního obrazu. Jedná se pouze o změnu 
souřadnic, ostatní informace obrazu zůstávají nezměněné. Transformační funkce je 
reprezentována transformační maticí, jejímž vynásobením se vstupním obrazem se získá 
výstupní obraz s novými souřadnicemi.  
Geometrické transformace se rozdělují do dvou skupin, rigidní (tuhé) a flexibilní 
(pružné) transformace [3].  
 Rigidní transformace 
Transformace, při nichž si části obrazu zachovávají tvar, rovnoběžnost a velikosti úhlů 
mezi objekty, se nazývají rigidní. Nejzákladnější rigidní transformací je translace (posun) 




Translace – jedná se o prostý posun obrazu, jak lze vidět na Obr. 4. Translace se dá popsat 
následující rovnicí [5]: 
 





Obr. 4: Grafický příklad translace. 
Rotace – jedná se o prosté otočení obrazu o zvolený úhel , jak lze vidět  
na Obr. 5. Rotace se dá popsat následující rovnicí [6]: 
 𝑟´ = 𝐵. 𝑟, kde 𝐵 = [cos 𝜃 −sin 𝜃
sin 𝜃 cos 𝜃
]. (8) 
 
Obr. 5: Grafický příklad rotace. 
Často se provádí rigidní transformace, v niž je užita translace i rotace současně. 
Pro tyto případy lze obě transformace sloučit, čímž je vytvořena obecná matice rigidní 
transformace R. V matici R jsou zahrnuty informace o rozdílu v posunu  
i velikosti úhlu. Obecnou rigidní transformaci lze definovat pomocí  






] = 𝑅. 𝑟 = [
cos 𝜃 − sin 𝜃 ∆𝑥










 Flexibilní transformace 
Flexibilní transformace se od rigidních liší tím, že mění vzdálenosti mezi pixely  
a způsobují deformaci struktur v obrazu. Mezi základní flexibilní transformace patří 
škálování a zkosení [3]. 
 
Škálování – škálováním se rozumí změna měřítka struktur v obraze, viz Obr. 6, a dá se 






],               (10) 
kde sx představuje škálování v ose x a sy v ose y [3]. 
 
Obr. 6: Grafický příklad škálování. 
Na Obr. 6 lze vidět tmavě šedý obrazec před a světle šedý obrazec po škálování, kdy došlo 
ke zmenšení měřítka v obou osách. 
Zkosení – zkosení je postupně narůstající translace řádků a sloupců, viz Obr.7, a dá se 

















Obr. 7: Grafický příklad zkosení. 
Na Obr. 7 je znázorněn příklad zkosení obrazce. Byla použita také translace pro lepší 
přehlednost. 
Jestliže jsou vynásobeny všechny výše zmíněné transformační matice, získáváme 
nejobecnější lineární transformaci – afinní transformaci [3]. 
 Afinní transformace 
Jak již bylo výše zmíněno, afinní transformace kombinuje dříve zmíněné transformace, 
čímž dochází k několika změnám, při nichž se ovšem nemění rovnoběžnost stran. Afinní 














] . (12) 
Na Obr. 8 je ukázán příklad vynásobené afinní transformační funkce s pixely obrazu, lze 
pozorovat, že výstupní obraz je posunut, rotován, škálován i zkosen. Světle šedý obrazec 
reprezentuje vstupní obraz a výstupní obraz je reprezentován tmavě šedým obrazcem. 
 
Obr. 8 Grafický příklad afinní transformace. 
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Výše zmíněné transformace obsahují relativně málo parametrů, jež je třeba 
definovat. Existuje mnoho dalších, již složitějších transformací, které obsahují více 
parametrů, což má ale za následek obecnější transformaci. Jedná se např. o polynomiální 
transformaci, „piecewise“ transformaci nebo „thin-plate spline“ transformaci, která bude 
v následující kapitole blíže popsána [5]. 
 Thin-plate spline (TPS) 
Tato transformace využívající splajnové funkce je jednou z nejpoužívanějších 
transformací pro nerigidní registraci. Technika je založena na interpolaci a vyhlazování 
dat [5].  
 {(𝑥𝑖,𝑦𝑖,𝑓𝑖): 𝑖 = 1, … , 𝑁}. (13) 
Je-li dáno několik bodů, jak je definováno v rovnici 13, je TPS interpolace definována 
následující rovnicí [5]: 
 𝑓(𝑥, 𝑦) = 𝐴1 + 𝐴2. 𝑥 + 𝐴3. 𝑦 + ∑ 𝐹𝑖 . 𝑟𝑖
2. 𝑙𝑛𝑟𝑖
2 𝑁𝑖=1 , (14) 
kde 𝒓𝒊
𝟐 = (𝒙 − 𝒙𝒊)
𝟐+(𝒚 − 𝒚𝒊)
𝟐 + 𝒅𝟐. Zde je znázorněna rovnice desky nekonečného rozsahu 
deformace při zatížení umístěné v bodech {(xi, yi): i = 1,…N}. Deska se působením 
zatížení vychýlí, čímž získá hodnoty. Parametr d2 se chová jako parametr tuhosti, s jeho 
hodnotou blížící se nule dochází více k bodovému zatížení a se vzrůstajícími hodnotami 
je vytvářen hladší povrch. Tento parametr tedy definuje tvar interpolačního povrchu  
a mění přesnost registrace. Rovnice 14 obsahuje N+3 neznámých. Dosazením souřadnic 
N bodů z rovnice 13 do rovnice 14, za předpokladu, že f(xi , yi) = fi , je získáno N rovnic 
se třemi pravidly, viz rovnice 15, 16 a 17 [5]. 
 














Rovnice 15 definuje takové pravidlo, že suma zatížení působících na desku je 
nulová. Toto pravidlo je nutné splnit, aby bylo zamezeno pohybu desky při vychylování 
a zůstala tak stacionární. Rovnice 16 a 17 vyžadují, aby momenty vzhledem k osám x  




Po provedení geometrické transformace se získají nové souřadnice pixelů. Velmi často 
ovšem dochází k tomu, že vlivem použití geometrické transformace nové souřadnice 
pixelů nezapadají do pravoúhlé mřížky vstupního obrazu. Proto je tyto body nutné 
interpolovat tak, aby do této mřížky zapadaly. Existuje několik interpolačních metod, níže 
budou představeny jen některé základní [3]. 
 Metoda nejbližšího souseda 
Tato metoda je nejjednodušší interpolační metodou a vyžaduje nejméně výpočetního 
času. Metoda uvažuje pouze jediný pixel, který je nejbližší interpolovanému bodu. Obraz 
interpolovaný touto metodou obsahuje nespojitosti a jeho spektrum je ovlivněno 
aliasingem. Na druhou stranu je tato metoda velmi rychlá, jelikož zahrnuje jen jeden pixel 
vstupující do interpolační funkce [3, 6, 16]. 
 Bilineární interpolace 
Bilineární interpolace uvažuje nejbližší 2x2 sousedství známých hodnot pixelů, které 
obklopují neznámý pixel. Následně je proveden vážený průměr těchto čtyř pixelů, čímž 
je získán interpolovaný pixel. Obraz interpolovaný touto metodou je následně hladší než 
obraz interpolovaný metodou nejbližším sousedem. Tato metoda na rozdíl od metody 
nejbližšího souseda není tak výrazně zasažena aliasingem, je však více výpočetně náročná 
[3, 16]. 
 Bikubická interpolace 
Bikubická interpolace je podobná interpolaci bilineární, uvažuje ovšem nejbližší 4x4 
sousedství známých hodnot pixelů. Těchto 16 pixelů mají od neznámého pixelu rozdílnou 
vzdálenost, největší váhu obsahují pixely, které jsou neznámému pixelu nejblíže, 
nejvzdálenější pixely mají váhu nejnižší. Bikubickou interpolací je získáván ostřejší 
obraz v porovnání s předchozími metodami, to je však dáno vyšší výpočetní náročností 
[3, 16]. 
2.1.3 Kriteriální funkce 
K vyhodnocení úspěšnosti registrace je potřeba definovat kriteriální funkci. Na základě 
zvolené kriteriální funkce dochází k vyhodnocování míry podobnosti mezi referenčním  
a pohybovým obrazem. Při optimalizaci je cílem najít takové parametry, aby příslušná 
kriteriální funkce byla co nejnižší. Existuje několik kriteriálních funkcí, vybrané z nich 
budou níže popsány [3,17]. 
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 Euklidova vzdálenost 
Společně s metodou nejmenších čtverců patří mezi nejjednodušší kriteriální funkce. Je 
založená na absolutní velikosti dvou obrazů (vektorů). Tato metoda využívá rozdílů 
intenzit jednotlivých pixelů. Vztah pro euklidovskou vzdálenost je uveden v rovnici 18. 
  








kde a je referenční obraz, b je pohybový obraz, i je jednotlivý index obrazu a N je počet 
prvků v obraze [24]. 
 Metoda nejmenších čtverců 
Metoda je velmi podobná euklidovské vzdálenosti, ovšem místo odmocnění sumy rozdílů 
je tato suma dělena počtem vzorků obrazu. Podobně jako u Euklidovské vzdálenosti je 
tato metoda založena na porovnání intenzit pixelů v obraze a je využívána u obrazů, jež 









 ,   (19) 
kde a, b jsou obrazy, i je jednotlivý index obrazu, N je počet prvků v obraze [6, 17]. 
 Korelační koeficient 
Je využíván při lineárním vztahu intenzit pixelů v obraze. Vztah je zobrazen rovnicí 20. 
 
𝐶𝐶(𝑎, 𝑏) =
∑ [𝑎𝑖−𝑎] ∙ [𝑏𝑖−𝑏]
𝑁
𝑖







kde 𝑎 je průměrná hodnota obrazu a, 𝑏 je průměrná hodnota obrazu b, i je jednotlivý index 
obrazu, N je počet prvků v obraze. Korelační koeficient nabývá hodnot  
<-1,1> a platí, že čím vyšší je hodnota korelačního koeficientu, tím lepší je registrace  
[6, 17]. 
 Vzájemná informace 
Vzájemná informace není závislá na hodnotách intenzit pixelů, avšak na vzájemném 
hodnocení pixelů. Metoda je založena na předpokladu, že intenzity obou obrazů 
představují náhodné veličiny. Je počítáno s mezními pravděpodobnostmi výskytu intenzit 
obrazů  
a sdruženými pravděpodobnostmi mezi oběma obrazy. Vzájemnou informaci lze také 
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získat ze sdruženého histogramu. Podobně jako u korelačního koeficientu platí, že čím 
vyšší je hodnota vzájemné informace MI, tím je lepší registrace [6, 17]. 
2.1.4 Registrační optimalizace  
Smyslem optimalizace v registraci obrazu je nalézt takové parametry transformační 
funkce, jež po vynásobení transformační funkce s pohybovým obrazem co nejvíce 
připodobňují referenční obraz. Mezi nejčastěji používané optimalizační techniky pro 
registraci obrazu patří simulované žíhání, náhodné kontrolované prohledávání a různé 
evoluční algoritmy [3].  
2.2 Segmentace obrazu 
Segmentace obrazu je jedním ze základních kroků analýzy obrazu. Je často užívána 
v oblasti zpracování medicínských dat a v široké míře se také používá v oblasti geografie 
a meteorologie. Výstupem tohoto procesu je obraz s ohraničenými oblastmi, které se 
navzájem nepřekrývají. Existuje několik metod pro segmentaci obrazu, jelikož má však 
každý obraz jiné pozadí a oblast zájmu, nelze s jistotou říct, která metoda se pro 
segmentaci individuálního obrazu hodí nejvíce. Nejčastěji používané jsou segmentace 
pomocí prahu, jenž je zvolen na základě informace v histogramu. Mezi tyto techniky se 
řadí metoda založená na maximální entropii a metoda minimálního vnitřního rozptylu 
mezi popředím (oblast zájmu) a pozadím, která bude v následující kapitole blíže popsána 
[32, 33]. 
 Níže budou představeny některé segmentační přístupy. Přehled ostatních 
používaných segmentačních technik lze najít v [34] a [39]. 
2.2.1 Otsu metoda 
Otsu metoda pojmenovaná po Noboyuki Otsuovi je založená na váženém průměru 
rozptylů mezi třídami. Obraz je možné rozdělit na dvě třídy 𝑊1 a 𝑊2 viz vztah 21 a 22. 
 𝑊1 = {0,1,2, … , 𝑇}, (21) 
 𝑊2 = {𝑇 + 1, 𝑇 + 2, … , 𝐿 − 1}, (22) 
kde 𝑇 je práh rozdělení a 𝐿 je celkový počet tónů šedi obrazu. Jestliže počet pixelů 
odpovídající hodnotě šedi 𝑖 je 𝑛𝑖, celkový počet pixelů bude poté dán vztahem 23. 
 











 , 𝑝𝑖 ≥ 0,  (24) 
kde součet všech pravděpodobností výskytu musí odpovídat hodnotě 1. Pravděpodobnost 
obou tříd je: 
 
𝑃𝑤1 =  ∑ 𝑝𝑖 
𝑇
𝑖=0
,   𝑃𝑤2 = 1 − 𝑃𝑤1.  (25) 
Průměry tříd 𝑊1 a 𝑊2 lze vypočítat dle vztahů 26 a 27. Operací 28 je získán parametr 
sigma, který představuje hodnotu rozptylu mezi třídami. Optimální práh T je takový, při 
kterém sigma vykazuje maximální hodnotu [35]. 
 













 , (27) 
 σ2 = Pw1. Pw2. (𝜇𝑤1 − 𝜇𝑤2)
2. (28) 
Otsu metoda je jednoduchá technika, která je v praxi hojně využívána hlavně díky roli 
automatické detekce prahu, je však velmi citlivá na velikost šumu v obraze [35].  
2.2.2 Metoda narůstání oblastí 
Metoda narůstání oblastí je regionově orientovaný algoritmus, kdy je do obrazu zasazen 
jeden, nebo více startovacích bodů, tzv. semínek. Dále je určeno kritérium narůstání, např. 
jasová hodnota. Jestliže body sousedící se semínkem splňují kritérium, stávají se sami 
semínky. Tímto způsobem regiony semínek postupně narůstají až do bodu, kdy body 
okolo semínka nesplňují definované kritérium. Výsledek segmentace závisí na počáteční 
inicializaci semínek. Optimální počet semínek autoři v [36] zjišťovali na základě 
maximální entropie pomocí evoluční strategie. Kritérium může být statické, kdy se 
v průběhu narůstání nemění. V takovém případě je metoda náchylná vůči 
nerovnoměrnému osvětlení scény. Často se používá adaptivní kritérium, které se během 
narůstání mění. V úvahu se bere např. jen několik posledních hodnot nebo průměr hodnot 
již přidaných semínek do regionu [3, 37]. 
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2.2.3 Metoda rozvodí 
Metoda rozvodí je populární segmentační metoda, která má původ v oblasti matematické 
morfologie. K popisu metody bude sloužit analogie obrazu k topografickému reliéfu, kde 
výška každého bodu přímo souvisí s hodnotou jasu šedi. V případě, že začne pršet, je 
reliéf postupně zaplavován vodou a tvoří se „jezera“ v oblasti lokálních minim. Jezera 
jsou od sebe odděleny hrázemi, které chrání před slitím jezer dohromady. Obecně tato 
metoda není používána na originální obraz, nýbrž na jeho gradient. Velkou výhodou 
metody rozvodí je robustnost vůči šumu, na druhou stranu dochází k přesegmentování 
obrazu [3, 38]. 
2.2.4 Segmentační optimalizace 
Smyslem optimalizace v segmentaci obrazu je nalézt takové parametry (práh apod.), které 
po segmentaci vstupního obrazu vykazují nejlepší výsledky (v případě dostupnosti 
anotovaných dat snaha o co nejpodobnější výstup segmentace s anotovanými daty,  
tzv. zlatým standardem). Mezi používané optimalizační techniky pro segmentaci patří 
např. PSO [43], genetický algoritmus [44] nebo optimalizace pomocí mravenčích kolonií 
[45]. 
2.3 Předzpracování dat pro segmentaci  
Obrazy určené k segmentaci jsou často znehodnoceny šumem nebo nerovnoměrným 
osvětlením scény. V takovém případě je segmentace složitější a je nutné přistoupit 
k robustnějším přístupům segmentace nebo znehodnocená data předzpracovat, čímž 
dochází ke zvýšení úspěšnosti segmentačních metod. Takovým předzpracováním může 
být například ekvalizace histogramu pro zlepšení distribuce intenzit v histogramu, vážený 
mediánový filtr pro odstranění šumu „pepř a sůl“ často z CT snímků, Wienerův filtr pro 
restauraci zašuměného a rozmazaného obrazu a spoustu dalších [39]. 
V této diplomové práci bude podrobněji popsáno předzpracování obrazu pomocí 
přizpůsobené filtrace. 
2.3.1 Přizpůsobená filtrace 
Přizpůsobená filtrace je účinná technika pro detekci signálů vzniklá již v roce 1943 a její 
rozšíření na 2D je používáno např. k detekci cévního řečiště ve snímcích sítnice nebo 
zvýraznění otisku prstů. 1D přizpůsobený filtr je dán rovnicí 29. 
 






kde 𝑓(𝑖) je zašuměný signál a ℎ(𝑖)  je předpokládaný detekovaný signál. Rozšíření na 2D 
je potom dán rovnicí 30. 
 
𝑔(𝑚, 𝑛) = ∑ ∑ 𝑓
𝑁
𝑗=1




kde 𝑓(𝑖, 𝑗) je vstupní obraz, ℎ(𝑖, 𝑗) je maska a 𝑀, 𝑁 jsou její rozměry [40]. V prostorové 
oblasti lze filtraci definovat jako 2D konvoluci obrazu 𝑓 s filtrační maskou ℎ:  
 𝑔(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ∗ ℎ(𝑥, 𝑦) , (31) 
kde 𝑥, 𝑦 jsou prostorové souřadnice [41].  
 Základním krokem přizpůsobené filtrace je navržení masky. Maska je navržena 
na základě profilu objektu, který má být detekován. Je tedy nutná určitá apriorní znalost. 
Výstupem přizpůsobené filtrace je parametrický obraz, jehož odezva přímo závisí na míře 
korelace obrazu s navrženou maskou [54]. 
2.3.2 Optimalizace přizpůsobené filtrace 
Odezva parametrického obrazu, která je výsledkem konvoluce filtrační masky  
a vstupního obrazu je závislá na parametrech navrhnuté masky. Smyslem optimalizace  
u přizpůsobené filtrace je tedy optimalizovat parametry určující charakter filtrační masky 
takovým způsobem, aby se odezva parametrického obrazu co nejvíce přiblížila 
předpokládanému užitečnému signálu. Používané techniky jsou např. genetický 















3. EVOLUČNÍ ALGORITMY V REGISTRACI OBRAZU 
Jak již bylo zmíněno, mezi jednu z nejčastějších obrazových aplikací, kde je využívána 
optimalizace, patří registrace obrazu. Optimalizačních technik, jež se dají pro tuto 
aplikaci využít, je mnoho. V této práci bylo přistoupeno na optimalizaci pomocí včelího 
algoritmu, spojitého genetického algoritmu a PSO. 
3.1 Modelová data 
Pro pochopení jednotlivých algoritmů bylo testování nejprve provedeno na modelových 
datech. Byl vytvořen bílý obdélník na černém podkladě, který je brán jako referenční 
obraz. Dále byl vytvořen pohybový obraz, jenž je proti referenčnímu rotován o 60 stupňů. 
Referenční a pohybový obraz lze vidět na Obr. 9 a) a b). 
 
Obr. 9: Referenční obraz a), pohybový obraz b). 
Jako kriteriální funkce pro optimalizaci byla zvolena střední kvadratická odchylka 
(MSE), je tedy snaha o minimalizaci kriteriální funkce. Na Obr. 10 je vyjádřena závislost 
hodnoty MSE na úhlu rotace pohybového obrazu vůči obrazu referenčnímu. Lze vidět, že 
minimální hodnotu MSE vykazuje rotace pohybového obrazu o 60 stupňů. 
 
Obr. 10: Závislost MSE na rotaci pohybového obrazu. 
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3.1.1 Včelí algoritmus 
Prvním krokem včelího algoritmu je vygenerování počáteční populace v příslušném 
rozsahu. Je zvoleno 15 jedinců v populaci. Rozsah hledaného parametru   je nastaven na 
<1; 360>.  Po vygenerování počáteční populace včel je určena kvalita každé z nich. Poté 
je populace seřazena od nejkvalitnější včely po nejméně kvalitní a je vybráno několik 
nejlepších včel, za kterými poletí další včely, aby prohledávaly lokální okolí. Pro ilustraci 
jsou zvoleny tři z nejlepších včel. Za nejlepšími včelami je vysláno několik včel tzv. 
vyčkávajících. Ty letí za kvalitnějšími včelami ve větším počtu než za méně kvalitními. 
Tyto kvalitnější včely se nazývají elitní včely a jejich počet je stanoven na dvě. Počet 
vyčkávajících včel je zvolen na tři a platí, že za elitními včelami jich letí dvakrát více než 
za včelami neelitními, tedy šest. Vyčkávající včely jsou zasazeny do lokálního prostoru 
včely, za kterou přiletěly. Nejkvalitnější vyčkávající včela potom tuto včelu nahrazuje. 
Jestliže ani jedna vyčkávající včela nevykazuje vyšší kvalitu, je včela zachována. Tímto 
způsobem jsou aktualizovány všechny nejlepší včely. Do další iterace postupují všechny 
nejlepší včely (buď aktualizované vyčkávajícími včelami, nebo stejné) a zbytek včel je 
náhodně vygenerován. Tímto se získá nová populace a proces se opakuje. Princip lze 









Obr. 11: Průběh hledání extrému včelího algoritmu. 
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Na Obr. 11 a) lze vidět počáteční populaci označenou červenou barvou. Z této počáteční 
populace jsou vybrány tři nejlepší včely. Jelikož je počet elitních včel nastaven na dvě, je 
za prvními dvěma nejlepšími včelami posláno dvakrát více vyčkávajících včel než za 
třetí, tedy šest. Za první nejlepší včelou jsou poslány včely označené modrou barvou. 
Tyto včely jsou náhodně zasazeny v prostoru v rozmezí +-5 od nejlepší včely. Lze si 
všimnout, že dvě včely vykazují nižší hodnotu kriteriální funkce, vykazují tedy vyšší 
kvalitu a lepší z nich nahrazuje nejlepší včelu, za kterou byla vyslána. Stejným způsobem 
operují včely znázorněné zelenou a růžovou barvou. Jediným rozdílem je, že počet 
vyčkávajících včel vyznačených růžovou barvou je menší, jelikož včela, za kterou byly 
vyslány, již není elitní. 
 Takto aktualizované včely postupují do další iterace, což lze vidět na Obr. 11 b), 
kde jsou zvýrazněny černou barvou. Náhodně vygenerovaný zbytek včel je vyznačen 
barvou červenou. Tato nová populace se podrobuje stejnému procesu jako počáteční 
populace a do další iterace postupují nové aktualizované včely. Tímto způsobem dochází 
ke stálému zvyšování kvalit včel, což lze vidět na Obr. 11 c) a Obr 11 d). K ukončení 
algoritmů dochází často buď po určitém počtu iterací, nebo pokud je kvalita elitního 
jedince po několik iterací neměnná, či rozdíl kvalit elitních jedinců menší než definovaná 
hodnota. Ukončovací kritérium pro tento případ je po proběhnutí definovaného počtu 
iterací, počet iterací je nastaven na 15. Na Obr. 12 lze vidět průběh kvality nejlepšího  
a průměrného jedince v každé iteraci. Lze si všimnout, že nejlepší jedinec se každou 
iterací zlepšuje, nebo zůstává na stejné hodnotě (řešení algoritmus našel ve třetí iteraci). 
Průměrný jedinec ovšem nevykazuje většího zlepšení, což je dáno náhodně doplněnými 
jedinci v každé iteraci.  
Obr. 12: Průběh kvality včelího algoritmu. 
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3.1.2 Spojitý genetický algoritmus 
Počátkem spojitého genetického algoritmu je vygenerování počátečních náhodných 
chromozomů ve zvoleném rozsahu, který je totožný jako u včelího algoritmu. Počáteční 
velikost populace odpovídá dvaceti jedincům. Pro všechny jedince je zjištěna jejich 
kvalita, dle níž jsou chromozomy seřazeny. Následně je vybrána lepší polovina jedinců, 
která podlehne křížení. Nejlepší počet jedinců je označen jako elitní jedinci, daní jedinci 
budou automaticky postupovat do další iterace, pro ilustraci je elitní počet nastaven na 
dva. Výběr rodičů pro křížení je vybrán náhodně. Křížení je uskutečněno pomocí 
blending metody. Blending metoda – metoda míchání chromozomů – kombinuje hodnoty 
obou rodičů za vytvoření nové hodnoty potomka. Z podstaty křížení vyplývá, že počet 
jedinců v populaci musí být sudý. Křížení probíhá na základě následujících vztahů [7]: 
 𝑝𝑛1 = 𝛽𝑝𝑚𝑖 + (1 − 𝛽)𝑝𝑜𝑖 , 
𝑝𝑛2 = 𝛽𝑝𝑜𝑖 + (1 − 𝛽)𝑝𝑚𝑖 , 
(32) 
kde 𝑝𝑛1, 𝑝𝑛2 definují nové potomky, 𝛽 definuje náhodné číslo v intervalu (0, 1), 𝑝𝑚𝑖 
definuje gen s indexem 𝑖 v chromozomu matky a 𝑝𝑜𝑖  definuje gen s indexem 𝑖  
v chromozomu otce. Po křížení podléhají potomci mutaci. Mutaci však podléhají pouze 
s určitou pravděpodobností, která byla stanovena na 40 %. Mutace je znázorněna rovnicí 
33. 
 𝑝𝑛𝑛 = 𝑝𝑛 + (1 − 𝑘)(𝑥 − 0.5) ,  (33) 
kde 𝑝𝑛𝑛 je potomek podléhající mutaci, 𝑝𝑛 je nový potomek vzniklý křížením, 𝑥 je 
náhodné číslo v intervalu (0, 1) a 𝑘 je koeficient určující velikost mutace a odpovídá 
poměru čísla aktuální iterace a maximálního počtu iterací. Je tedy patrné, že se s každou 
iterací zmenšuje rozsah změny hodnoty chromozomu. Takto reprodukované a mutované 
chromozomy představují novou populaci chromozomů. První dva chromozomy nové 
populace jsou nahrazeny elitními jedinci a je vypočtena kvalita všech chromozomů, čímž 
začíná další iterace.  
 Na Obr. 13 a) je zobrazena počáteční populace chromozomů, pro všechny je 
spočítána kvalita a dva nejkvalitnější chromozomy jsou označeny jako elitní (černě 
označeni). Tyto chromozomy podléhají křížení a mutaci, reprodukovaná počáteční 
populace je vyobrazena na Obr. 13 b). Elitní jedinci označeni před reprodukcí nyní 
nahrazují dva reprodukované chromozomy. Tato populace se stává novou generací pro 
další iteraci. Na obrázcích lze vidět, že se populace postupně „stahuje“ k elitním 
jedincům, viz Obr. 13 c) a d), až se nakonec přiblíží k optimálnímu řešení viz Obr. 13 e). 




Obr. 13: Průběh hledání extrému a průběh kvality genetického algoritmu. 
37 
 
Na Obr. 13 f) lze vidět kvalitu průměrného a elitního chromozomu. Elitní chromozom se 
postupem iterací zkvalitňuje. Vlivem možného křížení elitního chromozomu 
s chromozomy neelitními dochází ke „stahování“ chromozomů směrem k elitnímu 
jedinci, čímž se zkvalitňuje hodnota většiny jedinců. Může se však stát, že křížením dvou 
chromozomů vznikne potomek, který vykazuje horší kvalitu, což lze vidět na Obr. 13 f) 
v paté iteraci. Nutno podotknout, že křížením pomocí blending metody vznikne potomek 
pouze v rozmezí hodnot obou rodičů. 
3.1.3 PSO 
Stejně jako u předchozích algoritmů je nejprve vygenerována počáteční populace, která 
činí dvacet jedinců. Zároveň s jedinci je vygenerována jejich počáteční rychlost. 
Počáteční rychlost všech jedinců je nastavena na nulovou hodnotu. Dále je nutné nastavit 
parametry c1, c2 a W. Individuální parametr c1 a sociální parametr c2 jsou nastaveny na 
hodnotu 2. Parametr W je potom nastaven na 0,5. Pro všechny jedince je vypočtena jejich 
kvalita a je označen nejlepší jedinec v populaci. Pozice jedinců v počáteční populaci 
zároveň představují jejich dosavadní nejlepší pozici. Dle vztahu 4 a 5 je přepočítána 
rychlost a aktuální pozice každého jedince. Pro tyto aktuální pozice je vypočtena kvalita, 
jestliže vykazují vyšší kvalitu než jejich dosavadní nejlepší pozice, je jejich nejlepší 
pozice přepsána pozicí aktuální. Po takto aktualizované populaci je zjištěna nejlepší 
pozice celé populace, která je následně opět použita při přepočtu jednotlivých rychlostí. 
Pro ilustraci je vybrán jeden jedinec, jehož chování v každé iteraci lze vidět  
na následujících obrázcích. Na Obr. 14 a) je červeně vyznačena počáteční populace 
jedinců, jejichž pozice jsou zároveň i nejlepšími pozicemi. Růžovou barvou je vyznačen 
jedinec, jehož chování bude detailněji popsáno. Pro každého jedince je přepočítána 
rychlost, kterou ovlivňuje pozice nejlepšího jedince v populaci, který je vyznačen černou 
barvou. Dále je rychlost ovlivněna nejlepší pozicí, které jedinec dosáhl. V počáteční 
populaci je tato pozice zároveň aktuální pozicí. Na základě rychlosti je potom přepočítána 
aktuální pozice jedince, která je vyznačena zelenou barvou. Z Obr. 14 a) je patrné, že 
aktuální pozice jedince dosahuje vyšší kvality než jeho dosavadní nejlepší pozice. 
Nejlepší pozice je tedy aktualizována. Toto porovnávání se děje se všemi jedinci 
v populaci, následně je zjištěna nejlepší pozice populace – globální minimum – a začíná 
nová iterace. Na Obr. 14 b) lze vidět, že nejlepší pozice jedince je na místě aktuální pozice 
jedince z předchozí iterace. Nejlepší pozice celé populace je rovněž aktualizována. Tímto 
způsobem se jedinec přibližuje pozici nejlepšího jedince, což lze vidět na Obr. 14 c) a d). 
Průběh kvality nejlepšího a průměrného jedince v každé iteraci lze vidět na Obr. 15. 
Vykazuje podobné vlastnosti jako genetický algoritmus, kdy dochází ke zlepšování 
průměrného jedince, což je dáno ovlivněním pozic všech jedinců pozicí nejlepšího 
jedince v populaci (vyznačen černou barvou). Ukončovací mechanismus je obdobný jako 
u předchozích dvou algoritmů. 
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3.2 Testování na FIRE databázi 
Následně byly algoritmy otestovány na reálných snímcích. K testování byly využity 
snímky sítnice z databáze FIRE1. Databáze FIRE obsahuje 134 párů snímků sítnice 
snímaných fundus kamerou Nidek AFC-210 s rozlišením 2912x2912. Snímky sítnic 39 
mužů a žen ve věkovém rozmezí 19-67 let byly získány v roce 2006-2015. V závislosti 
na charakteru snímků sítnice jsou páry rozděleny do kategorií S, P a A. Kategorie 
S obsahuje 71 párů snímků, které vykazují překrytí větší než 75 %, kde nejsou přítomny 
anatomické rozdíly mezi snímky. Kategorie P obsahuje 49 párů snímků, kde rovněž 
nejsou přítomny anatomické rozdíly mezi snímky, překrytí snímků je ovšem menší než 
75 %. Kategorie A obsahuje 14 párů snímků s překrytím větším než 75 %, které obsahují 
anatomické rozdíly mezi snímky v páru z důvodu progresu retinopatie. Kategorie S a P 
také obsahují patologické změny, které mohou ovlivnit strukturu sítnice, rozdíly mezi 
snímky v páru však díky neměnící se retinopatii nejsou detekovány. Databáze rovněž 
obsahuje kromě masky vymezující zorné pole také anotovaná data ve formě deseti 
korespondujících bodů ve snímcích každého páru, jak lze vidět na obrázku níže. 
Obr. 16: Anotované body referenčního obrazu (vlevo) a pohybového obrazu (vpravo). 
Na Obr 17. lze vidět příklady snímků spadajících do jednotlivých kategorií. Obr 17 a) 
obsahuje referenční a pohybový snímek kategorie S, konktrétně S37_01 a S37_02.  
Na části snímku lze vidět nerovnoměrné hodnoty jasu, což může být způsobeno 
makulární degenerací. Tyto rozdíly jasových hodnot mohou mít negativní vliv na kvalitu 
registrace. Na Obr. 17 b) jsou zobrazeny snímky patřící do kategorie P, konkrétně P13_01 
a P13_02, jejichž překryv je menší než 75 % scény zorného pole. Obr. 17 c) obsahuje 
 
1 Veřejně dostupná na: https://projects.ics.forth.gr/cvrl/fire/. 
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snímky A05_01 a A05_02 spadající do kategorie A, kde lze vidět progres diabetické 
retinopatie, což může mít rovněž negativní vliv na kvalitu registrace. 
 
Obr. 17: Příklady snímků jednotlivých kategorií. 
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a) červená složka b) zelená složka c) modrá složka 
Obr. 18: Rozdělení snímku A07_01 do jednotlivých barevných složek. 
Při zobrazení snímku sítnice do jednotlivých barevných složek lze vidět, že 
v zelené složce jsou cévy sítnice a optický disk zastoupeny nejvýrazněji. Pro registraci 
bude proto využita pouze zelená složka. Originální snímky mají rozlišení 2912x2912. Pro 
urychlení algoritmu jsou tyto snímky podvzorkovány s faktorem 8. Nové rozlišení je tedy 
364x364. Před registrací je vybrána oblast referenčního snímku, ze které bude počítána 
kriteriální funkce. Tato oblast byla nejčastěji vybrána v okolí optického disku rozměru 
100x100, jelikož zde dochází k výraznému větvení cév, což je pro porovnání obou obrazů 
žádoucí. Jako kriteriální funkce byla zvolena střední kvadratická odchylka podobně jako 
v [48]. Je předpokládáno, že rozdíl mezi jednotlivými snímky bude nejznatelnější 
v translaci. Z principu snímání pomocí fundus kamery není rotace předpokládána  
ve velké míře, sejmutý obraz však může být proti referenčnímu obrazu mírně natočen.  
V této práci tak kromě rotace a translace v ose x a y další deformace předpokládány 
nejsou. Optimalizují se tedy tři parametry. Rotace je optimalizována v rozmezí  
<-10; 10> stupňů a translace <-200; 200> pixelů v obou osách. Ukončovacím kritériem 
všech evolučních algoritmů je proběhnutí maximálního počtu iterací. 
3.2.1 Včelí algoritmus 
Jak již bylo naznačeno v kapitole 3.1.1, funkci algoritmu ovlivňuje hned několik 
parametrů. Nejvýraznějšími parametry, které mají vliv na přesnost algoritmu je počet 
jedinců a počet iterací. Dalšími parametry jsou: počet nejlepších včel, počet elitních včel, 
počet vyčkávajících včel pro neelitní včely, počet vyčkávajících včel pro elitní včely  
a velikost prohledávaného lokálního okolí. Nalezení optimálních parametrů pro řešení 
určité úlohy nemusí znamenat optimální nastavení parametrů pro úlohu jinou. Vždy je 
potřeba nalézt optimální nastavení pro aktuální úlohu i dostupná data. Bylo vycházeno 
z parametrů použitých v několika publikacích, jako např [49] nebo [50]. Při testování 
algoritmu na snímcích sítnice však tato nastavení nevykazovala dobré výsledky. 
42 
 
Experimentálně tak bylo zjištěno nastavení parametrů, které vykazovaly lepší, nebo 
stejnou kvalitu v porovnání s ostatními nastaveními, viz Tabulka 1. 
Tabulka 1: Počáteční nastavení parametrů včelího algoritmu. 
Parametr Hodnota 
Počet jedinců 300 
Počet nejlepších včel m 13 
Počet elitních včel e 2 
Počet neelitních včel  m-e 
Počet vyčkávajících včel vyslaných za neelitními včelami vn 10 
Počet vyčkávajících včel vyslaných za elitními včelami 2vn 
Počet iterací 40 
 
Z tohoto počátečního nastavení parametrů bude snahou získat parametry, při 
kterých program poskytuje co nejvyšší kvalitu registrace, ale zároveň registruje za co 
nejnižší čas. Je tedy nutné volit kompromis. Pro zjištění optimálních parametrů bylo 
vybráno deset snímků z každé kategorie databáze. Byly vybrány takové snímky, které 
nevykazovaly větší anatomické rozdíly mezi páry, kde nebylo ve větší míře přítomno 
nerovnoměrné osvětlení scény a které vykazovaly vysokou kvalitu registrace. Pro těchto 
30 snímků byla jednotlivá nastavení parametrů spuštěna celkem desetkrát a bylo 
vypočítáno průměrné MSE, které bylo v závislosti na měnících se parametrech vyneseno 
do grafu. Kromě kriteriální funkce byl analyzován také výpočetní čas. Testování 
probíhalo na stolním počítači, jehož parametry jsou uvedeny v Tabulce 2. Při testování 
jednotlivých parametrů bylo vycházeno z Tabulky 1 a byl vždy měněn pouze sledovaný 
parametr, ostatní parametry zůstaly nezměněny. Jelikož je kvalita registrace při 
počátečních podmínkách poměrně vysoká, jsou odchylky při změně jednotlivých 
parametrů ne příliš výrazné, a proto se špatné nastavení parametru vyznačí znatelnější 
změnou MSE v porovnání s ostatními nastaveními. 
 
Tabulka 2: Parametry počítače. 
Procesor Intel Core i7-4770 CPU 
RAM 8 GB 




 Nejlepší včely 
Nejlepší včely udávají nejkvalitnější včely, se kterými se v iteraci bude pracovat a budou 
se používat k postupnému zvýšení kvality. Závislost MSE na počtu nejlepších včel lze 
vidět na Obr. 19, kde s postupným zvyšováním počtu nejlepších včel mírně klesá MSE. 
Rovněž lze pozorovat změnu ve výpočetním času programu. Počáteční nastavení činilo 
deset nejlepších jedinců. Z grafu lze vidět, že rozdíl MSE mezi šesti a deseti jedinci není 
tak výrazný, naopak rozdíl výpočetní náročnosti činí skoro pět sekund.   
Obr. 19: Závislost MSE a výpočetního času na počtu nejlepších včel. 
 Elitní včely 
Elitní a neelitní včely udávají počet včel, které jsou vyslány za jednotlivými nejlepšími 
včelami. Za elitními včelami cestuje zpravidla více vyčkávajicích včel než za neelitními. 
Závislost MSE a časové náročnosti na tomto parametru je vykreslena na Obr. 20.  
Z uvedených grafů si lze všimnout, že změnou z dvou elitních jedinců na tři by se zlepšila 
kvalita registrace za cenu mírně zvýšeného času, který činí skoro jednu sekundu. 
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 Vyčkávající včely 
Při seřazení včel podle jejich kvality je za nejlepšími včelami vysláno několik 
vyčkávajících včel, které lokálně prohledávají prostor. Tento prostor je experimentálně 
stanoven na +-2 od pozice aktuální včely. Po proběhnutí právě poloviny iterací je tento 
prostor zmenšen na jednu polovinu čili +-1. Lokální změny pozic včel jsou určeny 
náhodně. Rovněž platí, že za elitními včelami letí dvakrát více včel než za včelami 
neelitními, viz Tabulka 1. Jednotlivé závislosti na počtu vyčkávajících včel jsou uvedeny 
na Obr. 21, kde lze vidět, že změnou z deseti na osm vyčkávajících včel by bylo dosaženo 
víceméně stejné hodnoty MSE za cenu snížení výpočetní náročnosti o cca 4 sekundy. 
Obr. 21: Závislost MSE a výpočetního času na počtu vyčkávajících včel. 
 Počet jedinců a iterací 
Bezpochybně největší vliv na kvalitu registrace a výpočetní čas má nastavení parametrů 
počtu jedinců a celkový počet iterací. Je logické, že čím více je jedinců v populaci, tím 
kvalitnější bude registrace (ne vždy, roli v algoritmu hraje také náhoda), v takovém 
případě výrazně roste výpočetní čas algoritmu. Jednotlivé kombinace parametrů jsou 
znázorněny na následujících obrázcích. 
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Na Obr. 22. si lze všimnout, že přibližně stejnou hodnotu naleznou všechna 
nastavení jedinců ve třiceti iteracích. Více iterací je tedy zbytečné uvažovat. Rovněž si 
lze všimnout, že přibližně stejných hodnot MSE dosahuje nastavení 350 jedinců a 20 
iterací, 300 jedinců a 30 iterací, 250 jedinců a 30 iterací. Při pohledu na závislost 
výpočetního času lze konstatovat, že z těchto tří nastavení je výpočetně nejméně náročné 
nastavení s 20 jedinci a 350 iterací. 
 Při testovaní jednotlivých algoritmů bylo přistoupeno k některým změnám proti 
experimentálně určenému nastavení ve snaze zvýšit kvalitu registrace za cenu co nejméně 
narůstajícího výpočetního času. Jednotlivé parametry, které tvoří nutný kompromis mezi 
kvalitou registrace a výpočetní náročností jsou finálně shrnuty v Tabulce 3. 
Tabulka 3: Finální nastavení parametrů včelího algoritmu pro registraci. 
Parametr Hodnota 
Počet jedinců 350 
Počet nejlepších včel 10 
Počet elitních včel e 3 
Počet vyčkávajících včel vyslaných za neelitními včelami  8 
Počet vyčkávajících včel vyslaných za elitními včelami 16 
Počet iterací 20 
 
Při registraci párů snímků, které nebyly pro nastavování parametrů použity byla 
registrace v průměru mírně lepší pro výchozí nastavení, viz Tabulka 1. Díky změně 
parametrů se však výrazně snížila výpočetní náročnost, jež je nyní téměř dvakrát nižší. 
Výsledné hodnoty kriteriální funkce a výpočetního času budou uvedeny v kapitole 3.2.4. 
3.2.2 Genetický algoritmus 
Podobně jako u včelího algoritmu nalezená nastavení parametrů pro genetický 
algoritmus, publikovaná v literatuře, nevykazovala skvělé výsledky. Proto bylo rovněž 
experimentálně stanoveno nastavení parametrů, při kterém program vykazoval relativně 
dobré výsledky, viz Tabulka 4. Pro optimalizaci parametrů byl zvolen podobný postup 
jako v případě včelího algoritmu, kdy byly měněny parametry: pravděpodobnost mutace, 







Tabulka 4: Počáteční nastavení parametrů genetického algoritmu. 
Parametr Hodnota 
Počet chromozomů 300 
Pravděpodobnost mutace 0,4 
Počet elitních chromozomů 4 
Počet iterací 40 
 
 Pravděpodobnost mutace 
Pravděpodobnost mutace udává pravděpodobnost, se kterou dojde k mutaci právě 
jednoho chromozomu, pro každý chromozom je tedy 40 % šance, že bude mutován. 
Mutace je v algoritmu reprezentována součtem aktuální hodnoty chromozomu a hodnoty 





) . (𝑥 − 0,5), (34) 
kde 𝑖𝑡 je aktuální iterace, 𝑖𝑡𝑚𝑎𝑥 je celkový počet iterací a x je náhodné číslo v rozsahu 
 (0, 1). Z uvedeného vztahu plyne skutečnost, že hodnota mutace je v počátečních 
iteracích vyšší. Závislost MSE na pravděpodobnosti mutace lze vidět na Obr. 23. 
Nejmenší hodnoty MSE vykazuje algoritmus pro pravděpodobnost mutace 40, 50 a 60 
procent. Změny výpočetního času v závislosti na pravděpodobnosti mutace jsou 
zanedbatelné, proto se výpočetní čas pro volbu parametru nebude uvažovat.  
 
Obr. 23: Závislost MSE na pravděpodobnosti mutace. 
 Elitní jedinec 
Elitní jedinec ovlivňuje rychlost konvergence k nalezenému nejlepšímu řešení v každé 
iteraci. Pokud je v první iteraci nalezeno řešení, které se blíží řešení optimálnímu, 




















k usazování chromozomů kolem tohoto řešení, což je žádoucí. Jestliže se v prvních 
iteracích nepodaří nalézt řešení blízké optimu, bude docházet ke „stahování“ ostatních 
jedinců k elitním, kteří však nejsou přítomni blízko optimálního řešení, což má za 
následek konvergenci ke špatnému řešení, což je nežádoucí. Závislost MSE na počtu 
elitních jedinců lze vidět na Obr. 24. Výpočetní čas, stejně jako u pravděpodobnosti 
mutace, není při výběru optimálního počtu elitních jedinců uvažován, jelikož jsou změny 
zanedbatelné. Při pohledu na graf závislosti si lze všimnout, že při vypnutí elitismu (počet 
elitních jedinců je roven nule) vykazuje algoritmus nejhorší výsledky, postupným 
zvyšováním počtu elitních jedinců klesá hodnota MSE. Při počtu elitních jedinců větší 
než 10 je hodnota MSE srovnatelná, proto bude uvažováno deset elitních jedinců. 
 
Obr. 24: Závislost MSE na počtu elitních jedinců. 
 
 Počet jedinců a iterací 
Nejvýraznější vliv na hodnotu MSE a výpočetní čas má počet jedinců v populaci  
a celkový počet iterací. Vliv závislosti mezi jednotlivými parametry na hodnotu MSE  
a výpočetní čas je vykreslen na Obr. 25, kde si lze všimnout, že vyšší míru ovlivnění 
hodnoty MSE vykazuje počet jedinců nežli počet iterací. Relativně podobné výsledky 
vykazuje nastavení s 350 a 300 jedinci při dvaceti iteracích, dále se pak k podobné 
hodnotě MSE přibližuje nastavení s 250 jedinci při třiceti iteracích. Rovněž si lze 
všimnout, že výpočetní čas je taktéž více ovlivněn počtem jedinců, počet iterací ovlivňuje 
výpočetní čas jen mírně. Při těchto skutečnostech bude přistoupeno k nastavení 300 
jedinců a 20 iterací. Výsledné parametry genetického algoritmu pro registraci lze vidět 























Obr. 25: Závislost MSE a výpočetního času na počtu jedinců a iterací. 
Tabulka 5: Finální nastavení parametrů genetického algoritmu pro registraci. 
Parametr Hodnota 
Počet chromozomů 300 
Pravděpodobnost mutace 0,4 
Počet elitních chromozomů 10 
Počet iterací 20 
 
3.2.3 PSO 
Funkci PSO podobně jako u předchozích dvou algoritmů nejvíce ovlivňují parametry 
počet jedinců a počet iterací. Velmi důležitá je také správná souhra akceleračních 
koeficientů W, C1 a C2. Pro nastavení akceleračních koeficientů bude vycházeno z [51]  
a jednotlivé parametry nastavení lze vidět v Tabulce 6. 
Tabulka 6: Počáteční nastavení parametrů PSO. 
Parametr Hodnota 




Počet iterací 40 
 Akcelerační koeficienty C1, C2 
Koeficient C1 při výpočtu aktuální rychlosti přikládá váhu nejlepší pozici individuálního 
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v minulé iteraci. Naopak koeficient C2 přikládá váhu nejlepší pozici v celé populaci, jeho 
zvýšením tak bude docházet k rychlejší konvergenci. Změny v nastavení těchto 
koeficientů výrazně ovlivňují hodnotu MSE a je nutné zkombinovat tyto parametry tak, 
aby algoritmus vykazoval co nejlepší výsledky. Změny těchto koeficientů nemají vliv na 
výpočetní náročnost programu. Vliv jednotlivých koeficientů lze vidět na Obr. 26. 
 
Obr. 26: Závislost MSE na parametrech C1 a C2. 
Z uvedených závislostí lze konstatovat, že větší vliv na hodnotu MSE vykazuje C2. 
Nejlepších výsledků vykazuje mezi hodnotami 1,8-2,2. Koeficient C1 proti C2 nevykazuje 
takové rozdíly v hodnotách MSE. Tyto rozdíly jsou ovšem stále znatelné. Nejlepší 
hodnoty C1 jsou v rozmezí 1,8-2,6. S přihlédnutím na dříve odkazovanou publikaci [51] 
budou parametry, doporučené autory pro registraci, nezměněny. 
 Akcelerační koeficient W 
Koeficient W udává vliv směru pohybu z předešlé iterace. Vliv koeficientu W si lze 
představit na následujícím příkladu. Dítě stojí na kopci a chystá se sjet kopec na saních. 
Po cestě na něho čeká kamarád, který si k němu má přisednout. Mohutně sněží a dítě na 
saních nevidí, kde přesně se kamarád nachází. Pozice kamaráda reprezentuje nejlepší 
pozici, která je předmětem optimalizace. Dítě na saních jede z kopce, po cestě však nikde 
kamaráda nenachází a nesnaží se brzdit. Následně si kamaráda všimne, sáně ale nabraly 
takovou rychlost, že bržděním sáně zastavují jen mírně. Toto je příklad hodnoty W, která 
je nastavena na vysokou hodnotu. Má výhodu ve smyslu zrychlení nalezení kamaráda, 
doladění konečné pozice však závisí na předchozí rychlosti. Pokud bychom nastavili W 
na nižší hodnotu, dítě na saních už od začátku bude předpokládat, že se v jeho blízkosti 
nachází kamarád, a proto bude více brzdit. Při nalezení kamaráda tak nemusí šlapat 
nahoru. To má však za následek zpomalení konvergence. Proto je nutné nalézt takovou 























Obr. 27: Graf závislosti MSE na parametru W. 
Na Obr. 27 lze vidět, že nejnižší hodnoty MSE vykazovaly hodnoty parametru mezi  
0,3-0,8. Při testování se více osvědčila hodnota 0,5 proti hodnotě 0,8, která je doporučena 
autory v [51]. 
 Počet jedinců a iterací 
Také u tohoto algoritmu má největší vliv na MSE a výpočetní čas počet jedinců v populaci 
a celkový počet iterací. Jednotlivé závislosti lze vidět na Obr. 28. Z uvedených grafů lze 
konstatovat, že podobné hodnoty MSE vykazují jednotlivé počty jedinců do třiceti iterací, 
následný počet iterací již nemá vliv na snížení hodnoty MSE. To však neplatí pro 
nastavení se 150 jedinci, kdy při 50 iteracích dosahovala hodnota MSE v porovnáním 
se 40 iteracemi výrazně nižších hodnot. Rovněž lze vidět, že výpočetní náročnost je více 
ovlivněna počtem iterací nežli počtem jedinců. Z tohoto důvodu bude zvolen nižší počet 
iterací s vyšším počtem jedinců. Výsledné nastavení jednotlivých parametrů lze vidět 
v Tabulce 7. 
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Tabulka 7: Finální nastavení parametrů PSO pro registraci. 
Parametr Hodnota 




Počet iterací 20 
3.2.4 Výsledky registrace 
Při nalezení jednotlivých parametrů translace a rotace byl na základě faktoru 
podvzorkování proveden přepočet jednotlivých parametrů odpovídajících 
nepodvzorkovanému obrazu. Po vynásobení nepodvzorkovaného pohybového obrazu 
s transformační maticí byly zjištěny mírné odchylky od referenčního obrazu. Proto bylo 
přistoupeno k optimalizaci parametrů pro nepodvzorkovaný obraz. Po ukončení 
algoritmu je vytvořena nová populace jedinců a k optimalizaci dochází opět. Rozmezí 
hodnot nové populace je dáno vztahem 35, 36 a 37. Zároveň je do nové populace přiřazen 
jedinec, který přesně odpovídá součinu nalezených hodnot a faktoru podvzorkování 
(pouze u translace, rotace zůstává nezměněna). Tímto dojde k doladění hledaných 
parametrů a přesnějšímu slícování obrazů. 
 𝜃𝑛 = 𝜃𝑝 ± 0.5 , (35) 
 𝑥𝑛 = 𝑥𝑝. 𝑓 ±
𝑓
2
 , (36) 
 𝑦𝑛 = 𝑦𝑝. 𝑓 ±
𝑓
2
 , (37) 
kde 𝜃𝑛 je vygenerovaná hodnota rotace, 𝑥𝑛 je vygenerovaná hodnota translace v ose x, 
𝑦𝑛 je vygenerovaná hodnota v ose y, 𝜃𝑝 je nalezená hodnota rotace pro podvzorkovaný 
obraz, 𝑥𝑝 je nalezená hodnota translace pro nepodvzorkovaný obraz v ose x, 𝑦𝑛 je 
nalezená hodnota translace pro nepodvzorkovaný obraz v ose y a 𝑓 je faktor 
podvzorkování. Kriteriální funkcí je opět MSE, tentokrát se však počítá ze zvětšené 
oblasti. Tato oblast je určena násobkem oblasti pro nepodvzorkované obrazy a faktorem 
podvzorkování. Tímto způsobem je kriteriální funkce počítána ze stejné scény obrazu 
(oblast je pouze zvětšena důsledkem větších rozměrů obrazu). Počet iterací je při 
optimalizaci snížen na pět a počet jedinců je snížen na 1/6 původního počtu. K této 
redukci bylo přistoupeno se záměrem příliš nezvýšit výpočetní čas programu. 
Pro otestování kvality registrace slouží deset anotovaných bodů, mezi kterými je 
počítána odchylka pixelů referenčního a pohybového obrazu. Odchylka je určena jako 
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vzdálenost mezi korespondujícími body referenčního a pohybového obrazu. Odchylky 
v těchto bodech byly zprůměrovány a výstupem registrace jednoho páru snímků tak byla 
odchylka v ose x a odchylka v ose y. Tímto způsobem budou porovnány jednotlivé 
algoritmy. Pro porovnání bude sloužit také výpočetní čas, na který byl brán zřetel při 
nastavování jednotlivých parametrů. 
Implementované algoritmy při registraci selhaly na několika párech snímků. 
Většinou byla nepřesná registrace způsobena nerovnoměrným osvětlením jednoho ze 
snímků nebo anatomickými rozdíly způsobující rozdíly jasových hodnot. Mírné odchylky 
u několika obrazů jsou také dány milným předpokladem, že pohybový snímek je od 
referenčního pouze posunut a rotován. Některé obrazy jsou zatíženy také jinými 
deformacemi, čímž může být ovlivněna přesnost lícování. Několik snímků bylo 
registrováno s relativně vysokou přesností nebo drobnými odchylkami. Pro vyšší 
přehlednost byly registrované snímky rozděleny do tří kategorií A, B, C. Do kategorie A 
spadají páry snímků, které vykazují relativně vysokou přesnost a odchylky nejsou ve 
velké míře zachyceny okem (průměrná odchylka menší než 10 pixelů). Kategorie B 
obsahuje obrazy, u kterých je registrace méně přesná a při porovnání obrazů lidským 
okem lze detekovat určité odchylky (průměrná odchylka menší než 20 pixelů). Do 
kategorie C spadají obrazy, u kterých byla registrace nepřesná (průměrná odchylka větší 
nebo stejná než 20 pixelů). Pro subjektivní porovnání jsou registrované snímky zobrazeny 
pomocí šachovnicového zobrazení. Příklady rozdělení do kategorií lze vidět na 
následujících obrázcích. 
 





Obr. 30: a) kategorie B s průměrnými odchylkami: x=4,3; y=33,5, c) kategorie C 
s průměrnými odchylkami: x=38; y=431. 
Na první pohled se registrované snímky na Obr. 30 a) mohou zdát velmi přesně slícované, 
při bližším prozkoumání však lze vidět určité odchylky, které jsou červeně znázorněny. 
Jelikož se v okolí těchto odchylek nacházejí anotované řídící body, vedou tyto méně 
přesné registrované části ke zhoršení celkového průměru odchylky. Tabulka 8 obsahuje 
počty párů snímků rozřazené do jednotlivých kategorií. 
 
Kategorie A – průměrná odchylka v ose x a y <10 pixelů. 
Kategorie B – průměrná odchylka v ose x a y <20 pixelů. 
Kategorie C – průměrná odchylka v ose x a y ≥20 pixelů. 
 
Tabulka 8: Rozřazení lícovaných snímků udávající počet párů spadajících do 
jednotlivých kategorií. Kategorie S, P a A udávají přítomnost anatomických  
rozdílů a míru překryvu snímků, viz kapitola 3.2. 
 Včelí alg. Genetický alg. PSO 
Kategorie A B C A B C A B C 
S 47 12 12 45 13 13 48 13 10 
P 8 12 29 7 12 30 6 14 29 
A 10 2 2 10 1 3 10 1 3 
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Tabulka 9: Srovnání algoritmů dle přesnosti a výpočetní náročnosti. 
 Včelí alg. Genetický alg. PSO 
Průměr odchylky 
v obou směrech [px] 
A B C A B C A B C 
4,81 



















38,92 18,81 20,71 
 
Při pohledu na Tabulku 8 lze konstatovat, že implementované algoritmy nejlépe 
registrovaly páry, které jsou ve FIRE databázi přiřazeny do kategorie A a S. Odchylky 
registrovaných obrazů spadající do kategorie A byly nejčastěji způsobeny změnami 
v progresu retinopatie, což má zá následek anatomické změny sítnice. Tyto anatomické 
změny potom znamenají rozdíly v jasových hodnotách referenčního a pohybového 
obrazu. Odchylky obrazů spadajících do kategorie S byly nejčastěji způsobeny 
nerovnoměrným osvětlením scény, některé části referenčního obrazu se tak jeví velmi 
tmavé nebo světlé proti korespondující části pohybového obrazu. Tyto jasové 
nerovnoměrnosti jsou v největší míře přítomny v obrazech spadajících do kategorie P, 
jejichž registrace byla z hlediska přesnosti lícování nedostačující. Při vyhodnocování 
přesnosti jednotlivých algoritmů nebude brána v úvahu kategorie C, jenž obsahuje páry 
snímků, které vykazovaly vysoké nepřesnosti a je prohlášeno, že algoritmy v registraci 
těchto snímků selhaly. Jestliže jsou vzaty v potaz pouze kategorie A a B, dosahuje 
v průměru nejvyšší přesnost včelí algoritmus, jenž má však proti zbylým dvěma 
algoritmům dvakrát vyšší hodnotu výpočetního času. Nižší přesnost registrace dosahuje 
genetický algoritmus a PSO, jejichž hodnoty jsou víceméně srovnatelné. Nepatrně lepší 
přesnost vykazuje PSO algoritmus, jehož výpočetní čas činí mírně vyšších hodnot než 
algoritmus genetický. Všechny evoluční algoritmy zvládly víceméně přesně registrovat 
snímky, jež neobsahovaly četnější anatomické rozdíly znamenající větší jasové rozdíly. 
Za tyto rozdíly může ve velké míře progres retinopatie nebo makulární degenerace. 
Snímky, které tyto jevy vykazovaly ve větší míře a nebylo je možné přesně registrovat, 
většinou spadají do kategorie C. Menší odchylky mohou být způsobeny milným 
předpokladem, že snímky jsou proti sobě pouze posunuty a rotovány. Zvýšení přesnosti 
registrace, zejména snímků, které obsahovaly jasové rozdíly díky anatomickým rozdílům, 
by bylo možné dosáhnout předzpracováním snímků různými formami filtrace nebo také 
zvolením kriteriální funkce, která není založena na porovnávání jasových hodnot obou 
snímků.  Dále by se přesnost registrace dala zvýšit zvýšením počtu jedinců a iterací za 
cenu zvýšeného výpočetního času. 
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4. EVOLUČNÍ ALGORITMY V PŘIZPŮSOBENÉ 
FILTRACI 
Krokem předcházejícím segmentaci snímku může být pro zvýšení přesnosti přizpůsobená 
filtrace. Jak již bylo popsáno v kapitole 2.3.1, přizpůsobená filtrace využívá konvoluci 
masky s obrazem, čímž vzniká parametrický obraz, jehož odezva přímo závisí na míře 
korelace masky s daným obrazem. Tato maska je navržena na základě profilu objektu 
zájmu. Předmětem segmentace v této práci bude cévní řečiště snímků sítnice. Při navržení 
masky proto bude vycházeno z [52], kde masku autoři navrhovali dle profilu cévy sítnice. 
Přizpůsobená filtrace a následná segmentace bude prováděna na snímcích sítnice 
z veřejně dostupné databáze DRIVE2. Databáze disponuje 40 snímky rozdělených do 
trénovacího a testovacího setu, každý obsahující dvacet snímků s rozlišením 565x584. 
Trénovací set obsahuje pro každý snímek zlatý standard. Testovací set obsahuje pro 
každý snímek dva zlaté standardy, manuálně označené pixely vyznačující cévní řečiště 
pomocí zkušených pozorovatelů. Pro každý snímek v databázi existuje také maska 
obrazu, která vymezuje zorné pole. Profil objektu zájmu – cévy – bude aproximován 








kde 𝑥 je zvolený vektor o délce, která určuje počet vzorků impulsní charakteristiky 
vektoru 𝐾, 𝜎 reprezentuje šířku poloviny Gaussovy křivky právě v polovině její délky. 
Výstupní vektor 𝐾 je následně roztažen ve směru osy y tak, aby výsledná maska byla 
čtvercového typu podobně jako v [53]. Takto získaná maska je následně rotována až  
o 165 stupňů s krokem 15 stupňů. Je tedy získáno 12 masek, stejně jako v [54], autoři 
však realizovali masky, jež odpovídají profilům cév rozdělených celkem do pěti tříd. Pro 
každou třídu tedy existuje jedna maska, jejíž rotováním je získáno celkem 60 masek. 
Cílem této práce bude optimalizovat velikost masky a parametr  𝜎 tak, aby za použití 
právě jedny masky (s rotovanými celkem 12), byla přizpůsobená filtrace a následná 
segmentace co nejúčinnější.  
Pro nalezení optimálních parametrů (velikost masky, 𝜎) bude využito trénovacího 
setu snímků databáze DRIVE. Každý snímek tohoto setu bude zpracováván jeden po 
druhém, čímž bude získáno dvacet řešení. Jednotlivé parametry budou následně 
zprůměrovány a použity pro segmentaci snímků v testovacím setu. Jak již bylo řečeno 
v kapitole 3.2, cévní řečiště je nejvýrazněji zastoupeno v zelené složce obrazu, proto bude 
výchozím snímkem při filtraci právě zelená složka snímku. Na základě optimalizovaných 
 
2 Veřejně dostupná na: https://drive.grand-challenge.org/ 
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parametrů je sestrojeno 12 filtračních masek, jejichž konvolucí se zelenou složkou obrazu 
je získáno 12 parametrických obrazů, jejichž odezvy přímo závisí na korelaci masky 
s obrazem. S těmito 12 obrazy je provedena fúze na základě výběru maximálních hodnot 
(odezev) mezi korespondujícími pixely parametrických obrazů. 
 
Obr. 31: Masky v jednotlivých směrech. 
Obr. 32: Parametrické obrazy získané pomocí jednotlivých masek. 
Pro tuto fúzi parametrických obrazů je následně zjištěn práh pomocí standardní 
Otsu metody za účelem binarizace cévního řečiště. Jako kriteriální funkce slouží 
Sørensen-Dice koeficient mezi tímto binárním obrazem a zlatým standardem (anotovaná 
data) pro aktuální snímek sítnice. Čím vyšší je hodnota koeficientu, tím vyšší je 
podobnost mezi obrazy. Je tedy snaha o maximalizaci kriteriální funkce. Je nutné zmínit, 
že dochází pouze k optimalizaci parametrů masky za účelem vytvoření parametrického 
obrazu. Nalezený práh pomocí Otsu metody slouží pouze k binarizaci snímku a jeho 
následnému porovnání s anotovanými daty za účelem zjištění hodnoty kriteriální funkce. 
Na Obr. 31 lze vidět výsledek fúze parametrických obrazů, kde je přítomen i okraj 
zorného pole, který výrazně snižuje hodnotu kriteriální funkce. Protože je však přítomný 
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ve všech fúzích parametrických obrazů, ovlivňuje hodnotu kriteriální funkce u všech párů 
stejně a nemusí být odstraňován. Rozmezí hledaných hodnot pro velikost masky činí  
<5; 40> pixelů a pro parametr sigma <1; 40> pixelů. Hodnoty mohou nabývat pouze 
celých čísel. Experimentálně bylo zjištěno, že výrazně lepší výsledky dosahuje 
přizpůsobená filtrace při velikosti masky větší než sigma. Jestliže má jedinec, 
představující hledané parametry, hodnotu sigma vyšší, než je hodnota velikosti masky, 
přistupuje se k prohození těchto hodnot.  Pokud tedy bude velikost masky = 10 px  
a sigma = 30 px, po prohození bude velikost masky = 30 px a sigma = 10 px.  Pro výběr 
optimálních parametrů byly pozorovány různé kombinace parametrů v každém 
algoritmu. Pro porovnání proběhlo testování jednotlivých nastavení pro celou trénovací 
sadu a z maximální hodnoty kriteriální funkce každého snímku byl vypočten průměr, na 
jehož základě probíhalo porovnání. Stejným způsobem byly pro jednotlivá nastavení 
získány hodnoty výpočetního času. Ukončovacím kritériem všech evolučních algoritmů 
bylo proběhnutí maximálního počtu iterací. 
4.1 Včelí algoritmus 
Jak již bylo uvedeno v kapitole 3.2.1, včelí algoritmus ovlivňuje několik parametrů. Těmi 
nejvýraznějšími je počet iterací a počet jedinců. Byly zkoumány různé kombinace počtu 
jedinců a iterací, a zjišťovány jejich kvality a výpočetní čas. Jednotlivé závislosti lze vidět 
na následujících obrázcích. 
Obr. 33: Závislost Dice koeficientu a výpočetního času na počtu jedinců a iterací. 
Na Obr. 33 lze vidět, že nejvyšší hodnotu podobnosti dosáhlo každé testované 
nastavení s minimálně dvanácti iteracemi. Také lze pozorovat, že i populace se čtyřmi 
jedinci při deseti a více iteracích dosahuje maximálních hodnot. Nejvyšších hodnot však 
vykazovalo nastavení s počtem 12 jedinců a 8 iterací, 10 jedinců a 12 iterací, 8 jedinců 
a 12 iterací. Při pohledu na závislost výpočetního času si lze všimnout, že k výraznějšímu 
ovlivnění dochází mnohem více ze strany počtu iterací nežli ze strany počtu jedinců. 
S ohledem na tyto závislosti bylo zvoleno 12 jedinců a 8 iterací. Závislosti zbývajících 
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bylo přistoupeno k výslednému nastavení uvedeném v Tabulce 10. Rozsah lokálního 
prohledávání byl stanoven na +-5 od aktuální hodnoty včely. 
Tabulka 10: Finální nastavení včelího algoritmu pro přizpůsobenou filtraci. 
Parametr Hodnota 
Počet jedinců 12 
Počet nejlepších včel 3 
Počet elitních včel  2 
Počet vyčkávajících včel vyslaných za neelitními včelami 2 
Počet vyčkávajících včel vyslaných za elitními včelami 4 
Počet iterací 8 
4.2 Genetický algoritmus 
Při pohledu na závislost koeficientu podobnosti na počtu iterací a jedinců lze konstatovat, 
že zásadnější roli hraje v hodnotách kriteriální funkce počet jedinců nežli počet iterací. 
Na rozdíl od včelího algoritmu, kde i nastavení se čtyřmi jedinci dosahovalo maximálních 
hodnot, je genetický algoritmus více závislý na počtu jedinců. Pravděpodobnost mutace 
a počet elitních jedinců má srovnatelnou závislost jako v kapitole 3.2.2 a s ohledem  
na závislost výpočetního času bylo dospěno k nastavení, jež je uvedeno v Tabulce 11. 
Rozsah mutace je podobně jako u registrace stanoven vztahem 34. 
Obr. 34: Závislost Dice koeficientu a výpočetního času na počtu jedinců a iterací. 
Tabulka 11: Finální nastavení genetického algoritmu pro přizpůsobenou filtraci. 
Parametr Hodnota 
Počet chromozomů 12 
Pravděpodobnost mutace 0,4 
Počet elitních chromozomů 2 





































Na závislosti hodnoty kriteriální funkce na počtu jedinců a iterací lze vidět, že nejvyšší 
hodnoty koeficientu podobnosti vykazují vyšší počty jedinců již při nižším počtu iterací. 
Co se týče výpočetního času, tak je v porovnání s ostatními algoritmy velmi nízký. 
S ohledem na tuto skutečnost může být pro nastavení parametrů použit maximální počet 
jedinců i iterací. Při pohledu na průběh závislosti Dice koeficientu, kde nastavení 
s počtem jedinců 8, 10 a 12 vykazují podobné hodnoty, je takové nastavení zbytečné. 
Bude tak přistoupeno k nižšímu počtu iterací, čímž dojde k úspoře výpočetního času. 
Akcelerační koeficienty vykazují totožné závislosti jako v kapitole 3.2.3. Výsledné 
nastavení je uvedeno v Tabulce 12. 
Obr. 35: Závislost Dice koeficientu a výpočetního času na počtu iterací a jedinců. 
Tabulka 12: Finální nastavení parametrů PSO pro přizpůsobenou filtraci. 
Parametr Hodnota 




Počet iterací 10 
4.4 Srovnání jednotlivých algoritmů 
Porovnání jednotlivých algoritmů bylo realizováno s využitím průměru maximálních 
hodnot koeficientu podobnosti Dice pro jednotlivé snímky z trénovacího setu DRIVE. 
Rovněž byl využit celkový výpočetní čas všech algoritmů. Jednotlivé hodnoty jsou 
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Tabulka 13: Parametry jednotlivých algoritmů. 
 Včelí alg.. Genetický alg. PSO 
Dice [%] 59,24 56,23 58,44 
Výpočetní čas [s] 1039,75 568,34 555,09 
Nalezené parametry 
[px] 
Velikost masky: 13 
𝜎: 1 
Velikost masky: 14 
𝜎: 3 
Velikost masky: 14 
𝜎: 1 
Nejlépe zvládl optimalizaci parametrů přizpůsobené filtrace včelí algoritmus,  
u kterého dosahovala průměrná hodnota Dice koeficientu nejvyšších hodnot. Tato 
skutečnost je však zastíněna velmi vysokým výpočetním časem, který je proti zbylým 
algoritmům téměř dvojnásobný. PSO vykazoval mírně nižší hodnoty podobnostního 
koeficientu, ze všech algoritmů má však nejnižší výpočetní čas. Genetický algoritmus 
vykazuje nejnižší hodnotu podobnostního koeficientu, hodnota výpočetního času je mírně 
vyšší než u PSO algoritmu. Při srovnání genetického algoritmu a PSO lze proto 
konstatovat, že lepších hodnot dosáhl algoritmus PSO. Optimální hodnota velikosti 
masky je 13 pixelů a hodnota sigmy činí 1 pixel. Jelikož byla hodnota sigmy hledána 
v rozsahu <1, 40>, odpovídá hodnotě na hranici rozmezí. Noví potomci genetického 
algoritmu mohou mít hodnoty pouze v rozmezí hodnot obou rodičů. Jestliže v počáteční 
populaci není vygenerován chromozom, který by vykazoval hodnotu sigma rovné jedné, 
není možné pouhým křížením dosáhnout požadované hodnoty. Jediným způsobem je 
potom dosažení hodnoty pomocí mutace, která může posunout hodnoty k nižším nebo 
vyšším hodnotám. Lze předpokládat, že pokud by optimální řešení odpovídalo prostředku 
hledaného rozsahu, genetický algoritmus by vykazoval vyšší kvalitu. Včelí algoritmus ve 
srovnání s PSO dosáhl vyšší hodnoty Dice koeficientu, ale vykazuje téměř dvojnásobnou 
hodnotu výpočetního času. Rozdíly fúzí parametrických obrazů získaných na základě 
včelího algoritmu a PSO jsou pouze mírné. Větší rozdíly lze vidět na obrazech získaných 









Obr. 36: Fúze parametrických obrazů získaných na základě parametrů masky odvozené 
a) včelím algoritmem, b) genetickým algoritmem. 
61 
 
Takto předzpracované obrazy jsou následně vstupem do samotné segmentace 
obrazu. V této práci bude přistoupeno k segmentaci pomocí prahování. Optimální práh 
bude určen metodou Otsu a bude předmětem optimalizace pro všechny algoritmy. 
Výpočet optimálního prahu bude určen z fúze parametrických obrazů získaných 
konvolucí zelené složky obrazu a masek, jejichž parametry odpovídají parametrům 
nalezených jednotlivými evolučními algoritmy. Optimalizace prahu pomocí PSO 
algoritmu bude tedy probíhat na fúzi parametrických obrazů získaných pomocí masky 
velikosti 14x14 pixelů a sigmou 2 pixely. Tato segmentace bude tentokrát probíhat na 
všech snímcích testovacího setu. Následně bude optimalizací hledána hodnota prahu, jež 
bude pro všechny obrazy v testovacím setu totožná. Při této optimalizaci budou pro 
všechny algoritmy použity stejné parametry masky pro přizpůsobenou filtraci. Tyto 
parametry budou odpovídat parametrům nalezených včelím algoritmem, jelikož 
vykazovaly nejvyšší hodnotu koeficientu Dice. Finální výstup segmentace bude k vidění 






















5. EVOLUČNÍ ALGORITMY V SEGMENTACI 
Jednou z nejčastěji používaných metod prahování je Otsu metoda, detailněji 
popsána v kapitole 2.2.1. Optimalizací bude hledán práh, jehož rozdělením do tříd bude 
získán maximální rozptyl tříd, který bude zároveň sloužit jako kriteriální funkce. Bude 
tedy snaha o její maximalizaci. Hledaný práh je ovlivněn všemi jasovými hodnotami 
obrazu. Jelikož předmětem segmentace je cévní řečiště vyskytující se pouze v oblasti 
určené zorným polem, při stanovení prahu budou brány v potaz pouze hodnoty ležící 
uvnitř zorného pole. Hodnoty jedinců se pohybují v rozmezí <0; 255> odpovídajícím 
možným jasovým hodnotám.  Jedinci tedy budou představovat hodnoty prahu, které bude 
snaha optimalizovat takovým způsobem, aby hodnota kriteriální funkce dosahovala 
maximální hodnoty. Hodnoty jedinců mohou nabývat pouze celých čísel. 
Při testování se ukázalo, že pro nalezení ideálního prahu postačí jednotky jedinců 
i iterací. Jednotlivá nastavení proběhla na všech snímcích testovacího setu a byl stanoven 
jejich průměr. Výpočetní čas pro individuální nastavení parametrů se pohyboval 
v jednotkách setin sekundy, proto nebyl při výběru parametrů algoritmů uvažován. 
Závislosti počtu jedinců u jednotlivých evolučních algoritmů a počtu iterací s nastavením 
jednotlivých parametrů budou uvedeny v kapitole 5.1, 5.2 a 5.3. Algoritmy byly následně 
spuštěny na všech snímcích testovacího setu databáze DRIVE, kdy samotné optimalizaci 
prahu předcházelo předzpracování v podobně přizpůsobené filtrace s parametry 
nalezenými v kapitole 4. Parametry masky pro přizpůsobenou filtraci snímků 
v testovacím setu byly pro optimalizaci prahu včelím algoritmem tyto: velikost  
masky = 13 px a 𝜎 = 1 px, genetickým algoritmem: velikost masky = 14 px a 𝜎 = 3 px, 
algoritmem PSO: velikost masky = 14 px a 𝜎 = 1 px. Pomocí nalezeného prahu pro 
individuální snímek testovacího setu byl obraz segmentován.  Ke snímkům testovacího 
setu je rovněž přiložen zlatý standard, na jehož základě dojde k vyhodnocení úspěšnosti 
segmentace dat. Bude stanovena senzitivita, specificita, celková přesnost a Dice 
koeficient pro každý snímek. Tyto parametry se ovšem nebudou počítat z celého obrazu, 
nýbrž pouze z oblasti odpovídající zornému poli. V oblasti za okrajem zorného pole totiž 
jasové hodnoty zlatého standardu i segmentovaného snímku odpovídají nule a výsledek 
by byl ovlivněn. V segmentovaném obrazu je rovněž přítomen zvýrazněný okraj zorného 
pole, který bude pro potřebu kvantitativního vyhodnocení odstraněn, jelikož by negativně 
ovlivňoval výsledek. Kvantitativní hodnocení bude provedeno pro každý snímek  
a výslednými parametry bude průměr těchto hodnot. Výsledky jsou uvedeny v Tabulce 
14. Při porovnání algoritmů nebude hrát roli výpočetní čas, jelikož je zanedbatelný. 






Tabulka 14: Vyhodnocení úspěšnosti segmentace. 
 Včelí alg. Genetický alg. PSO 
Senzitivita  63,23 % 69,01 % 65,11 % 
Specificita  98,07 % 95,12 % 97,10 % 
Přesnost  93,62 % 91,78 % 93,01 % 
Dice  71,36 % 68,03 % 70,15 % 
Z uvedených hodnot v Tabulce 14 lze vidět, že nejlepší výsledky Dice koeficientu, 
přesnosti i specificity dosáhl včelí algoritmus, za kterým následuje PSO algoritmus, který 
ale vykazoval vyšší hodnotu senzitivity. Nejvyšší hodnotu senzitivity vykazoval 
genetický algoritmus, jehož další parametry však dosahovaly nejnižších hodnot. 
Senzitivita a specificita se většinou navzájem ovlivňují a zvýšením jednoho parametru se 
sníží parametr druhý, proto je nutné zvolit kompromis.  
 
Obr. 37: Segmentovaný snímek 10.jpg na základě: a) včelího algoritmu, b) genetického 
algoritmu, c) PSO algoritmu. d) zlatý standard. 
Uvedené výsledky jsou však velmi výrazně ovlivněny parametry masky, které 
byly použity pro přizpůsobenou filtraci. Při testování dvaceti snímků totiž každý parametr 
nalezl optimální hodnotu, která se lišila z důvodu různě filtrovaného snímku. Proto bude 
přistoupeno k hledání prahu ve snímcích filtrovaných pomocí masky, jejíž parametry 
vykazují pro všechny algoritmy stejné hodnoty. 
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Dalším předmětem optimalizace bude nalézt práh takové hodnoty, jenž bude 
shodný pro všechny snímky a současně bude v průměru vykazovat nejlepší výsledky 
segmentace pro celý testovací set. Kriteriální funkcí bude průměr Dice koeficientů všech 
segmentovaných snímků s aktuálním prahem. Opět tedy bude snaha o maximalizaci 
kriteriální funkce. Závislosti uvedené v následujících kapitolách jsou téměř totožné se 
závislostmi, které nebyly uvedeny pro algoritmy optimalizující práh pomocí OTSU, což 
je dáno hledáním optimálního parametru ve stejném rozmezí hodnot, tedy <0; 255>. 
Jediným rozdílem je odlišná kriteriální funkce a zanedbatelný výpočetní čas, který se 
v případě OTSU metody pohyboval v desetinách sekundy z důvodu optimalizace prahu 
pouze pro jediný snímek. U optimalizace prahu, který bude společný pro všechny snímky 
je však výpočetní čas mnohem vyšší, jelikož je zapotřebí zisk průměrného koeficientu 
Dice z dvaceti snímků. Parametry masky pro přizpůsobenou filtraci, která předchází 
optimalizaci prahu, budou tentokrát pro všechny algoritmy stejné, aby byla objektivně 
posouzena úspěšnost. Algoritmy by totiž vykazovaly jinou hodnotu Dice koeficientu  
i v případě nalezení optimálního prahu. Tyto rozdíly by byly způsobeny jinými parametry 
masky při přizpůsobené filtraci. Parametry masky budou odpovídat parametrům, které 
vykazovaly nejvyšší hodnotu Dice koeficientu. Takové parametry našel včelí algoritmus 
a odpovídají velikosti masky = 13 pixelů a 𝜎 = 1 pixel. 
5.1 Včelí algoritmus  
Největší vliv na hodnoty kriteriální funkce i výpočetního času má počet jedinců i iterací. 
Při pohledu na Obr 38. si lze všimnout, že algoritmus se dvěma jedinci vykazoval nejnižší 
hodnoty kriteriální funkce při všech počtech iterací. Nastavení se čtyřmi jedinci nalezlo 
optimální hodnotu ve čtyřech a více iteracích. Nejlepší výsledky vykazovala nastavení 
s osmi a deseti jedinci, u kterých hodnoty kriteriální funkce dosahovaly vysokých hodnot 
již při dvou iteracích a optimum nalezly ve čtyřech a více iteracích. 
Výpočetní čas je více ovlivněn počtem iterací nežli počtem jedinců, jak lze 
konstatovat při pohledu na graf závislosti uvedený níže. Při výběru byl tedy zvolen vyšší 
počet jedinců s nižším počtem iterací. 
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Zbylé parametry včelího algoritmu vykazovaly srovnatelný průběh jako závislosti 
uvedené v kapitole 3.2.1, proto nebudou dále uvedeny. Nastavení parametrů včelího 
algoritmu, které je totožné s nastavením pro optimalizaci prahu Otsu metodou je uvedeno 
v Tabulce 15. Rozmezí stanovené pro lokální prohledávání je totožné jako v případě 
přizpůsobené filtrace, tedy +-5. 
Tabulka 15: Natavení parametrů včelího algoritmu pro segmentaci. 
Parametr Hodnota 
Počet jedinců 8 
Počet nejlepších včel 2 
Počet elitních včel  1 
Počet vyčkávajících včel vyslaných za neelitními včelami 2 
Počet vyčkávajících včel vyslaných za elitními včelami 4 
Počet iterací 6 
5.2 Genetický algoritmus 
Závislosti genetického algoritmu byly testovány od čtyř do deseti jedinců s krokem dva. 
Počet jedinců roven dvěma byl vynechán. Jelikož je křížena lepší polovina jedinců, došlo 
by ke křížení jedince se stejným jedincem, což není možné. Nejvyšší hodnoty kriteriální 
funkce vykazovala nastavení s šesti a osmi jedinci při více než čtyřech iteracích. 
Výpočetní čas dosahoval proti včelímu algoritmu nižších hodnot. Zbylé parametry 
genetického algoritmu vykazovaly srovnatelný průběh jako závislosti uvedené v kapitole 
3.2.2, proto nebudou dále uvedeny. Nastavení genetického algoritmu, které je totožné 
s nastavením pro optimalizaci prahu Otsu metodou, je uvedeno v Tabulce 16. Rozsah 
mutace je podobně jako u registrace a přizpůsobené filtrace stanoven vztahem 34. 
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Tabulka 16: Nastavení parametrů genetického algoritmu pro segmentaci. 
Parametr Hodnota 
Počet chromozomů 12 
Pravděpodobnost mutace 0,4 
Počet elitních chromozomů 2 
Počet iterací 10 
5.3 PSO 
Stejně jako u genetického a včelího algoritmu vykazoval nejlepší hodnoty počet jedinců 
šest a více při počtu iterací vyšším než čtyři. Výpočetní čas dosahoval stejných hodnot 
jako u genetického algoritmu čili přibližně dvakrát nižší než u včelího algoritmu. 
Obr. 40: Závislost Dice koeficientu a výpočetního času na počtu jedinců a iterací. 
Akcelerační koeficienty C1, C2 a W vykazovaly srovnatelný průběh jako závislosti 
uvedené v kapitole 3.2.3, proto nebudou dále uvedeny. Nastavení parametrů algoritmu 
PSO, které je totožné s nastavením pro optimalizaci prahu Otsu metodou je uvedeno 
v Tabulce 17. 
Tabulka 17: Nastavení parametrů algoritmu PSO pro segmentaci. 
Parametr Hodnota 




Počet iterací 6 
5.4 Srovnání jednotlivých algoritmů 
Před samotným vyhodnocením segmentace byly po zisku binárního obrazu uskutečněny 
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neobsahovaly více něž 50 pixelů. Druhou operací bylo odstranění oblastí odpovídajících 
popředí, jež obsahovaly méně než 100 pixelů. Takto upravený obraz byl následně 
podroben kvantitativnímu hodnocení. Pro porovnání jednotlivých algoritmů bude využit 
výpočetní čas nalezení prahu a podobnostní koeficient Dice, který udává procentuální 
podobnost segmentovaného obrazu a zlatého standardu. Dále senzitivita, která značí 
procento detekovaných cév algoritmem ze všech manuálně označených cév ve zlatém 
standardu. Také specificita, která značí procento správně detekovaných cév ze všech 
detekovaných cév. Často se udává také přesnost, jenž je poměrem součtu správně 
detekovaných cév a správně nedetekovaných cév se všemi pixely, ze kterých bylo 
prováděno hodnocení. Jednotlivé parametry byly získány z každého snímku testovacího 
setu a byl vypočten průměr. Kvantitativní hodnocení je uvedeno v Tabulce 18. Pro 
porovnání jsou v Tabulce 19 uvedeny výsledky segmentace ostatních autorů, kteří rovněž 
pracovali s DRIVE databází. 
Tabulka 18: Kvantitativní hodnocení algoritmů a segmentace. 
 Včelí alg. Genetický alg. PSO 
Dice 72,83 % 72,58 % 72,83 % 
Nalezený práh  91 98 91 
Výpočetní čas  355,185 s 259,77 s 202,6 s 
Senzitivita  72,17 % 69,54 % 72,17 % 
Specificita  96,28 % 96,86 % 96,28 % 
Přesnost  93,18 % 93,36 % 93,18 % 
Tabulka 19: Kvantitativní hodnocení segmentace jiných autorů. 
 Hassan a další [55] Marin [56] Vlachos a Dermatas [57] 
Senzitivita 87,99 % 70,67 % 74,70 % 
Specificita 97,99 % 98,01 % 98,00 % 
Přesnost 96,25 % 94,52 % 96,00 % 
V porovnání s uvedenými autory je úspěšnost segmentace v této práci spíše 
podprůměrná. Je ale nutné říct, že pro celý testovací set databáze DRIVE byly 
optimalizací zjištěny parametry masky přizpůsobené filtrace i prahu pro segmentaci, jež 
jsou stejné pro každý snímek testovacího setu. Včelí a PSO algoritmy nalezly totožný 
práh, jejich hodnoty jsou tedy identické kromě výpočetního času, který byl u PSO 
mnohem nižší. Lze tedy konstatovat, že vykazuje lepší výsledky. Genetický algoritmus 
vykazoval nižší hodnoty specificity, přesnosti i Dice koeficientu, zato vykazoval vyšší 
hodnoty senzitivity, podobně jako u optimalizace pomocí Otsu metody. Výpočetní čas 
genetického algoritmu dosahoval vyšších hodnot nežli u PSO algoritmu a nižších hodnot 
nežli u včelího algoritmu. Při porovnání Tabulky 18 a Tabulky 14 si lze všimnout, že 
Dice koeficient vykazoval vyšší hodnoty v případě použití jednoho prahu pro všechny 
snímky nežli výpočet prahu pro každý snímek zvlášť pomocí Otsu metody. To je dáno 
výběrem rozdílné kriteriální funkce, kdy pro snímky, kde byl použit totožný práh, byl 




















Obr. 41: a) segmentovaný snímek 01.jpg, b) jeho zlatý standard,  
c) segmentovaný snímek 10.jpg, d) jeho zlatý standard. 
Pro zvýšení kvality segmentace by bylo vhodné zvolit vyšší počet masek pro 
přizpůsobenou filtraci podle profilu šířky cév podobně jako v [54], kde autoři zvolili pět 
masek. Jelikož je zvolena pouze jedna maska, nejsou detekovány užší a širší cévy 
současně. Kriteriální funkcí pro optimalizaci parametrů masky pro přizpůsobenou filtraci 
byl koeficient Dice, jenž značí podobnost mezi segmentovaným obrazem a zlatým 
standardem. Z principu je logické, že bude koeficient vykazovat vyšší hodnoty při zisku 
širších cév. Optimalizací jsou tedy zjištěny parametry masky, jejíž profil odpovídá širším 
cévám. Užší cévy nejsou segmentací zachyceny. Tato skutečnost znamená snížení 
senzitivity. Naopak specificitu může snižovat segmentovaný optický disk, který je 
detekován ve většině snímcích. Na Obr. 41 lze vidět dva segmentované snímky a jejich 
zlaté standardy. Na segmentovaných snímcích je absence užších cév a zvýrazněný 




6. EVOLUČNÍ ALGORITMY V REKONSTRUKCI 
OBRAZU 
Názorný příklad využití evolučních algoritmů uvedl autor v [58] na rekonstrukci obrazu, 
kde implementoval program na základě binárního genetického algoritmu, který dokáže 
rekonstruovat jakýkoliv binární obraz. Jako kriteriální funkci zvolil Euklidovu vzdálenost 
mezi referenčním a rekonstruovaným obrazem. Na základě dvojbodového křížení  
a vážené rulety byli vytváření noví a kvalitnější jedinci, kteří měli větší podobnost 
s referenčním obrazem. Rekonstrukci binárního obrazu pomocí algoritmu, který byl  
z [58] implementován, lze vidět na Obr. 42. Binární genetický algoritmus je nejvhodnější 
metodou pro práci s binárními daty. Nevýhodou tohoto programu je však neschopnost 
rekonstruovat nebinární obrazy.  
 
Obr. 42: Rekonstrukce binárního obrazu. 
Jak již bylo zmíněno, tato rekonstrukce je možná pouze na binárních obrazech. 
Tato kapitola se bude zabývat evolučními algoritmy pro rekonstrukci šedotónových 
snímků. 
6.1 Včelí algoritmus 
Představme si referenční šedotónový obraz s rozměry 100x100. Nejprve je inicializována 
počáteční populace. Každý jedinec bude představovat obraz 100x100 s náhodně 
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generovanými jasovými hodnotami <0; 255>. Mezi každým jedincem je spočítána 
Euklidova vzdálenost, což je kriteriální funkce podobně jako v [55] a jedinci se seřadí 
podle kvality. Vybere se počet nejlepších včel, ke kterým jsou přičteny náhodné hodnoty 
podobně jako v dříve zmíněných aplikacích včelího algoritmu. Jeden jedinec je tedy 
představován 100x100 parametry (pixely). Tímto způsobem je prováděno lokální 
prohledávání. Některé jasové hodnoty se přiblíží korespondujícím pixelům v referenčním 
obrazu, ale některé zase vzdálí. Tímto způsobem, který je typický pro včelí algoritmus  
a funguje na optimalizaci jedinců s méně parametry, je téměř nemožné postupem iterací 
nalézt kvalitnější obraz, což bylo experimentálně ověřeno. Proto je nutné zvolit jiný 
přístup, který bude dále popsán.   
 Počátek algoritmu začíná vygenerováním počáteční populace s jedinci, kteří 
představují 100x100 obraz. Pro každého jedince je vypočtena Euklidova vzdálenost 
s referenčním obrazem a jsou seřazeni podle kvality. Podle této kvality je vybráno několik 
nejlepších včel pro další práci. Společně s Euklidovou vzdáleností mezi jedincem  
a referenčním obrazem je vypočtena i Euklidova vzdálenost každého pixelu (parametru) 
jedince s korespondujícím pixelem referenčního obrazu. Pracovat se tedy bude 
s Euklidovými vzdálenostmi celých obrazů (jedinců) a Euklidovými vzdálenostmi pixelů 
(parametrů jedince). Pro každého nejlepšího jedince je vytvořeno několik nových obrazů, 
jejichž jasové hodnoty pixelů se liší o hodnotu R od jasových hodnot korespondujících 
pixelů aktuálních nejlepších jedinců. Hodnota R je vyjádřena následujícím vztahem:  
 𝑅 = 𝑟. (𝑥 − 0.5), (39) 
 
𝑟 = 100 𝑝𝑟𝑜 
𝑖𝑡𝑚𝑎𝑥
𝑖𝑡
> 3,5 , (40) 
 
𝑟 = 50 𝑝𝑟𝑜 
𝑖𝑡𝑚𝑎𝑥
𝑖𝑡
> 2,5 , (41) 
 
𝑟 = 25 𝑝𝑟𝑜 
𝑖𝑡𝑚𝑎𝑥
𝑖𝑡
≤ 2,5 , (42) 
kde x je náhodné číslo v rozsahu (0, 1), 𝑖𝑡𝑚𝑎𝑥 je celkový počet iterací a 𝑖𝑡 je aktuální 
počet iterací. Ze vztahů je tedy patrné, že s nabývajícími iteracemi rozsah lokálního 
prohledávání kolem aktuálního pixelu klesá.  
Počet nových obrazů je stanoven počtem vyčkávajících včel. Pro každý takto 
vytvořený obraz je vypočtena Euklidova vzdálenost každého pixelu s korespondujícím 
pixelem referenčního obrazu. V případě, že je počet vyčkávajících včel stanoven na čtyři, 
pak jsou pro pixel i, j každé z nejlepších včel vytvořeny čtyři nové hodnoty jasu (čtyři 
nové obrazy). Následuje porovnání, zdali má nějaký z nově vytvořených pixelů vyšší 
kvalitu než pixel, na základě kterého byly nové pixely vytvořeny. Jestliže nové pixely 
vykazují vyšší kvalitu, je starý pixel nahrazen pixelem nejvyšší kvality. Jestliže vyšší 
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kvalitu nevykazují, pixel zůstává nezměněn. Tento proces lze vidět na Obr. 43, kde byl 
pro ilustraci zvolen obraz s rozměry 2x2. Na obrázku jsou čtyři vyčkávající včely, jejichž 
pixely jsou porovnávány se včelou, za kterou přiletěly. Pixely vyčkávajících včel 
znázorněné modrou barvou vykazují vyšší kvalitu než pixel nejlepší včely, znázorněný 
také modrou barvou. Nové včele na stejné pozici bude tedy přidělena hodnota 
nejkvalitnějšího pixelu, v tomto případě pixelu náležící vyčkávající včele číslo čtyři. 
Stejným způsobem jsou včele přiděleny hodnoty ostatních pixelů. 
 
Obr. 43: Vznik nových včel. 
Takto je procházen celý obraz a méně kvalitní pixely jsou nahrazeny více 
kvalitními. Tento proces představuje lokální prohledávání. Získané obrazy představují 
novou populaci, jejíž doplnění do původního počtu jedinců je řešeno náhodným 
vygenerováním nových obrazů. Pro novou populaci obrazů je vypočtena Euklidova 
vzdálenost mezi jednotlivými obrazy a referenčním obrazem, je vybráno několik 
nejlepších obrazů a proces začíná znovu. Při testování se ukázalo, že hodnota kriteriální 
funkce i výpočetní čas jsou mnohonásobně výrazněji ovlivněny počtem iterací nežli 
počtem jedinců. Ostatní parametry vykazují srovnatelnou závislost jako v předchozích 
kapitolách. Testování probíhalo na obrazu s rozměry 410x306. 
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Tabulka 20: Nastavení parametrů včelího algoritmu pro rekonstrukci obrazu. 
Parametr Hodnota 
Počet jedinců 4 
Počet nejlepších včel 2 
Počet elitních včel  1 
Počet vyčkávajících včel vyslaných za neelitními včelami 4 
Počet vyčkávajících včel vyslaných za elitními včelami 8 
Počet iterací 15 
Obr. 45: Proces rekonstrukce obrazu včelím algoritmem. 
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6.2 Genetický algoritmus 
Podobně jako u včelího algoritmu musí být genetický algoritmus modifikován. Je 
vytvořena počáteční populace chromozomů představující jednotlivé náhodně generované 
obrazy. V každém obrazu je vypočtena Euklidova vzdálenost jasových hodnot všech 
pixelů s korespondujícími jasovými hodnotami pixelů referenčního obrazu. Následně  
je vybrána lepší polovina pixelů ze všech jedinců na dané pozici, čímž jsou vytvořeni 
jedinci podléhající reprodukci. Vznik lepší poloviny jedinců je ilustrován na Obr. 46, kde 
je situace popsána na obrazu s rozměry 2x2 a populaci se čtyřmi jedinci. Na obrázku lze 
vidět referenční obraz a jasové hodnoty všech pixelů. Také je zobrazena počáteční 
populace chromozomů rovněž s jasovými hodnotami pixelů. Nejprve je testován pixel 
referenčního obrazu, který je znázorněn modrou barvou. Je vypočtena Euklidova 
vzdálenost tohoto pixelu a pixelů náležícím jednotlivým jedincům a je vybrána lepší 
polovina. Tyto lepší pixely jsou znázorněny rovněž modrou barvou. Totožně jsou 
testovány všechny pixely obrazu. Následně vznikají nové chromozomy, a to takovým 
způsobem, že nejkvalitnější pixely jsou zkombinovány, čímž vzniká elitní jedinec. 
Dalším jedincem bude kombinace druhých nejlepších pixelů apod. Výše popsaný proces 
lze definovat jako „předkřížení“ chromozomů. 
 
Obr. 46: Vznik lepší poloviny chromozomů. 
Vzniklá lepší polovina jedinců se následně podrobuje křížení, které probíhá 
standardním způsobem. Nově vzniklí potomci jsou následně mutováni přičtením náhodné 
hodnoty k jasové hodnotě pixelu s určitou pravděpodobností stejně, jak je popsáno 
v kapitole 3.2.2.1 vztahem 34. Jediným rozdílem je desetkrát vyšší hodnota mutace. 
Takto křížené a mutované chromozomy jsou zároveň novou populací pro další iteraci  
a proces se opakuje. Závislosti kriteriální funkce a výpočetního času na počtu jedinců  
a iterací lze vidět na Obr. 47. 
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Obr. 47: Závislosti kriteriální funkce a času na počtu jedinců a iterací. 
Tabulka 21: Nastavení parametrů genetického algoritmu pro rekonstrukci obrazu. 
Parametr Hodnota 
Počet chromozomů 10 
Pravděpodobnost mutace 0,4 
Počet elitních chromozomů 2 
Počet iterací 15 









































Stejně jako u předchozích zmíněných algoritmů musel být algoritmus PSO trochu 
modifikován. Počátkem algoritmu je inicializace počáteční populace, což představuje 
náhodně vygenerované obrazy. V každém obraze je určena kvalita všech pixelů a jsou 
určeny nejlepší pozice jasové hodnoty ze všech obrazů na jednotlivých pixelech podobně, 
jak je znázorněno na Obr. 49. Tyto nejlepší jasové hodnoty jsou uloženy jako nejlepší 
pozice celé populace a budou se využívat při přepočtu aktuální pozice a rychlosti. V každé 
iteraci jsou tedy všechny pixely a jejich rychlosti přepočítávány na základě jejich 
dosavadní nejlepší pozice a nejlepší pozice celé populace, jak je popsáno v kapitole 
1.6.2.1 vztahem 4 a 5. Jediným rozdílem je, že pro populaci existuje tolik nejlepších 
pozic, kolik je pixelů v obraze a všechny pixely a jejich rychlosti každého jedince jsou 
aktualizovány zvlášť. 
 
Obr. 49: Stanovení nejlepších pozic každého pixelu. 
Závislosti kriteriální funkce a výpočetního času na počtu jedinců a iterací lze vidět 
na následujících obrázcích. 
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Tabulka 22: Nastavení parametrů algoritmu PSO pro rekonstrukci obrazu. 
Parametr Hodnota 




Počet iterací 10 
Obr. 51: Rekonstrukce obrazu algoritmem PSO. 
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6.4 Srovnání jednotlivých algoritmů 
Jednotlivé parametry jsou porovnány na základě kriteriální funkce nejlepšího jedince 
v poslední iteraci a výpočetního času. Ukončovací algoritmus byl zvolen na základě 
maximálního počtu iterací. Souhrn výsledných parametrů lze vidět v následující tabulce. 
Testování probíhalo na ilustračním obrazu s rozměry 410x306, a na čtyřech snímcích 
sítnice z databáze DRIVE s rozměry 565x584. Výsledné parametry jsou dány průměrem 
získaných parametrů rekonstrukce všech pěti obrazů. 
Tabulka 23: Srovnání algoritmů v rekonstrukci obrazu. 
 Včelí alg. Genetický alg. PSO 
Euklidova vzdálenost 49305 113415 325870 
Výpočetní čas 10,05 s 22,31 s 13,91 s 
Minimální Euklidovu vzdálenost vykazoval včelí algoritmus, který zároveň dosahoval 
nejnižšího výpočetního času.  Nejvyšší hodnoty kriteriální funkce dosahoval algoritmus 
PSO, který byl však proti genetickému algoritmu, jenž vykazoval téměř třikrát lepší 
hodnoty než PSO, rychlejší. Genetický algoritmus měl ze všech algoritmů po první iteraci 
nejvyšší připodobnění k referenčnímu obrazu, avšak s dalšími iteracemi dosahoval 
vyššího připodobnění včelí algoritmus. Genetický algoritmus měl také problémy 
rekonstruovat pixely, které v referenčním obrázku dosahovaly velmi vysokých, nebo 
velmi nízkých hodnot. Rozmezí jasových hodnot pixelů je zvoleno na <0, 255>. Jelikož 
hodnota nových potomků může dosahovat hodnot pouze v rozmezí obou rodičů, je 
rekonstrukce velmi světlých a velmi tmavých odstínů závislá na počáteční populaci, 
případně na mutaci jednotlivých pixelů, čímž může dojít k posunu do vyšších, či nižších 
hodnot.  
Zvýšení podobnosti referenčního a rekonstruovaného obrazu by šlo získat 
zvýšením počtu jedinců a iterací. Parametry byly však voleny způsobem, aby vykazovaly 
co nejnižší výpočetní čas při dostatečné rekonstrukci obrazu. 
 Dalším využitím evolučních algoritmů v této oblasti je postupná změna 
scény jednoho obrazu na druhý. Jediným rozdílem je, že namísto počáteční populace bude 
přiřazen druhý obraz. V takovém případě je jeden obraz referenční, druhý výchozí  
a postupem iterací se výchozí obraz mění na referenční. V užším rozměru se tato funkce 
dá využít jako sdílení části rysů tváří dvou různých lidí. Příklad je uveden na Obr. 52  
a Obr. 53. Evoluční algoritmy mohou být také využity v rekonstrukci z projekcí [42], kde 
autoři použili genetický algoritmus nebo [60], kde byl pro rekonstrukci PET snímků 

















Obr. 52: Rekonstrukce výchozího obrazu na referenční (výchozí i referenční obraz 














Obr. 53: Rekonstrukce výchozího obrazu na referenční, 2. ukázka (výchozí, resp. 
referenční obraz převzat z [64], resp. [65]). 
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7. GRAFICKÉ UŽIVATELSKÉ ROZHRANÍ 
Pro snazší a pohodlnější manipulaci uživatele při testování jednotlivých algoritmů bylo 
vytvořeno grafické uživatelské prostředí GUI. Při spuštění programu se objeví hlavní 
blok, kde si uživatel vybere oblast zpracování obrazu, ve které chce vytvořené algoritmy 
otestovat. Po kliknutí na požadovanou aplikaci je otevřeno hlavní okno samotné aplikace. 
7.1  Registrace obrazu 
Při výběru registrace obrazu je otevřeno okno na Obr. 54. 
 
Obr. 54: GUI blok – registrace. 
Popis hlavních bloků je následovný. Při kliknutí na tlačítko 1 je uživatelem vybrán 
referenční obraz. Při kliknutí na tlačítko 2 je uživatelem vybrán pohybový obraz. Cesty 
vybraných souborů jsou zobrazeny vedle korespondujících tlačítek. V bloku 3 si uživatel 
vybere algoritmus, kterým chce vybrané snímky registrovat. Po výběru algoritmu má 
uživatel v bloku 4 možnost změnit hodnoty jednotlivých parametrů. Blok 5 uživateli 
umožňuje podvzorkovat snímky. Tato možnost je především pro snímky větších rozměrů. 
Defaultně je faktor podvzorkování nastaven na 8, jelikož se předpokládá, že registrace 
bude probíhat na snímcích z FIRE databáze. Po vybrání referenčního obrazu, pohybového 
obrazu, algoritmu a jejich parametrů může uživatel spustit registraci. Při stisknutí tlačítka 
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6 se objeví krátké okno, jenž informuje uživatele, jakým způsobem má vybrat oblast, ze 
které bude stanovena kriteriální funkce obou obrazů, viz Obr. 55 a). Doporučuje se vybrat 
vysokokontrastní oblast, jako je např. oblast optického disku nebo oblast větvení cév. Po 
odsouhlasení uživatele tlačítkem OK je zobrazeno okno se samotným výběrem kriteriální 
oblasti. Vhodný výběr oblasti pro výpočet kriteriální funkce je zobrazen na Obr. 55. b). 
Po ukončení registrace je automaticky otevřeno okno s šachovnicovým překryvem 
registrovaných snímků, toto okno může uživatel zavřít a má možnost zobrazit si průběh 
kvality průměrného a elitního jedince, toho uživatel využije při stisknutí tlačítka 7. Pro 
opětovné zobrazení šachovnicového překrytí registrovaných snímků uživatel stiskne 
tlačítko 8. 
 
Obr. 55: GUI výběr oblasti pro výpočet kriteriální funkce. 
7.2 Přizpůsobená filtrace 
Při výběru přizpůsobené filtrace je otevřeno okno na Obr. 56. Stisknutím tlačítka 1 je 
uživatelem vybrána cesta ke složce trénovacího setu. Tlačítko 2 slouží k výběru 
testovacího setu. Cesty k vybraným složkám jsou zobrazeny vedle korespondujících 
tlačítek. Složka trénovacího setu musí obsahovat pro jeden snímek celkem tři soubory. 
Prvním je originální snímek sítnice, druhým je jeho zlatý standard a třetí maska 
vymezující zorné pole sítnice. Všechny tři snímky musí být pojmenovány tak, aby 
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následovaly abecedně za sebou, nejjednodušší je, aby začínaly stejným číslem. Originální 
snímek musí obsahovat koncovku tiff. Zlatý standard a maska zorného pole pak musí 
obsahovat koncovku giff a platí, že maska zorného pole musí být abecedně dále než zlatý 
standard. Příklad názvu originálního snímku: 21_training.tiff, zlatý standard: 21.giff, 
maska zorného pole: 21_training_mask.giff. Ve složce se nesmí kromě těchto snímků 
vyskytovat žádné další soubory s koncovkami tiff, nebo giff. Pokud jsou dodržena výše 
uvedená pravidla je program schopen testovat jeden snímek po druhém bez zásahu 
uživatele a je možné nahrát jakýkoliv trénovací set. Pokud uvedená pravidla dodržená 
nejsou, je nutné poupravit kód. 
 
Obr. 56: GUI blok – přizpůsobená filtrace. 
V bloku 3 si uživatel vybere algoritmus, na kterém chce program testovat a v bloku 4 má 
možnost změnit hodnoty parametrů. Stisknutím tlačítka 5 začne testování. Po ukončení 
testování se pod blokem 5 zobrazí nalezené parametry a automaticky se otestuje abecedně 
první snímek testovacího setu. Originální snímek testovacího setu lze vidět v bloku 6  
a filtrovaný snímek v bloku 7. Pomocí bloku 8, resp. 9 je uživatel schopen přecházet 
k předchozím, resp. k následujícím snímkům. V bloku 10 je vyskakovací nabídka, kde 
jsou přítomny názvy všech snímků testovacího setu. Kliknutím na požadovaný název je 
snímek filtrován. Uživatel má možnost podívat se na průběh kvality průměrného  
a elitního jedince kliknutím na tlačítko 11. Tlačítko 12 skrývá jednotlivé masky 




7.3 Segmentace obrazu 
Při výběru segmentace je otevřeno okno na Obr. 57. Tlačítkem 1 uživatel vybere snímek, 
který má být segmentován a je zobrazen v bloku 8. Tlačítkem 2 je vybrána maska 
vymezující zorné pole sítnice. Cesty vybraných souborů jsou umístěny pod 
korespondujícími tlačítky. Jestliže uživatel vynechá výběr masky zorného pole, bude 
nalezen práh na základě jasových hodnot celého obrazu, čehož se dá využít při segmentaci 
snímků, jejichž objektem zkoumání není cévní řečiště sítnice, viz Obr 59. V bloku 3 lze 
vybrat jeden ze tří evolučních algoritmů, při jejichž výběru se objeví jednotlivé 
parametry, které lze změnit v bloku 4. Blok 5 slouží ke stanovení parametrů masky pro 
přizpůsobenou filtraci. Tlačítkem 6 je provedeno testování. Po ukončení testování je 
automaticky otevřeno okno, jež obsahuje fúzi parametrických obrazů a segmentovaný 
snímek, viz Obr. 58. V titulku tohoto obrázku je rovněž uvedena hodnota nalezeného  
a optimálního prahu. Tlačítko 7 uživateli umožnuje podívat se na průběh kvality 






























Obr. 58: GUI blok – výsledek segmentace. 
 
Obr. 59: GUI blok – výsledek segmentace 2. ukázka. 
7.4 Rekonstrukce obrazu 
Při výběru rekonstrukce obrazu je otevřeno okno na Obr 60. Referenční obraz uživatel 
vybere kliknutím na tlačítko 1. Obraz lze následně vidět v bloku 6. Cesta a rozměry 
obrazu jsou umístěny vedle tlačítka 1. Blok 2 slouží k výběru algoritmu pro testování, 
jehož parametry může uživatel změnit v bloku 3. Blok 4 složí k případnému 
podvzorkování obrazu, což může několikanásobně urychlit testování. Tlačítkem 5 je 
spuštěn proces rekonstrukce. V momentě kliknutí je otevřeno nové okno, kde lze vidět 
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průběh rekonstrukce v jednotlivých iteracích, jako např. na Obr. 51. Po ukončení 
testování je konečný rekonstruovaný obraz k vidění v bloku 7. Tlačítko 8 slouží 
k zobrazení průběhu kvality průměrného a elitního jedince. 
 














Cílem této diplomové práce bylo seznámit se s využitím optimalizačních technik 
v obrazových aplikacích. Byly zde popsány vybrané optimalizační metody a aplikace 
zpracování obrazu. Z optimalizačních metod byly zvoleny tři metody evolučních 
algoritmů, konkrétně včelí algoritmus, spojitý genetický algoritmus a algoritmus PSO, 
jež byly detailněji popsány a implementovány v programovacím jazyku Matlab.  
 Zmíněné evoluční algoritmy byly následně využity v registraci obrazu. Nejprve 
byly algoritmy otestovány na modelových datech, která byla pro potřebu práce vytvořena. 
Kriteriální funkcí byla střední kvadratická odchylka. Na těchto modelových datech byla 
podrobněji popsána optimalizace všech tří evolučních algoritmů, jejichž průběh byl 
doplněn několika ilustračními obrázky. Algoritmy byly poté otestovány na reálných 
datech z databáze FIRE, jež obsahuje 134 párů snímků sítnice. Pro jednotlivé algoritmy 
bylo stanoveno několik možných nastavení s různými parametry. Bylo nalezeno 
nejvhodnější z nich, které představovalo kompromis vysoké přesnosti a nízké výpočetní 
náročnosti. Algoritmy byly navzájem srovnány na základě vzdálenosti anotovaných bodů 
pohybového a referenčního obrazu a výpočetního času. Jednotlivé páry snímků byly také 
rozřazeny do tří kategorií na základě průměrné odchylky anotovaných bodů obou obrazů. 
Kategorie A a B obsahovala páry snímků, jejichž přesnost registrace činila menší 
průměrnou odchylku než 20 pixelů. Kategorie C potom zahrnovala snímky, pro něž 
registrace nebyla dostatečná a jejichž slícování bylo více nepřesné. Na těchto snímcích 
mohly algoritmy selhat z důvodu progrese retinopatie, projevující se anatomickými 
rozdíly, jež způsobily rozdíly intenzit jasu ve snímku. Na snímcích kategorie A a B 
vykazoval nejpřesnější registraci včelí algoritmus, jenž však proti zbylým algoritmům 
dosahoval téměř dvakrát vyšších hodnot výpočetního času. Nejrychlejším algoritmem byl 
genetický algoritmus, který však dosahoval nejméně přesných výsledků. Zlepšení 
přesnosti by šlo docílit předzpracováním jednotlivých snímků nebo použitím kriteriální 
funkce, jež není založená na porovnání intenzit obou snímků. 
 Následující kapitola byla věnována optimalizaci parametrů masky pro 
přizpůsobenou filtraci. Byla využita data z databáze DRIVE, která obsahuje trénovací  
a testovací set po dvaceti snímcích sítnice. Algoritmy byly použity k nalezení optimálních 
parametrů pro jedinou masku. Kriteriální funkcí byl podobnostní koeficient Dice mezi 
jednotlivými snímky a jejich anotovanými daty, která byla společně s maskami zorného 
pole přiložena ke každému snímku sítnice. Jednotlivými algoritmy byly nalezeny 
optimální parametry každého snímku trénovacího setu a byl stanoven průměr. Nejlepší 
výsledky vykazoval včelí algoritmus s nejvyšší hodnotou kriteriální funkce. Mírně 
nižších hodnot kriteriální funkce potom dosahoval algoritmus PSO, jenž měl téměř 
dvakrát nižší hodnotu výpočetního času. Mírně vyšší hodnotu výpočetního času algoritmu 
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PSO měl genetický algoritmus, který vykazoval nejnižší hodnoty kriteriální funkce. 
Přesnější filtrace snímků by byla docílena použitím vyššího počtu masek. 
 V další kapitole bylo pojednáno o segmentaci obrazu pomocí prahování. 
Jednotlivé algoritmy byly užity k nalezení optimálního prahu Otsu metodou. Jako vstupní 
obrazy pro optimalizaci byly využity snímky testovacího setu DRIVE filtrované pomocí 
masky s parametry nalezenými v předchozí kapitole. Pro každý snímek byla zjištěna 
hodnota prahu a byl vypočten podobnostní koeficient Dice. Optimální prahy jednotlivých 
snímků byly nalezeny všemi algoritmy. Dalším předmětem optimalizace bylo nalézt 
hodnotu prahu, jež bude stejná pro všechny snímky testovacího setu. Kriteriální funkcí 
byl podobnostní koeficient Dice. Včelí algoritmus a PSO nalezly totožnou hodnotu prahu, 
pomocí níž byla segmentace úspěšnější než pomocí prahu, jenž byl dosažen genetickým 
algoritmem. Pro včelí algoritmus a PSO činila senzitivita 72,17 % a specificita 96,28 %. 
Genetický algoritmus vykazoval senzitivitu 62,54 % a specificitu 96,86 %. PSO 
algoritmus dosahoval nejnižší hodnoty výpočetního času i nejvyšší hodnoty kriteriální 
funkce, lze tedy prohlásit, že optimalizaci zvládl nejlépe. Ve srovnání s ostatními autory 
byly uvedené výsledky spíše podprůměrné. Je nutné ovšem zdůraznit, že nalezené 
parametry masky a hodnota prahu byly totožné pro celý testovací set. 
 Následující kapitola byla věnována rekonstrukci obrazu, v níž bylo cílem 
rekonstruovat šedotónové obrazy. Jako v každé zmíněné aplikaci zpracování obrazu, i zde 
byly nalezeny nejvhodnější parametry algoritmů. Pro správnou činnost rekonstrukce bylo 
přistoupeno k modifikacím jednotlivých algoritmů. Jednotlivé modifikace byly náležitě 
popsány pomocí ilustračních obrázků. Jako kriteriální funkce byla zvolena Euklidova 
vzdálenost referenčního a rekonstruovaného obrazu. Nejlepší výsledky vykazoval včelí 
algoritmus, jenž dosahoval nejnižších hodnot kriteriální funkce a nejnižších hodnot 
výpočetního času. Genetický algoritmus, v porovnání s PSO, dosahoval nižších hodnot 
kriteriální funkce. Výrazně rychleji však pracoval algoritmus PSO.  
 Pro přehlednější a komfortnější manipulaci při testování bylo vytvořeno grafické 
uživatelské rozhraní GUI, v němž má uživatel možnost libovolně měnit hodnoty 
parametrů jednotlivých algoritmů a také mu je dovoleno zvolit si testování jakékoliv 
z výše uvedené aplikace ve zpracování obrazu. 
 Kromě aplikací, jež byly implementovány v předložené práci, lze evoluční 
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