This paper proposes and discusses a model predictive control approach to hybrid systems with discrete inputs only. The algorithm, which takes into account a model of a hybrid system, described as an MLD (mixed logical dynamical ) system, is based on a performance-driven reachability analysis. The algorithm abstracts the behavior of the hybrid system by building a "tree of evolution". The nodes of the tree represent the reachable states of a process, and the branches connect two nodes if a transition exists between the corresponding states. A cost-function value is associated with each node, and based on this value the exploration of the tree is driven. As soon as the exploration of the tree is finished, the corresponding input is applied to the system and the procedure is repeated.
I. INTRODUCTION
Hybrid systems are dynamic systems that involve the interaction of continuous dynamics (modeled as differential or difference equations) and discrete dynamics (modeled by finitestate machines). Hybrid systems have been the topic of intense research activity in recent years, primarily because of their importance in applications [1] . Hybrid models are important for a number of problems in system analysis, for example, the computation of trajectories, only through discrete inputs (gears).
The existing MIQP (MILP) based solutions can also be applied to systems with discrete inputs, but only in cases with a small number of discrete inputs and a small number of auxiliary internal system variables (δ and z variables in MLD terminology -see Section II). The reasons are in the computational complexity of the optimization approach. The optimization problem is solved in the extended (x, u, z, δ) space with equality constraints, which increase the size of the problem dramatically [2] . An new approach is proposed in this paper, which is more efficient than MIQP (MILP) approaches and also more general in terms of the allowable cost function.
The paper is organized as follows. In Sec. II we address the mixed logical dynamical and piecewise affine modeling frameworks, as the model predictive approaches based on these two models will be discussed in the paper. The problems of model predictive control of hybrid systems with discrete inputs and the proposed solution are addressed in Sec. III.
The proposed algorithm, applied to the model of a motorboat, is discussed in Sec. IV. The conclusions are given in Sec. V.
II. MIXED LOGICAL DYNAMICAL AND PIECEWISE AFFINE SYSTEMS
In this section mixed logical dynamical systems and piecewise affine systems defined in discrete time are presented. The model predictive approaches that will be discussed in the following are based on these two modeling formalisms.
A. Mixed logical dynamical (MLD) systems
Hybrid systems are a combination of logic, finite-state machines, linear discrete-time dynamic systems and constraints [7] . The interaction between continuous and discrete/logic dynamics is shown in Fig. 1 , where both parts are connected through interfaces. The MLD modeling framework is based on the idea of translating logic relations, discrete/logic dynam- linear inequalities. These inequalities are combined with the continuous dynamical part, which is described by linear difference equations. The resulting MLD system is described by the following relations:
where x(k) ∈ R nc × {0, 1} n b is a vector of continuous and logic states,
are the inputs, y(k) ∈ R pc × {0, 1} p b are the outputs and δ ∈ {0, 1} r b and z ∈ R rc are the logic and continuous auxiliary variables, respectively. The inequalities (Eq. 1c) can also include physical constraints over continuous variables (states and inputs). Given the current state x(k) and the input u(k), the time evolution of (1) is determined by solving δ(k) and z(k) from (1c), and then updating x(k + 1) and y(k) from (1a, 1b). The MLD system (1) is assumed to be well posed if for a given state x(k) and a given input u(k) the inequalities (1c) have a unique solution for δ(k) and z(k). Because they are so extensive, the details of the translation techniques from logic relations, discrete/logic dynamics, A/D (analog to digital (logic)), D/A conversion and logic constraints into mixed integer linear inequalities, are not given here. For a more detailed description of MLD form and translation techniques the reader is referred to [7] .
A discrete-time piecewise affine system is defined by the state-space equations
where
.,s is a polyhedral partition of the state-input space defined by a system of inequalities {H
x , H i u and K i are real matrices of suitable dimensions for all i. A PWA system (2) is well posed if x(k + 1) and y(k) have a unique solution for a given state
For a more detailed description of PWA systems, the reader is referred to [24, 15] and the references therein.
III. MODEL PREDICTIVE CONTROL
Predictive control amounts to finding the control sequence V is actually applied to the plant at time step k. At time k + 1 a new sequence is evaluated to replace the previous one.
In [10, 11] the author presents the following constrained model predictive problem. Considering the constrained PWA system (CPWA):
and the model predictive control approach, we can formulate the following model predictive problem: The model predictive control problem (4) can be solved by applying the MLD modeling framework [4] . Considering the equivalent MLD system (1) of the PWA system (3) (the equivalence is given in [18] ), the problem (4) can be rewritten as:
In this section the multi-parametric solution to the predictive control problem will be presented. The aim is to express the approach's strengths and weaknesses when dealing with hybrid systems that have discrete inputs.
The problem (5) can be formulated as a Mixed Integer Quadratic Program (MIQP) when p = 2 norm is used [7] , or a Mixed Integer Linear Program (MILP) when p = 1, ∞ norm is used:
Given the value of the current (initial) state x(k|k), the MIQP (or MILP) (6) can be solved to obtain the optimal input sequence V, i.e., Ω ⇒ V
. By applying multiparametric programming [14, 8, 10, 11] , where the current (initial) state x(k|k) is considered as a parameter, the explicit form of the optimal state feedback u(x(k|k)) of the problem (6) can be obtained. For p = 2 norm the optimization problem is treated as multi-parametric MIQP (mp-MIQP), while for p = 1, ∞ norm the optimization problem can be treated as multi-parametric MILP (mp-MILP). The solution to the mp-MILP (mp-MIQP) is the explicitly defined control law of the form [2] :
, is a polyhedral partition of the feasible set of the states x(k|k) at time step k, and is different for p = 1, ∞ or p = 2 norm [10, 11] .
By looking at the definition of the optimization vector V in (6) and considering the current state x(k|k) as a parameter, we can see that the mp-MILP (MIQP) approach solves the problem in extended (x, v(u), δ, z) space, which is numerically very difficult to handle and increases the size of the problem drastically. The reason is two fold. Firstly, the complexity of the optimization problem grows exponentially with the number of binary variables. Therefore, including binary variables δ, which are actually explicitly defined by the MLD system, state x and input v, into the optimization problem is not efficient. Secondly, the continuous variables z actually represent equality constraints that were translated into two sets of inequalities (the consequence of the MLD modeling framework [7] ) and which are also explicitly defined by the MLD system, state x and input v. In [2] an efficient algorithm for computing the solution for the p = 1, ∞ norm case and in [10, 11] for p = 2 norm is given.
Both approaches solve the problem in extended (x, v(u)) space and all the problems presented previously are removed. The algorithms are based on a dynamic programming approach and mp-LP(QP) solvers. The limitation of the multi-parametric approaches mentioned above is that they are restricted to hybrid systems where the states x(k) and the inputs u(k) are defined in x(k) ∈ R nc and u(k) = v(0) ∈ R mc , respectively. In spite of these limitations the approaches were successfully applied to many real problems [21] .
When dealing with hybrid systems that also contain binary states or binary inputs, i.e.,
, the efficient multi-parametric methods mentioned above are not applicable and the original mp-MILP (mp-MIQP) complexity remains. Due to the drastic increase in the size of the problem when solving the problem in extended (x, v(u), δ, z) space, a different approach has to be used. Such an alternative approach for the case where the hybrid system can be influenced through binary (discrete) inputs only will be discussed in the following.
B. Performance driven approach
The algorithm that will be introduced in the following is based on a performance-driven reachability analysis [22] . The algorithm abstracts the behavior of the hybrid system by building a "tree of evolution". A cost-function value is associated with each node of the tree, and based on this value the exploration of the tree is driven. As soon as the tree exploration is finished, the corresponding input is applied to the system and the procedure is repeated.
Complexity of the control problem with discrete inputs
The solution to a control problem at every time step k is the control sequence V . Hence the optimization problem is NP-hard and the computational time required to solve the problem grows exponentially with the problem size.
Optimization using a reachability analysis
As a result of the constraints (1c) all combinations of inputs are not, in general, feasible.
One way to rule out infeasible inputs is to use a reachability analysis. Such an approach for hybrid systems with continuous inputs is presented in [6] and [9] . The same idea can also be used with hybrid systems that have discrete inputs, as will be shown in what follows.
Through a reachability analysis it is possible to extract the reachable states of the system; although enumerating all of them would not be effective, as many of them will be far away from the optimal trajectory. Therefore, it is reasonable to combine a reachability analysis with procedures that can detect reachable states not leading to the optimal solution and remove them from the exploration procedure. The whole procedure is a kind of branch and bound strategy. The procedure involves the generation of a tree of evolution, as will be described in the following. states can be computed using the algorithm for reach-set computation described in [9] .
Tree of evolution
By exploiting the reachability analysis technique we are able to abstract the possible evolution of the system over a horizon of H steps into a tree of evolution [6] as shown in Fig.   2 . The nodes of the tree represent reachable states, and the branches connect two nodes if a transition exists between corresponding states. Each branch has an associated discrete input applied to the system causing the transition. For a given root node N 0 , representing the current (initial) state x(k|k), the reachable states x i (k + h|k) are computed and inserted into the tree as nodes N i , while the corresponding discrete inputs v i b (h) are associated with the corresponding branches connecting two nodes. i ∈ {1, 2, ...} represents the successive index of the nodes and branches inserted into the tree. To each new node N i a cost value J i is associated. The search for the optimal control sequence is propagated from a new starting node, whose selection is based on the associated cost value J i . As soon as a new starting node is selected, new reachable states are computed. The construction of the tree of evolution proceeds according to a depth-first strategy until one of the following conditions occurs: • The step horizon limit is reached (h = H).
• The value of the cost function at the current node is greater than the current optimal value (J i ≥ J opt , where initially J opt = ∞).
A node that satisfies one of the above conditions is labeled as explored. If a node satisfies the first condition, the associated value of the cost function J i becomes the current optimal value (J opt = J i ), and the control sequence V H−1 0 that leads from the initial node N 0 to the current node N i becomes the current optimizer. The exploration continues until there are no more unexplored nodes in the tree and the temporary control sequence V H−1 0 becomes the optimal one, the input u(k) = v b (0) is applied as an input to the system and the whole optimization procedure is repeated at k + 1.
Cost function and node selection criterion
The selection of the cost function and the node selection criterion have a great influence on the size of the tree of evolution and, indirectly, on the time efficiency of the control algorithm. The best node-selection criterion is to propagate the tree of evolution in a direction that minimizes the value of the cost function. At the same time the cost value J i associated with a node is used to detect nodes that are not going to lead to the optimal solution. To achieve that, the cost function must have certain properties that we describe below.
In the case of a classical optimal control problem we typically choose a cost function of the form:
where x p Q represents the p-norm for p = 1, 2, ∞, and where Q, R and P are weighting matrices with the same properties as in (4a).
For a node V i inserted into the tree of evolution at the prediction step h < H the associated cost value (based on (8)) is
It is reasonable to detect the nodes N i that do not lead to the optimal solution at the step instance h < H (H is horizon) by comparing J i (h) to J opt . When the cost value becomes greater than the current optimal one (J i ≥ J opt ) we want to ensure that by continuing the exploration no better solution than the current one can be found. To achieve this the cost function (9) has to be monotonically increasing with the prediction step. The cost function (8), (9) fulfils the mentioned condition for p = 1, 2, ∞ norm, i.e.,
and at the horizon, the corresponding difference is
In the case of a time optimal control problem we must choose a different cost function.
This may be of the form:
where f x(k|k), V
is a rewarding function (the "quality" of the control) with the following property
while g(h) is a penalty function (elapsed time) with the following property
To maintain the requirement for the cost function (11) to be monotonically increasing with the prediction step we must choose such a cost function (f (·) and g(·)) that
IV. EXAMPLE: DISCRETELY OPERATED MOTORBOAT
The presented model predictive control approach was applied to the model of a motorboat presented in [19] . The model is a simplified version of the submarine model presented in [25] . The model of the motorboat is nonlinear and is presented as:
where v is the sailing speed, ϑ is the yaw angle, x and y represent the position of the motorboat, u m is the force produced by the motor and u k is the rudder position. The scheme is shown in Fig. 3 .
The control system can drive the motorboat using discrete inputs u m ∈ {0, 1} and u k ∈ {−10, 0, 10}. The possible combinations of the inputs are presented in Table I .
The system can be separated into two parts, the first representing the dynamics and the second representing the position of the motorboat. The first part can be represented by the three discrete-time piecewise linear affine (PWA) models, i.e., considering the fixed input
while the discrete-time representation of the nonlinear second part is presented as:
using the sample time T s = 0.2s. Both discrete-time models were discretized using the step-invariance method. The first part was modeled as an MLD system using the modeling language HYSDEL (see Appendix). The HYSDEL compiler [26] returned the following MLD system: 
where z(k) is an auxiliary continuous variable representing v and ϑ in different operating modes. Matrices E i=1,...,5 are defined by the MLD transformation procedure (see [7] ). The discrete-time representation of the motorboat example can be represented as shown in Fig.   4 .
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FIG. 4. Discrete time model of a motorboat
The aim of the control is to drive the motorboat as fast as possible according to the path defined in x, y plane, which means we are dealing with a time optimal control problem.
A. Complexity of the predictive control algorithm
The solution to the model predictive control is a sequence V H−1 0
. At each time instance, four inputs can influence the system, i.e., one for u m and three for u k (see Appendix).
length of the horizon, there exist 2 4·3=12 = 4096 possible combinations of the input vector
Of course not all input combinations are possible, i.e., considering six possible inputs (see Table I ) and the horizon H = 3, 6 3 = 216 feasible input combinations exist, and many of them lead to non-optimal solutions. By increasing the length of the horizon the quality of the control does not increase significantly. The reason is the limited range of the values through which the discrete inputs can influence the dynamics of the system. Therefore, it is reasonable to choose shorter horizons, as the longer ones increase the complexity of the control problem exponentially without improving the quality of the control.
B. Cost-function selection
The aim is to drive the motorboat as fast as possible along a given path. Based on the cost function and the node selection criteria for the time optimal control problem introduced earlier, we use the following cost function:
where h represents the current step, K is a parameter whose properties will be explained later, s is the sailed path, D 1 and D 2 are parameters weighting the deviations from the given path. According to (14) the cost function (19) has to be monotonically increasing
For the given path, which can be seen in Fig. 6 , the parameters D 1 and D 2 were set to D 1 = 1 and D 2 = 0 or D 1 = 0 and D 2 = 1 depending on the relative position of the motorboat with respect to the given path. This way we forced the motorboat to sail as close as possible to the given path. Furthermore, the following relation for parameter K is obtained:
By considering the worst-case scenario and 
parameter K is estimated to be:
Regarding the node selection criterion, it is reasonable to chose the node that leads to the best current optimal solution, i.e., the node with the smallest associated cost-function value J i at step h (the influence of step instance h is the same, but the influence of s is greater).
C. Results
During each time sample the tree of evolution was calculated, resulting in an optimal path from the initial position as fast as possible and as close as possible to the given path. Only the first input vector was applied to the system. The average tree size for the horizon H The speed of the optimization algorithm used for the predictive control is crucial when applying the predictive control in real time. This means that the optimization algorithm has to finish within the sample time T s . When dealing with discrete (binary) inputs the problem is even more explicit, as the problem's complexity grows exponentially with the number of discrete inputs m b and the horizon H.
The presented approach builds the tree of evolution, proceeding according to a depth-first strategy. This means that the first sub-optimal solution is obtained as soon as the horizon H is reached (J opt = J i , initially J opt = ∞). Basically, the algorithm is improving the first suboptimal solution until the whole tree is explored and the last sub-optimal solution found is declared as the optimal one. If the optimization algorithm does not finish the exploration of the tree within the sample time T s , the optimization is interrupted and the last sub-optimal solution is applied to the system. The obtained solution could be the optimal one, but we cannot guarantee that.
The sub-optimal approach was applied to the motorboat system with the horizon in- The average tree size for the horizon H = 4 was 102 (compared to the maximum possible tree size of 1296). The results of the path-tracking are shown in Fig. 7 , while the states and inputs are presented in Fig. 8 . The simulation shows that the motorboat finishes the path in 85.4 seconds. This is also the time needed to complete the simulation. The time needed to calculate the solution during each sampling period was equal to the sampling period T s = 0.2, which is, of course, in compliance with the sub-optimal approach described earlier.
V. CONCLUSIONS
In this paper a model predictive control approach for hybrid systems with discrete inputs is proposed. The optimization problem associated with the prediction is solved by abstracting the behavior of the hybrid system into a "tree of evolution". The main advantage of this approach is that the tree is cut from both sides, top and bottom, which results in a considerable reduction in the size of the tree. The efficiency of the proposed algorithm was demonstrated on a motorboat system. Future research will be devoted to exploring the possibilities of using the presented approach for multi-parametric programming purposes. 
