Abstract: We derive asymptotic properties of the quasi-maximum likelihood estimator of smooth transition regressions when time is the transition variable. The consistency of the estimator and its asymptotic distribution are examined. It is shown that the estimator converges at the usual ffiffiffi ffi T p -rate and has an asymptotically normal distribution. Finite sample properties of the estimator are explored in simulations. We illustrate with an application to US inflation and output data.
Introduction
In this article, we derive the asymptotic properties of the quasi-maximum likelihood estimator (QMLE) of smooth transition regressions (STR) when time is the transition variable and the regressors are stationary. The consistency of the estimator and its asymptotic distribution are examined.
Nonlinear regression models have been widely used in practice for a variety of time series applications; see Teräsvirta, Tjøstheim, and Granger (2010) for some examples in economics. In particular, STR models, initially proposed in their univariate form by Chan and Tong (1986) , and further developed in Luukkonen, Saikkonen, and Teräsvirta (1988) and Teräsvirta (1994 Teräsvirta ( , 1998 , have been shown to be very useful for representing asymmetric behavior. A comprehensive review of time series STR models is presented in van Dijk, Teräsvirta, and Franses (2002) .
In most applications, stationarity, weak exogeneity, and homoskedasticity have been imposed. In these cases, the standard method of estimation is nonlinear least squares (NLS), which is equivalent to quasi-maximum likelihood (QML) or, when the errors are Gaussian, to conditional maximum likelihood. The asymptotic properties of NLS are discussed in Mira and Escribano (2000) , Suarez-Fariñas, Pedreira, and Medeiros (2004) , and Medeiros and Veiga (2005) . Lundbergh and Teräsvirta (1998) and Li, Ling, and McAleer (2002) consider STR models with heteroskedastic errors. Saikkonen and Choi (2004) consider the case of STR models with cointegrated variables when the transition variable is integrated of order one, and Medeiros, Mendes, and Oxley (2009) analyze a similar model but with stationary transition variables. The case with endogenous regressors is considered in Areosa, McAleer, and Medeiros (2011) .
An important case to consider is time as the transition variable in STR models. Lin and Teräsvirta (1994) and Medeiros and Veiga (2003) consider this type of specification to construct models with parameters that change smoothly over time. Strikholm (2006) used this transition variable to determine the number of breaks in regression models. However, the asymptotic properties of the QMLE in this case have not been fully understood. If time is the transition variable, asymptotic theory of the QML estimator cannot be achieved in the standard way, because as the sample size T goes to infinity, the proportion of finite sub-samples goes to zero. Our solution, based on Andrews and McDermott (1995) and Saikkonen and Choi (2004) , is to scale the transition variable t so that the location of the transition is a certain fraction of the total sample rather than a fixed sample point. This modification allows asymptotic theory of the QML estimator and can be understood as a smooth transition version of the assumption of constant break fractions that are common in the change-point literature; see, for example, Perron (1989) .
The outline of this article is as follows. Section 2 describes the model and asymptotic properties of the QMLE. A brief discussion concerning model specification is presented in Section 3. Monte Carlo simulations are presented in Section 4. Section 5 presents an application to US inflation and Gross Domestic Product. Section 6 concludes the article. All proofs are presented in the Appendix. Additional simulation results are available in the supplement.
Model definition and estimation

The model
We consider the following model Teräsvirta (1994) for a discussion of smooth transition models.
Embedding the model in a triangular array
Asymptotic theory for the QML estimator of model [1] with s t ¼ t cannot be derived the standard way. Consider M ¼ 1. As T ! 1, the proportion of observations in the first regime goes to zero. Since for
, the parameter vector β 0 that governs the first regime as well as the transition parameters γ 1 and c 1 vanish from the model and become unidentified. Figure 1 illustrates this for γ ¼ 0:2 and c ¼ 50. In the upper plot of the figure, c is in the middle of the sample; in the lower plot (T ¼ 1;000), the second regime dominates. In order to obtain asymptotic theory for the QML estimator, the proportion of sub-samples in two regimes (before and after the transition) should remain constant as T goes to infinity.
T , where T 0 is the actual sample size in any given data situation. We redefine the transition variable as s t ¼ κ 0 t and the location parameterc ¼ κ 0 c, such that
In the following, we suppress the tilde and write c (and c m ) for the scaled location parameter. Then, model [1] can be written as
Here, there are M different transitions in time. As is shown in Figure 1 , the slope of the logistic transition is governed by γ, the center of the transition is determined by c, and t is the state variable. The baseline parameters x 0 t β 0 hold prior to the onset of any transitions. The transitions add the values of the parameters x 0 t β m at the locations c m according to the slopes γ m . Note that a given small-sample situation is embedded in this sequence of models at T ¼ T 0 . As can be seen in [3] , with this scaling, the slope of the logistic function is decreasing with T while the locus of the transition is increasing with T. The scaling of the time counter, T 0 , remains constant. Therefore, the proportions of observations in the first regime, during the transition, and in the last regime remain the same as T grows, the parameters in these groups of observations remain identified, and the usual asymptotic theory can be applied.
A primer on triangular array, or in-fill asymptotics
As an example, prior to applying the time transformation used in our article, we write Conventional asymptotics as well as triangular array asymptotics consider T as a variable and let T ! 1. In any given application, one has only one fixed sample size T 0 , one of the values the variable T can take. The time counter t is another variable that runs from 1 to T for any given value of T. Figure 1 , upper panel, shows the situation for T ¼ T 0 ¼ 100, c ¼ 50, and γ ¼ 0:20. Before c ¼ 50, s t ¼ t < c, after c ¼ ½T=2, s t ¼ t > c. If we let c and γ be fixed and increase T to 1,000, the situation is shown in the lower panel of Figure 1 . The problem is clear: The first regime vanishes and its parameters are not identified. We can make c a variable that depends on T, say, c ¼ ½T=2, in order to have the transition always in the middle of the sample, regardless of its size. While the location of the transition remains at the intended point as T grows, the slope of the transition increases and converges to the limiting case of γ ! 1, the step-function.
One way to preserve the same smooth nature of the transition as T grows is to multiply t by L T , where L is a constant. Then, one needs to adjust the location of the transition c accordingly, such that it remains halfway through the sample according to the new, scaled time counter Lt=T. If t runs from 1 to T, then Lt=T runs from L=T to L (our eq. [3] for L ¼ T 0 ). The location of the transition can thus be chosen not to exceed L (c m < T 0 in our Assumption 4 in the next section, for L ¼ T 0 ). The appropriate scaling of the location of the transition in this example is thus c ¼ L=2. Now, the transition slope stays the same as we increase T. The following equations show why; the second equation is [3] . We can write
The last equation shows the location of the transition at one-half of the sample very crisply. The main insight about the transition slope is contained in all the equalities: The slope now scales with T, it is γ=T, or Lγ=T, respectively. As we increase T, the structure of the transition is now the desired one. The reason for the term in-fill asymptotics is that the abscissa is populated with more and more points without changing the axis' boundaries or the qualitative nature of the transition. The scaling constant L can be anything. It can be equal to one, then c ranges between 1=T and 1.
Assumptions
We denote the data-generating parameter vector as where K is the number of parameters and the (second) 0-subscript indicates the data-generating character. If the vector x t is p-dimensional, then
We write " t ðθÞ such that the notation can be used for both the residuals from the estimation and the data-generating errors: " t θ ð Þ ¼ y t À gðx t ; β; γ; cÞ, where
We use the shorthand notation " t;0 :¼ " t ðθ 0 Þ; for the data-generating errors and " t ¼ " t ðθÞfor the residual evaluated at any θ.
We consider the following assumptions.
Assumption 1 (Parameter Space). The parameter vector θ 0 is an interior point of Θ, a compact subspace of R K .
In some situations, it is possible to restrict Θ. For example, γ m;0 2 ½0; 1Þ, m ¼ 1; . . . ; M. Furthermore, c m;0 2 ½0; T 0 . Finally, when x t contains lagged values of y t , the stationarity condition requires restrictions on the parameters
Assumption 2 (Errors).
(1) " t;0 is a martingale difference sequence with constant variance σ
(3) Eð" t;0 jx t Þ ¼ 0.
Assumption 3 (Stationarity and Moments).
(1) x t ¼ x A;t ; x B;t À Á 0 , where x A;t consists of weakly stationary and ergodic exogenous variables and x B;t is a set of lagged values of y t . The autoregressive polynomial in each regime associated with x B;t has all roots outside the unit circle. (2) E x A;t q < 1 for q 4, where Á k k is the Euclidean vector norm.
, which is symmetric positive definite.
Assumption 4 (Identification).
The parameters of the model are such that:
(1) γ m > 0 and γ m < 1, for all m ¼ 1; . . . ; M; (2) 0 < c 1 < c 2 < Á Á Á < c M < T 0 ; and (3) For every i 2 ½0; M, the elements of β i;0 do not vanish jointly.
Quasi-maximum likelihood estimator
The parameter vector is estimated by QML as
where
Theorem 1 (Consistency). Under Assumptions 1 through 4, the quasi-maximum likelihood estimator b θ T is consistent:
Theorem 2 (Asymptotic Normality). Under Assumptions 1 through 4, the quasimaximum likelihood estimator b θ T is asymptotically normally distributed:
Proposition 1 (Covariance Matrix Estimation). Under Assumptions 1 through 3,
and A, B as defined in Theorem 2. In contrast to the structural break literature, it is clear from the above results that the location parameters (c m ; m ¼ 1; . . . ; M) are estimated at rate ffiffiffi ffi T p instead of T. This is due to the fact that: (1) under the assumption that Asymptotic Theory for Nonlinear Regressions γ m < 1; m ¼ 1; . . . ; M, the likelihood is differentiable with respect to all parameters; (2) the transition functions are bounded and continuous transformations of κ 0 t; and (3) the data-generating process is assumed to be weakly stationary. In a similar article, Feder (1975) considers the estimation of segmented regressions. However, in his case the likelihood function is not differentiable.
Number of nonlinear terms
The number of nonlinear terms in eq.
[4] can be determined by the procedure proposed in Strikholm (2006) . Suppose, we want to test the null hypothesis of
problems, the idea is, as in Teräsvirta (1994) , to replace the additional nonlinear terms by a third-order Taylor expansion around the null hypothesis:
can be approximated as
where "
and R is the remainder of the approximation. The null hypothesis H 0 to be tested is θ 1 ¼ θ 2 ¼ θ 3 ¼ 0. As the QMLE of the nonlinear parameters in [4] is consistent and asymptotically normal, a Lagrange Multiplier test with the usual asymptotic distribution is available and can be used to test the null hypothesis and a sequence of tests as in McAleer and Medeiros (2008) can be derived.
The above test is based on an approximation of the nonlinear term and is not an exact test against the specific alternative of smoothly changing parameters. It is possible, however, to derive exact tests following the work of Davies (1977 Davies ( , 1987 . This is the solution advocated by Hansen (1996) , Bai (1997) , and Bai and Perron (1998) . However, these approaches deliver test statistics with nonstandard distributions which, in the present case, will be much more intensive to compute. 1 1 Note that, contrary to the work on multiple structural breaks, for each break there are two nuisance parameter (γ and c) instead of one.
Finally, another possibility to determine the number of nonlinear terms in the model is to consider a model selection criterion, such as the Bayesian Information Criterion (Schwarz 1978 ).
Small sample simulations
We conduct a set of Monte Carlo simulations in order to evaluate both the smallsample properties and the asymptotic behavior of the QMLE. In particular, we consider the following models with three limiting regimes:
4.1 Model A -independent and identically distributed (IID) regressors
where fx t g is a sequence of independent and normally distributed random variables with zero mean and unit variance, x t ,NIDð0; 1Þ, and f" t g is either a sequence of NIDð0; 1Þ or UniformðÀ2; 2Þ random variables.
Model B -dependent regressors
where f" t g is either a sequence of NIDð0; 1Þ or UniformðÀ2; 2Þ random variables. Different values of T are used, ranging from 100 to 5,000 observations. For each value of T, 1,000 simulations are repeated. When the errors are normally distributed, maximum likelihood estimators are obtained. On the other hand, when the errors are uniformly distributed, the error distribution is misspecified and we have a QML estimation setup. For sample sizes up to 300 observations, the estimation procedure did not converge in less than 5% of the replications. These cases were discarded. The parameters γ are chosen in order to keep the transitions neither too smooth nor too sharp; see Figure 2 .
For brevity, we report only the results concerning the uniform distribution. The results for Gaussian distribution are qualitatively similar, but show a slightly faster convergence, as to be expected. Figures 3 and 4 show the average bias and the mean squared error (MSE) as a function of the sample size. Apart from the slope parameter, the average biases are rather small for all sample sizes and models. Furthermore, the MSE, as expected, converges to zero as the sample size increases. With respect to the slope parameter, the MSE is quite high for very small samples (100-300 observations) but also goes to zero as the sample size increases. The bias is also large in small samples, but becomes negligible for larger sample sizes. The large biases and MSE are mainly caused by few very large estimates (less than 1% of the cases). This pattern is expected, as it is quite difficult to estimate the slope outliers in small samples, but they are close to normal for very-large samples (T ¼ 5;000).
Turning to the location parameter, Figures 7 and 8 show the distribution of the standardized QMLE for c. It is quite remarkable that even for T ¼ 100, the empirical distributions are close to normal. 
Empirical example
We study the occurrence of parameter changes in a backward-looking predictive Phillips curve given as where π t is the inflation rate, x tÀ1 is the past real output gap, and u t is an error term. We use quarterly data from the United States from 1960 to 2004, a total of 180 observations. Inflation is measured by the Gross Domestic Product (GDP) price index. The output gap is computed by applying the HodrickPrescott filter to the real GDP series measured in billions of chained 2,000 US dollars.
We start by estimating a linear model and testing linearity against smoothly changing parameters. The test is based on a third-order Taylor approximation as described in Section 3. Linearity is strongly rejected with a p-value of 1:21 Â 10 À4 . A Lagrange Multiplier test for residual serial correlation also indicates the presence of autocorrelated errors. We continue by applying the model building procedure described in Section 3, and our final model has two nonlinear terms, indicating two smooth breaks in the Phillips curve. The sequence of LM tests for the remaining nonlinearity has p-values 0.004, and 0.301, clearly indicating three distinct regimes. The results are shown in Table 1 and in Figure 9 . Table 1 presents the parameter estimates of both linear and nonlinear models as well as some diagnostic statistics. Figure 9 shows the plots of inflation and output gap as well as the two transition functions. .000
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. 04 1960 1965 1970 1975 1980 1985 1990 1995 2000 First transition Second transition Lagged output gap (b) In this article, we propose asymptotic theory for the QML estimator of a logistic smooth transition regression model with time as the transition variable. Although asymptotic theory cannot be derived in the standard way as the transition variable is not stationary, after proper scaling, we show that the QML estimator is consistent and asymptotically normal. The estimator is shown to converge to the true value of the parameter at the speed of ffiffiffi ffi T p . We explore the small sample behavior in simulations and illustrate with an application to US inflation and output data.
Proof of Theorem 1. We establish the conditions for consistency according to Theorem 4.1.1 of Amemiya (1985) . We have b θ T ! p θ 0 , if the following conditions hold: (1) Θ is a compact parameter set; (2) L T ðθ; ε t Þ is continuous in θ and measurable in ε t ; (3) L T ðθÞ converges to a deterministic function LðθÞ in probability uniformly on Θ as T ! 1; and (4) LðθÞ attains a unique global maximum at θ 0 . Item (1) is given by Assumption 1. Item (2) holds by definition of the QMLE (5) from the definition of the normal density. For item (3), we refer to Theorem 4.2.1 of Amemiya (1985) : This holds for i.i.d. data if E sup θ2Θ j, t ðθÞj ½ < 1 and , t ðθÞ is continuous in θ for each " t . The extension to stationary and ergodic data using the same set of assumptions is achieved in Ling and McAleer (2003, Theorem 3.1) . We have E sup θ2Θ j, t ðθÞj ½ < 1 by Jensen's inequality and E supjfðε t ; θÞj ½ < 1, where f denotes the normal density function. The finiteness of the last expression follows from the assumption that σ 2 " > c > 0 for some constant c. The log density log fð" t ; θÞ is continuous in θ for every " t .
Consider Item (4). By the Ergodic Theorem, E , t ðθÞ ½ ¼LðθÞ. Rewrite the maximization problem as max θ2Θ E , t θÞ À , t ðθ 0 ð Þ ½ . Now, for a given number σ
We show that E"
;0 . The inequality holds from Assumption 2(3). We have established that for any given σ 2 " , the objective function [9] attains its maximum of
attains its maximum of 0 at x ¼ 1, therefore the maximizer is σ to show that the cross-product has finite expectation, it suffices to show that both random variables have finite second moments. By the same token, if both X and Y have finite second moments,
for some K > 1.
In the outline of the proof, we follow Theorem 4.1.3 of Amemiya (1985) . Therefore, we have to establish the conditions (1) Billingsley (1999, Theorem 18.3) and needs (a) that f@, t =@θjθ 0 ; F t g is a stationary martingale difference sequence and (b) that Bðθ 0 Þ exists. Both will be proved in Lemma 3. The first two lemmas show a few technical properties of gðx t ; β; γ; cÞ that are needed in the following. The first inequality follows from the fact that 1 þ e Àγ m amðtÞ > e Àγ m amðtÞ > 0. The second inequality holds because both a m ðtÞ and f are bounded. For the second derivative of f with respect to c m , "m ¼ 1; 2; . . . M, The second inequality follows from the fact that 1 þ e Àγ m amðtÞ > e Àγ m amðtÞ > 0, the last inequality holds because both a m ðtÞ and f are bounded. The proof of the boundedness of the first and second derivatives of f with respect to c m is almost identical to the one above and is omitted for brevity. □ Lemma 2 Let ξ :¼ ðβ; γ; cÞ, then
(1) E @ @ξ gðx t ; β; γ; cÞ 2 < 1.
(2) E Proof. We will prove the statements element by element. For statement (1),
by Assumption 3 (2). As f j j > 1,
By Lemma 1, Assumption 1, and Assumption 3(2), E @ @γ m gðx t ; β; γ; cÞ
Similarly, E @ @c m gðx t ; β; γ; cÞ
For statement (2), 
For the second inequality, we use the fact that
is bounded from Lemma 1.
Similarly,
is a stationary martingale difference sequence. F t is the sigma-algebra given by all information up to time t.
Proof. For part (1) of the proof, all derivatives are evaluated at θ ¼ θ 0 . The nought-subscript is suppressed to reduce notational clutter. Let ξ ¼ ðβ; γ; cÞ, as before.
since gðx t ; β; γ; cÞ is independent of " t and its derivatives are bounded (Lemma 2).
since " t has mean zero and variance σ 2 " . For part (2) and (3) of the proof, the expressions are evaluated at any θ 2 Θ, if not otherwise stated. The data-generating parameters will be explicitly denoted by a nought-subscript. The process y t is data and thus evaluated at θ 0 throughout.
We first consider the gradient vectors of ξ,
The finiteness of the second factor follows from Lemma 2 (1). For the first factor, note that
Therefore, there exists K 2 N such that
where L is some positive constant. The existence of such L is guaranteed by the compactness of the parameter space and the fact that f is bounded. Using Assumption 3 (2), it is clear that E " Proving finiteness of the expected value of the supremum consists of repeated application of the Lebesgue Dominated Convergence Theorem (Shiryaev 1996, 187) , Ling and McAleer (2003) , Lemmas 5.3 and 5.4). We will show the statement for second derivatives, element by element, starting with β 0 , @ 2 , t @β 0 @β The last inequality follows from the fact that f j j 1. Therefore,
We next examine the second derivatives of the log likelihood with respect to σ Amemiya (1985) along the way), has expected value Eg t ðθÞ ¼ 0, and E sup θ2Θ g t ðθÞ j j ½ < 1. This was shown in Lemma 4. Thus, we have established all conditions for asymptotic normality according to Theorem 4.1.3 of Amemiya (1985) . □ Proof of Proposition 1. The proof of uniform convergence in probability of A T to A is given in Lemma 4 and Theorem 2. We need to show uniform convergence of B T to B. We employ Theorem 3.1 of Ling and McAleer (2003) is absolutely uniformly integrable, continuous in θ, and has expected value Eh t ðθÞ ¼ 0. The detailed proof is in complete analogy to Lemma 4 and is omitted for brevity. □
