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Towards a Multimodal Time-Based Empathy Prediction System
Francesco Barbieri1 Eric Guizzo2 Federico Lucchesi1 Giovanni Maffei1 Fermı´n Moscoso del Prado Martı´n1
Tillman Weyde2
Abstract—We describe our system for empathic emotion
recognition. It is based on deep learning on multiple modalities
in a late fusion architecture. We describe the modules of our
system and discuss the evaluation results. Our code is also
available for the research community1
I. INTRODUCTION
This report describes our joint submission (Alpha and
City) to the OMG – Empathy Challenge. Our goal in
developing this system is to provide an early prototype for a
more fully developed future multimodal emotion recognition
systems that we aim to develop.
We propose a system that separately processes multiple
data streams (modalities) which are integrated at a late
stage, so-called late fusion. The motivations for this mod-
ular approach are ease of development, enabling different
parts of the team to separately optimize the processing of
different modalities, and future extensibility, facilitating the
integration of additional data streams in future iterations of
our system.
II. METHODS
We integrate three different modalities (further broken
down into five data streams) in the prediction of the valence
ratings of the videos. These modalities are:
• Image information directly extracted from the videos.
• Audio information directly extracted from the videos.
• Language information obtained by automatic transcrip-
tion of the audio data.
Figure 1 depicts a general schema of the model. Note
that, in our model, the audio and language modalities each
give rise to single data stream to be processed, whereas
the image modality is further broken down into three input
data streams: one corresponding to the full body of the
subjects, another one focusing on the face of the subject,
and a final one that further synthesizes specific landmarks
extracted from the subjects’ faces. Note that we employ
specific architectures across the five resulting systems, which
are specifically optimized, of each modality. Nevertheless,
the loss function and training and validation sets where held
constant across the five sub-systems.
In all five systems, instead of using Story #1 as the
validation set and all other ones as the training set (as was
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1https://github.com/omg-challenge-alpha/omg_
suggested by the instructions), we chose instead to use Story
#2 as our validation set and the remaining ones as our
training set. The reason for this is that we found the statistical
properties of Story #1 to be rather unrepresentative of the
stories in the original training set. In particular, the main
frequency at which the ratings oscillated between positive
and negative was found to differ significantly from the others.
All models where trained to minimize 1 − CCC as loss
function, where CCC is the Concordance Correlation Coef-
ficient. For a sequence of valence predictions x and and a
sequence ground truth valences y, the CCC is defined as
CCC =
2 ρ σx σy
σ2x + σ
2
y + (µx − µy)2
,
where σi, µi refer to the means and standard deviations of
the subscripted sequences, and ρ is the Pearson’s correlation
coefficient between x and y. The CCC measure is a corre-
lation coefficient that additionally penalizes divergences in
either mean of variance between the two data sequences.
As we will see below, this motivates some additional post-
processing of the output data.
We experimented with several architectures and hyperpa-
rameter values for each module. For brevity, we present only
the configurations that provided the best performance.
A. Audio Model
This model is based on the audio information extracted
from the video files. Every audio file is pre-processed in
4 consecutive stages: pre-emphasis, segmentation, Fourier
transform, and normalization. In order to discard low-
frequency-noise, we first pass the signal through an 8th order
Butterworth high-pass filter with 100 Hz cut-off frequency.






where x(t) is an audio sample and x(t− 1) is the preceding
sample. This acts as a gentle first order high pass filter that
emphasizes the spectral range of speech, with the upper limit
of 8kHz defined by the sampling frequency of 16kHz. Every
file is segmented into 8-second slices with 20% overlap. Con-
sequently, the STFT is computed for every slice using 16ms
sliding windows with 10ms overlap. This results in exactly
4 STFT frames for each valence measure (since 1 valence
every 40 milliseconds is provided). After this process, we
discard the phase information and compute the power-law
compression by exponentiating the spectrum magnitudes the
power of 2/3 to approximate human perception [4]. This
Fig. 1: Schematic view of the whole system.
technique is borrowed from the method of calculation of
the Perceptual Linear Prediction Coefficients [5]. Finally,
we normalize the spectra to zero mean and unit standard
deviation.
This neural network has a sequence-to-sequence design
based on a Recurrent Neural Network. The model’s task
is to predict time sequences of 200 valence samples for 8
seconds of input. First, we apply a layer of bi-directional
Gated Recurrent Units (GRU) with 250 neurons for the
forward and 250 neurons for the backward representation
of the input data. Batch normalization and Dropout at 30%
are applied to the GRUs output to reduce overfitting. Then
the signal is propagated into a fully-connected layer with 200
neurons using linear activation. We trained the model with
a batch size of 50 samples, using the ADAM optimizer [6]
and applying Early Stopping. The mean CCC obtained by
this model in the validation set is 0.32.
B. Language-based Model
The model for processing the linguistic input stream
consists of a recurrent network that processes the dialogue
transcript, which was obtained with the Amazon Transcribe
service 2. Beyond transcription, no further textual pre-
processing is applied. The transcription results in a sequence
of words, together with time-stamps indicating when each
word starts and ends. Each word spans several frames, hence
more than one valence value. We address this by associating
each word to the average valence score of all the valence
scores within its span. Each word is represented as a vector
of 11 dimensions, consisting of the features extracted from
two emotional lexicons [10], [11].
An LSTM network [9] is used to predict a valence score
after each word. The time window used (what the LSTM
sees at each step) is a window of 100 words. The hidden
vectors of the LSTM are merged with a weighted average
2https://aws.amazon.com/transcribe/
implemented with the following attention module as in [12]:









where hi ∈ Rd is the hidden representation of the LSTM
corresponding to the ith word, with N the total number
of words in the window. The weight vector wa ∈ Rd
and bias term ba ∈ R map this hidden representation to
a value that reflects the importance of this state for final
valence. The values z1, ..., zn are then normalized using a
softmax function, yielding the attention weights αi. The
word sequence representation s (at each time frame) is
defined as a weighted average of the vectors hi.
For each input also the listener subject information is given
in the input to the network, since the story transcript can be
very similar across videos, but the labeling can be highly
different depending on the subject. The subject feature is
implemented as a trainable vector of size two (one vector
for each of the 10 subjects).
Finally, vector s, computed with the attention module,
is concatenated with the subject vector, and a final affine
tranformation is used to shrink the concatenated vector to
one dimension (the final valence prediction of the model).
This module achieves an average CCC of 0.32 across the
validation set.
C. Vision Model
The visual model includes features extracted from the
subjects who were listening to the story. Visual features
are extracted from the face only, in order to capture facial
expressions, but also from the whole body, in order to model
the subject body reactions to the story (i.e. posture and
gestures). This leads to three modules for vision as follows.
(a) Raw face. (b) Landmarks.
(c) Full body.
Fig. 2: Vision data examples.
1) Raw Face: This module is dedicated to the prediction
of valence from the subject’s facial expression. It takes
into account both the temporal evolution of the data and a
subject feature vector. The cropped face images are obtained
using the pre-processing script provided on the competition
repository3, using a temporal resolution of 10 frames for
the face detection algorithm (Figure 2a). The obtained crops
are subsequently turned to grey-scale, downsampled to a
resolution of 48x48 pixels and normalized to have zero mean
and unit standard deviation. The images are further organized
with a 10 frame sliding window to obtain samples of shape
10x48x48. Each sample is matched with the valence label
corresponding to the 10th frame. To predict valence from
sequences of faces we use a neural network architecture
composed of one 3 dimensional convolutional block of
output shape 32 (two 3D convolutional layers with kernel
size 3x3x3 and ReLU activation followed by a max-pooling
layer and batch normalization) followed by a second 3D
convolutional block of output shape 64. In addition we
provide a subject feature vector encoding information about
the subject and implemented as a trainable vector of size
three (one vector for each of the 10 subjects), as in the
text model. The concatenated layer is finally mapped to a
fully connected ReLU layer of size 128, followed by a fully
connected ReLU layer of size 32 and a single unit with linear
activation. The network is trained with a batch size of 64
samples, using the ADAM optimizer. This module achieves
a mean CCC of 0.14 on the validation set.
2) Face Landmarks: This module is dedicated to the
prediction of valence from features extracted from image
data, taking into account their temporal evolution. The data
pre-processing consists of a facial landmark detection, per-
formed frame-by-frame using the dlib library [7]. We detect
3https://github.com/knowledgetechnologyuhh/
OMGEmpathyChallenge
68 landmarks points per frame on the subjects face, as
shown in Figure 2b. Each point is defined by its (x, y)
coordinates. This characterizes each video with 136 time
series describing the temporal evolution of the landmarks
points. Each time series is subsequently processed to have
zero mean and unit standard deviation. The time series are
further organized into 25 frames sliding sequences so to
obtain samples of shape 25x136. Each sample is matched
with the valence label corresponding to the 25th frame. For
the first 25 frames, we perform constant-value padding. To
predict valence, we use the 25-sample-long time series as
inputs for a 1D Convolutional Neural Network architecture,
composed of a first convolutional layer with 100 kernels,
followed by a batch normalization layer and a convolutional
block of three convolutional layers with 100, 160, and 160
kernels respectively. A 1D global average pooling is then
applied, followed by a Fully Connected layer of size 32 that
is mapped to a single unit with linear activation. All the
layers - except for the output layer - have ReLU activation
functions, and a kernel size of 4. The network is trained with
a batch size of 512 samples, using the ADAM optimizer. This
module achieves a 0.12 CCC on the validation set.
3) Full-Body: This module is dedicated to predicting
valence ratings out of full body subject images and it
takes into account the sequential nature of the dataset. The
full-body crop images are obtained using a pre-processing
script that applies a cropping box manually selected to
capture the position of the subject. An example is shown
in Figure 2c. The obtained crops are then turned to grey-
scale, downsampled to a resolution of 128x128 pixels and
normalized by subtracting the mean and dividing by the
standard deviation. Further the images are organized into
16 frame sliding windows so to obtain samples of shape
16x128x128 and each sample matched with the label cor-
responding to the 16th frame. Note that in the final setup
the video sequences and respective labels are downsampled
by a factor of 5 in order to expand the temporal window to
approx. 3 seconds while maintaining a fixed sample shape.
To predict valence ratings from full body video snippets we
use a neural network architecture based on a version of the
ResNet 16 [8] architecture adapted to 3-dimensional data
4. This architecture was further modified for regression by
replacing the last 3 fully connected ReLU layers with a 512
unit layer connected to a 32 unit layer followed by a single
unit output. The network is trained with a batch size of 128
samples, using the ADAM optimizer. This module achieves
a mean CCC of 0.31 on the validation set.
D. Postprocessing & Multimodal Integration
The predictions from each module are post-processed
using a first order Butterworth low-pass filter and different
cutoff frequencies adjusted for each individual module, rang-
ing from 0.004 to 0.01 Hz. The filtered predictions xˆ are then
re-centered and re-scaled so that they match the training set
in terms of per-subject means and standard deviations. This
4https://github.com/JihongJu/keras-resnet3d
is a relatively ad-hoc procedure designed to optimize CCCs,
under the assumption that the mean and standard deviations
of the ground truth valences in the training set provide an
approximation of those in the testing and validation sets.
Our best final predictions were obtained with a weighted
average of the post-processed predictions of the single mod-
els. We set the weights approximately proportional to the
CCC validation score of each modality. Audio, Text and
Fullbody have similar performances, hence same weights
(0.29), while the weights of Landmarks and Rawface are
respectively 0.1 and 0.03. The average predictions are then
filtered using a Butterworth low-pass filter of order 1 and
cutoff frequency 0.01 Hz.
III. RESULTS & CONCLUSIONS
Figure 3 plots the predictions of the five different input
streams and final integrated signal for Story #2 (validation)
for Subjects 7 and 3 (the worst and best performing, re-
spectively). We observed that accurate predictions are asso-
ciated with low disagreement across modules. Some models
performed in average better than others, but the weighting
scheme roughly proportional to the prediction accuracies
of each input stream provided optimal results. This simple
multimodal integration method performed less effectively in
situations of perceptual ambiguity, where different modules
predicted different, sometimes opposite, estimations.
In the final evaluation results, our model’s performance
varied substantially across subjects and stories as is shown
in Table I. Performance was very good on Stories #3 and
#6, but very poor on Story #7. Similarly, for two out of ten
subjects the average CCC is negative, while for the rest the
average CCC ranges from 0.09 up to 0.34.
As we indicated in the introduction, our system should
be taken as a first approximation to a multimodal integration
system. Although we have spent considerable time and effort
in optimizing the valence predictions from the individual
input streams, we believe there is yet much space for
improving the method of integrating the predictions across
modalities and modules. For instance, the weighted average
we have used, could probably be improved upon by more
sophisticated machine learning models (although our initial
experiments failed to achieve this). Nevertheless, our work
on this system has provided us with some valuable insights.
The first of this concerns the nature of the ground truth
data themselves. As we have been training systems to try
to match exactly the ground truth (and therefore optimize
the CCC), we noticed that these data contain a large amount
of high-frequency components The values oscillate between
positive and negative several times within a few hundred
milliseconds, which we suspect to be not solely reflective of
emotional responses from the user, but caused by the input
method. A more rigorous way of addressing this effect may
help to estimate emotions better and may make the machine
lerning more effective.
Our second conclusion concerns the overall shape of the
curves. We found that when the training data have similar
overall shapes and the neural networks do worse when that
Subject Story Subj. Avg3 6 7
1 0.43 0.62 -0.03 0.34
2 0.28 0.22 0.00 0.17
3 0.18 0.57 0.09 0.28
4 -0.11 0.62 0.04 0.18
5 0.09 0.86 -0.05 0.30
6 0.09 0.47 0.09 0.22
7 0.11 0.36 -0.21 0.09
8 0.16 -0.22 -0.01 -0.02
9 -0.11 0.11 -0.22 -0.07
10 0.08 0.66 0.09 0.27
Story Avg 0.12 0.43 0.02 0.17
TABLE I: Experimental results on the test set. Final results
of Personalized and Generalized track are both 0.17 as the
model submitted to the two tasks was the same.
shape changes. This suggest that time-warping procedures
for training data enrichment might be useful to ensure that
the systems generalize better.
Overall, the results show that the prediction of empathic
emotional reactions is still a challenging task that deserves
further investigation.
(a) Story #2, subject 7 (lowest CCC results).
(b) Story #2, subject 3 (highest CCC result).
Fig. 3: Example predictions: speech is for the audio module,
lexicons for the language module, gt for the ground truth
data and average for the overall prediction.
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