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IDENTIFIKASI MENGENAI CYBERBULLYING DI INDONESIA MELALUI 
MEDIA TWITTER DENGAN MENGGUNAKAN METODE SUPPORT 
VECTOR MACHINE DAN INFORMATION GAIN 
ABSTRAK 
Oleh : Christevan Destitus 
Cyberbullying adalah sebuah tindakan yang dilakukan untuk membuat orang lain 
tidak nyaman dengan kondisi keberadaannya. Cyberbullying sendiri terjadi 
biasanya karena dendam, motivated offender atau sekedar iseng. Cyberbullying 
dapat terjadi selama 24 jam sehari, 7 hari dalam seminggu salah satunya pada media 
twitter.  
Penelitian ini bertujuan untuk melakukan klarifikasi tweet pada media twitter 
menggunakan metode Support Vector Machine, klarifikasi sendiri bertujuan untuk 
mencari hyperplane pemisah antara kelas negatif dan positif. Penelitian ini juga 
menggunakan Information Gain untuk melakukan seleksi fitur yang relevan 
terhadap klarifikasi.  
Dalam tahap penelitian terdapat proses sistem yaitu text mining, text processing 
yang memiliki tahapan tokenizing, filtering, stemming, dan term weighting. Setelah 
itu dilakukan seleksi fitur oleh information gain yang menghitung nilai entropy 
setiap kata. Setelah itu melakukan klarifikasi berdasarkan fitur yang telah diseleksi 
dan hasil keluarannya berupa identifikasi apakah tweet tersebut termasuk bully atau 
bukan bully. 





IDENTIFICATION ABOUT CYBERBULLYING AT INDONESIA USING 
TWITTER WITH METHOD SUPPORT VECTOR MACHINE AND 
INFORMATION GAIN 
ABSTRACT 
By : Christevan Destitus 
Cyberbullying is an action to make other people uncomfortable with the conditions 
of their existence. Cyberbullying itself occurs usually because of revenge, motivated 
offender or just for fun. Cyberbullying can occur 24 hours a day, 7 days a week, 
and one of them happen on Twitter.  
Researchers aim to clarify tweets on Twitter using the Support Vector Machine 
method, clarification itself aims to find hyperplane separators between negative 
and positive classes. The researcher also uses Information Gain to select features 
that are relevant to clarification.  
In the research stage there are system processes, namely text mining, text 
processing which have stages of tokenizing, filtering, stemming, and term 
weighting. After that the feature selection is performed by information gain which 
calculates the entropy value of each word. After that, clarifying based on the 
features that have been selected and the output in the form of identification whether 
the tweet is included bully or not bully. 
Keywords : Cyberbullying, Clarification, Support Vector Machine, Information 
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