A Crossover-Imaged Clustering Algorithm with Bottom-Up Tree Architecture by Chang, Chung-i & [[alternative]]張忠義
A Crossover-Imaged Clustering Algorithm with Bottom-up Tree Architecture 
 
 CHUNG-I CHANG 
Department of Information Management 
St. Mary’s Medicine, Nursing and Management 
College 
100, Lane265, Sec.2, SansingRoad, 
Sansing Township, Yilan County 266 
TAIWAN  
taftdc@smc.edu.tw 
 
NANCY P. LIN 
 
Department of Computer Science and 
Information Engineering 
Tamkang University 
151 Ying-chuan Road Tamsui, Taipei County  
TAIWAN 
nancylin@mail.tku.edu.tw 
 
 
Abstract 
 
The grid-based clustering algorithms are efficient with 
low computation time, but the size of the predefined grids 
and the threshold of the significant cells are seriously 
influenced their effects.  The ADCC [1] and ACICA+ [2] 
are two new grid-based clustering algorithms. The ADCC 
algorithm uses axis-shifted strategy and cell clustering 
twice to reduce the influences of the size of the cells and 
inherits the advantage with the low time complexity.  And 
the ACICA+ uses the crossover image of significant cells 
and just only one cell clustering. But the extension of 
original significant cell in one crossover image is not 
easy to find what else clusters it belongs to. The 
Crossover-imaged Clustering Algorithm with Bottom-up 
Tree Architecture, called CIC-BTA, is proposed to use 
bottom-up tree architecture to have the same results. The 
main idea of CIC-BTA algorithm is to use the bottom-up 
tree architecture to link the significant cells to be the pre-
clusters and combine pre-clusters into one by using semi-
significant cells The final set of clusters is the result.  
 
1. Introduction 
 
Up to now, many clustering algorithms have been 
proposed [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15], 
and generally, the called grid-based algorithms are the 
most computationally efficient ones.  The main procedure 
of the grid-based clustering algorithm is to partition the 
data space into a finite number of cells to form a grid 
structure, and next, find out the significant cells whose 
densities exceed a predefined threshold, and group nearby 
significant cells into clusters finally.  Clearly, the grid-
based algorithm performs all clustering operations on the 
generated grid structure; therefore, its time complexity is 
only dependant on the number of cells in each dimension 
of the data space.  That is, if the number of the cells in 
each dimension can be controlled as a small value, then 
the time complexity of the grid-based algorithm will be 
low.  Some famous algorithms of the grid-based 
clustering are STING [13], WaveCluster [14], CLIQUE 
[15], and ADCC [1] and ACICA+ [2]. 
In general, grid-based clustering algorithm is one of 
the most computationally efficient algorithms, and the 
ACICA+ uses the crossover image of significant cells and 
just only one cell clustering. But the extension of original 
significant cell in one crossover image is not easy to find 
what else clusters it belongs to.  To fix the problem of not 
easy finding clusters, we propose a new grid-based 
clustering algorithm which is called the Crossover-
Imaged Clustering Algorithm with Bottom-up Tree 
Architecture, CIC-BTA, in this paper. 
The main idea of our proposed CIC-BTA is to utilize 
tree architecture, three types of significant cells and two 
layers, connection and combination, to identify the set of 
clusters.  
The rest of the paper is organized as follows: In 
section 2, some popular grid-based clustering algorithms 
are mentioned again.  In section 3, our proposed 
clustering algorithm, CIC-BTA algorithm, is introduced.  
In section 4, an experiment and some discussions are 
displayed.  Section 5 is the conclusion. 
 
2. Grid-based clustering algorithm 
 
Grid-based clustering algorithm is an efficient 
clustering algorithm, and three famous grid-based 
clustering algorithms are NSGC [11], and ADCC [1] and 
ACICA+ [2]. 
The NSGC (A new shifting grid clustering algorithm) 
(Ma et al., 2004), using the concept of shifting grid. The 
algorithm is a non-parametric type, which does not 
require users inputting parameters. It divides each 
dimension of the data space into certain intervals to form 
a grid structure in the data space. Based on the concept of 
sliding window, shifting of the whole grid structure is 
introduced to obtain a more descriptive density profile. It 
clusters data in a way of cell rather than in points. 
The idea of ADCC (Adaptable Deflect and Conquer 
Clustering) (Lin et al., 2007) is to utilize the predefined 
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grids and predefined threshold to identify the significant 
cells, by which nearby cells that are also significant can 
be merged to develop a cluster in the first place.  Next, the 
modified grids which are deflected to half size of the grid 
are used to identify the clusters again.  Finally, the new 
generated clusters and the initial clusters are merged to be 
the final clustering result. 
The ACICA+ (the Axis-shifted Crossover-Imaged 
Clustering algorithm) (Lin et al., 2007) uses the crossover 
image of significant cells and just only one cell clustering. 
It also is to reduce the influences of the size of the 
predefined grids and the threshold of the significant cells. 
In ACICA+, the extension of original significant cell in 
one crossover image is not easy to find what else clusters 
it belongs to. The Crossover-imaged Clustering 
Algorithm with Bottom-up Tree Architecture, called CIC-
BTA, is proposed to use bottom-up tree architecture to 
have the same results. It uses the bottom-up tree 
architecture to link the cells in the cluster and combine 
pre-clusters to be the final results. 
 
3. CIC-BTA algorithm 
 
Though the ACICA+ uses the crossover image of 
significant cells and just only one cell clustering, the 
extension of original significant cell in one crossover 
image is not easy to find what else clusters it belongs to. 
To improve the chief problem, the CIC-BTA algorithm, 
Crossover-imaged Clustering Algorithm with Bottom-up 
Tree Architecture, further links cells in the same cluster 
and combines pre-clusters into one.    The CIC-BTA 
generates the final clustering results the same with ADCC 
and ACICA+. The root of the bottom-up tree is the whole 
database grouped into the set of clusters. 
For CIC-BTA, it uses a bottom-up tree architecture to 
fix the problem of cater-corner significant cells, the 
extension of original significant cell in one crossover 
image is not easy to find what else clusters it belongs to. 
Here, we have some definition of cell at first.  
 
Definition1.  Significant cell 
If the density of cell X is greater than or equal to a 
minimum threshold μ, then the cell X is called Significant 
cell. 
 
Definition2. Close-nearby cell and Open-nearby cell 
The n-dimensional grid-based databases are 
partitioned into kn cells with same size. Close-
nearby(X)={Y| X∩Y ＞ one point }, which is mean that 
intersection is one side of cell X and Y.  Open-
nearby(X)={Y| X∩Y = one point }, which is mean that 
intersection is one corner point of cell X and Y.  
 
Definition3.  Semi-Significant cell 
The n-dimensional grid-based databases are 
partitioned into kn cells with same size to be the original 
grid structure, G1. The original coordinate origin is next 
shifted by distance d in each dimension of the data space 
to generate the second grid structure, G2, so that the 
coordinate of each point becomes d  less in each 
dimension.  
 
Semi-significant cell X ={X | X∩Y ≠φ,X∩Z ≠φ,X∉ 
significant(G1), ∃ Y,Z ∈  significant(G2), Z ∈  Close-
nearby(Y) } 
 
If the cell X in G1 is not a significant cell and its 
crossover image belongs to at least two Close-nearby cells 
in grid structure G2, then X is called Semi-significant cell. 
 
Definition4.  Non-Significant cell 
For n-dimensional original grid structure, G1, its 
original coordinate origin is shifted to generate the second 
grid structure, G2.  
 
Non-significant cell X ={X | X ∩ Y ≠ φ ,X ∩ Z ≠
φ ,X ∉significant(G1), ∃ Y,Z ∈  significant(G2), ∀ Z ∉ 
Close-nearby(Y) } 
 
If the cell X in G1 is not a significant cell and its 
crossover image belongs to some Close-nearby cells in 
grid structure G2, then X is called Semi-significant cell. 
Then the three types of significant cells are shown in 
figure 1. 
 
 
Figure 1. Three types of significant cells 
 
Then, the clusters will be generated from the same 
crossover image by using ACICA+. But the extension of 
original significant cell in one crossover image is not easy 
to find what else clusters it belongs to. In CIC-BTA, the 
clustering tree is built and shown in figure 2.  
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Figure 2. Clustering trees (CT) 
 
The significant cell X and its extension are connected 
to be one leaf node of clustering Tree (CT). In connection 
layer of CT, connect the significant cells to be the pre-
clusters, sub-trees of CT. And in combination layer, use 
semi-significant cells to combine pre-clusters to be the 
final clustering results, the root of CT.  The procedure of 
CIC-BTA is shown in the following steps. 
 
Step 1: Generate the second grid structure. 
By dividing into k equal parts in each dimension, 
the n dimensional data space is partitioned into kn 
non-overlapping cells to be the grid structure G2. 
 
Step 2: Identify the significant cells. 
Next, the density of each cell is calculated to find 
out the image of significant cells whose densities 
exceed a predefined threshold.  
 
Step 3: Transform the new grid structure. 
  The second grid structure is next shifted by 
distance d in each dimension of the data space to 
generate the first grid structure, G1. 
 
Step 4: Identify significant and semi-significant cells. 
Next, the density of each cell is calculated to find 
out the new image of significant cells whose 
densities exceed a predefined threshold. And if the 
cell X in G1 is not a significant cell and its 
crossover image belongs to at least two Close-
nearby cells in grid structure G2, then Semi-
significant cell X is found. The semi-significant cell 
is the area can combine two connected clusters, 
which are close-nearby cells in G2 but not 
significant in G1, into one, shown in figure 1. 
 
Step 5: connect the significant cells to generate the pre-
clustering results. 
 { }22j2j1i2j1ii SCC,CC |C}{C  CEXT ∈≠∩∪= φ  
The image of significant cells in G2 is generated 
and projected on the original grid structure to be 
the crossover image. The significant cell in first 
grid structure and its crossover image are 
combined to be the extension of significant cell 
(CEXT). In the connection layer, the nearby 
significant cells are connected into one cluster. 
And one example of cater-corner significant cell in 
G2 is existed, shown in figure 3. Next, the two 
significant open-nearby cells in G1 have to be 
connected into one cluster by the cater-corner 
significant cell in G2, which is the intersection of 
extension of the two significant open-nearby cells 
in G1. Then, the pre-clustering results are built. 
The significant cell X and its extension is the node 
of clustering Tree (CT) and the pre-clustering 
results are sub-tree of CT.  
 
 
Figure 3. Cater-corner significant cell 
 
Step 6: Combine semi-significant cells and other 
significant cells in G2 to generate the final 
clustering result. 
 At first, combine clustering results by using semi-
significant cells to combine pre-clustering results.  
to be the final clustering results. Then the whole set 
of clusters is the root of CT. 
 
4. Experiments 
 
Here, we experiment with seven different data shown 
in figure 4. ~ figure 10. And the features are presented in 
Table 1. 
 
Table 1. Experimental data features 
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Figure 4. Experiment 1             Figure 5. Experiment 2 
 
        
Figure 6. Experiment 3             Figure 7. Experiment 4 
 
       
Figure 8. Experiment 5            Figure 9. Experiment 6 
 
 
Figure10. Experiment 7 
 
In Figure11, it shows the correct rates of CIC-BTA 
and CLIQUE, where the correct clustering result of 
CLIQUE is by using one of original or new grid structures 
in the experiment.  The correct rates of CIC-BTA are all 
higher than CLIQUE.  In the experiment, the correct rates 
comparison is by using random 100 sets of parameters 
(density threshold, number of dividing parts in each 
dimension) from (1,16) to (3,55). 
 
 
Figure 11. Correct rates of CIC-BTA and CLIQUE 
 
5. Conclusion 
 
The algorithm we proposed, the Crossover-Imaged 
Clustering Algorithm with Bottom-up Tree Architecture, 
CIC-BTA algorithm, uses three types of significant cells 
and two layers to generate the clustering results, which 
makes the important contribution to support the obvious 
wider ranges of size of the cell and threshold of the 
density to reduce the drawbacks of grid-based clustering 
algorithms.  And the clustering results of CIC-BTA are 
exactly the same as the results of ACICA+ and the number 
of cell-clustering times has just only once, too.  So it is 
fast and simple to realize that the CIC-BTA algorithm 
also inherits the advantage with the low time complexity. 
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