Abstract. Methods of convex analysis are applied to certain problems of Lagrange and Bolza in optimal control. Conditions characterizing optimal arcs are obtained without the usual differentiability assumptions on the data in the problem. Special existence theorems are proved. A dual"control problem is formulated in terms of adjoint arcs which are not necessarily absolutely continuous, but of bounded variation, so as to allow for jumps caused by the irresence of statecontraints in the primal problem.
We take as our model a "convex" control problem of.the form:
(1.1) subject to (r.2) (1. 3) Minimize f (t, x(t),u(t)) dt + /(x(0), x(1)) where x: [0, 1]--+R'is absolutely continuous and u: [0, 
1]--+R'is measurable'
The sets X(f) in Rn are nonempty, closed and convex, while the functions f(t, ',') and I on Rn x Rn are lower semicontinuous, convex and extended-real-valuedthey may take on * co, although not -oo, as a possible value, but they are assumed not to be identically + oo. Of course, ,4(r) denotes an n x n real matrix. The dependence of X(t), f (t,. ,.) AFOSR-7 l-1994. l. X(t) : A(t)x(t) + u(t) for almost every t, x(I)€ X(r) for every t, with fixed endpoints. In fact, other constrairlts, besides the abstract constraint (1.3) , are implicitly incorporated into the prolilem through the use of + oo^ Thus there is the endpoint constraint (1.4) (x(0), x(1)) e E, where E is the convex subset of Rn x R' which is the effective domain of /: (1.s) n: {@a,cr)ll(co,cr) < +oo}.
Similarly, there is the implicit control ccinstraint (1.6) where (1.7) u(t) e U(t, x(t)) for almost every t, U(t,x): {ulf\,x,u) < *oo} c R'.
The reader unfamiliar with this method of representing constraints is referred to [10] lor lurther discussion and examples.
The implicit control set u(r, x) is convex, but possibly of less than full dimension in R' ;thus the absence of a matrix B(r) in (1.2) does not mean a loss of generality.
(Note that U(t, x) is not necessarily bounded or even closed.) The functions f (t, x,') or / might in particular vanish identically on the sets U(r, x) or E, respectively. The latter sets and the sets X(r) might be described by inequality constraints.
However, such specific situations need not concern us in the development of the basic theory. They can be handled at a later stage by a routine application of standard theorems in convex analysis. This is discussed in [10] in the case of u(t,x) and E, and the considerations are similar for X(r). Thus we can concentrate on the main features and difficulties of the problem, relegating many distracting and notationally burdensome details to "computation" in particular If U(t, x) were empty for certain values of f and x, such values would have to be avoided, and this could amount to an implicit state constraint in addition to (1.3) . We eliminate this possibility through our assumptions in the next section, our aim here being to keep the state constraints explicit and separate from other aspects of the problem, so that their exact role can be seen. However, there are problems which cannot be treated adequately in this way, because there is no sense to U(f, x) being nonempty for x{X(t The constraintu e U(t,x) could be omitted from (2.6) without loss of generality.
in view of (1.7). The condition that h(t, x, p) > -co for all (t, x, p) 
STATE CONSTRAINTS is weakly compact in the l1-space of Rn-valued functions on [0, 1] . Hence, by the Dunford-Pettis criterion for weak cb.rnpactness in Ll-spaces (3.1) are compact (in all the topologies mentioned) if S does not contain any halfJine along which F is (finitely) bounded above (and hence, by convexity, "nonincreasing"). Therefore, the latter condition guarantees the existence of an optimal arc, provided there is at least one feasible arc. This criterion for existence is geometrically appealing, but not specific enough for most applications.
We proceed to formulate the halfline condition equivalently as an assumption on the sets X(t) and functions / and f(t,.,.) appearing in the control problem.
For each / we denote UV tr(r) the recession cone (asymptotic cone) of X(r): (3.2) tO : {ze RIX(I) + z c X(t)}.
We denote by ? the recession function of /. Thus (3.3) 7(co,cr) : lim (co * trco,Ey + Ac)l),
ii"+ + @ where (-0, cr) is any element of the set E in (1.5). (The limit is independent of the particular choice'of (co,a1) [13, p. 66].) Similarly, we let iQ,.,.) denote the recession function of f(t,.,.).
Botrl,IoEDNsss AssuMprroN. There does not exist a nonzero arc z e "& such thqt zft) e tQ) for euery t, i1t, t1t1, z(t) -A(t)z(t)) dt + i1z1o1, zltyy < o.
The integral in (3.5) is well-defined under our previous integrability assumption, and in fact it is a lower semicontinuous convex function of z e ,il [12, Prop. 6 ].
Trnonnnr 2. Suppose there is at least one feasible arc, and the integrability assumption is satisfied. Then the boundedness ossumption is necessary for any non- empty leuel set of the form (3.1) to be weakly compect in .il or strongly compect in G, and it is sfficient for them qll to be both weakly compect in .il and strongly compact in 6. In particular, the boundedness assumption ensures the existence of an optimal arc, lndeeil, euery minimizing sequence of feasible qrcs has a subsequence which conuerges to an optimal erc, not only in the unifurm norm ll . 11,6, but also in the weak topology of ,il.
Proof. Let S denote the set of all arcs z e .il satisfying (3.4) . Let Fk) denote the left side of (3.5). Then S is the recession cone of S and, as shown in ll2, Prop. 6l 
is the recession function of F, since for the furiction L in (2.9) we have (3.6) Therefore, a half-line {x+ ).2103,i< +co}, z*0, is contained in a set of the form (3.1) if and only if x belongs to this set and z e S, FQ) < 0. The conclusion of the theorem is immediate from this and Theorem 1.
Conor-ranv l. Under the integrability assumption, an optimql arc x exists if a feasible arc exists and the sets X(t) are all bounded (since then the boundednesŝ '"T,'::;.11,'iil'Jii]; (3.4) holds only ror the zero arc, because trto : {0} ror every t.
It is interesting to note that the boundedness of every X(r) in Corollary 1 does not necessarily entail the boundedness of S, even in the norm ll ' ll , since no assumption has been made on the behavior of X(r) with respect to /.
Furthermore, the integrability assumpliol implies that (3.15) ,r.Xq {, .p -fJt,a)}'< + oo for all p e Rn" and consequently [13, p. 116] that [o ify:0, (3.16) f ,(t, y) : 6o0) : { [+-lly#0.
Thus in this case condition (3.5) is eqqivalent to (3..11) and (3.12) . The result now follows from Theorem2 and the fact that a solution to (3.11) which vanishes for some f e [0, 1] 
In terms of the Bolza functional LBuue 2. In terms of the funetion h in (2.6) and the functions s(t, w) : suP {x'wlx e X(/)}, l4t, P,r) : sup {x' w + h(t,x, P)lx e R'}, one has, under the integrability assumption, g(t, p,w) : sup {x' w + h(t, x, p)lx e x(t)} (4.11) : min {Kt,p,w -z) + s(t,z)lz e R"}. [10] , [12] , the function (4.13) M(t,p,r) -- 
'is the Lagrangian dual to the function L in (2.9). We have shown in the proof of Theorem I that L satisfies conditions (A), (B), (Co) and (Do) of [12] M(t,p(t),r(r)) < a(r) for every r.
Setting w(t; : r(t) + A*(t\p(r), we obtain a summable function w for which (4.12) holds, since g < k. The lemma is thereby proved.
We now introduce a further condition from which it will be deduced, in particular, that the integral in (a.f is well-defined.
IutrRronrrv ASSUMrTIoN. The multifunction X:t --+ X(t) satisfies (4.1s) int X(t) # Q for euery t and R. T. ROCKAFELLAR (4.16) {(t, x)lx e int X(r)} :'iht cl {(r, x)lx e x(4}.
For an equivalent form of this assumption, see [14, Lernmd, 2 (4.I7) x(r) e int X(r) for euery t, and this is the same as the interior of S relatiue to the norm ll' llr. Furthermore, any x e .il satisfying (4.18) x(t) e X(t) for almost euery t actually satisfies (1.3). Thus any x e.il satisfying (4.18) We have already verified in the proof of Theorem 1 that conditions (A), (B), (C6) and (Do) of ll2)are satisfied by the function L, and in the case of (B) this means that L is measurable with respect to the o-field in [0, 1] x R2n generated by products of the Lebesgue sets in [0, 1] (4.27) Lo(t,x(t),u(4) < oc(t) for every f , or, in other words, such that (1.3) holds and (4.28) L(t,x(t),u(t)) < a(t) for every /.
Since L is known to satisfy condition (Do), corresponding functions u and a satisfying (4.28) R' x R' haue a nonempty intersection, where E is the set of all "admissible" end- point pairs defined in (1.5), and D is the set of all pairs (x(0), x(1)) arising from arcs xes{ such that );(t): A(t)x(t) -f u(t) with u(t)eU(t,x(t))for almost euery t. In order that x e .4 be an optimal arc in the original control problem, it is necessary and sufficient that there exist an arc p e.il for which the optimality conditions hold.
The arcs p obtained in this way are precisely the optimal arcs in the dual problem.
Proof. This combines Lemma 4 
To prove the necessity, let x denote any optimal arc. In the space ,il x Rl, we consider two convex sets, the epigraph of F (i.e., the set of all pairs (2, a) such that u > F(z)) and S x (* co, F(x)1. The latter has a nonempty interior which does not meet the former, so that the two sets can be separated by a closed hyperplane. The hyperplane cannot be "vertical," because of our strict feasibility assumption, and therefore it is the graph of a certain continuous linear functional A on .il.
Since both sets contain the point (x, F(x)), properties (a) and (b) hold for A. Furthermore [4] .)
The virtue of Lemma 6 is that the minimization in (b) corresponds to a control problem without state constraints. Namely, one has (F + A)(x) fr(t, x(t), x(t) -A(t)x(t)) dt + l'(x(0), x(1)), :1, (6.4) where (6.s) (6.6) (6.7) (6.e) where (6.10)
The functions /r and /, satisfy the same assumptions as / and l. Thus we can use Theorem 4 ofthe preceding section to characterize (b).
At the same time, the situation in (a) of Lemma 6 can be characterized by results in [1a] . These results make use of the following concept. Let K(r) denote a convex cone in R' (containing the origin) for each r e [0, 1] . An Rn-valued LEr,rlr.q.7. Under the interiority assumption, a functional of the form (6'2) attains its maximum ouer S at x if and only if (x e S and\ the measure dpo is N(t, x(t))-ualued (where N(r, x(r)) is the cone of normals to X(t) at x(t)).
Proof.lf .il were replace dby 6 in the definition of S this would be Corollary 6,{ of [14] , since our interiority assumption on the multifunction X :t "+ X(r) implies lower semicontinuity [14, Lemma 2]. The result follows in the present case because A is continuous in the norm ll .llr, and S as a subset of .il is dense in the corresponding subset of 6 (Lemma3).
Our main result on necessary and sufficient conditions, Theorem 5 below, concerns the following conditions. GsNsnLrrzm oPTIMALITY coNDITIoNS. These are the same as the optimality conditions in $ 5, except that p e 0 rather than p e M, and (6.8) the singular part of dp is N(r, x(t))-ualued .
Of course, if p is of bounded variation, the derivative p(r) in condition (5'5) does exist for almost eyery t,although it is not necessarily true that p is the integral of p. The singular part of the measure dp may be regarded as the "singular dual control contribution," in the sense that one has dp(t): -A*(t)p(t)dt + dp(t), dp(t) : w(t) dt + (singular Part).
The generalized optimality conditions reduce to the previous ones if lhere are no state constraints, since then N(r, x14;'= {0}. (fo say that the singular part of dp is {0}-valued is to say that p is absolutely continuous.) More generally, condition (6.8) implies that the singular part of dp is concentrated in the set of t values for which x(r) lies on the boundary of X(r). If p is discontinuous at r. we get the jump condition (6.11) p(t*) -p(t-)e N(t, x(0). (6.13) *(t\: A(t)x(t) + u(t) and br(t): -A*(t)pr(t) + wr(| &.e., (6.14) u(t\ e 0 ohr(t, x(t), p r(t)) : A rh(t, x(t), poQ) + p1(r)) ?.a., (6.15) wr(t)e -A"hr(t,x(t),pr(t)): -A"hQ,x(0,po(f) + pr(|) -A*(t)poQ) r.a., (6.16) (p,(0) 
We may conclude therefore, as an intermediate step, that x is an optimal arc if and only if xe S and there exist functions poe A and pre,il suchthaL dpo is N(r, x(r))-valued and conditions (6.13) through (6.16) are satisfied. We can write dpo as (6.t7) dpo(t) : po(t) dt + dp(t), where p is a certain singular measure. Then dpo is N(r, x(r))-valued, and x belongs to S if and only if p is N(1, x(r))-valued and 1o(t) e N(r, x(t)) a.e. (The latter implies that N(t, x(t)) + A a.e., so that x(t)e X(t) a.e.; then xe S by Lemma 3.) Suppose now that the preceding conditions are satisfied by x, po and pr, and Fixing z e .il , we observe from (6.20), (5.6) and the definition of "subgradient" that
Integrating both sides of (6.22) and adding to (6.23), we get (6.24) Fo\z) 2. Fo(x) -where;r is the singula r part of dp. unless Fs(z) : * m (in which event FoQ) 2 Fs(x) trivially), z(r) must belong to X(0 for every t (cf. Lemma 3) . Then, since ,il is N(r, x(r))-valued, the integral in (6.2$ is nonpositive, so that Fo(z) 
Remark. The preceding argument shows that the generalized optimality conditions are sufficient even without the assumptions of attainability and strict feasibility, as long as at least one feasible arc exists. (The existence of a feasible arc was used in concluding from (6.21) Returning to the function s in (4.9) , we define for an R '-valued measure ,u: [' eo -x(t\)dp(t\, l" l" (7.1) s(t,dp(t)): It will be recalled that the dual control problem in g 4 consists of minimizing the Bolza functional G in (4.5) over the space A. We take the generalized dual problem to be that of minimizing over the space A the functional
where p is the singular part of dp. Since s(r, 0) : 0, (5.4) and (5.5), can then ll0,p.2l2l be expressed as (7.4) Lo(t,x(t),*(4) + MoQ,pft),p(r)): x(r).i)0) + x(t).p(t) ?.a., where for arbitrary x e .il and p e A ft would be true that (7.5) Lo(t,x(t),*(4) + MoQ,pQ),it(|) > x(r).8@ + x(t).p(t) a.e.
On the other hand, if 0 is any positive measure on [0, 1] with respect to which both Lebesgue measure on [0, 1] and the singular part p of the measure dp are absolutely continuous, we can write the conditions (6.8) and x e S as I" (7.6\ where (7.7) r(t, x(t)) + s(t,(dpldqxr)) : x(t).(dpldq)(t), 0-a.e ., if x(r) e X(r), if x(r) t' x(r). fo r(f,x(t)) : i [+oo (In view of Lemma 3, we have x e S if r(t, x(t)) is finite 9-almost everywhere, as implied by (7.6 ).) For arbitrary x e .& and p e I (with I depending on p as above), it would be true that (7.8) r(r, x(r)) + s(t,(dpldqx0) > x(t).(dpldfi(t) q-a.e. Multiplying both sides of (7.5) bV @tld?)(t), adding this inequality to (7.8) and.(7.6) are satisfied. We note next that the transversality condition (5.6) can be expressed as
where for arbitrary x e .il and p e A we would have
(This is immediate from the definitions.) Adding (7.12) to (7.10), we get the in- Jos(r,dp(t))
for the supremum in (7.19) , and this is G0). as desired.
We complete the proof of Theorem 6 by verifying that q does have the properties listed above (preceding (7.40) 
