Abstract
Introduction
ASIPs (application-specific instruction set processors) can be regarded as hardware components bridging the gap between ASICs and general-purpose processors. One major bottleneck in ASIP-based design is code generation, which is either done manually or by using compilers. Manual code generation at the assernbly level is both time-consuming and error-prone, and reuse of software is hardly possible. On the other hand, compiling code from a high-level language description to a number of different ASIPs requires sophisticated compilers capable of efficiently mapping algorithms to varying target processors. Therefore, retargetable c o w pilation has received attention in the CAD research community. An overview of recent techniques is given in [a] .
Usually, the compiler transforms a processor description into an internal instruction set model, a'n which the actual code generation operates. In the first place, the style of such an instruction set model depends on the controller architecture of an ASIP. Kifli [3] describes different options for ASIP controller ai:-chitectures which are currently used. The most commonly used controller architecture is the programmabie microcoded controller (PMC, fig. l ), due to its high speed efficiency and low design effort. The basic operation of a PMC is the execution of one or more register transfers (RTs) in each machine cycle. Therefore, the 'This work has been partially supported by the European Union, ESPRIT project 9138 (CHIPS).
. 1 t A instruction memory ___ granularity of an instruction set model should be the RT-level.
The purpose of this paper is to introduce an instruction set model for ASIPs with PMC architecture, which supports retargetable compilation. The main advantage of this model is that a broad range of possible instruction formats is covered, thereby permitting a high degree of retargetability. The model is an essential fea- (IR) and the instruction decoder are optional.
The organization of this paper is as follows: In section 2 we analyze the demands on instruction set models which arise from contemporary ASIP architectures.
Section 3 discusses to what extent these demands are met by previous work in the area of microprogramming and retargetable compilation. Our new instruction set model is formally described in section 4, and its application in practice is exemplified in section 5.
Demands on ASIP instruction set
Essentially, an instruction set model suited for retargetable compilation should be capable of covering a broad range of possible instruction formats. We describe demands on instruction set models by means of RTs. Residual control: (Fig. 2 e) Control signals are usually assumed to be originating at the instruction memory or register. In case that certain control signals are likely to change only rarely, they may be relocated to residual control registers in order to minimize the control word length. Therefore, the instruction set model not only has to account for partial control words associated with RTs, but also for the required machine state regarding the residual control registers.
Related work
Instruction set models for microcoded controllers have been proposed earlier in the area of microprogramming. Davidson et al.
[6] present a detailed model for microoperations intended to be used for experimental evaluation of different microcode compaction techniques. The model includes multi-cycle operations but is restricted t o VLIW machines, i.e. instruction set conflicts cannot be represented. The same holds for residual control. Different approaches to ASIP modelling have also been introduced in recent work on code generation for embedded processors. The MSSQ compiler [7] has no explicit instruction set model, but internally uses a graph model of the target processor. A special processor description style is required, and residual control registers are excluded. Possible side effects are prevented by generation of partial control word settings which disable unused storages for each instruction cycle. Alternative versions and inter-instruction conflicts are handled during a code compaction phase. In CHESS [8] a similar graph model is employed, which is constructed from a mixed structural/behavioral processor description in the nML language. The CHESS model also accounts for inter-instruction conflicts and alternative versions, but residual control and side effects are not considered. The CodeSyn system [9] reads C-like behavioral specifications in terms of anstructaon patterns. However, the instruction patterns and register classifications cannot be generated from a more general model, and handling of side effects and residual control is not reported.
Completely different approaches to instruction-set modelling are taken by researchers who focus on very high code quality requirements such as [lo, 111, which currently only handle restricted instruction formats.
The instruction set model
The proposed instruction set model is based on the notion of register transfers (RTs) and "no-operations" (NOPS). RTs describe transfer of values from and to registers, memories, and external processor ports. NOPs are used for handling of side effects as mentioned in section 2.
Execution conditions
RTs are executed only under certain executaon condations, which are represented by Boolean functions in our model. As explained in section 2, control signals in general may have two origins: the instruction memory/register and residual control registers. In order to treat both kinds of control signals in a uniform way, we By computing the version sets all unnecessary restrictions are removed, which increases the freedom for code compaction. Although the number of prime implicants of a Boolean function may be exponential in the number of variables, the effort for version computation remains reasonable in practice: In case of VLIW instruction formats with long instruction words, only a few control signals are not don't care for each RT. In case of heavily encoded instruction formats, don't care signals are few, but the instruction word length is small.
RTs assign values to destinations under certain execution conditions, while NOPs disable sequential components during one instruction cycle. Let SE& denotle the set of sequential processor components (registens and memories), and POUT the set of processor output ports.
( d , v, V S ) , where d E SE& U POUT is the destination,
set of prime implicants 1 or an execution condition F .
Definition: A register t r a n s f e r is a triple RT =:
v is a value, and V S is a version set. A no-operation is a pair N O P = (d, V S ) , where d E SE& is the destanation and V S is a version set.
As in most other approaches, we use expressaon trees for representation of values. For code selection using expression trees, there exist efficient algorithms based on dynamic programming [la] . Therefore, representation of values in RTs is not further discussed in this paper.
Like RTs, NOPs are only active under a certain execution condition. NOPs have to be activated during code generation, whenever live values need to be preserved for consumption in a later machine cycle. Most approaches to instruction-set modelling for ASIPs do not consider NOPs explicitly, but assume that NOPs are implicit in the encodings of available RTs. However, in case of VLIW instruction formats, each processor component has separate control lines, and the compiler must generate code that explicitly sets these control lines in order to prevent undesired side effects. This relation permits explicit computation of NOPs, once the set of all RTs is known. The instruction set model for a given ASIP comprises the union of all RTs and NOPs. During code generation, binary code for instructions can be emitted by deriving those control bit settings, for which an execution condition is true. Since all versions of execution conditions are kept in the model, it permits postponing parts of the code selection phase to the code compaction phase, in which an appropriate version can be selected.
Example
This section demonstrates the capabilities of the above instruction set model using a real-life processor from the DSP domain: The instruction format of Texas Instruments' TMS320C25 DSP [13] incorporates all of the peculiarities mentioned in section 2, and therefore may serve as a "worst-case" example. The TMS320C25 has a heavily encoded 16-bit instruction word and comprises several residual control registers such as PM for certain product modes, or OVM for activation of saturatzng arithmetic. We use some of its total of 133 instructions for exemplifying how the different aspects of the instruction set are captured in the rnodel (table   1) . Instead of noting versions as Boolean functions F , we use the bitstrings for the corresponding instruction word and residual control register settings, i.e. those settings for which F becomes true. Due to the concept of versions, resource and instruction set conflicts cannot be distinguished in our model. Both are reflected by incompatibility of versions. RTs no. (1) and (2) of table 1 write to the same destination PR and therefore have a resource conflict. RTs (2) and (3) are resource-compatible, but have an instruction set conflict due to contradicting partial instruction word settings.
RT no. (4) has three alternative versions which arise from macro-instructions of the TMS320C25. Version 3 of RT (4) has a side effect on register ACCU: RT (5) will also be executed. When RT (4) is generated during code generation, selection of its appropriate version depends on the current context: When RT (5) happens to be also generated, version 3 will execute both RTs in parallel. In contrast, when ACCU contains a live value that must not be destroyed, version 2 should be selected, which also executes NOP (6) for destination ACCU. In this way, version selection during code generation may enhance the code quality by increasing the parallelism. The RECORD compiler uses an Integer Programming model for exploitation of alternative versions and prevention of undesired side effects during code compaction [5] . RT no. (7) exemplifies residual control. Execution of that RT requires the 2-bit product mode register PPI to have the binary value 11. In order to select RT 7), machine cycle. For instance, RT (3) may serve this purpose.
Although the total number of TMS320C25 operations becomes relatively large in our model (approx. 2500 compared to 133), it is constructed within only 30 CPU seconds on a SPARC-20, using the technique described in [4].
Conclusion
code must be generated which loads P M in an eaier i
A new instruction set model for ASIPs with a prcgrammable microcoded controller architecture was presented. Compared to previous approaches, the model is capable of capturing a broad range of instruction formats and peculiarities in the instruction set, such as side effects and residual control. This makes it suitable for usage in a retargetable code generator, which must handle varying processor architectures and instruction formats. By making alternative code versions for register transfers and no-operations explicit, a means of phase coupling between code selection and code compaction is provided, permitting to achieve higher code quality. Furthermore, the model can be automatically generated from a HDL processor description. 
