Introduction
Proportional symbol maps are a cartographic tool to visualize data associated with specific locations (e.g., earthquake magnitudes and city populations). Symbols whose area is proportional to the numerical values they represent are placed at the locations where those values were collected. Although symbols can be of any geometric shape, opaque disks are the most frequently used and, for that reason, the focus of our study. Fig. 1 shows an example in which the area of each disk is proportional to the population of a city in central Europe.
Depending on the size and the position of the disks, some of them may be (partially) obscured. Although the literature contains studies on symbol sizing, it is unclear how much they should overlap (see [1, 2] ). When large portions of a disk are covered, it is difficult to deduce its size and the location of its center. Therefore, the order in which the disks are drawn affects the amount and quality of information that can be inferred from a symbol map.
Problem description
Let S be a set of n disks in the plane and A be the arrangement formed by the boundaries of the disks in S, as illustrated in Fig. 2(a) . An intersection point of the boundaries of two or more disks defines a vertex of A. The portion of the boundary of a disk that connects two vertices and contains no other vertices in between is called an arc. A maximal connected region delimited by arcs with no vertices in its interior is a face of A. A drawing of S is a subset of the arcs and vertices of A that is drawn on top of the filled interiors of the disks in S. An example is shown in Fig. 2(b) .
Cabello et al. [3] observed that the quality of a drawing depends on the visible boundary of the disks rather than on their visible area. As depicted in Fig. 2(c) , a disk that has no visible boundary transmits little or no information, because it is not possible to determine its size or the position of its center. Based on this remark, the authors considered two quality metrics: the minimum visible boundary length of any disk and the total visible boundary length over all disks. The Max-Min and Max-Total problems consist in maximizing the former and the latter values, respectively.
Not every subset of the arcs and vertices of A yields a suitable drawing for use in a symbol map. Two types of drawings can be used, namely, physically realizable drawings and stacking drawings. A drawing D is physically realizable if, for each face f of A, there exists a (strict) total order on the disks that contain f such that the following conditions hold.
1. An arc r on the boundary of a disk d r is visible in D if and only if, for every disk j that contains r in its interior, d r is above j (denoted interchangeably by d r ≻ j or j ≺ d r ). 2. Total orders associated with distinct faces are consistent with each other, i.e., two disks i and j stand in the same relationship to each other in all total orders associated with faces that are contained in both i and j.
Informally, this definition states that a drawing is physically realizable if it can be constructed from whole symbols, cut out from sheets of paper. The disks can be interleaved and warped, but cannot be cut. Fig. 3 shows an example of a drawing that is not physically realizable. Since arcs a, b and c are visible, in order to satisfy Condition 1 we must have 1 ≻ 2, 2 ≻ 3 and 3 ≻ 1. But any total order assigned to face f will contradict one of these relationships, precluding the satisfaction of Condition 2.
It should be noted that physically realizable drawings do not necessarily exhibit a total order among all disks. This allows us to create drawings that have a somewhat cyclic structure, as the one shown in Fig. 4(a) . The imposition of the need for a total order results in the second type of drawings. Stacking drawings are a restriction of physically realizable drawings in which there exists a total order relation on S, i.e., they correspond to the disks being stacked up in layers, starting with the ones on the bottom layer. An example is given in Fig. 4(b) .
We can now formally state our problem: given a set S of opaque disks, construct a physically realizable drawing or a stacking drawing of S that maximizes the Max-Min or the Max-Total metric. As in [4] , we refer to the Physically Realizable Drawing Problem as PRDP and to the Stacking Drawing problem as SDP.
Related work
Cabello et al. [3] are the first to study proportional symbol maps problems algorithmically. They identify and formally define the two types of drawings and the two quality metrics considered here. The authors prove that the PRDP is NP-hard for both objective functions. In addition, they describe a greedy algorithm to optimally solve the Max-Min SDP in O(n 2 log n) time. Computational results reported in that work
show that this algorithm also performs relatively well as a heuristic for the Max-Total SDP. Nevertheless, in general, it does not produce optimal solutions for the latter problem, whose computational complexity remains open. Kunigami et al. [5] propose two integer linear programming models for the Max-Total SDP. The one that performs better, which is later referred to as Graph Orientation Model (GOM) [6] , is extended in [4] to solve both versions of PRDP. They are the first to find provably optimal solutions for these three variants. The GOM model is based on two sets of binary variables: an arc variable x r for each r ∈ R (to indicate whether r is visible in the solution) and an auxiliary ordering variable w ij for each pair of disks i, j ∈ S (to indicate the relative order between i and j). The authors also introduce decomposition techniques that greatly contribute to reduce the size of input instances.
Two other papers address the Max-Total SDP from different perspectives. Cano et al. [7] develop a GRASP heuristic, which is hybridized with path-relinking and variable neighborhood search. Both sequential and parallel implementations are described and experimentally evaluated. Additionally, a set of instances is presented that cannot be solved by either one of the models from [5] . In a more theoretical work, Nivasch et al. [8] provide bounds on the Max-Total value for stacking drawings of unit disks whose centers form a dense point set.
Our contribution
In this work, we address the three problem variants to which no polynomial time algorithm is known, namely, the Max-Total SDP and PRDP, and the Max-Min PRDP. Our goal is to find provably optimal solutions in reasonable time via integer linear programming (ILP). As mentioned in Section 1.2, the GOM model is an extended formulation that uses O(n 2 ) auxiliary w ij variables. In spite of having a polynomial number of constraints, the large number of extra variables increases the computation time needed to solve its linear relaxations. Therefore, lighter models are required to solve the more challenging instances, such as the ones from [7] . We propose a novel natural formulation, which is able to solve several instances that are beyond the capabilities of existing state-of-the-art exact algorithms. Since it uses only arc variables, we refer to it as Arc Model (AM). We prove that, for SDP, AM is a projection of GOM and, consequently, provides the same dual bounds. As it often happens with natural formulations, the new model has an exponential number of inequalities, so we also describe fast separation routines for both types of drawings. Thanks to the effectiveness of these routines and to the reduction in the number of variables, the linear relaxations of our model can be solved significantly faster.
Moreover, it is relatively straightforward to strengthen inequalities of the new formulation by applying lifting procedures. This has a substantial impact on both the quality of the dual bounds and the number of nodes explored in the enumeration tree. This is an interesting development especially because none of the inequalities in the GOM model can be lifted; as shown in [5, 4] , they are all facet-defining. To the best of our knowledge, the improved model is currently the strongest known in the literature to deal with symbol maps problems. Computational experiments show that it is up to 82 times faster than the GOM model for some benchmark instances.
The remainder of the text is organized as follows. Section 2 describes the AM model and Section 3 contains some polyhedral results. In Section 4 we deal with the more practical issue of selecting an initial set of inequalities to start solving the problem. Separation routines and lifting procedures are presented in Sections 5 and 6, respectively. Computational results for several real-world instances are reported in Section 7. Section 8 concludes the paper and gives some directions for future research.
Integer linear programming model
The following notation will be used in the description of the model. Given a set of disks S and the associated arrangement A, let R and F be the set of arcs and faces of A. For each arc r ∈ R, we denote by ℓ r the length of r and by d r the disk in S whose boundary contains r. In addition, given an arc r (face f ), let S r (S f ) denote the set of disks that contain arc r (face f ) in their interior.
For each arc r ∈ R, we define a binary variable x r that is equal to 1 if r is visible in the drawing, and equal to 0 otherwise. For the Max-Total problem, the objective is to maximize  r∈R ℓ r x r . As in [4] , for the Max-Min problem we must maximize an additional continuous variable z, which is added to the model together with constraints (1) .
Inequalities for stacking drawings
We begin with the formulation for stacking drawings, which is conceptually simpler. Note that when an arc r is visible in a drawing, it induces an order among d r and every disk in S r , i.e., d r must be drawn above every disk that contains r. To capture all of these relations, we define an induced order graph
as a directed multigraph with a vertex v i ∈ V (G O ) for each disk i ∈ S, and a directed edge e rj = (v dr , v j ) for each arc r ∈ R and disk j ∈ S r . Each edge indicates the required relative order between pairs of disks when some arc is visible. An example is shown in Fig. 5 .
Let C be the set of all directed cycles in G O . Given a cycle C ∈ C, let R C be the set of arcs that give rise to the edges of C, i.e., R C = {r : e rj ∈ C, for some j ∈ S}. If all the arcs in R C were simultaneously visible in a solution, they would induce a cyclic order among the corresponding disks. But no (strict) total order may contain cycles, which implies that at least one arc from R C cannot be visible. Thus, (2) must be satisfied.
It should be noted that (2) are not only necessary but also sufficient to model the SDP constraints. To see that, suppose we are given an optimal solution x * that satisfies (2 
Inequalities for physically realizable drawings
We now turn our attention to physically realizable drawings. Although some cycles are allowed, we still have to guarantee that total orders exist for the faces of A and that they are all consistent. In particular, this means that transitivity applies to (and only to) sets of disks that contain a common face. So, suppose we are given a set of arcs T ⊆ R and we want to decide whether they can be visible together in a physically realizable drawing. The most direct way of doing this is to start with the relative orders induced by the arcs in T and then to enforce transitivity whenever it is applicable. Any conflicts in the orders among the disks detected during this process are an indication that the arcs in T cannot be visible simultaneously. This motivates the main definition of this section.
Let us first introduce some notation. We denote by In order to describe the model, we are interested in determining which cycles are allowed in physically realizable drawings. This way, we take H O to be a cycle C ∈ C and consider its face-transitive closure C * .
Following the previous discussion, the arcs in R C can all be visible in a solution if and only if all subgraphs C * [S f ] are acyclic. Let  C ⊆ C be the set of cycles that do not satisfy this condition. For PRDP, we must replace inequalities (2) by (3) .
Next, we show how to compute the face-transitive closure of a graph. Although the algorithm is not required for actually solving real instances, it is the basis for the separation routine that will be presented in Section 5. Initially, consider two faces f, f ′ ∈ F and suppose that Fig. 6 illustrates the steps to compute the face-transitive closure of a cycle C formed by arcs b, f, l, and p from the arrangement in Fig. 5(a) . There are two maximal faces F 1 and F 2 , and the algorithm must compute that C is not physically realizable. In particular, this means that all feasible solutions to that arrangement are stacking drawings.
Polyhedral study
We now prove some polyhedral results. The following notation will be used. Given a model M , we denote by M -PRD and M -SD the specific variants designed to solve PRDP and SDP, respectively. Also, let P M and  P M be the polyhedra defined by the convex hull of all integer feasible solutions of M and by the linear relaxation of M , respectively.
Relationship between AM-SD and GOM-SD
In the main theorem of this section, we prove that AM-SD is a projection of GOM-SD. Several other facial results follow directly from that fact. For ease of reference, we start by reproducing the GOM-SD model. For each r ∈ R, let the binary variable x r be equal to 1 if r is visible in the drawing, and to 0 otherwise. Also, for every pair of distinct disks i, j ∈ S, let w ij be a binary variable that is equal to 1 if i is placed above j, and to 0 otherwise. The objective for each of the problem variants is the same as in AM. For SDP, the following constraints must be satisfied:
We now present two auxiliary results that will be useful for proving our propositions. Let D = (V, E) be a complete directed graph. We associate a binary variable w uv with each directed edge (u, v) ∈ E. The acyclic subgraph polytope [9] , which we denote by P AC , is defined as the convex hull of the integer feasible points that satisfy inequalities (7):
Similarly, the partial order polytope [10] , which we denote by P PO , is defined as the convex hull of the integer feasible points that satisfy inequalities (8) and (9):
Proof. We show how to transform the initial vector w into another vector w ′ that satisfies the conditions stated in the proposition. In particular, we will create a vector w ′ that satisfies inequalities (8) at equality.
Initially, note that there can be no pair of vertices u and v such that w uv + w vu > 1, otherwise the inequality (7) associated with the cycle {(u, v), (v, u)} would be violated. Thus, w satisfies all inequalities (8) . To guarantee that w ′ ≥ w, we construct it by increasing the value of some elements of w. Let m be the number of inequalities (8) that are not satisfied at equality by w. We will show by induction on m that, given w ∈  P AC , w ′ can always be constructed in such a way that it also belongs to  P AC and satisfies (8) at equality. Inequalities (9) will be addressed later to show that w ′ ∈  P PO .
For m = 0, we can simply set w ′ := w. For m > 0, there exist two vertices u and v such that
uv be the one whose corresponding inequality (7) has the smallest slack, i.e., such that s uv := |C
w kl is minimum. Analogously, let C min vu be the cycle that contains (v, u) with the smallest slack s vu := |C
Let  w be the vector obtained from w by adding δ uv to w uv and δ vu to w vu , i.e.,  w uv = w uv + δ uv ,  w vu = w vu + δ vu and  w kl = w kl for all {k, l} ̸ = {u, v}. Note that  w uv +  w vu = 1, so  w still satisfies all inequalities (8); also, m − 1 of them are not satisfied at equality. Therefore, if we show that  w satisfies all inequalities (7), we can apply the induction hypothesis to  w and obtain the desired vector w ′ .
Vectors w and  w differ only in  w uv and  w vu . Consequently, the only inequalities (7) that can be violated by  w are the ones that contain these variables. Due to our choice C min uv and C min vu , it suffices to show that both of those associated with these cycles are satisfied by  w. Clearly, the one associated with C min uv remains satisfied, so suppose the one for C min vu is violated. Algebraically, that means 
The last inequality can be rewritten as δ vu > s vu ≥ 0, which implies δ uv = s uv (otherwise δ vu would be 0). Since w uv + w vu + δ uv + δ vu = 1, we get:
Consider now the two paths π vu := C min uv − (u, v) and π uv := C min vu − (v, u) from v to u and from u to v, respectively. As shown in Fig. 7 , the union of these paths results in a closed walk, which may be decomposed into a set C walk of one or more cycles. Each one of them is associated with one cycle inequality (7) that must be satisfied by w (recall that w ∈  P AC ). Adding these inequalities yields:
But the left-hand side of inequality (11) may be rewritten as follows:
Using expression (12) together with inequality (10) and the fact that |C walk | ≥ 1, we conclude that inequality (11) cannot be satisfied. Therefore, there is at least one inequality (7) that is violated by w, contradicting our initial assumption that w ∈  P AC . Thus, the inequality associated with C min vu is also satisfied by  w and our induction proof is complete.
So far, we have proved that we may indeed construct w ′ ≥ w such that w ′ ∈  P AC and w ′ satisfies all inequalities (8) at equality. It remains to show that inequalities (9) are also satisfied by w ′ . Note that, since all inequalities (7) are satisfied by w ′ , for any three distinct vertices t, u, v ∈ V we must have w
Proof. We must show that every point w ∈  P PO satisfies the cycle inequalities (7) . Suppose that this is not true and let w ∈  P PO be a point that violates at least one cycle inequality. Let C be the shortest cycle in D whose corresponding inequality (7) is violated, i.e., such that
Note that, since all inequalities (8) are satisfied, |C| ≥ 3. Let t, u, v be three consecutive vertices in C. Since w ∈  P PO , we must have Consider now the cycle C ′ obtained by taking all the edges of C, except for (t, u) and (u, v) that are replaced by (t, v), as shown in Fig. 8 . Using (13) and (14) we get:
This shows that the cycle inequality associated with C ′ is also violated, which contradicts our initial assumption and completes the proof.
We can now prove the results stated in the main text. Given a polytope P , we denote its projection onto the x-space by Proj x (P ).
Theorem 3. The polyhedra  P AM-SD and P AM-SD are the projections of  P GOM-SD and P GOM-SD onto the x-space, respectively. Proof. We begin by proving that  P AM-SD = Proj x (  P GOM-SD ). It suffices to show that x ∈  P AM-SD if and only if there exists a vector w such that (w, x) is a feasible point of  P GOM-SD .
Suppose x ∈  P AM-SD . We build a vector w such that (w, x) ∈  P GOM-SD as follows. For each pair of distinct disks i and j, let r be the arc with maximum x r among the ones that are in the boundary of i and also contained in the interior of j. Each of the inequalities (4) can be satisfied by setting w ij to x r . If w violates any of the inequalities (7), there must also be an inequality (2) that is violated. However, since x ∈  P AM-SD , we conclude that w ∈  P AC . Finally, by Proposition 1, there exists w ′ ≥ w such that w ′ belongs to  P PO . Since w ′ ≥ w, all inequalities (4) are still satisfied by (w ′ , x). Also, inequalities (5) and (6) must be
Conversely, suppose that x ̸ ∈  P AM-SD . We assume that 0 ≤ x ≤ 1, otherwise the proof is trivial. This implies that at least one of the inequalities (2) is violated. Let C be a cycle in G O such that the associated inequality (2) is not satisfied. In order to satisfy inequalities (4), for each arc x r ∈ R C , we must set w drj ≥ x r for every disk j ∈ S r . But this means that w must violate at least one of the inequalities (7). Therefore, there exists no w ∈  P AC such that (w, x) satisfies inequalities (4). We then apply Proposition 2 and conclude that
Now, we note that Proj x (P GOM-SD ) =  P AM-SD ∩ Z |R| and the equality P AM-SD = Proj x (P GOM-SD )
follows.
We now use the following results due to Balas and Oosten [11] . Consider the polytope Q :
, where the former represents the equality subsystem of Q. Let F := {(w, x) ∈ Q : αw + βx = β 0 } be a facet of Q. Also, define r * := rank(A = ) and r * F = rank
Theorem 4 (Balas and Oosten [11] ). dim(Proj x (Q)) = dim(Q) − p + r * .
Theorem 5 (Balas and Oosten [11] ). Given a facet
Because the GOM models do not have an equality subsystem, A = is vacuous, so we have r * = 0 and r * F = rank(α). Thus, a facet of  P GOM-SD projects into a facet of  P AM-SD if and only if α = 0.
Proposition 6. The dimension of P AM-SD is |R|.
Proof. As showed by Kunigami et al. [4] , the dimension of the polytopes defined by the GOM models is |S|(|S| − 1) + |R|. We then use Theorem 4 and the result follows.
The inequalities in the next propositions have all been proved to be facet-defining for the GOM models by Kunigami et al. [4] . The results follow directly from this fact together with Theorem 5. To conclude this section, it is not clear if the proof of Theorem 3 can be adapted for PRDP. To do that, we would have to guarantee that all cycles used in Proposition 1 are in  C, which does not seem trivial. However, since P AM-SD is full-dimensional and P AM-SD ⊆ P AM-PRD , P AM-PRD is also full-dimensional. Moreover, the inequalities in Propositions 7 and 8 are also valid for PRDP and, therefore, define facets of P AM-PRD .
Facet-defining cycle inequalities
Inequalities (2) and (3) are generally not facet-defining and lifting procedures to strengthen them are discussed in Section 6. In this section, we present necessary and sufficient conditions under which these inequalities are, indeed, facet-defining. The result is valid for both types of drawings.
Theorem 9. Consider a cycle C ∈ C (resp. C ∈  C). The following conditions are necessary and sufficient for the cycle inequality associated to C to define a facet of P AM-SD (resp. P AM-PRD ):
Proof. Necessity: Suppose condition 1 is not satisfied (see Fig. 9 for an example). Let C ′ ̸ = C be another
Now, for each r ∈ R C − R C ′ , we add inequality x r ≤ 1 to (16) to obtain
which can be rewritten as
The last inequality is precisely the one associated with cycle C. Since it was obtained by adding other valid inequalities, it cannot be facet-defining.
Suppose now that condition 2 is not satisfied for some arc s ′ ̸ ∈ R C (see Fig. 10 for an example). This
. Note that to satisfy the cycle inequality associated with C at equality, C − 1 arcs from R C must be visible simultaneously. Thus, we conclude that equality will never be achieved if s ′ is visible, which implies that the following inequality is valid:
The latter inequality is stronger than the original cycle inequality which, therefore, cannot be facet-defining.
Sufficiency: Suppose that both conditions are satisfied. We will show that inequality (17) defines a facet of P AM-SD (resp. P AM-PRD ).
Consider inequality (18) and assume that it is valid for P AM-SD (resp. P AM-PRD ).
Let F C and F α be the faces of P AM-SD (resp. P AM-PRD ) induced by (17) and (18), respectively. Suppose that F C ⊆ F α . We will show that (18) is a multiple of (17) and, therefore, (17) is facet-defining.
Note that, by condition 1, any subset of |C| − 1 arcs from R C can be visible simultaneously in a solution. Thus, for each arc s ∈ R C we may create a valid solution that belongs to F α by assigning x r = 1 for all r ∈ R C − {s} and x r = 0 to all other variables. Each of these solutions can be replaced in (18) and we obtain
Adding all Eqs. (19) for each s ∈ R C yields: 
, which is the desired value for the coefficients.
We are left to show that for every other s ′ ̸ ∈ R C , α s ′ = 0. By condition 2, there exists an arc s ∈ R C such that the subgraph G O [R C − {s} + {s ′ }] has no cycles from C (resp.  C). A valid solution that belongs to F α can be created by setting x r = 1 for all r ∈ R C − {s} + {s ′ } and assigning zero to all other variables.
We replace this new solution in (18) and obtain
We can finally combine (21) with Eq. (19) and the result follows.
Initial set of inequalities
Since there might be an exponential number of inequalities (2) and (3), it is necessary to select a subset of them to form the initial model that will be loaded into the ILP solver. In our implementation, we use those associated with 2-cycles, which only comprise a polynomial number of inequalities and are valid for both types of drawings. However, graph G O is often quite dense and the number of 2-cycles is quadratic in |R|, yielding O(n 4 ) constraints. Thus, we cannot include them all because the model becomes too big.
Note that the simple alternative of starting with an empty model has the same effect: all 2-cycle inequalities will be violated and added by our separation routines. We next describe a way to select a subset of these constraints that still provide good dual bounds. Our strategy is based on the following inequalities studied by Kunigami et al. [5] . Consider a nondegenerate vertex of the arrangement (i.e., one that is an intersection point of exactly two disks), as shown in Fig. 11 . Note that every disk that contains arc c must also contain arc a. Therefore, if a is visible in a drawing, so is c. By symmetry, the same observation holds for arcs b and d. This allows us to write the inequalities (22). We remark that both polyhedra P AM-SD and P AM-PRD are monotone and, consequently, these inequalities are not valid in general. However, they must hold for any optimal solution and can be used to speed up the resolution of the models.
We now examine the two disks i and j shown in Fig. 12 and the named arcs on their boundaries. Note that any pair formed by a named arc from i and another from j corresponds to a 2-cycle in G O , potentially leading to 49 inequalities. Nevertheless, only the ones associated with arcs r and s need to be included in the model. Using constraints (22), we obtain:
Thus, including the inequality x r + x s ≤ 1 together with (22) we guarantee that all 48 other constraints will also be satisfied. We say that arcs r and s dominate arcs r k and s k (k = 1, 2, . . . , 6), respectively, because in any feasible solution we must have x r ≥ x r k and x s ≥ x s k . We refer to arcs which are not dominated by any other (such as r and s) as maximal arcs.
Each 2-cycle in G O corresponds to a 2-clique in G R (defined in Section 3). Therefore, using Proposition 8, we conclude that an inequality associated with one of these cycles defines a facet if and only if the corresponding clique K in graph G R is maximal. To take advantage of this fact, before inserting an inequality into the solver, we run a fast greedy procedure that iteratively increases K. This is done in two steps: initially, only maximal arcs are inserted in K; after this is no longer possible, all other arcs are allowed. The algorithm works by computing, at each iteration, the set V C of candidate vertices (i.e., those that are adjacent to every member of K). Then, it chooses the candidate that has the largest number of neighbors in V C , updates K, and continues until a maximal clique is obtained. 
Separation routines

Let x
* be the optimal solution to the linear relaxation of the arc model at some node in the branch-andbound tree. For each type of drawing, the objective of the separation routine is to find a cycle C ∈ C or C ∈  C such that the corresponding cycle inequality (2) or (3) is violated, i.e., such that
Before we proceed, let us associate with each edge e rj ∈ E(G O ) a weight w(e rj ) = 1−x * r . Also, to simplify the notation, given a subgraph
w(e rj ). We can rewrite (23) as (24)
.
For SDP, all cycles in G O lead to valid inequalities, so we simply need to find one that satisfies (24). The algorithm we use was first presented by Grötschel et al. [9] for the acyclic subgraph polytope. We can determine if such a cycle exists by using a shortest path algorithm. For each pair of vertices v i , v j ∈ V (G O ), we compute a shortest path from v i to v j and another from v j to v i . If the sum of the weights of the paths is less than one, we join them to obtain the required cycle. If no such pair of vertices exist, all cycle inequalities are satisfied. Thus, (2) can be separated in polynomial time.
For PRDP, care must be taken to ensure that only cycles from  C are prohibited. We do this with a weighted version of the algorithm that computes face-transitive closures. Recall that in the original procedure, given a subgraph H O of G O , we repeatedly compute the transitive closure of H O [S f ] for each maximal face f ∈ F . This is equivalent to the following: given two vertices
, we must add an edge (v i , v j ). For the separation routine, we do exactly the same, with the additional detail that the newly created edge is assigned a weight w(i, j) := w(π ij ). If the edge already exists, we need only update its weight, choosing the smallest value between the current w(i, j) and w(π ij ). This procedure is repeated until there are no more changes in the weights of the edges. It is not clear how many iterations might be necessary until this happens, so the computational complexity of this algorithm is open. Nevertheless, our experiments showed that it performs very well in practice.
We can determine that a cycle C is not physically realizable if some subgraph C[S f ] has a cycle. Note that this implies that the transitive closure of C[S f ] must also contain a 2-cycle, because the transitive closure of a cycle is a complete graph and at least a pair of reverse edges will occur. Similarly, in the separation routine, we can identify a violated inequality if there is a 2-cycle with weight less than 1. To recover the original set of arcs that gave rise to the cycle, we store, with each new edge (v i , v j ), the set of arcs in the path π ij that led us to create it. Naturally, this set must be updated whenever the weight of an edge changes. The procedure is illustrated in Fig. 13 . The arrangement of four disks is the same as in Fig. 5(a) . For the sake of clarity, this example only takes into account the arcs that give rise to the new inequality. Nevertheless, the actual algorithm must be applied to all arcs of the arrangement. The graph on the right shows the weights obtained after running the separation routine. We may take any 2-cycle to create a valid constraint, so for this example we choose the one between disks 2 and 4. Its weight is 0.6, so the associated inequality is indeed violated. Arcs f and l induce the path 2-3-4, which leads us to create edge (2, 4). Likewise, edge (4, 2) was created due to arcs p and b. This yields the inequality
During the execution of the branch and cut algorithm, we often come across several inequalities that are satisfied with a very small slack. When this is the case, it is possible that these inequalities become violated after the execution of lifting procedures. To take advantage of this fact, we replace the right hand side of (23) by |C| − 2 and modify the separation routines so that they look for cycles of weight w(C) < 2. All inequalities found are subjected to lifting procedures (described in Section 6) and are added to the ILP solver only if they are violated. This strategy led to a significant improvement in both dual bounds and execution times.
Lifting
In this section, we present efficient methods to strengthen inequalities (2) and (3). The discussion that follows is applicable for both types of drawings. Consider a cycle C in G O formed by a set of arcs R C (as defined in Section 2.1). We assume that C ∈ C or C ∈  C depending on the problem variant being addressed, so the cycle inequality  r∈R C x r ≤ |C| − 1 is valid. Let R l := R − R C be the set of candidates for lifting. A lifting procedure must compute, for each arc r ∈ R l , a non-negative integral coefficient α r , such that inequality (25) is satisfied by all feasible solutions x.
Lifting procedures usually have two main concerns. Firstly, one wishes to make the coefficients as large as possible, so the resulting inequalities become stronger. However, computing the absolute best values is often a difficult problem. Secondly, there may be many different sets of coefficients that lead to strong inequalities. To deal with the first issue, we use two fast heuristics that guarantee the validity of the lifted inequalities but not the optimality of the coefficients. As for the second issue, we opt to speed up the process by creating a single constraint for each cycle C. Our heuristics rely mainly on identifying pairs of arcs r, s ∈ R that form 2-cycles in G O . Setting any of them visible automatically forces the other one to be covered, so we say that r blocks s, and vice versa. The first heuristic is based on the following observation: if two arcs cannot be visible simultaneously, their coefficients can be determined independently. Therefore, we can compute each α r as if x r were the only lifted variable. More precisely, we want to assign a value to α r such that
is satisfied by every feasible solution x. This clearly holds if x r = 0, so suppose x r = 1. There must be at least α r + 1 arcs from R C covered in x. Let B r C be the set of arcs in R C that are blocked by r. We can guarantee that inequality (26) is valid by setting α r := |B r C | − 1. After this is done for all arcs in R l , we need to choose a subset of arcs such that at most one of them is visible in any solution. Recall that graph G R (defined in Section 3) has a vertex for each arc of the arrangement and its edges indicate pairs that block each other. It follows that a clique in G R leads to a set of arcs with unrelated lifting coefficients. We then apply the greedy algorithm from Section 4 to find a clique K in G R , taking care to include a vertex v r only if α r > 0. Finally, we are able to generate the lifted inequality  
In the second heuristic, we try to lift the coefficients of arcs that do not necessarily block each other. Let us rewrite (25) as (27).
We start by showing how to assign values to each α r in such a way that the relaxed inequality
is satisfied by every feasible solution. Once this is done, a valid constraint can be obtained by decrementing the values of (some) coefficients. Two points should be noted about inequality (28). Firstly, the summation on its right-hand side is simply the number of arcs from R C that are hidden in a given solution x. Secondly, each visible arc r ∈ R l contributes with α r units to its left-hand side. Thus, to satisfy (28), each visible arc r ∈ R l must be compensated by at least α r covered arcs from R C .
The main idea behind our heuristic is to select, for each r ∈ R l , a set of arcs from R C that are blocked by r (and, therefore, hidden whenever r is visible). We refer to this set as the compensating set of r and denote it by M r C . The value of each coefficient α r is then set to |M r C |. If two lifting candidates can be visible simultaneously, their compensating sets must be disjoint; otherwise, they may share some common elements. Next, we show that if this condition is obeyed, our choice of coefficients guarantees that (28) holds for all feasible solutions.
Initially, observe that if an arc r ∈ R l is visible, at least the arcs in M r C must be covered. Hence, inequality (29) is always satisfied.
We now analyze the left-hand side of (29). Since we assume that the preceding condition is obeyed, all sets in the union are disjoint. This allows us to write
But the last summation just adds the coefficients of visible arcs. Thus, it is equal to  r∈R l α r x r and the result follows.
So far we are able to satisfy only (28) but not (27). A straightforward solution would be to decrement all positive coefficients by one. However, it is possible to do better than this. If we can make sure that equality never occurs in (29), inequality (27) will be automatically satisfied. One way to do this is to prohibit one arc from each B r C from being included in any compensating set. This way, each time arc r is visible, there is at least one hidden arc that is not accounted for in the left-hand side of (29). More precisely, we want to select a set of arcs H C ⊆ R C such that H C ∩ B r C ̸ = ∅ for all r ∈ R l . This is simply the statement of a hitting set problem.
We are now able to describe our algorithm. We first select the arcs r ∈ R l such that |B r C | ≥ 2. There is no need to consider the others because our heuristic cannot assign a positive coefficient to any of them. We then construct the set B r C for each selected arc r. A hitting set H C is found using a greedy heuristic that selects, at each stage, the element that is contained in the largest number of sets that have not yet been hit. We make H C minimal by excluding unnecessary elements.
Next, we start building the compensating sets. Given an arc s ∈ R C − H C , let B s l denote the set of arcs from R l that block s. We need to choose an arc from B s l and insert s into its compensating set. We wish to create an inequality with a large violation, so our strategy is to select the arc r with largest x r . Recall that we are allowed to insert s in more than one compensating set as long as the associated arcs cannot be visible together in a feasible solution. So, instead of picking a single arc from B s l , we select a set of arcs such that any two of them block each other. Again, such a set of arcs corresponds to a clique in graph G R and we can compute it the same way we did in the first heuristic. Finally, we generate the lifted inequality  
As we show in Section 7, these lifting heuristics contribute a great deal to improving the dual bounds generated by our formulations. Although no guarantees are given in general as for the dimension of the faces induced by the lifted inequalities, it can be easily shown that those obtained for Figs. 14 and 15 are, indeed, facet-defining (the proof is omitted for the sake of brevity).
Computational experiments
We assess the effectiveness of our solution approach through a series of computational experiments with 60 real-world instances. Firstly, we evaluate the performance of our strategy to select the initial set of inequalities. Secondly, we measure the impact of lifting on both the dual bounds and the total running times. Finally, we compare models AM and GOM for the three problem variants addressed in this paper. For the sake of brevity, the tables show the results for the most challenging instances. Our complete set of instances is available in our web page [12] .
Implementation details
The procedures were implemented in C++ and compiled with GCC 4.4.3. We build the arrangements with CGAL 4.0 using exact arithmetic. The ILPs are solved with CPLEX 12.4. We apply a branch-and-cut algorithm and use the conventional search supplied by CPLEX. We limit the time spent by the solver to at most five hours per component. The experiments were run on an Intel Xeon X3430, 2.40 GHz CPU with 8 GB RAM.
All instances are decomposed in a preprocessing phase with the techniques from [4] . We solve all components and then recombine them to create an optimal solution for the whole instance. For the MaxTotal variants, solution values and gaps are calculated disregarding arcs that are visible in every feasible drawing. Primal solutions for the Max-Total and the Max-Min problems are generated with the GRASP heuristic from [7] and with the greedy algorithm from [3] , respectively.
As observed by Kunigami et al. [4] , it is sometimes possible to bypass the resolution of integer programs when solving the Max-Min PRDP. If an instance (or a component thereof) has a face that is contained in every disk, all physically realizable solutions must also be stacking drawings. This allows us to use the polynomial time algorithm from Cabello et al. [3] . Besides that, not all components need to be solved optimally. We just need an optimal solution to the one that determines the Max-Min value. For the others, it often suffices to find a good heuristic solution, which can once again be done with the algorithm from [3] .
Problem instances
We test our model on three sets of instances. The first set was presented by Cabello et al. [3] and contains four instances: City 156 and City 538, which represent the 156 and 538 largest American cities, respectively; and Deaths and Magnitudes, which represent the death count and the Richter scale magnitude of 602 earthquakes worldwide, respectively. The two other sets were used in [4, 7] and contain 28 instances each. They were generated from data on the population of cities from several countries. We refer to them as Population-S1 and Population-S2. They are both based on the same data, but with different proportionality constants between the area of the disks and the numerical values they represent. The instances in Population-S2 are scaled in such a way that the area of each disk is twice as large as that in the analogous instance from Population-S1.
Numerical results
We first address the issue of selecting the initial set of inequalities that are loaded into the ILP solver. We compare the technique based on maximal arcs with the alternative of using all 2-cycle inequalities. We remark that, as mentioned in Section 4, the latter is similar to starting with an empty model. It should also be noted that the techniques are the same for both stacking and physically realizable drawings. For this reason, it is not necessary to show the results for each problem variant. In the text that follows, duality gaps are calculated with respect to Max-Total SDP optimal values. Table 1 shows the results obtained after solving the linear relaxation of the initial set of inequalities. For each instance, we report the number of disks and arcs, the duality gap, the number of inequalities in the linear program and the time spent solving the relaxation. Columns All and Max refer to the model with all 2-cycle inequalities and to the reduced one based on maximal arcs, respectively. We also present the ratios between the results of the two alternatives.
Using the reduced set of constraints increased the duality gaps by only 0.60% on average. The largest increase occurred for instance Greece-S1 and, still, it was less than 4.00%. On average, the reduced model has 8.5 times fewer inequalities and the relaxation is solved 23.2 times faster. The most remarkable reduction occurs for instance France-S2, which runs more than 1285 times faster with an increase of only 0.55% in the duality gap. Due to the effectiveness of this strategy, all experiments that follow use this reduced set of inequalities.
In the next experiment, we evaluate the impact of lifting on the dual bounds produced by our model. For each instance, we solve the root node of the branch-and-bound tree, which involves solving a linear relaxation and then executing our separation routines. This procedure is repeated until no more violated inequalities are found. Automatic cut generation routines were disabled during this experiment. The results are shown in Table 2 . The original arc model is denoted by AM, whereas the improved formulation obtained after the inclusion of lifting is denoted by AM++. We report the duality gaps after solving the root node of the enumeration tree. The results show that the behavior for both Max-Total problems is very similar. Although AM leaves a small gap, it can still lead to a relatively costly branching. The addition of lifting makes all gaps drop to less than 0.26% and 18 instances that would otherwise need branching can be optimally solved at the root node. As for the Max-Min PRDP, due to the need of a continuous variable to model the objective function, duality gaps are significantly larger. Nevertheless, the lifting procedures are still able to reduce the gaps for many instances.
In the final experiment, we run models GOM, AM and AM++ on all instances for the three problem variants. We enable automatic cut generation routines to evaluate the performance of the models in conjunction with the most advanced features provided by the solver. The results are shown in Tables 3-5 . Optimal values are given in column Opt. For each model, we report the total running time (in seconds), the number of cuts N C added by our separation routines and the number of nodes N N solved in the branchand-bound tree. Some preliminary tests indicated that the GOM model also benefits from the inclusion of the initial set of inequalities described in this work. To establish a fair comparison between the models, the results that follow incorporate these improvements.
To further analyze the speedup enabled by each model, Table 6 shows, for each pair of models, the average, maximum and minimum ratio of their running times. To focus on the hardest instances, the results disregard those that can be solved in less than 10 s by both models. Average values are computed as the geometric mean of the running time ratios.
For both Max-Total variants, the results show that AM performs better than GOM for all instances. The reduction in the number of variables compensates for the exponential number of inequalities and the arcbased formulation achieves a (geometric) average speedup of 5.9 and 6.0 for the SDP and PRDP variants, respectively. The addition of lifting allows AM++ to run 1.9 times faster than AM for both types of drawings. Besides, all but two instances are solved in the root node of the branch-and-bound tree. The greatest improvements occurred for instances France-S1 and Greece-S1, for which AM++ is over 82 times faster than GOM for SDP.
It is interesting to note that, as shown in Table 2 , AM is never able to completely solve the problem on the root node of the search tree. However, in this experiment, this was possible due to the inclusion of A single instance (Switzerland-S2) could not be solved by any of the models within the imposed time limit. The optimal value shown in Table 5 was verified after almost 54 h of computation with the AM model, which is the one that presented the best prospects after the initial five hours.
For the three problem variants, the number of cuts added by our separation routines range from a couple of hundreds to a few thousands. A comparison with the initial number of inequalities reported in Table 1 indicates that the size of the models is not significantly affected by the inclusion of these constraints. For most instances, AM++ adds considerably more cuts than AM. This behavior is expected because, as explained in Section 5, our lifting heuristics are applied not only to violated inequalities (2) and (3), but also to those that are satisfied with a small slack.
Conclusion
We study three variants of a proportional symbol maps problem and propose a novel ILP model in terms of arc variables only. We show that our model for stacking drawings is a projection of another one previously described in the literature. In addition, we describe a strategy to select the initial set of inequalities that greatly improves computation times not only with our models but also with another one from the literature. We also describe fast separation routines and effective lifting procedures. When compared with state-of-theart models, our formulations significantly reduce computation times for most instances. In particular, for the Max-Total variants, 57 out of 60 instances can now be solved in less than a minute.
Several directions exist for future research. From a theoretical perspective, two interesting possibilities are deciding on the computational complexity of the Max-Total SDP and determining whether the AM model for PRDP is also a projection of GOM for that variant. Other ideas include the study of new facet-defining inequalities and the development of branching techniques based on geometric properties of the problem.
Finally, current methods still require large computation times to solve the Max-Min PRDP exactly, so there is still a lot of room for improvement.
