Abstract-This work concerns metrics for evaluating microarchitectural enhancements to improve processor lifetime reliability. A commonly reported reliability metric is mean time to failure (MTTF). Although the MTTF metric is simpler to evaluate, it does not provide information on the reliability characteristics during the relatively short operational life of commodity processors. An alternate metric is nTTF, which represents the time to failure of n% of the processor population. nTTF is a more informative metric for the (short) portion of the lifetime that is relevant to the enduser, but determining it requires knowledge of the distribution of processor failure times which is generally hard to obtain.
I. INTRODUCTION
An important goal for processor designers is to ensure longterm or "lifetime" reliability against hard failures. Unfortunately, aggressive CMOS scaling coupled with increased on-chip temperatures is accelerating the onset of wear-out or aging related hard failures due to effects such as electromigration (EM), gate oxide breakdown (OBD), and negative bias temperature instability (NBTI) [3] , [26] , [33] .
Until recently, in the broad general-purpose processor market, lifetime reliability was largely addressed at the device level, without much help from microarchitects. Although such an approach tackles the problem at its root, it generally cannot exploit high-level application and system behavior. Recently, several academic and industry researchers have suggested exploring microarchitecture-level solutions for the lifetime reliability problem [3] , [5] , [4] , [11] , [20] , [27] , [25] , [33] . Such a solution can be application-aware and opens up new cost-performance reliability points for general-purpose processors, which were previously unavailable.
Appropriate metrics and models are essential to enable effective microarchitecture-level lifetime reliability research. A commonly reported metric for reliability is mean time to failure This work is supported in part by an IBM faculty partnership award, the Gigascale Systems Research Center (funded under FCRP, an SRC program), the National Science Foundation under Grant NSF CCF 05-41383 and an equipment donation from AMD.
(MTTF), which is the expected lifetime of the given population of processors. Srinivasan et al. recently proposed RAMP, the first generation of microarchitecture level models to calculate workload-specific MTTF of a processor for various wear-out failure mechanisms [25] , [28] .
A key limitation of the MTTF metric is that it is a single summary statistic that does not provide insight on the failure behavior of the population, especially for failure mechanisms like wear-out that do not have a constant failure rate [17] , [30] , [32] . The following example illustrates this limitation of MTTF.
Figure 1(a) shows the cumulative distribution function (CDF) of the lifetimes for two simulated product lines (the methodology for this simulation is explained in Section IV). The MTTF for both the product lines is 20 years, a typical MTTF target for processor designers [13] . However, the typical operational life for a processor is much shorter, e.g., of the order of 5 to 7 years. Figure 1 (b) shows a closer view of the CDF for the first 10 years, which is more relevant to the end user. The figure shows that the onset of failures for system A is far slower than that for system B in the first 10 years. For example, in 5 years, system A processors have seen practically no failures, but 0.03% of system B processors have already failed. Subsequently, in about 7 years, only about 0.02% of the processors in system A have failed, while about 0.4% of the processors in system B have failed. For users who expect to upgrade within 5-7 years, system A is clearly a better choice than system B. The MTTF metric, however, fails to make this distinction.
This limitation of the MTTF metric has an impact on both the customer and the vendor. From the customer's perspective, paying a premium for a high MTTF is not useful if it does not translate to a commensurately lower probability of failure during the expected operational life. In Figure 1 , the customer would rather choose system A, but has no way to do so if the vendor only supplies the metric of MTTF. From the vendor's perspective, apart from the number of disgruntled customers, warranty and replacement costs also depend on the number of failures during the expected operational life which, in spite of similar MTTFs, may be varied. Reliability models based purely on MTTF cannot distinguish between different designs from such perspectives and may thus result in sub-optimally designed systems.
A. The nTTF Metric
This paper explores nTTF -an alternate metric for reliabilityaware designs, and studies its relation to the commonly used MTTF. Mathematically, nTTF is the time t at which F(t) = n 100 , where F(t) is the CDF for the processor lifetimes. Informally, nTTF can be interpreted as the time to failure of n% of a large processor population. Alternately, by time t, the probability of failure of a processor is n 100 . To emphasize the relationship with the commonly used MTTF, we denote this metric as nT T F (n is a relatively small number for cases of interest). For example, 1-TTF = 5 years implies that 1% of the processor population will fail in 5 years; conversely, the probability of failure for a given processor in ≤5 years is 0.01. From the vendor's point of view, an nTTF driven design must ensure that nTTF exceeds the anticipated useful operational life for some acceptable failure probability (0.01 × n). Both n and the desirable nTTF depend on the market, including factors such as customer satisfaction, warranty costs, and anticipated useful operational life. For example, acceptable values of n (probability of failure) for the desktop market are likely to be higher than for the server market. Providing nTTF data for multiple values of n would allow the customer to consider the value most appropriate for their use.
From the customer's point of view, nTTF indicates that a given processor will fail with probability 0.01 × n within nTTF years. This gives the customer more information than with MTTF for comparing products. For example, it may not be worthwhile for a desktop user to pay a cost premium to obtain 1-TTF > 10 years, but it may be worthwhile to pay a cost premium to obtain 0.1-TTF > 5 years.
B. Contributions of this paper
This paper provides a quantitative evaluation of nTTF and its relationship to MTTF for lifetime reliability enhancing techniques for modern superscalar architectures. It shows (1) that the choice of metric has a quantitatively significant impact on architecture-level reliability analysis and modern superscalar processor design and (2) a fundamental reason for the difference between MTTF-and nTTF-driven designs is the change in rel-ative vulnerabilities of different microarchitectural components over time.
To achieve our goals, we extend the state-of-the-art architecture-level RAMP 2.0 tool to measure nTTF in a straightforward way, making early-stage nTTF-driven processor design practical. We then use our extended version of RAMP 2.0 to compare nTTF and MTTF for previous reliability enhancing techniques based on sparing and degradation of microarchitecture-level components, for a baseline out-oforder superscalar processor running various SPEC CPU2000 benchmarks.
We find that, in general, there is no obvious relationship between MTTF and nTTF for our systems. The key reason is that wear-out failures follow complex non-exponential lifetime distributions -RAMP 2.0 uses lognormal distributions for individual microarchitectural components, and uses Monte Carlo simulations with a MIN-MAX analysis to aggregate these lognormals into the overall lifetime of the processor. The resulting distribution of the processor lifetime is complex and different for various applications running on the same system and across different systems.
Our results also show that designs that are optimal for MTTF may not be optimal for nTTF, and vice-versa. In particular, we see that designing to MTTF as a proxy for nTTF leads to systems that are generally over-designed, i.e., a design with a lower area overhead would achieve the required reliability target under nTTF, but using MTTF instead results in a design with a higher area overhead.
To explain the difference in design decisions under the different metrics, we introduce the notion of the relative vulnerability factor (RVF) for the different processor components. The RVF of a component indicates its vulnerability to wear-out, relative to other components in the system. Hence, the highest reliability benefit is achieved by enhancing the reliability of the components with the highest RVF (e.g., introducing spares for such components). However, due to the complexity of the lifetime distributions of the systems we study, we find the RVFs change depending on how long the system is expected to be used. Thus, depending on the metric used (which effectively determines the system lifetime that is considered for making design decisions), we see that the components with the highest RVF are different for different metrics, resulting in different design choices when considering alternate metrics.
Overall, our analysis of the different metrics shows that the choice of metric has a significant impact on the architecture-level design decisions for lifetime reliability and quantifies this impact for modern superscalar processors.
II. RELATED WORK AND BACKGROUND
Section II-A describes related work on alternate metrics. Section II-B provides background on RAMP [25] , [28] , a state-ofthe-art architecture level reliability model and tool we use in this study. Section II-C provides background on the two reliabilityenhancing techniques we study here -Structural Duplication (SD) and Graceful Performance Degradation (GPD) [27] .
A. Reliability Metrics
MTTF (or MTBF -mean time between failures) is a widely used reliability metric in both marketing literature for the computing industry and academic papers evaluating different wearout tolerant architectures [2] , [7] , [18] , [19] , [24] , [28] , [32] .
An alternate metric also widely used is based on failure rate, measured in units of FITs or failures per billion hours of operation. It is common practice to quote a constant FIT rate and use the relationship F IT s = M T T F . However, the constant failure rate assumption and the reciprocal relationship between MTTF and failure rate only hold for failure mechanisms with exponential lifetime distributions [31] . It is widely accepted that wear-out based failures do not follow exponential lifetime distributions and have failure rates that change with time [31] -typical wear-out failure mechanisms start with a low failure rate at the beginning of the component's lifetime and have an increasing failure rate as the component ages. We assume the more realistic non-exponential model and so do not use FITs.
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The nTTF metric explored here is widely used in the automotive industry, where it is commonly referred to as Blife, and for mechanical devices like fans, where it is referred to as L-life [32] (L 10 is a commonly used metric [21] ). In statistics and reliability theory, the nTTF function is referred to as the percent point function or the inverse distribution function (since it is the inverse of the cumulative distribution function of processor lifetime) [15] . The metric is also directly related to the Mission Time Function, which gives the time at which the system reliability falls below a given level [22] . Some papers from the computer industry also describe this metric [13] , [30] , [32] (sometimes referred to as t n [13] ), stating that it is more meaningful than MTTF for short operational life, but [30] , [32] state that it is not commonly used.
However, none of the above provide a quantification of the impact of using nTTF vs. MTTF on the design of modern superscalar processors. We present such a quantification and an in-depth analysis of these metrics. While reliability experts are already aware of the differences between nTTF and MTTF, we believe that this work, for the first time, quantitatively demonstrates the impact of these differences on the design of modern processors, and builds a fundamental understanding for architects performing early-stage reliability analysis. It additionally demonstrates how nTTF can be measured at the architecturelevel with current evaluation tools.
An alternative metric to nTTF is its inverse -the probability of failure within a specified time (t). We refer to this metric as FIT-t (percentage failed in t years) to convey the symmetry with the more common failure rate based metric. Arguably, this metric may be more insightful than nTTF for customers who may be able to better anticipate their useful operational period (t) and wish to compare the probability of failure during this time. This metric is the same as the CDF of the lifetimes, which is also equivalent to 1-reliability. The methodology described in this paper and the key results are easily extensible to this metric as well, and hence we don't report these results.
Finally, there are various reliability based metrics derived from considerations other than failure; e.g., metrics related to repair time, replacement rate, maintenance, etc. These include part replacement rate, warranty claim rate, etc. Wood summarizes several such metrics [32] . Most of these metrics are, however, based on analysis of field data and is beyond the scope of this work.
B. RAMP
RAMP [25] , [28] models the following wear-out failure mechanisms in processors: Electromigration (EM), Stress Migration (SM), Oxide Breakdown (OBD), Thermal Cycling (TC) and Negative Bias Temperature Instability (NBTI) [1] . It works in conjunction with a timing simulator, a power model, and a temperature model (in our case, Turandot [14] , PowerTimer [6] , and HotSpot [23] , respectively).
RAMP starts with state-of-the-art device level analytical models for each of the above failure mechanisms. These models were derived from a deep understanding of the physics behind each of the failure mechanisms. The original models compute MTTF as a function of various operating parameters such as temperature, voltage, and utilization, assuming steady state operating conditions. RAMP abstracts these models at the level of microarchitectural structures (e.g., ALU, etc.), and incorporates workload-driven changes in the different parameters over time (obtained from the timing simulator). At the end of the timing simulation, RAMP reports the MTTF of individual microarchitectural structures for each failure mechanism.
To obtain the overall reliability of the processor, RAMP needs to combine the MTTFs across different failure mechanisms and different structures. This requires knowledge of the lifetime distributions of the different failure mechanisms. We use the state-of-the-art RAMP 2.0, which uses lognormal distributions [27] . As discussed earlier, an exponential distribution with a constant failure rate is often used for its analytical simplicity, but is widely known to be inaccurate. Lognormal distributions have been shown to be more accurate for wear-out processes common to semiconductor materials due to the multiplicative degeneration argument [15] , [27] . Since lognormal distributions are hard to deal with analytically, RAMP 2.0 uses the Monte Carlo simulation method to calculate the full processor MTTF from the lognormal lifetime distributions of individual structures and failure mechanisms. The individual distributions are fully specified by their means (provided by the previous step using the timing simulator) and σ, the shape parameter for the lognormal distribution, which is set at 0.5 (used for wear-out failures in prior work [1] , [15] ).
The use of Monte Carlo simulation also allows RAMP 2.0 to calculate the MTTF of a full system that incorporates redundancy at the level of microarchitectural structures for reliability enhancement (Section II-C). Specifically, RAMP 2.0 can model series failure systems (i.e., no redundancy) and series-parallel redundant and/or standby redundant systems, using a MIN-MAX analysis on the individual component lifetimes in a given Monte Carlo trial [27] .
C. Reliability-Enhancing Techniques
We examine two reliability-enhancing methods based on structure-level redundancy explored by Srinivasan et al. [27] .
In the first method, Structural Duplication (SD), certain redundant microarchitectural structures are added to the processor, and designated as spares. Spare structures can be turned on during the processor's lifetime when the original structure fails. Hence, in a situation where the processor would have normally failed, the spare structure extends the processor's lifetime. With SD, the processor fails only when a structure with no spare fails, or if all available spares for a structure have also failed. The main function of the spares is to increase the reliability and not to enhance the performance; therefore, they are power gated and not used in the beginning of the processor's life.
The second method, Graceful Performance Degradation (GPD), allows the processor to exploit existing microarchitectural redundancy for reliability. Modern processors have replicated structures to increase the performance for applications with instruction-level parallelism. The replicated structure, however, is not necessary for functional correctness. If the replicated structure fails in the course of a processor's lifetime, the processor can shut down the structure and can still maintain functionality, thereby increasing lifetime. With GPD, the processor fails only when a structure with no redundancy fails or when all redundant structures of a given type fail.
Both SD and GPD incur overheads while increasing processor reliability. In the case of SD, extra processor die area is required to introduce the spares incurring a cost overhead. In the case of GPD, a performance overhead is incurred to improve the reliability. We will explore SD and GPD configurations with various overheads.
III. INCORPORATING NTTF INTO RAMP
Mathematically, nTTF is defined as the time t at which
where F (t) is the cumulative distribution function (CDF) for the processor lifetime [31] . We calculate nTTF with RAMP 2.0 as follows. As mentioned in Section II, RAMP 2.0 uses a Monte Carlo simulation to generate the processor MTTF from the MTTFs of the individual structures and failure mechanisms generated from the timing simulator run. Each Monte Carlo trial generates a value for the time to failure for each individual structure for each failure mechanism. This time is generated from the corresponding lognormal distribution, which is fully specified by the mean (MTTF) provided by the timing simulator run and shape parameter σ of 0.5 as mentioned earlier.
Using these lifetime values, RAMP 2.0 performs a MIN-MAX analysis across all structures to get the lifetime for the full processor. For example, the base processor with no redundancy is a series system. The lifetime of each structure is the minimum of the time to failure from each failure mechanism. The lifetime of the full processor is the minimum of the lifetimes for each structure. Details on the analysis for the SD and GPD systems are provided in [27] .
Thus, each Monte Carlo trial generates the lifetime for one processor sample. RAMP 2.0 averages these lifetimes over 10 7 trials to provide the MTTF of the processor.
The processor lifetimes generated in the 10
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Monte Carlo trials of RAMP 2.0 directly provide information on the cumulative distribution function for the processor lifetimes. To calculate nTTF, we therefore find the smallest processor lifetime value such that n% of the trials lie within that time. 
IV. EXPERIMENTAL METHODOLOGY
We perform our evaluations using RAMP 2.0 (extended to calculate nTTF) coupled with performance, power, and temperature simulators and models, using a methodology similar to previous RAMP-based work [25] , [26] , [27] .
A. Base Processor
The base processor we used for our simulation is a 65nm, out-of-order, 8-way superscalar processor. The microarchitecture is similar to that of a single core within a POWER4 chip [29] . The 65nm processor parameters were derived from scaling down parameters from the 180nm POWER4 processor [26] . Although we model the performance impact of the L2 cache, we don't model the reliability as its temperature is much lower than the processor core, resulting in very few L2 cache failures. Table I summarizes the base processor modeled.
B. Simulation Environment
For timing simulations, we use Turandot, a trace-driven research simulator developed at IBM's T.J.Watson Research Center [14] . Turandot was calibrated against a pre-RTL, detailed, latch-accurate processor model. For the power model, we use PowerTimer, a tool-set built around Turandot [6] . The power values from PowerTimer are fed into HotSpot to evaluate the temperatures of various components on chip [23] . These tools are interfaced with RAMP 2.0 as described earlier. As mentioned, RAMP 2.0 divides the processor into microarchitectural structures and operates at this structure granularity. In our work, we divide the processor into the following seven structures: instruction fetch unit (IFU), branch prediction unit (BXU), instruction decode unit (IDU), instruction scheduling unit (ISU), fixed point unit (FXU), floating point unit (FPU) and the load store unit (LSU) (similar to [27] ).
C. Workloads
We evaluate 16 SPEC2000 benchmarks (8 SpecInt + 8 SpecFP). The SPEC2000 trace repository used in this study was generated using the Aria trace facility in the MET toolkit [14] using a full reference input set. Sampling was used to limit the trace length to 100 million instructions per program. The sampled traces have been validated with the original full traces for accuracy and correct representation [10] .
D. Reliability Enhancements
As mentioned earlier, we study two reliability enhancements to the base processor -structural duplication (SD) and graceful performance degradation (GPD). Our methodology is identical to that used in [27] .
For SD, the seven structures of the processor (Section IV-B) are grouped into five groups, each of which can be duplicated for standby or spare redundancy. The cost overhead of this area increase is evaluated using the Hennessey-Patterson die cost model [8] , and reported as the ratio of the cost of the SD and base processors. For GPD, the structures are grouped into four groups, each of which is allowed to degrade to half performance without the entire processor failing. The net performance overhead of a GPD configuration is reported as the slowdown incurred by the fully degraded version of that configuration for the entire application (relative to the base configuration). 4 SD with a cost overhead of X and GPD with a performance overhead of Y are denoted by SD-X and GPD-Y respectively. In each case, we use the system configuration that gives the most benefit in MTTF for the specified overhead for the given application.
E. Metrics
We study the relationship between MTTF and nTTF for n values of 0.1, 0.5, 1 and 5. The specific failure probabilities targeted by the industry are, in general, confidential and hard to obtain. We found documentation for one scenario that appears to target 1% failure over the operational lifetime for Intel LXT971A Fast Ethernet Transceiver [9] . Another document mentions that 0.1% and 1% failure times are more relevant to processors than MTTF but fails to provide any additional information [13] . In addition to these documented values for n, we study n=0.5 to fill the space between 0.1% and 1%. We use n=5 as an upper bound for the target failure rate of a population of processorsa failure probability of 0.05 is a high failure probability for the microprocessor industry.
V. RESULTS

A. Can We Predict nTTF from MTTF?
We first explore if MTTF can be used to predict nTTF. It can be analytically shown that for both the exponential and lognormal distributions, for a given n, the nTTF is proportional to the MTTF (Appendix A). Unfortunately, the systems of interest to us have lifetimes that are complex functions of lognormal distributions. The base system is series-failure (it fails when any component fails) and so its lifetime is a minimum of several lognormals (one distribution for each failure mechanism applied to each component). GPD and SD employ redundancy and so their lifetimes are complex functions involving minimums, maximums, and sums of lognormals of the underlying components and failure mechanisms [27] . To our knowledge, there are no known analytical solutions to determine the distributions for such complex functions [12] . We therefore report empirical results.
We first explore if there is a proportionality relationship between the MTTF and nTTF for our systems. Such a relationship would enable the use of MTTF as a proxy for nTTF for reliability analysis. Figure 2 shows the ratio of nTTF to MTTF for all applications for n=0.1%, 0.5%, 1%, and 5%, in the (a) Base, (b) GPD-1.11X, (c) GPD-2X, (d) SD-1.75X, and (e) SD-2.25X systems. The applications are ordered in increasing order of MTTFs. The chosen GPD and SD systems represent a mix of different performance and cost overheads to enhance system reliability, and the inferences drawn from these systems are similar to those from other systems.
The figure shows that the ratio of nTTF to MTTF, for a given n, is, in general, both system and application dependent. Tables II(a) and (b) respectively quantify these dependences further. For each n, each table assumes a constant nTTF/MTTF ratio, say k n , and predicts nTTF as k n × M T T F measured . Table II(a) assumes a system-oblivious (but application-dependent) k nwe use the measured nTTF/MTTF for the base system for the given application. Table II(b) assumes an application-oblivious (but system-dependent) k n -we use the measured nTTF/MTTF averaged across all applications for the given system. For each system, the tables report the error in the estimated nTTF (absolute error averaged across all applications) as:
Table II(a) shows significant errors, clearly showing that the ratio of nTTF to MTTF is system dependent. Thus, information from the base system is insufficient to predict the nTTF from the MTTF of a reliability-enhanced system. The table shows that the errors in making such estimations may be as high as 33%.
Table II(b) also shows errors, but these are much smaller than Table II(a). That is, for a given system, the nTTF/MTTF ratio shows smaller variation across our applications. However, given the system dependence in the previous table, it is hard to determine this ratio a priori and use it to predict nTTF from MTTF.
B. Can We Predict nTTF Improvement from MTTF Improvement?
The previous section showed that, in general, the nTTF cannot be directly predicted from the MTTF. However, designers and users are often concerned with relative comparisons among systems; therefore, we next explore whether the improvement in nTTF from a reliability-enhancing technique can be predicted from the improvement in MTTF. We use the techniques of SD and GPD for this purpose.
The benefit in nTTF (or MTTF) for a system is the ratio of the nTTF (or MTTF) of the GPD or SD system over that of the base system when running the same application. Figure 3 shows the benefit in MTTF and nTTF for (a) GPD-1.11X, (b) GPD-2X, (c) SD-1.75X, and (d) SD-2.25X systems for different applications. For each system, the applications are ordered in increasing order of MTTF benefit.
The figures show that the benefit in MTTF does not correspond to an identical nTTF benefit. This benefit in nTTF is both application and system dependent, with the nTTF benefit being higher than MTTF benefit in most cases.
For example, consider the GPD-1.11X system shown in Fig-System Error in estimation 0.1-TTF 0. Average absolute error in estimating nTTF from the ratio of nTTF to MTTF in a (a) system-oblivious fashion (assuming the nTTF to MTTF ratio for the given system is the same as for the base system for the given application) and (b) application-oblivious fashion (assuming the nTTF to MTTF ratio for each application in the given system is the same and set to be the average ratio). The system-oblivious estimations show large errors in several cases, indicating a strong system dependence of the nTTF to MTTF ratio. ure 3(a). Under this performance overhead, the application gap shows no benefit in nTTF or MTTF while the application mgrid shows a 1.5X benefit in MTTF and a 1.6X benefit in nTTF, for all n shown. The application perlbmk shows a 1.7X improvement in MTTF and the benefits in nTTF are higher than 2X, with varying benefits for different n. Thus, even for a given performance overhead, the absolute and relative benefits in MTTF and nTTF are application specific.
The absolute and relative benefits in nTTF and MTTF are also varied across different systems. For example, in the SD-1.75X system, apsi shows a 1.5X benefit in MTTF and a 1.7X benefit in nTTF for various n. However, the same application in the SD-2.25X system shows a 2X benefit in MTTF and an nTTF benefit larger than 2.5X for all n shown.
C. Does nTTF vs. MTTF Affect Design Decisions?
From a pragmatic viewpoint, we mainly care about whether our tools and metrics lead to the right design, even if they do not make the correct quantitative predictions. This section explores the impact of using MTTF instead of nTTF on the final design choice. We pose the following question. Suppose a designer had to improve the reliability of the base system by a certain factor, say K, by using either SD or GPD. How would the optimal design choice based on improving the MTTF by factor K compare with that based on improving nTTF by K? By optimal, we mean the design choice that achieves the target reliability improvement at the lowest cost or performance overhead.
Since the benefits in MTTF are mostly lower than the benefits in nTTF, designing with MTTF as a proxy for nTTF can lead to design choices that achieve an nTTF benefit that is well above the targeted reliability benefit, potentially resulting in an unnecessarily higher overhead system. Conversely, for cases where the benefits in MTTF are higher than the benefits in nTTF, an MTTF-optimal design may not achieve the desired reliability target in nTTF. Figure 4 shows the impact of the differences in design choices for two target reliability benefits (over base) of 1.75X (left column graphs) and 2X (right column graphs). For a given target reliability, the figure shows two bars for each application. These bars respectively show the excess reliability and excess overhead incurred by an MTTF-driven design relative to a nTTF-driven design that achieves the target reliability benefit. A unit value on the graph denotes that the nTTF-and MTTF-driven designs both chose the same system (and so there is no excess reliability or overhead for the MTTF-driven design). Values higher than unity on both bars denote that the MTTF-driven design chose a system with an unnecessarily higher overhead (and an unnecessarily higher nTTF) than the nTTF-driven design. The (last) average bars in each set of graphs show the excess reliability and excess overhead when targeting the given reliability benefit on average across all applications.
These graphs show that when the target reliability improvement is projected as an MTTF improvement, the system chosen often has a much higher overhead than when the corresponding improvement is targeted for nTTF. This overhead provides higher reliability in nTTF, but this reliability is overkill. For example, when the target reliability is an improvement of 1.75X for 1-TTF but is projected incorrectly as a 1.75X improvement in MTTF, on an average, a system with excess overhead of 40% is chosen. The more expensive MTTF-driven system achieves an nTTF benefit of 1.4X more than the nTTF-driven system, but this is excess reliability that is not required, making the system over-designed. Individual applications and other systems show much larger overprovisioning, owing to varying benefits in various metrics across different systems.
Thus, the design decisions made for reliability-aware system design is impacted significantly by the choice of the metric. Incorrect design metrics may result in systems with an unnecessarily high overhead to be chosen to achieve the desired target when a system with a significantly lower overhead would have sufficed.
D. Analysis and Implications for Design: the Relative Vulnerability Factor
Our results so far clearly show that the nTTF metric has different implications than MTTF for reliability-aware design. This section seeks to understand the reasons for these differences, and describes implications of this analysis for the design methodology for reliability-aware systems.
In order to understand the nature of the benefits curves shown in Figure 3 , we probe further into the lifetime distributions of the various components within a processor.
The main difference between nTTF and MTTF is that nTTF is focused on the first few years while MTTF is concerned with a longer time. Thus, clearly the failure processes see a change over these time scales. A key to understanding this difference is to get data on the relative probability of failure of a given component when we look at failure data over a long time scale versus when we look at failure data only over the time scale of nTTF years. Table III presents this data for the SpecInt application vpr running on the Base, SD-1.75X, and SD-2X systems. A star (*) next to a component indicates that the component has a spare in the given system. We chose vpr for this analysis as other applications on other systems also show similar behavior, and the insights gained from the analysis of this benchmark are readily extensible to other scenarios. For a given system, the row labeled MTTF gives the percentage of the 10 7 Monte Carlo trials where the given component was responsible for system failure (i.e., the component failed first). The row labeled 0.1-TTF provides the same statistic, but for the trials that failed within the first 0.1-TTF years (i.e., for the 10 4 trials that resulted in the earliest failures, it gives the percentage of these trials where the given component was responsible for failure).
We refer to the data shown as the relative vulnerability factor or RVF of the component -this factor is critical in determining the reliability properties of the system. Clearly, the component with the highest RVF is the most likely to fail and must be made redundant for effective design. If there are multiple components with similar RVFs, all would require redundancy to make a difference. Now if the RVF values of the different components change for different metrics, then design decisions based on one metric will not necessarily be good for another. This is what we see in the previous sections. In cases where the MTTF improvement is not predictive of nTTF improvement and where the overhead-optimal designs are different, we find that the RVFs of the components are markedly different when using MTTF or nTTF as the metric.
For example, in Table III , in the base system, the LSU has the highest RVF (99%) for the 0.1-TTF metric (it fails first in over 99% of the trials that fail in the first 0.1TTF years). For the MTTF metric, the LSU still has the highest RVF value, but it is a lower 88% (it fails first in 88% of all 10 7 trials). Thus, when a spare LSU is added (as in the SD-1.75X system) 0.1-TTF improves by a higher factor of 1.8X compared to the 1.5X improvement in MTTF. Similarly, in other cases where the benefits in the various metrics differ, we see that the RVFs of the different components are different under the various metrics.
These differences in the vulnerability arise from the underlying lifetime distributions of the components. The vulnerability for nTTF (for small n) depends on the nature of the lifetime distribution curve in the initial years, while those of the MTTF depend on the long-term lifetime curve. Figure 5 shows the CDFs of the LSU and the IFU lifetimes when the vpr application is run on the SD-2X system (the CDF of the full system lifetime is also shown). Figure 5(a) shows the CDFs up to 5%, while Figure 5 (b) shows the full curves. We see from Figure 5 (a) that for small lifetimes, t, the IFU has a higher failure probability than the LSU (the CDF curve for the IFU is higher than that of the LSU) while for larger t, Figure 5 shows that the LSU has a higher failure probability. Hence, the IFU has a higher RVF for 0.1-TTF (which considers failures for a small t) while the LSU has a higher RVF for the MTTF. Thus, using these RVF values, designs based on MTTF will add a spare LSU while designs based on 0.1-TTF will add a spare IFU. This clearly shows that the RVF directly impacts the design choices made when designing for different metrics, resulting in different designs under different metrics.
Thus, the knowledge of the RVF for different components in the system under different metrics can help guide the right design choices that incur the lowest overhead while achieving the highest reliability benefit.
VI. CONCLUSIONS
Aggressive CMOS scaling is expected to accelerate wear-out based failures. While high-end systems in niche high-reliability markets have always been concerned about lifetime reliability, recently this concern has spread to the broader general-purpose market as well. Concerned microarchitects have begun to propose reliability-aware microarchitectures to tackle problems caused by wear-out failures.
Comparing these reliability-aware microarchitectures requires a thorough understanding of the metrics used for such a comparison. MTTF (or FIT, computed as 1 M T T F ) is a widely reported reliability metric in academic and marketing literature. MTTF, being an average, does not capture sufficient information about the useful operational life of the processor, which is typically much smaller than the mean life. An alternate metric is nTTF, which represents the time to failure of n% of the processor population. However, it is not clear if the choice of metrics makes a quantitative difference to modern processor designs. This paper quantitatively analyzes the implication of designing reliability-aware microarchitectures for MTTF versus designing for nTTF. Distribution dependent metrics such as nTTF are inherently more complex to compute, but this work presents a straightforward way to compute such a metric using a state-ofthe-art architecture level lifetime reliability tool RAMP 2.0.
Our analysis shows that the choice of metrics significantly impacts the design decisions for reliability-aware designs. We showed examples where MTTF-driven designs incurred an excess overhead of 40% or more for unnecessary reliability. The difference in the optimal design choice under the two metrics results from a change in the relative vulnerability factor (RVF) of the different processor components over time, due to the complex lifetime distribution curves of our systems. Since nTTF is concerned with the first few years while MTTF is a mean over the entire distribution curve, the change in RVFs results in different design choices.
Admittedly, current architecture level tools for lifetime reliability are still preliminary and our work also makes significant assumptions. Nevertheless, this paper takes an important step in understanding the right metrics that should be targeted by such tools and quantifies the impact of using different metrics for reliability-aware processor design.
Additionally, nTTF may not be the only metric that designers are concerned about. Other metrics such as mean time to repair, etc. are also important. Although this work does not analyze all such metrics, it establishes an important step in understanding the differences between two such metrics -MTTF and nTTF.
