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Optimal Ternary Cyclic Codes from Monomials
Cunsheng Ding and Tor Helleseth
Abstract
Cyclic codes are a subclass of linear codes and have applications in consumer electronics, data storage systems,
and communication systems as they have efficient encoding and decoding algorithms. Perfect nonlinear monomials
were employed to construct optimal ternary cyclic codes with parameters [3m− 1,3m− 1− 2m,4] by Carlet, Ding
and Yuan in 2005. In this paper, almost perfect nonlinear monomials, and a number of other monomials over
GF(3m) are used to construct optimal ternary cyclic codes with the same parameters. Nine open problems on such
codes are also presented.
Index Terms
Almost perfect nonlinear functions, cyclic codes, monomials, perfect nonlinear functions, planar functions.
I. INTRODUCTION
Let q be a power of a prime p. A linear [n,k,d] code over GF(p) is a k-dimensional subspace of GF(p)n
with minimum (Hamming) nonzero weight d. A linear [n,k] code C over the finite field GF(p) is called
cyclic if (c0,c1, · · · ,cn−1) ∈ C implies (cn−1,c0,c1, · · · ,cn−2) ∈ C . Let gcd(n, p) = 1. By identifying any
vector (c0,c1, · · · ,cn−1) ∈ GF(p)n with
c0 + c1x+ c2x
2 + · · ·+ cn−1x
n−1 ∈ GF(p)[x]/(xn−1),
any code C of length n over GF(p) corresponds to a subset of GF(p)[x]/(xn−1). The linear code C is cyclic
if and only if the corresponding subset in GF(p)[x]/(xn−1) is an ideal of the ring GF(p)[x]/(xn−1). It is
well known that every ideal of GF(p)[x]/(xn−1) is principal. Let C = (g(x)) be a cyclic code, where g(x)
is monic and has the least degree. Then g(x) is called the generator polynomial and h(x) = (xn−1)/g(x)
is referred to as the parity-check polynomial of C .
The error correcting capability of cyclic codes may not be as good as some other linear codes in general.
However, cyclic codes have wide applications in storage and communication systems because they have
efficient encoding and decoding algorithms [10], [17], [25]. For example, Reed-Solomon codes have found
important applications from deep-space communication to consumer electronics. They are prominently
used in consumer electronics such as CDs, DVDs, Blu-ray Discs, in data transmission technologies such
as DSL & WiMAX, in broadcast systems such as DVB and ATSC, and in computer applications such as
RAID 6 systems.
Perfect nonlinear monomials were employed to construct optimal ternary cyclic codes with parameters
[3m− 1,3m− 1− 2m,4] by Carlet, Ding and Yuan in [8]. In this paper, almost perfect nonlinear (APN)
monomials and a number of classes of monomials over GF(3m) will be used to construct many classes
of optimal ternary cyclic codes with the same parameters. Nine open problems on such codes are also
presented.
II. PRELIMINARIES
In this section, we fix some basic notation for this paper and introduce almost perfect nonlinear and
planar functions, and q-cyclotomic cosets that will be employed in subsequent sections.
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2A. Some notation fixed throughout this paper
Throughout this paper, we adopt the following notation unless otherwise stated:
• p is an odd prime, and p = 3 for Section IV and subsequent sections.
• q = pm, where m is a positive integer.
• n = pm−1.
• Zn = {0,1,2, · · · ,n− 1} associated with the integer addition modulo n and integer multiplication
modulo n operations.
• α is a generator of GF(q)∗ := GF(q)\{0}.
• ma(x) is the minimal polynomial of a ∈ GF(q) over GF(p).
• Tr(x) is the trace function from GF(q) to GF(p).
• By the Database we mean the collection of the tables of best linear codes known maintained by
Markus Grassl at http://www.codetables.de/.
B. The p-cyclotomic cosets modulo n = pm−1
The p-cyclotomic coset modulo n containing j is defined by
C j = { j, p j, p2 j, · · · , pℓ j−1 j} ⊂ Zn
where ℓ j is the smallest positive integer such that pℓ j j ≡ j (mod n), and is called the size of C j. It is
known that ℓ j divides m. The smallest integer in C j is called the coset leader of C j. Let Γ denote the set
of all coset leaders. By definition, we have
⋃
j∈Γ
C j = Zn.
The following lemma is useful in the sequel.
Lemma 2.1: Let q = pm and n = q−1. For any 1 ≤ e ≤ n−1 with gcd(e,q−1) = 2, the length ℓe of
the p-cyclotomic coset Ce is equal to m.
Proof: By definition, ℓe is the smallest positive integer such that e(pℓe −1)≡ 0 (mod pm−1). Hence
ℓe is the smallest positive integer such that (pm−1)|e(pℓe −1). Since gcd(e,q−1) = 2, ℓe is the smallest
positive integer such that p
m−1
2 |(p
ℓe −1). It then follows that ℓe = m. This completes the proof.
C. Perfect and almost perfect nonlinear functions on GF(q)
A function f : GF(q)→ GF(q) is called almost perfect nonlinear (APN) if
max
a∈GF(q)∗
max
b∈GF(q)
|{x ∈ GF(q) : f (x+a)− f (x) = b}|= 2,
and is referred to as perfect nonlinear or planar if
max
a∈GF(q)∗
max
b∈GF(q)
|{x ∈ GF(q) : f (x+a)− f (x) = b}|= 1.
There is no perfect nonlinear (planar) function on GF(2m). Known APN polynomials over GF(2m) can
be found in [1], [2], [3], [4], [5], [24], [18], [19], [15], [16], [20]. However, there are both planar and APN
functions over GF(pm) for odd primes p. In the sequel, planar and APN monomials over GF(3m) will be
employed to construct optimal ternary cyclic codes. The results of this paper will be a nice demonstration
of applications of APN functions in engineering.
3III. THE CODES DEFINED BY PAIRS OF MONOMIALS
Let p be a prime and let q= pm, where m is a positive integer. Let mαi(x) denote the minimal polynomial
over GF(p) of αi, where α is a generator of GF(q)∗. In this paper, we consider the cyclic code of length
n = q−1 over GF(p) with generator polynomial mα(x)mαe(x), denoted by C(1,e), where 1 < e < q−1 and
e 6∈C1. The condition that e 6∈C1 is to make sure that mα(x) and mαe(x) are distinct. The dimension of
C(1,e) is equal to n− (m+ ℓe), where ℓe = |Ce| and Ce is the p-cyclotomic coset modulo n containing e.
The cyclic code C(1,e) is defined by the pair of monomials x and xe over GF(q).
When p = 2, it was proved in [6], [7], [23] that the binary code C(1,e) has parameters [2m−1,2m−1−
2m,5] if and only if xe is an APN monomial over GF(2m). When p is odd and xe is a planar monomial
over GF(q), the codes C(1,e) were dealt with in [8], [26]. When p > 3 and ℓe = m, the code C(1,e) has
minimum distance 2 or 3 which may not be interesting. In this paper, we study the case that p = 3 only
and prove that the ternary cyclic code C(1,e) is optimal for many classes of monomials xe over GF(3m).
IV. A BASIC THEOREM ABOUT THE TERNARY CYCLIC CODES C(1,e)
From now on we consider only the code C(1,e) for p = 3. We are mostly interested in the case that
e 6∈C1 and ℓe = |Ce|= m. In this case, the dimension of the code is equal to n−2m = q−1−2m.
The following theorem is the fundamental result of this paper and will be used frequently in subsequent
sections.
Theorem 4.1: Let e 6∈C1 and ℓe = |Ce|=m. The cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4]
if and only if the following conditions are satisfied:
C1: e is even;
C2: the equation (x+1)e + xe +1 = 0 has the only solution x = 1 in GF(q)∗; and
C3: the equation (x+1)e− xe−1 = 0 has the only solution x = 0 in GF(q).
Proof: Clearly, the minimum distance d of the code C(1,e) cannot be 1. The code C(1,e) has a codeword
of Hamming weight 2 if and only if there exist two elements c1 and c2 in GF(3)∗ and two distinct elements
x1 and x2 in GF(3m)∗ such that {
c1x1 + c2x2 = 0
c1x
e
1 + c2x
e
2 = 0.
(1)
Note that x1 6= x2. We have that c1 = c2. Hence (1) is equivalent to the following set of equations:{
x1 + x2 = 0
xe1 + x
e
2 = 0.
It then follows that C(1,e) does not have a codeword of Hamming weight two if and only if e is even.
The code C(1,e) has a codeword of Hamming weight 3 if and only if there exist three elements c1, c2
and c3 in GF(3)∗ and three distinct elements x1, x2 and x3 in GF(3m)∗ such that{
c1x1 + c2x2 + c3x3 = 0
c1x
e
1 + c2x
e
2 + c3x
e
3 = 0.
(2)
Due to symmetry it is sufficient to consider the following two cases.
Case A, where c1 = c2 = c3 = 1: In this case, (2) becomes{
1+ x2
x1
+ x3
x1
= 0
1+
(
x2
x1
)e
+
(
x3
x1
)e
= 0. (3)
Putting y1 = x2/x1 and y2 = x3/x1. Then yi 6∈ {0,1}. Hence (3) has a desired solution if and only if the
equation
(y+1)e+ ye +1 = 0
has a solution y ∈ GF(3m)\{0,1}.
4Case B, where c1 = c2 = 1 and c3 =−1: In this case, (2) becomes{
1+ x2
x1
− x3
x1
= 0
1+
(
x2
x1
)e
−
(
x3
x1
)e
= 0. (4)
Putting y1 = x2/x1 and y2 = x3/x1. Then yi 6∈ {0,1}. Hence (4) has a desired solution if and only if the
equation
(y+1)e− ye−1 = 0
has a solution y ∈ GF(3m)\{0,1}.
By the Sphere Packing bound [21, Theorem 1.12.1], the minimum distance d is at most 4. Hence d = 4
if Conditions C1, C2 and C3 are satisfied. This completes the proof of this theorem.
Any ternary linear code with parameters [3m−1,3m−1−2m,4] is optimal in the sense that the minimum
distance is maximal for the fixed length 3m−1 and the fixed dimension 3m−1−2m. In subsequent sections,
we will present many classes of optimal ternary cyclic codes with these parameters.
V. THE OPTIMAL CYCLIC CODES DEFINED BY PLANAR MONOMIALS xe OVER GF(3m)
We first prove the following lemma, where the first and the last conclusion should be known.
Lemma 5.1: If xe is APN or planar over GF(3m), then
• e must be even;
• gcd(e,3m−1) = 2;
• ℓe = |Ce|= m; and
• e 6∈C1.
Proof: If e is odd, then the equation (x+1)e− xe = 1 will have three solutions x = 0 and x = ±1.
By definition xe is not planar and APN. This proves the first conclusion.
Let xe be planar or APN. Then e must be even. In this case, the equation (x+1)e−xe = 0 has already
one solution x = 1. If gcd(e,3m−1)> 2, then gcd(e,3m−1)≥ 4. In this case, the equation ye = 1 has at
least four distinct solutions, 1, y1 = −1, y2 and y3. Define xi = 1/(yi−1) for all i ∈ {1,2,3}. Then x1,
x2 and x3 are three distinct solutions of the equation (x+1)e−xe = 0. This is contrary to the assumption
that xe is planar or APN. Hence gcd(e,3m−1) = 2.
We now prove the third conclusion. Since gcd(e,3m−1) = 2, (3m−1)/2 must divide 3ℓe −1. Hence
ℓe = m.
Note that 3ie−1 is odd for any i and 3m−1 is even. We have 3ie 6≡ 1 (mod 3m−1). Hence e 6∈C1.
The following theorem was proved by Carlet, Ding and Yuan in [8]. For completeness, we report it
here and present a proof for it.
Theorem 5.2: (Carlet-Ding-Yuan [8]) If xe is planar over GF(3m), then C(1,e) is an optimal ternary
cyclic code with parameters [3m−1,3m−1−2m,4].
Proof: Let xe be planar. By Lemma 5.1, e is even. Notice that x = 0 is already a solution of the
equation (x+ 1)e − xe − 1 = 0. By the definition of planar functions, this equation cannot have other
solutions. Hence Condition C3 in Theorem 4.1 is met.
We now prove that Condition C2 in Theorem 4.1 holds. Suppose on the contrary that (−x−1)e+xe+1=
0 for some x ∈ GF(q)\{1}. Then
1e− xe = xe− (−x−1)e,
that is
[x+(1− x)]e− xe = [−x−1+(1− x)]e− (−x−1)e.
Note that x 6=−x−1 as x 6= 1. This is contrary to the assumption that xe is planar. Therefore Condition
C2 in Theorem 4.1 is also satisfied.
By Lemma 5.1 and Lemma 2.1, the dimension of this code is equal to q− 1− 2m. The desired
conclusions then follow from Theorem 4.1.
5The following is a list of known planar monomials over 3m:
• x2.
• x3
h+1
, where m/gcd(m,h) is odd ([12]).
• x(3
h+1)/2
, where gcd(m,h) = 1 and h is odd ([11]).
Each of these planar monomials gives a class of optimal ternary cyclic codes with parameters [3m−1,3m−
1−2m,4]. More planar functions can be found in [11], [13], [27], [28].
Example 5.3: Let (m,h) = (4,3) and let e = (3h +1)/2 = 14. Let α be the generator of GF(3m)∗ with
α4+2α3+2 = 0. Then C(1,e) is a ternary cyclic code with parameters [80,72,4] and generator polynomial
x8 +2x5 + x3 +2x2 +2.
The dual of C(1,e) is a ternary cyclic code with parameters [80,8,48] and weight enumerator
1+1320x48 +2400x51 +80x54 +1920x57 +840x60.
This dual code has the same parameters as the best known ternary linear code with parameters [80,8,48]
in the Database. The upper bound on the minimum distance d of any ternary linear code of length 80
and dimension 8 is 49.
The following theorem is the partial inverse conclusion of Theorem 5.2 when e is of a special form.
Theorem 5.4: Let e = (3h+1)/2, where 1≤ h≤ m−1. Then the ternary cyclic code C(1,e) has param-
eters [3m−1,3m−1−2m,4] if and only if h is odd and gcd(m,h) = 1, i.e., if and only if xe is planar over
GF(3m).
Proof: In the proof of Theorem 4.1 we see that C(1,e) has no codeword of Hamming weight 2 if and
only if e is even. Hence h must be odd if d = 4.
Notice that multiplying the left sides of the two equations in Conditions C2 and C3 leads to
((x+1)e + xe +1)((x+1)e− xe−1)
= (x+1)2e− (xe +1)2
= (x+1)3
h+1− (x(3
h+1)/2 +1)2
= x
(
x(3
h−1)/2−1
)2
.
It then follows that the equation
(x+1)2e− (xe +1)2 = 0
does not have a solution x ∈ GF(q)\{0,±1} if and only if
gcd((3h−1)/2,3m−1) = 2,
which is equivalent to that h is odd and gcd(h,m) = 1.
When h is odd and gcd(h,m) = 1, we have gcd(e,3m−1) = 2. It then follows from Lemma 2.1 that
ℓm = m. Since 1 6∈Ce, the dimension of this code is equal to 3m−1−2m.
We shall need the following lemma later.
Lemma 5.5: Let e = 3h +1, where 0 ≤ h ≤ m−1. When m is odd, ℓe = m. When m is even,
ℓe =
{
m
2 if h =
m
2
m if h 6= m2 .
(5)
Proof: First of all, we have
gcd(3 j−1,3m−1) = 3gcd( j,m)−1. (6)
It is also known that
gcd(3h +1,3m−1)
=
{
2 if m/gcd(m,h) is odd
3gcd(h,m)+1 if m/gcd(m,h) is even. (7)
6When h 6= m/2, we have
gcd(3h +1,3m−1)< 3m/2 +1.
Since 1 ≤ j < m, we have
gcd(3 j−1,3m−1) = 3gcd( j,m)−1 ≤ 3m/2−1.
It then follows that
gcd(3h +1,3m−1)gcd(3 j−1,3m−1)< 3m−1
for all 1≤ j < m. Hence
gcd(3h +1,3m−1)gcd(3 j−1,3m−1) 6≡ 0 (mod 3m−1)
for all 1≤ j < m. Therefore, ℓe = m if h 6= m/2.
When h = m/2, let j = m/2. Then (3 j − 1)(3h + 1) ≡ 0 (mod 3m − 1). It then follows from the
discussions above that ℓe = m/2.
Theorem 5.6: Let e = 3h +1, where 0≤ h ≤ m−1. Then the ternary cyclic code C(1,e) has parameters
[3m−1,3m−1−2m,4] if and only if m/gcd(m,h) is odd, i.e., if and only if xe is planar over GF(3m).
Proof: We first prove the necessity of the condition. Notice that
gcd
(
x3
h−1 +1,x3
h−1−1
)
= 1.
We have
gcd
(
x3
h−1 +1,x3
m−1−1
)
=
gcd
(
x2(3
h−1)−1,x3m−1−1
)
gcd
(
x3h−1−1,x3m−1−1
)
=
xgcd(2(3
h−1),3m−1)−1
xgcd(3
h−1,3m−1)−1
=
x
gcd(3h−1,3m−1)gcd
(
2, 3m−1
gcd(3h−1,3m−1)
)
−1
x3
gcd(h,m)
−1−1
=
{
1 if m/gcd(m,h) is odd
x3
gcd(h,m)
−1 +1 if m/gcd(m,h) is even.
Suppose first that m/gcd(m,h) is even. Then 3gcd(h,m)−1 divides (3m−1)/2. Let α be a generator of
GF(3m)∗. Define then x = α
3m−1
2(3gcd(h,m)−1)
. Then x3
gcd(h,m)
−1 +1 = 0.
It is easily checked that
(x+1)e− xe−1 = x
(
x3
h−1 +1
)
.
Hence x = α
3m−1
2(3gcd(h,m)−1) is a solution of (x+1)e− xe−1 = 0. This means that Condition C3 in Theorem
4.1 is not met. So we have reached a contradiction. This proves the necessity of the condition in this
theorem.
We now prove the sufficiency of this condition. When m/gcd(m,h) is odd, it was proved in [11] that
xe is planar. It then follows from Theorem 5.2 that C(1,e) has parameters [3m− 1,3m− 1− 2m,4]. This
completes the proof of this theorem.
7VI. THE OPTIMAL CYCLIC CODES DEFINED BY APN MONOMIALS xe OVER GF(3m)
In this section, we present seven classes of optimal cyclic codes defined by APN monomials xe over
GF(3m).
Theorem 6.1: The ternary cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4] if xe is APN over
GF(3m).
Proof: Let xe be APN over GF(q), where q= 3m. It then follows from Lemma 5.1 that gcd(e,3m−1)=
2. By Lemma 2.1, the dimension of this code is equal to 3m−1−2m.
We now prove that Condition C2 of Theorem 4.1 is satisfied. To this end, we need to prove that there
does not exist two distinct elements y and z in GF(q)\{0,1} such that{
1+ y+ z = 0
1+ ye + ze = 0. (8)
Suppose on the contrary that (8) has such a solution (y,z). Then adding 1 to both sides of both equations
in (8) yields {
y−1 = 1− z
ye−1 = 1− ze. (9)
Define a = 1− y 6= 0 and b = 1− ye. It then follows from (9) that{
(1−a)e−1e =−b
(z−a)e− ze =−b. (10)
Adding z and ze to the first and second equation of (8) gives{
1− z = z− y =−a
1e− ze = ze− ye =−b. (11)
It then follows that
(y−a)e− ye =−b. (12)
Hence the equation (x− a)e − xe = −b has three distinct solutions 1,y and z. This is contrary to
the assumption that xe is APN. Note that (x− a)e − xe = −b has at most two solutions x ∈ GF(q) for
any (a,b) ∈ GF(q)∗×GF(q) according to the definition of APN functions. This completes the proof of
Condition C2 in Theorem 4.1.
Finally we prove that Condition C3 is also satisfied. Suppose on the contrary that the equation (x+
1)e−xe−1 = 0 has a solution x ∈GF(q)∗. Then x 6=±1. Whence x2 6= 1 and thus x 6= x−1. Dividing both
sides of the equation (x+1)e− xe−1 = 0 with xe yields (x−1 +1)e− x−e−1 = 0. Therefore x−1 is also
a solution of the equation (x+1)e−xe−1 = 0. So this equation has three distinct solutions 0,x and x−1.
This is contrary to the assumption that xe is APN over GF(q). Hence Condition C3 in Theorem 4.1 is
indeed met.
The desired conclusions of this theorem then follow from Theorem 4.1.
The following is a summary of known APN monomials xe over GF(3m). Each of them gives a class
of optimal ternary cyclic codes with parameters [3m−1,3m−1−2m,4].
• e = 3m−1−1, m is odd.
• e = 3(m+1)/2−1, m is odd.
• e = 3
m−3
2 , m ≥ 5 and m is odd ([14]).
• e = 3
m+1
4 +
3m−1
2 , m ≥ 3 and m is odd ([14]).
• e =
(
3(m+1)/4−1
)(
3(m+1)/2 +1
)
, m ≡ 3 (mod 4) [28].
• The exponent e is defined by
e =
{
3(m+1)/2−1
2 if m ≡ 3 (mod 4)
3(m+1)/2−1
2 +
3m−1
2 if m ≡ 1 (mod 4).
8• The exponent e is defined by
e =
{
3m+1−1
8 if m ≡ 3 (mod 4)
3m+1−1
8 +
3m−1
2 if m ≡ 1 (mod 4).
There are other APN monomials over GF(pm) for p≥ 5. The reader is referred to [14], [28] for details.
Example 6.2: Let m = 3 and let e = 3(m+1)/2−1 = 8. Let α be the generator of GF(3m)∗ with α3 +
2α+ 1 = 0. Then C(1,e) is a ternary cyclic code with parameters [26,20,4] and generator polynomial
x6 +2x5 + x4 + x3 +2.
The dual of C(1,e) is a ternary cyclic code with parameters [26,6,15] and weight enumerator
1+312x15 +260x18 +156x21.
This code is also optimal, while the optimal ternary cyclic code with the same parameters in the Database
is not known to be cyclic.
VII. THE OPTIMAL CYCLIC CODES DEFINED BY OTHER MONOMIALS xe OVER GF(3m)
In the previous sections, optimal ternary cyclic codes from planar and APN monomials over GF(3m)
were presented. In this section, we construct several classes of optimal ternary cyclic codes with parameters
[3m−1,3m−1−2m,4] using monomials over GF(3m) that are neither planar nor APN.
We prove first the following theorem.
Theorem 7.1: Let e = (3h−1)/2, where 2 ≤ h ≤ m−1. The ternary cyclic code C(1,e) has parameters
[3m−1,3m−1−2m,4] if and only if
(a) m is odd;
(b) h is even;
(c) gcd(h,m) = 1; and
(d) gcd(h−1,m) = 1.
Proof: The code C(1,e) does not have a codeword of Hamming weight two if and only if e is even.
Clearly e is even if and only if h is even.
Obviously, Conditions C2 and C3 in Theorem 4.1 are simultaneously satisfied if and only if the equation
(x+1)2e− (xe +1)2 = 0 does not have a solution x ∈ GF(q)\{0,±1}.
Let x ∈ GF(q)\{0,±1}. Note that
(x+1)2e− (xe +1)2
= (x+1)3
h−1−
(
x3
h−1− x(3
h−1)/2 +1
)
=
(x+1)3h − (x+1)(x3h−1− x(3h−1)/2 +1)
x+1
= −x(x+1)−1
(
x(3
h−3)/2−1
)(
x(3
h−1)/2−1
)
.
The equation (x+1)2e− (xe +1)2 = 0 does not have a solution x ∈ GF(q)\{0,±1} if and only if
gcd
(
3h−1−1
2
,3m−1
)
∈ {1,2} (13)
and
gcd
(
3h−1
2
,3m−1
)
∈ {1,2}. (14)
9It is easily seen that for any i ≥ 1
gcd
(
3i−1
2
,3m−1
)
=
{ (
3gcd(i,m)−1
)
/2 if i is odd
3gcd(i,m)−1 if i is even.
Conditions (a), (b), (13) and (14) together are equivalent to Conditions (a), (b), (c) and (d) together.
When all the conditions of this theorem are met, we have
gcd(e,3m−1) = 2.
It then follows from Lemma 2.1 that ℓe = m.
Note that e = (3h−1)/2 = 3h−1+3h−2 + · · ·+3+1. Hence e 6≡ 3i (mod 3m−1) for any 1≤ i≤m−1.
Thus e 6∈C1.
The desired conclusions in this theorem then follow from Theorem 4.1.
Example 7.2: Let (m,h) = (5,2) and let e = (3h−1)/2 = 4. Let α be the generator of GF(3m)∗ with
α5+2α+1= 0. Then C(1,e) is a ternary cyclic code with parameters [242,232,4] and generator polynomial
x10 +2x9 +2x7 + x5 +2x4 + x3 + x2 +2x+2.
The dual of C(1,e) is a ternary cyclic code with parameters [242,10,153] and weight enumerator
1+21780x153 +19844x162 +17424x171.
This code has the same parameters as the best known ternary linear code with parameters [242,10,153]
in the Database. The upper bound on the minimum distance d of any ternary linear code of length 242
and dimension 10 is 155.
Lemma 7.3: Let e = 2(3h +1), where 0 ≤ h ≤ m−1. When m is odd, ℓe = m. When m is even,
ℓe =
{
m
2 if h =
m
2
m if h 6= m2 .
(15)
Proof: The proof is similar to that of Lemma 5.5 and is omitted.
Theorem 7.4: Let e = 2(1+3h), where 0≤ h≤m−1, and let m be even. Then the ternary cyclic code
C(1,e) has parameters [3m−1,k,3], where
k =
{
3m−1−2m if h 6= m/2
3m−1−3m/2 if h = m/2.
Proof: It is easily seen that e 6∈ C1. The conclusions on the dimension then follow from Lemma
7.3. Since e is even, the minimum distance d ≥ 3. We now prove that d = 3. To this end, we prove that
Condition C2 or C3 in Theorem 4.1 is not satisfied.
Since m is even, (3m−1)/2 is even. Define x = α(3m−1)/4, where α is a generator of GF(3m)∗. Then
x2 = α(3
m−1)/2 =−1.
When h is even, we have
(x+1)2(1+3
h)− x2(1+3
h)−1
= (x2− x+1)1+3
h
− (x2)1+3
h
−1
= (−x)1+3
h
− (−1)1+3
h
−1
= 0.
In this case, Condition C3 in Theorem 4.1 is not met, and hence d = 3.
When h is odd, we have
(x+1)2(1+3
h)+ x2(1+3
h)+1 = (−1)(1+3
h)/2 +2 = 0.
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In this case, Condition C3 in Theorem 4.1 is not met, and hence d = 3.
The code C(1,e) of Theorem 7.4 is almost optimal when h 6= m/2, and is optimal when (m,h) = (2,1)
and (m,h) = (4,2).
Open Problem 7.5: Let e = 2(1+3h), where 0≤ h ≤m−1, and let m be odd. Does the ternary cyclic
code C(1,e) have parameters [3m−1,3m−1−2m,4]?
When 3 ≤ m ≤ 13, the answer to this question is positive and confirmed by Magma.
Theorem 7.6: Let e = 3h − 1, where 1 ≤ h ≤ m− 1. The ternary cyclic code C(1,e) has parameters
[3m−1,3m−1−2m,4] if and only if
(A) gcd(h,m) = 1; and
(B) gcd(3h−2,3m−1) = 1.
Proof: Let Condtions (A) and (B) be met. We first prove that ℓe = m. To this end, we prove that
there is no 1 ≤ j ≤ m−1 such that 3m−1 divides (3 j−1)(3h−1). Note that
gcd(3m−1,(3 j−1)(3h−1)))
=
gcd(3m−1,3h−1)gcd(3m−1,3 j −1)
gcd(3 j −1,3h−1)
= 2
3gcd(m, j)−1
3gcd( j,h)−1
< 3m−1.
Hence ℓe = m. Clearly, e 6∈C1. Thus the dimension of the code is equal to 3m−1−2m.
It is now time to prove that the minimum distance d = 4. Suppose on the contrary that the equation
(x+1)e + xe +1 = 0 has a solution x ∈ GF(3m)\{0,±1}. Then we have
(x+1)3
h−1 + x3
h−1 +1 = 0.
Multiplying both sides of this equation with x+1 yields
x3
h−1− x3
h
+ x−1 = (1− x)(x3
h−1−1) = 0.
Whence x3h−1 = 1. It then follows from Condition (A) that x2 = 1. This is contrary to the assumption that
x 6=±1. Therefore Condition C2 in Theorem 4.1 is met.
Now suppose on the contrary that the equation (x+1)e−xe−1= 0 has a solution x∈GF(3m)\{0,±1}.
Then we have
(x+1)3
h−1− x3
h−1−1 = 0.
Multiplying both sides of this equation with x(x+1) gives
x3
h
+ x2 = 0.
Whence x3h−2 +1 = 0 and x2(3h−2) = 1. It then follows from Condition (B) that x2 = 1. This is contrary
to the assumption that x 6=±1. Therefore Condition C3 in Theorem 4.1 is satisfied.
Note that e is even. It then follows from Theorem 4.1 that d = 4.
Example 7.7: Let (m,h) = (5,2) and let e = 3h − 1 = 8. Let α be the generator of GF(3m)∗ with
α5+2α+1= 0. Then C(1,e) is a ternary cyclic code with parameters [242,232,4] and generator polynomial
x10 +2x9 + x6 + x5 +2x4 + x2 +2.
The dual of C(1,e) is a ternary cyclic code with parameters [242,10,147] and weight enumerator
1+2420x147 +4840x150 +2420x153 +7260x156 +
9680x159 +10164x162 +9680x165 +2420x168 +
7260x171 +2420x174 +484x186.
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Below we list a number of open problems on the ternary cyclic codes C(1,e).
Open Problem 7.8: Let e = 2(3m−1 − 1). Does the ternary cyclic code C(1,e) have parameters [3m −
1,3m−1−2m,4] if m ≥ 5 and m is prime?
When m ∈ {5,7,11,13}, the answer to this question is positive and confirmed by Magma.
Open Problem 7.9: Let e = (3h + 5)/2, where 1 ≤ h ≤ m− 1. Is it true that the ternary cyclic code
C(1,e) has parameters [3m−1,3m−1−2m,4] if
• m is odd and m 6≡ 0 (mod 3);
• h is odd; and
• gcd(h,m) = 1?
For all 5 ≤ m ≤ 15, the answer to this question is positive and confirmed by Magma.
Open Problem 7.10: Let e = (3h−5)/2, where 2≤ h≤ m−1. Let m be odd and m 6≡ 0 (mod 3). Is it
true that the ternary cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4] if h is even?
For all 3 ≤ m ≤ 15, the answer to this question is positive and confirmed by Magma.
Open Problem 7.11: Let e = (3h−5)/2, where 2≤ h≤m−1. Let m be even. What are the conditions
on m and h under which the ternary cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4]?
Open Problem 7.12: Let e = 3h + 5, where 2 ≤ h ≤ m− 1. Let m be even. Is it true that the ternary
cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4] if one of the following conditions is met?
• m ≡ 0 (mod 4), m ≥ 4 and h = m/2.
• m ≡ 2 (mod 4), m ≥ 6 and h = (m+2)/2.
For m ∈ {6,10,14,18}, the answer to this question is positive and confirmed by Magma.
Open Problem 7.13: Let e = 3h +5, where 0 ≤ h ≤ m−1. Let m ≥ 5 and let m be a prime. Is it true
that the ternary cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4] for all h with 0 ≤ h≤ m−1?
For m ∈ {3,5,7,11,13,17}, the answer to this question is positive and confirmed by Magma.
Open Problem 7.14: Let e = 3h + 13, where 3 ≤ h ≤ m− 1. Let m be an odd prime. What are the
conditions on h under which the ternary cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4]?
Open Problem 7.15: Let e = (3m−1−1)/2+3h +1, where 0 ≤ h ≤ m−1. What are the conditions on
m and h under which the ternary cyclic code C(1,e) has parameters [3m−1,3m−1−2m,4]?
VIII. CONCLUDING REMARKS
When xe is planar or APN over GF(3m), the code C(1,e) has parameters [3m−1,3m−1−2m,4] and is
thus optimal. However, as demonstrated in this paper, the code may have the same parameters when xe
is neither planar nor APN. It looks hard to completely characterize the ternary cyclic codes C(1,e) with
parameters [3m−1,3m−1−2m,4]. In this paper, we presented nine open problems on the codes C(1,e).
It would be nice if some of these open problems could be settled. Finally, we inform the reader that
there are other examples of monomials xe that define optimal cyclic codes C(1,e) according to our Magma
experimental data.
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