The two-dimensional Navier-Stokes equations, when provided with non standard boundary conditions which involve the normal component of the velocity and the vorticity, admit a variational formulation with three independent unknowns, the vorticity, the velocity and the pressure. We propose a discretization of this problem by spectral element methods. A detailed numerical analysis leads to optimal error estimates for the three unknowns and numerical experiments confirm the interest of the discretization.
Introduction.
Let Ω be a bounded connected domain in R 2 . We introduce the unit outward normal vector n to Ω on ∂Ω and we consider the nonlinear problem
u · n = 0 on ∂Ω, ω = 0 on ∂Ω.
(1.1)
Indeed it is readily checked that this system is equivalent to the full Navier-Stokes equations when provided with boundary conditions on the normal component of the velocity and the vorticity. Such conditions appear for a large number of flows, for instance in the case of a fluid on both sides of a membrane or for the well-known Green-Taylor flow, see [16] .
In system (1.1), the unknowns are the vorticity of the fluid ω, its velocity u and its pressure p. This formulation with three unknowns was first proposed in [11] and [17] (see also [12] and [1] ) and seems the best appropriate for handling the type of boundary conditions we are interesred in, both for the Stokes and Navier-Stokes problems. We have decided to treat only the case of a two-dimensional domain: Indeed, the variational spaces are rather different in dimension 2 (where the vorticity is a scalar function) and in dimension 3 (where the vorticity is a vector field). Moreover, the existence of a solution in the three-dimensional case is, up to our knowledge, only proved for a smooth domain Ω when the viscosity is large enough, see [4] . So we first check the existence of a solution and its stability in the case of a possibly multiply-connected bidimensional domain.
We are interested in the spectral element discretization of system (1.1). The numerical analysis of discretizations of the Stokes problem relying on this formulation has first been performed for finite element methods, see [17] and the references therein. It has recently been extended to the case of spectral methods in [5] and of spectral element methods [2] . We also refer to [4] for a first work concerning the discretization of the Navier-Stokes equations (1.1) by spectral methods. The main idea of this paper is to extend these results to the case of spectral element methods.
We first describe the discrete problem and prove that it admits at least a solution. Next, relying on the arguments presented in [2] , we perform its numerical analysis. By using the theory introduced in [8] , we prove optimal error estimates for the three unknowns. It can be noted that this is a special property of the formulation that we use, since the approximation of the pressure for other formulations of the Stokes or Navier-Stokes problem is most often not optimal (see [7, §24-26] ).
We describe the Newton type iterative algorithm that is used to solve the nonlinear discrete problem. Relying once more on the arguments in [8] , we check its convergence. We also describe a possible algorithm for exhibiting an appropriate initial guess in order to initiate the Newton's method. We conclude with some numerical experiments which confirm the optimality of the discretization and justify the choice of this formulation.
An outline of the paper is as follows.
• In Section 2, we write the variational formulation of system (1.1) and recall the existence of a solution.
• Section 3 is devoted to the description of the spectral element discrete problem. We also prove the existence of a solution.
• Optimal error estimates are derived in Section 4.
• In Section 5, we present the iterative algorithm that is used for solving the discrete problem and prove its convergence.
• Some numerical experiments are presented in Section 6.
The velocity, vorticity and pressure formulation.
In order to write the variational formulation of problem (1.1) and for the sake of precision, we first recall the definition of the scalar and vector curl operators in dimension 2: For any vector field v = (v x , v y ) and any scalar function ϕ,
where all derivatives in the previous line are taken in the distribution sense. We also recall that, for any vector field v = (v x , v y ) and any scalar function ϕ, the product ϕ × v means the vector with components ϕv y and −ϕv x .
We note that the boundary conditions in this problem are not sufficient to enforce the uniqueness of the solution in the case of multiply-connected domains even for the Stokes problem, see [2, §2] for more details. We need the following notation.
Notation 2.1. Let Σ j , 1 ≤ j ≤ J, be connected open curves, called "cuts", such that: (i) Each Σ j is an open part of a smooth curve, (ii) Each Σ j , 1 ≤ j ≤ J, is contained in Ω and its two endpoints belong to two different connected components of ∂Ω, (iii) The intersection of Σ j and Σ j , 1 ≤ j < j ≤ J, is empty,
The existence of such Σ j is clear. We make the further assumption that the domain Ω
• is pseudo-Lipschitz, in the sense that, for each point x of ∂Ω • , the intersection of Ω
• with a smooth neighbourhood of x has one or two connected components and each of them has a Lipschitz-continuous boundary (we refer to [3, §3.a] for a more precise definition). Then, the further conditions read
where ·, · Σ j stands for the duality pairing between H
We consider the standard spaces L p (Ω), 1 ≤ p ≤ +∞, and also the full scale of Sobolev spaces H s (Ω) and H s 0 (Ω), s ≥ 0. We introduce the domain H(div, Ω) of the divergence operator, namely
Since the normal trace operator: [13, Chap. I, Thm 2.5], we also consider its kernel
Finally, let L 2 0 (Ω) stand for the space of functions in L 2 (Ω) with a null integral on Ω.
In view of conditions (2.2) and according to [6, §2.5] , we introduce the space
We now consider the variational problem
where ·, · denotes the duality pairing between H 0 (div, Ω) and its dual space. The bilinear forms a(·, ·; ·), b(·, ·) and c(·, ·; ·) are defined by
The trilinear form K(·, ·; ·) is given by
As a consequence of the density of the space of infinitely differentiable functions with a compact support in Ω in H 0 (div, Ω) and H 10) problems (1.1) − (2.2) and (2.6) are equivalent, in the sense that any triple (ω, u, p) in
2) if and only if it is a solution of problem (2.6).
We briefly recall from [17] , [5, §2] , [6, §2.5] and [4, §2] the main arguments for proving the existence of a solution of problem (2.6). It is readily checked that the kernel
coincides with the space of divergence-free functions in D(Ω). Similarly, the kernel
coincides with the space of pairs (θ, w) in H 1 0 (Ω) × V such that θ is equal to curl w in the distribution sense. We observe that, for any solution (ω, u, p) of problem (2.6), the pair (ω, u) is a solution of the following reduced problem 
(2.14)
This last property is derived from the more precise inequality
which is used in the proof of the existence result below.
The next statement is an easy consequence of the imbedding of
2 , see [10] , and of the Sobolev imbeddings of
We note the further antisymmetry properties 
We also recall the standard inf-sup condition on the form b(·, ·): There exists a positive constant β such that
When applying this result with Ω replaced by Ω • , we easily derive that
Combining this with Proposition 2.4 leads to the main result for problem (2.6).
Theorem 2.5. For any data f in the dual space of
(Ω). Moreover this solution satisfies
Remark 2.6. As usual for the Navier-Stokes equations, the solution of problem (2.6) is unique only if the viscosity ν is large enough as a function of the data, see [4, Thm 2.9] . We prefer to avoid this too restrictive assumption in what follows.
We conclude with some regularity properties of the solution of problem (2.6) which can easily be derived from [2, §2] thanks to a boot-strap argument: The mapping: f → (ω, u, p), where (ω, u, p) is the solution of problem (2.6) with data f , is continuous from
when Ω is a polygon with largest angle equal to α.
The spectral element discrete problem.
From now on, we assume that Ω admits a partition without overlap into a finite number of subdomains
which satisfy the further conditions:
either a vertex or a whole edge of both Ω k and Ω k , (iii) The Σ j , 1 ≤ j ≤ J, introduced in Notation 2.1, are the union of whole edges of some Ω k .
The discrete spaces are constructed from the finite elements proposed by Nédélec on cubic three-dimensional meshes, see [15, §2] . In order to describe them and for any pair (m, n) of nonnegative integers, we introduce the space P m,n (Ω k ) of restrictions to Ω k of polynomials with degree ≤ m with respect to x and ≤ n with respect to y. When m is equal to n, this space is simply denoted by P n (Ω k ). Relying on these definitions, we introduce the local spaces, for an integer N ≥ 2,
The space D N which approximates D(Ω) is then defined by
The space C N which approximates H 1 0 (Ω) is defined by
Finally, for the approximation of L 2 0 (Ω), we consider the space
It can be noted that the functions in D N have continuous normal traces through the interfaces Ω k ∩ Ω k while the functions in C N have continuous traces. Thanks to the previous choice, the discretization that we propose is perfectly conforming.
According to the approach suggested in [14] and in order to handle the nonlinear term, we use over-integration. For a fixed real number µ, 0 < µ ≤ 1, we associate with each value of N the quantity m(N ) equal to the integer part of (1 + µ)N . Setting ξ 0 = −1 and ξ m(N ) = 1, we introduce the m(N ) − 1 nodes ξ j , 1 ≤ j ≤ m(N ) − 1, and the m(N ) + 1 weights ρ j , 0 ≤ j ≤ m(N ), of the Gauss-Lobatto quadrature formula on [−1, 1]. Denoting by P n (−1, 1) the space of restrictions to [−1, 1] of polynomials with degree ≤ n, we recall that the following equality holds
We also recall [7, form. (13.20) ] the following property, which is useful in what follows
Denoting by F k the affine mapping that sends ] − 1, 1[ 2 onto Ω k , we introduce the local discrete products, defined on continuous functions u and v on Ω k by
The global product is then defined on continuous functions u and v on Ω by
We also need the local Lagrange interpolation operators
Finally, for each function ϕ continuous on Ω, I N ϕ denotes the function equal to
The discrete problem is now constructed from (2.6) by using the Galerkin method combined with numerical integration. It reads
where the bilinear forms a N (·, ·; ·), b N (·, ·) and c N (·, ·; ·) are defined by 11) while the trilinear form K N (·, ·; ·) is now given by
As a consequence of the exactness property (3.6), the forms a(·, ·; ·) and a N (·, ·; ·), and also c(·, ·; ·) and In order to perform the numerical analysis of problem (3.10), we first recall from the finite element analogous result [15] that the range of D N by the divergence operator is contained in M N . So, if V N denotes the kernel 13) it is readily checked by taking q N equal to div v N in the previous line that V N is the space of divergence-free functions in D N , i.e. coincides with D N ∩ V . Similarly, we introduce the discrete kernel
We observe that, for any solution (ω N , u N , p N ) of problem (3.10), the pair (ω N , u N ) is a solution of the reduced problem
We first recall the next result which is proved in [2, Prop. 3.3] .
Relying on (3.16), we prove the following property.
Lemma 3.2. There exists a constant α * such that
Proof: From the definitions of the form a N (·, ·; ·) and the space W N , we have
On the other hand, associating with u N the function ψ N exhibited in Lemma 3.1 and using once more the definition of W N , we have
Combining (3.7) with (3.16) yields
This last inequality and (3.18) give the desired property.
We are now in a position to prove the existence of a solution to problem (3.15). 
Proof: We introduce the mapping Φ N defined from W N into its dual space by
The space W N is for a while provided with the weak norm
Since W N is finite-dimensional, it is readily checked that Φ N is continuous. Next, noting that
whence, owing to Lemma 3.2,
On the other hand, we derive from (3.7) that
which leads to
Thus, setting To go further, we recall from [2, Lemma 3.8] the inf-sup condition on the form b N (·, ·): There exists a positive constant β * independent of N such that the form b N (·, ·; ·) satisfies the inf-sup condition
The final existence result is derived from this condition and Proposition 3.3 in a standard way, see [13, 
Note that all the results in this section hold without over-integration, i.e., for µ = 0 and m(N ) = N . However, the choice of a µ > 0 is needed in what follows.
Error estimates.
As already hinted, the error analysis of the discrete problem relies on the Brezzi, Rappaz and Raviart theory [8] . In order to apply it, we first write both problems (2.13) and (3.15) in a different form.
We set X = H 1 0 (Ω) × V. Owing to the characterization of V , this space is equipped with the norm
Let S denote the following Stokes operator: For any data f in the dual space of H 0 (div, Ω), Sf denotes the solution (ω, u) of the reduced problem
The fact that S is well-defined is easily derived from properties (2.14). We also introduce the mapping G defined from W into the dual space of H 0 (div, Ω) by
Then, problem (2.13) can equivalently be written as
Similarly, we set
and note, since V N is contained in V , X N is a finite-dimensional subspace of X . It is still provided with the norm defined in (4.1). We thus define the discrete Stokes operator: For any data f in the dual space of H 0 (div, Ω), S N f denotes the solution (ω N , u N ) of the problem
The well-posedness of such a problem is proved in [2, Cor. 3.6] for a slightly different right-hand side. Finally we consider the mapping G N defined from X N into the dual space of D N by
Then, problem (3.15) can equivalently be written as
Using analogous arguments as in [2, Cor. 3.6 & 4.9], we easily derive the following results: (i) The operator S N satisfies the stability property
(ii) The next error estimate for all f such that Sf belongs to
We need some further properties of the form K(·, ·; ·). The following result is derived in [4, Lemma 3.4] in the case of one subdomain Ω k and relies on the following inverse inequality
Applying the same arguments on each Ω k leads to the next statement.
Lemma 4.1. The following property holds We need the analogous result for the form K N (·, ·; ·).
Lemma 4.3. The following property holds
(4.12)
Proof: We have, with obvious notation,
By combining Cauchy-Schwarz inequalities with (3.7), we obtain
The following result can easily derived from its one-dimensional analogue, see [7, form. (13.28)],
Since both products (ω N u N x ) |Ω k and (ω N u N y ) |Ω k belong to P 2N (Ω k ) and the ratio
is smaller than 2, this gives
We conclude by using the inequality
together with (4.10).
We are led to make the following assumptions. Here, D stands for the differential operator. Note that this assumption can equivalently be written as follows (this requires the inf-sup condition (2.16)): For any data g in the dual space of H 0 (div, Ω), the linearized problem
has a unique solution with norm bounded by a constant times g H 0 (div,Ω) . It yields the local uniqueness of the solution (ω, u, p) but is much less restrictive than the conditions for its global uniqueness, see Remark 2.6. 
Relying on this last assumption and takingÑ equal to the integer part of 2µ N − 1, we can also construct from the arguments in [2, §4] a pair (ω N ,ũ N ) in CÑ × VÑ (with obvious definitions for these new spaces) which satisfies
(4.14)
Note that estimate (4.14) makes sense only whenÑ ≥ 2.
Let L(X N ) denote the space of endomorphisms on X N . We are now in a position to state and prove the following lemma. N (ω N ,ũ N ) is an isomorphism of X N . Moreover the norm of its inverse operator is bounded independently of N .
Proof:
We write the expansion
Moreover, it follows from the definition of G and
Owing to the choice of (ω N ,ũ N ), all products ( 
Thus, applying estimate (4.14) yields
Finally, it follows from Assumption 4.5 that, when (θ, w) runds through the unit ball of X , DG(ω, u).(θ, w) belongs to a compact of L 2 (Ω) 2 , so that the next property is derived from (4.8) and (4.9) by standard arguments 
(4.18)
Proof: We have
So combining (4.8) and Lemma 4.3 leads to the desired property.
Lemma 4.8. Assume that the data f belong to H σ (Ω) 2 , σ > 1. If Assumption 4.5 is satisfied, the following estimate holds
for a constant c(ω, u) only depending on the solution (ω, u).
The bound for the first term in the right-hand side obviously follows from (4.14). By combining estimate (4.9) and Assumption 4.5, we also derive
On the other hand, we have
Moreover it follows from Assumption 4.
2 for some q > 2. So, combining (4.8) and (4.14) with Remark 4.2 and a modified version of it taking into account this further regularity yields, with obvious notation for c(ω, u),
Finally, it follows from the exactness property (3.6) and the choice of (ω N ,ũ N ) that, for all
denotes the orthogonal projection operator from L 2 (Ω) onto the space of functions such that their restrictions to all Ω k , 1 ≤ k ≤ K, belong to P N −1 (Ω k ), adding and subtracting the quantity Π N −1 f in the last term and using (4.8) and (3.7) lead to
The standard approximation properties of the operators Π N −1 and
The desired bound is then derived by combining the previous estimates.
We are now in a position to prove the error estimate.
Theorem 4.9. Assume that the data f belong to H σ (Ω) 2 , σ > 1, and that the solution (ω, u, p) of problem (2.6) satisfies Assumptions 4.4 and 4.5. Then, there exists an integer N and a constant c such that, for all N ≥ N , problem (3.10) has a unique solution
(4.20)
Moreover this solution satisfies the following error estimate 
whence the existence and local uniqueness result. Moreover, we have for any
so that the estimate for p − p N L 2 (Ω) follows from (3.20), a triangle inequality and the same arguments as in the proof of Lemma 4.8.
Estimate (4.21) is fully optimal and justifies both the choice of the discretization and the use of over-integration.
The iterative algorithm and its convergence.
Applying Newton's method to problem (4.7) consists in solving iteratively the equation 
It is readily checked that, for each value of , problem (5.2) results into a square linear system.
The convergence of this method can easily be derived from [8] (see [13, Chap. IV, Thm 6.5]) owing to Lemmas 4.6 and 4.7. 
As standard for Newton's method, the key point is to exhibit an initial guess (ω 
We also introduce a pseudo-pressurep N = 1 ν p N . Thus, problem (5.2) can equivalently be written as
Next, we fix a sample of parameters (λ m ) 0≤m≤M such that 
and solve problem (5.5) with λ equal to λ m for = 1, . . . , L. The iterative step is performed until m = M − 1 and the initial guess (ω
The mapping:
is the solution of problem (3.10) with ν = 
Some numerical experiments.
Problem (5.2) is very similar to a discrete Stokes problem. So we refer to [2, §5] for a detailed description of its implementation. As also explained in this reference, the global system (which is not symmetric) is solved via a GMRES method with local preconditioners, so that it has not to be assembled.
We first check the convergence of the discretization in the case of Taylor and the viscosity ν is taken equal to 10 −2 . Figure 1 presents the log of the three errors
as a function of N , for N varying from 5 to 20, after L = 6 Newton's iterations. When compared with finite element results for a similar test, see [9] , these curves confirm the exponential accuracy of spectral element methods for smooth solutions. In the numerical experiments that we now present, the homogeneous boundary conditions on the velocity are replaced by
where the datum k satisfies the compatibility condition In the discrete case, this condition becomes 4) where k N is defined in the following way: ∂Ω is the union of several segments Γ , and each Γ is the union of one or several edges of the Ω k that we denote by Γ ,i , 1 ≤ i ≤ I( ). Then each k N |Γ is defined as the image of k |Γ by the orthogonal projection operator from L 2 (Γ ) onto the space
A detailed analysis of the corresponding discrete problem is given in [5, §5] for the Stokes problem. In particular, it is explained in [5, Rem. 5.4 ] that the function k N still satisfies condition (6.3), so that the corresponding discrete velocity u N is exactly divergence-free. Of course, extending this analysis to the Navier-Stokes equations requires a Hopf lemma, which is rather technical (see [13, Chap. IV, Lemma 2.3] for instance). So, we prefer to skip this analysis for brevity.
We Note that the function k satisfies (6.3) and moreover that its restriction to each Γ belongs to the T(Γ ) introduced in (6.5), so that k N is equal to k on ∂Ω. We take the viscosity ν equal to 10 −2 . Figure 2 presents, from top to bottom, the values of the vorticity, the two components of the velocity and the pressure for the discrete solution obtained with N = 23. So, it still satisfies (6.3) and vanishes on ∂Ω but in parts of ∂Ω 2 and ∂Ω 4 (as indicated in Figure 3 ). Still with ν equal to 10 −2 , Figure 4 presents, from top to bottom, the values of the vorticity, the two components of the velocity and the pressure for the discrete solution obtained with N = 23. 
