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Abstract
We prove that for nonnegative, continuous, bounded and nonzero initial data we have a unique solution
of the reaction–diffusion system described by three differential equations with non-Lipschitz nonlinearity.
We also find the set of all nonnegative solutions of the system when the initial data is zero and in the last
section we briefly discuss a generalization of the theorem to a system of n equations.
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1. Introduction
In 1968, Fujita and Watanabe [1] studied the uniqueness and nonuniqueness of the solutions
of the following initial value problem
∂u
∂t
= Lu + q(x)f (u), t > 0, x ∈ Ω,
β(ξ)
∂u
∂ν
+ (1 − β(ξ))u = 0, t > 0, ξ ∈ ∂Ω,
u(0, x) = 0, x ∈ Ω, (1)
where Ω ⊂RN is a domain with a smooth boundary ∂Ω ,
L =
∑
aij (x)
∂2
∂xi∂xj
+
∑
bi(x)
∂
∂xi
+ c(x)
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function on the boundary such that 0 β(ξ) 1, q(x) is a nonnegative continuous function in
Ω that is not identically zero, and f (λ) is a continuous increasing function on [0, T ] (T > 0) that
satisfies f (0) = 0. The authors proved that if ∫0+ dλf (λ) = +∞, problem (1) has only the trivial
solution u ≡ 0. If ∫0+ dλf (λ) < +∞, there is a nontrivial solution u(t, x) > 0 besides the trivial
solution u ≡ 0.
In 1986, Aguirre and Escobedo [2] focused on the problem
ut = u + up, t > 0, x ∈RN,
u(0, x) = u0(x) 0, x ∈RN. (2)
The authors assumed that 0 < p < 1. They proved that if u0 ≡ 0, there exists a unique global
solution of (2). If u0 ≡ 0, the uniqueness fails, since we have a set of nontrivial solutions of the
corresponding ODE given by u(t) = (1 − p)1/(1−p)(t − s)1/(1−p)+ , where s  0 is a parameter
and (a)+ = max{a,0} for any a ∈R.
The nonuniqueness of solutions of problem (2) occurs also in the case p > 1. However, in the
examples of this situation, the initial data u0 are only taken in the Lq -sense with q small enough
(see [10], for instance).
In 1991, Escobedo and Herrero [3] studied the system
ut = u + vp, t > 0, x ∈RN,
vt = v + uq, t > 0, x ∈RN, (3)
where p,q are positive real numbers and
u(0, x) = u0(x), x ∈RN,
v(0, x) = v0(x), x ∈RN. (4)
They investigated the existence and blow-up of the solutions of problem (3), (4). For our purposes
it is interesting that they showed that if 0 < pq  1, then for every nonnegative, bounded and
continuous initial data u0, v0 we have a solution (u, v) of (3) and (4) that exists globally, i.e. it is
defined for all t > 0.
In [4] they studied the uniqueness and nonuniqueness questions for problem (3), (4). They
proved that when 0 < pq < 1, we have to distinguish these two cases:
(1) If the nonnegative initial data (u0, v0) is not identically zero, there exists a unique solution
of problem (3), (4).
(2) If u0 ≡ 0, v0 ≡ 0, the uniqueness fails and the set of the solutions with zero initial data is
exactly the set of the solutions of the corresponding system of ordinary differential equations:
ut = vp, vt = uq, u(0) = 0, v(0) = 0.
That is, the nontrivial solutions with zero initial data are given as
u(t; s) = c1(t − s)(p+1)/(1−pq)+ , v(t; s) = c2(t − s)(q+1)/(1−pq)+ ,
where s  0 is a parameter and
c
1−pq
1 = (1 − pq)p+1(p + 1)−1(q + 1)−p,
c
1−pq = (1 − pq)q+1(p + 1)−q(q + 1)−1.2
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examined in [8,9].
In 1998, Rencławowicz [5] extended some results from [3] to the system of three equations
ut = u + vp, u(0) = u0,
vt = v + wq, v(0) = v0,
wt = w + ur, w(0) = w0.
For us, it is important that she proved that if 0 < pqr  1, then for every nonnegative, bounded
and continuous initial data u0, v0,w0 we have a solution of the system that exists globally.
An extension of the results from [5] to the system of n equations can be found in [6,7].
In this paper we extend the uniqueness result from [4] to the system of three equations. In the
last section we briefly discuss the general case, i.e. the parabolic reaction–diffusion system of n
equations.
2. The statement of the theorem
In this paper, we study the following reaction–diffusion system
ut = u + vp, t > 0, x ∈RN,
vt = v + wq, t > 0, x ∈RN,
wt = w + ur, t > 0, x ∈RN, (5)
with bounded, continuous and nonnegative initial data
u(0, x) = u0(x), x ∈RN,
v(0, x) = v0(x), x ∈RN,
w(0, x) = w0(x), x ∈RN. (6)
By a solution of (5), (6) we mean a nonnegative and continuous function (u, v,w) defined in
a strip [0, T )×RN for some 0 < T ∞ which belongs to C1,2((0, T )×RN), remains bounded
in [0, τ ) ×RN for every τ ∈ (0, T ) and satisfies (5) and (6).
We assume that the exponents p,q and r are positive and satisfy the condition 0 < pqr < 1.
Initial-value problem (5), (6) is equivalent with the following system of integral equa-
tions
u(t) = S(t)u0 +
t∫
0
S(t − s)vp(s) ds,
v(t) = S(t)v0 +
t∫
0
S(t − s)wq(s) ds,
w(t) = S(t)w0 +
t∫
S(t − s)ur(s) ds, (7)0
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RN
Kt(x − y)f (y) dy and Kt(x) = (4πt)−N/2 exp(−|x|24t ) is the heat kernel. In
system (7), the spatial variable x is suppressed. In the sequel, the variable x is also left out in
order to shorten and simplify the form of the equations.
There exists a unique solution of (5) of the form
u(t) = c1tα1,
v(t) = c2tα2,
w(t) = c3tα3 .
We calculate that
α1 = 1 + p + pq1 − pqr , α2 =
1 + q + qr
1 − pqr , α3 =
1 + r + rp
1 − pqr , (8)
and
c
1−pqr
1 = (1 + p + pq)−1(1 + q + qr)−p(1 + r + rp)−pq(1 − pqr)1+p+pq,
c
1−pqr
2 = (1 + p + pq)−rq(1 + q + qr)−1(1 + r + rp)−q(1 − pqr)1+q+qr ,
c
1−pqr
3 = (1 + p + pq)−r (1 + q + qr)−pr(1 + r + rp)−1(1 − pqr)1+r+rp. (9)
Representative formula (7) implies the following relationships:
c1t
α1 =
t∫
0
(
c2s
α2
)p
ds,
c2t
α2 =
t∫
0
(
c3s
α3
)q
ds,
c3t
α3 =
t∫
0
(
c1s
α1
)r
ds. (10)
In this article we prove the following result:
Theorem 1. Assume that p,q and r are positive real numbers and satisfy the condition
0 < pqr < 1. If the bounded, continuous and nonnegative initial data (u0, v0,w0) is not identi-
cally zero, problem (5), (6) has a unique solution. If (u0, v0,w0) ≡ (0,0,0), the set of nontrivial
nonnegative solutions is given by
u(t; s) = c1(t − s)α1+ ,
v(t; s) = c2(t − s)α2+ ,
w(t; s) = c3(t − s)α3+ ,
where (r)+ = max{r,0}, s is any nonnegative constant and α1, α2, α3, c1, c2, c3 are given in (8)
and (9).
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Lemma 1. Let (u, v,w) be a solution of system (7) with a nontrivial initial data. Then for every
t > 0 there exist c, a > 0 such that
u(t, x) c exp
(−a|x|2).
Proof. Consider an interval [0, t0], where t0 < t . There exists t1 ∈ [0, t0] such that u(t1) is not
identically equal to zero. (If we had u ≡ 0 on [0, t0] instead, from Eqs. (5) we would get v ≡ 0,
w ≡ 0 on [0, t0], what is in the contrary with our assumption.)
The function u is nonnegative and since it is a classical solution of (5), it is also continuous.
Therefore, there exist x0 ∈ RN,L > 0 and δ > 0 such that for every y ∈ RN , |y − x0| < δ we
have u(t1, y) > L. Then
u(t, x) S(t − t1)u(t1)
=
∫
RN
(
4π(t − t1)
)−N/2
exp
(
− |x − y|
2
4(t − t1)
)
u(t1, y) dy
 L
∫
|y−x0|<δ
(
4π(t − t1)
)−N/2
exp
(
− |x − y|
2
4(t − t1)
)
dy.
Using that for every x, y ∈RN we have |x − y|2  (|x| + |y|)2  2|x|2 + 2|y|2 yields
u(t, x) L
(
4π(t − t1)
)−N/2 ∫
|y−x0|<δ
exp
(
− |y|
2
2(t − t1)
)
dy exp
(
− |x|
2
2(t − t1)
)
.
If we set
c = L(4π(t − t1))−N/2
∫
|y−x0|<δ
exp
(
− |y|
2
2(t − t1)
)
dy and a = 1
2(t − t1) ,
we get the result of Lemma 1. 
In this paper, we assume that p,q, r > 0 and 0 < pqr < 1. We can distinguish these cases:
(1) All the exponents are less than one.
(2) There exists only one exponent that is greater or equal to one. We can assume that it is r ,
since reordering and renaming of the depending variables of system (5) would yield this
case. Moreover, we distinguish
(2a) 0 < qr < 1,
(2b) qr  1.
(3) There exist exactly two exponents which are greater or equal to one. We can assume they are
q and r .
We merge cases (3) and (2b) and then we distinguish
(I) p < 1, q < 1, r < 1,
(II) p < 1, qr < 1, r  1,
(III) pqr < 1, qr  1, r  1.
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Then
u(t, x) c1tα1 , v(t, x) c2tα2, w(t, x) c3tα3 .
Proof. First of all, note that for ν,μ > 0 we have
S(ν) exp
(−μ|x|2)= (1 + 4μν)−N/2 exp(− μ|x|2
1 + 4μν
)
. (11)
This can easily be derived from the semigroup property of the heat kernel, i.e. we have
S(t)S(s) = S(t + s) for every t, s > 0.
Assume first that u0(x)  c exp(−a|x|2) for some c, a > 0. Moreover, let 0 < p < 1,
0 < q < 1, 0 < r < 1. Then
u(ξ, x) S(ξ)u0  cS(ξ) exp
(−a|x|2)= c(1 + 4aξ)−N/2 exp(− a|x|2
1 + 4aξ
)
.
Using (7) we obtain
w(τ, x)
τ∫
0
S(τ − ξ)ur(ξ) dξ

τ∫
0
cr(1 + 4aξ)−Nr/2S(τ − ξ) exp
(
− ar|x|
2
1 + 4aξ
)
dξ
 cr(1 + 4aτ)−Nr/2
τ∫
0
(
1 + 4ar τ − ξ
1 + 4aξ
)−N/2
× exp
(
− ar|x|
2
1 + 4aξ + 4ar(τ − ξ)
)
dξ
 cr(1 + 4aτ)−Nr/2(1 + 4arτ)−N/2 exp
(
− ar|x|
2
1 + 4arτ
) τ∫
0
dξ.
Substituting this inequality into the equation for v from (7) we obtain
v(s, x) crq(1 + 4as)−Nrq/2(1 + 4ars)−Nq/2
×
s∫
0
S(s − τ) exp
(
− arq|x|
2
1 + 4arτ
)( τ∫
0
dξ
)q
dτ
 crq(1 + 4as)−Nrq/2(1 + 4ars)−Nq/2(1 + 4arqs)−N/2
× exp
(
− arq|x|
2
1 + 4arqs
) s∫
0
( τ∫
0
dξ
)q
dτ.
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u(t, x) cpqr (1 + 4at)−Npqr/2(1 + 4art)−Npq/2(1 + 4arqt)−Np/2
× (1 + 4apqrt)−N/2 exp
(
− apqr|x|
2
1 + 4apqrt
) t∫
0
( s∫
0
( τ∫
0
dξ
)q
dτ
)p
ds.
By induction,
u(t, x) c(pqr)k
k∏
j=0
(
1 + 4a(pqr)j t)−(N/2)(pqr)k−j
×
k−1∏
j=0
(
1 + 4ar(pqr)j t)−(N/2)(pqr)k−1−j pq
×
k−1∏
j=0
(
1 + 4arq(pqr)j t)−(N/2)(pqr)k−1−j p
× exp
(
− a(pqr)
k|x|2
1 + 4a(pqr)kt
)
fk(t), (12)
where
fk(t) =
t∫
0
( s∫
0
( τ∫
0
f rk−1(ξ) dξ
)q
dτ
)p
ds, f0(t) ≡ 1. (13)
We elucidate the convergence of the term fk(t) as k → ∞. At first, for the solution c1tα1 we
have
c1t
α1 = (1 + p + pq)− 11−pqr (1 + q + qr)− p1−pqr (1 + r + rp)− pq1−pqr
× (1 − pqr) 1+p+pq1−pqr t 1+p+pq1−pqr
= (1 + p + pq + pqr + p2qr + p2q2r + · · ·)−(1+pqr+(pqr)2+···)
× (1 + q + qr + qrp + q2rp + q2r2p + · · ·)−p(1+pqr+(pqr)2+···)
× (1 + r + rp + rpq + r2pq + r2p2q + · · ·)−pq(1+pqr+(pqr)2+···)
× t1+p+pq+···. (14)
For the first iteration f1(t) we have
f1(t) =
t∫
0
( s∫
0
τq dτ
)p
ds =
t∫
0
(
sq+1
q + 1
)p
ds = 1
(q + 1)p
t1+p+pq
1 + p + pq
 (1 + q + qr + · · ·)−p(1 + p + pq + · · ·)−1t1+p+pq.
Let us assume that
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× (1 + q + qr + · · ·)−p(1+pqr+(pqr)2+···+(pqr)i−1)
× (1 + r + rp + · · ·)−pq(1+pqr+(pqr)2+···+(pqr)i−2)
× t (1+p+pq)(1+pqr+···+(pqr)i−1). (15)
Then from (13) we obtain
fi+1(t) (1 + p + pq + · · ·)−(pqr+(pqr)2+···+(pqr)i )
× (1 + q + qr + · · ·)−p(pqr+(pqr)2+···+(pqr)i )
× (1 + r + rp + · · ·)−pq(pqr+(pqr)2+···+(pqr)i−1)
×
t∫
0
( s∫
0
( τ∫
0
ξ (1+p+pq)(1+···+(pqr)i−1)r dξ
)q
dτ
)p
ds.
Since we have
t∫
0
( s∫
0
( τ∫
0
ξ (1+p+pq)(1+···+(pqr)i−1)r dξ
)q
dτ
)p
ds

t∫
0
( s∫
0
(
τ (1+p+pq)(1+···+(pqr)i−1)r+1
1 + r + rp + · · ·
)q
dτ
)p
ds
 (1 + r + rp)−pq
t∫
0
(
s((1+p+pq)(1+···+(pqr)i−1)r+1)q+1
1 + q + qr + · · ·
)p
ds
 (1 + r + rp + · · ·)−pq(1 + q + qr + · · ·)−p
× (1 + p + pq + · · ·)−1t (1+p+pq)(1+···+(pqr)i ),
induction yields that (15) holds for every positive integer i.
We can now return to inequality (12). Its first term converges to one. The exponential term
converges also to one as k tends to infinity. We can estimate fk(t) using (15) and the fact that
the right-hand side of (15) tends to c1tα1 due to (14). The last step is to prove that the remaining
three products in (12) tend to one. We deal only with one of these products, the rest of them can
be treated similarly. We prove that its logarithm converges to zero,∣∣∣∣∣ln
k∏
j=0
(
1 + 4a(pqr)j t)−(N/2)(pqr)k−j
∣∣∣∣∣
=
k∑
j=0
(N/2)(pqr)k−j ln
(
1 + 4a(pqr)j t)

k∑
j=0
(N/2)(pqr)k−j4a(pqr)j t
= 2aNt(pqr)k(k + 1) → 0 as k → ∞.
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u(ξ, x) c(1 + 4aξ)−N/2 exp
(
− a|x|
2
1 + 4aξ
)
.
Since r  1, the use of Jensen’s inequality yields that S(t)f r  (S(t)f )r for any t  0 and for
an arbitrary function f defined in RN . Therefore,
w(τ, x)
τ∫
0
S(τ − ξ)ur(ξ) dξ 
τ∫
0
(
S(τ − ξ)u(ξ))r dξ

τ∫
0
(
c(1 + 4aξ)−N/2S(τ − ξ) exp
(
− a|x|
2
1 + 4aξ
))r
dξ
=
τ∫
0
(
c(1 + 4aξ)−N/2
(
1 + 4 a
1 + 4aξ (τ − ξ)
)−N/2
× exp
(
− a|x|
2
1 + 4aξ + 4a(τ − ξ)
))r
dξ

(
c(1 + 4aτ)−N exp
(
− a|x|
2
1 + 4aτ
))r τ∫
0
dξ.
Inserting the inequality above into the equation for v from (7) gives
v(s, x)
s∫
0
S(s − τ)
(
c(1 + 4aτ)−N exp
(
− a|x|
2
1 + 4aτ
))qr( τ∫
0
dξ
)q
dτ.
Using Jensen’s inequality with the exponent qr gives
v(s, x)
s∫
0
(
S(s − τ)c(1 + 4aτ)−N exp
(
− a|x|
2
1 + 4aτ
))qr( τ∫
0
dξ
)q
dτ

(
c(1 + 4as)−3N/2 exp
(
− a|x|
2
1 + 4as
))qr s∫
0
( τ∫
0
dξ
)q
dτ.
Following the method used in case (I),
u(t, x)
t∫
0
S(t − s)cpqr (1 + 4as)−3Npqr/2 exp
(
−apqr|x|
2
1 + 4as
)( s∫
0
( τ∫
0
dξ
)q
dτ
)p
ds
 cpqr (1 + 4at)−3Npqr/2(1 + 4apqrt)−N/2
× exp
(
− apqr|x|
2
1 + 4apqrt
) t∫ ( s∫ ( τ∫
dξ
)q
dτ
)p
ds.0 0 0
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u(t, x) c(pqr)k
k−1∏
j=0
(
1 + 4a(pqr)j t)(−3N/2)(pqr)k−j
× (1 + 4a(pqr)kt)−N/2 exp(− a(pqr)k|x|2
1 + 4a(pqr)kt
)
fk(t).
Using the same arguments as in case (I) we obtain the result.
We omit case (II) because the proof can easily be carried out by combining the arguments
from (I) and (III), that is by using Jensen’s inequality for r and the technique from case (I) for qr
and p, respectively.
At the beginning of Lemma 2, we have assumed u0(x)  c exp(−a|x|2) for some c, a > 0.
We shall prove the general case, i.e. let us assume that (u0, v0,w0) is nontrivial. For arbitrary
ε > 0, set
uε(t) = u(t + ε), vε(t) = v(t + ε), wε(t) = w(t + ε).
Now, (uε, vε,wε) is a solution of the system and by Lemma 1, uε satisfies the condition from
the beginning of Lemma 2, therefore we have uε(t) c1tα1 . Putting ε → 0 gives u(t) c1tα1 .
Substituting this estimate into the system (7) gives the remaining estimates for v and w. 
Let us define a strip ST = [0, T )×RN and denote by XγT the space of nonnegative measurable
real functions v defined in ST which satisfy the condition
∀t ∈ [0, T )
t∫
0
S(t − s)vγ (s) ds < +∞.
In the sequel, we will need the following auxiliary inequality.
Lemma 3. Let 0 < β  1 and a, b, c 0. Then
a + b1−βcβ  (a + b)1−β(a + c)β .
Proof. Without loss of generality, we can assume that c b. Let us fix the variables a and c and
consider the following functions:
f (b) = a + b1−βcβ, g(b) = (a + b)1−β(a + c)β, b c.
Note that f (c) = g(c). Simple computations yield that d
db
f  d
db
g for b  c. Therefore
f (b) g(b), so the statement of the auxiliary lemma is proved. 
Lemma 4. Let α,β, γ be positive real numbers such that 0 < β  1 and βγα−1  1. Assume u0
to be a nonnegative, bounded and measurable function defined in RN and let v, v¯ ∈ XγT for some
T > 0. Let u, u¯ be functions defined in ST which satisfy
u(t) = S(t)u0 +
t∫
0
S(t − s)vγ (s) ds,
u¯(t) = S(t)u0 +
t∫
S(t − s)v¯γ (s) ds.0
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∥∥(uβ − u¯β)(t)∥∥∞ 
( t∫
0
∥∥(vα − v¯α)(s)∥∥α−1γ∞ ds
)β
, (16)
where ‖f ‖∞ = supx∈RN |f (x)|.
Proof.
u(t) = S(t)u0 +
t∫
0
S(t − s)vγ (s) ds
= S(t)u0 +
t∫
0
∫
RN
Kt−s(x − y)vγ (s, y) dy ds
= S(t)u0 +
t∫
0
∫
RN
K
1−β
t−s (x − y)v(1−β)γ (s, y)Kβt−s(x − y)vβγ (s, y) dy ds.
Since βγ = αβγα−1 and vα(s, y) v¯α(s, y) + |vα(s, y) − v¯α(s, y)|, we have
u(t) S(t)u0 +
t∫
0
∫
RN
K
1−β
t−s (x − y)v(1−β)γ (s, y)
× Kβt−s(x − y)
(
v¯α(s, y) + ∣∣vα(s, y) − v¯α(s, y)∣∣)βγα−1 dy ds.
Using the fact that βγα−1  1, we get
u(t) S(t)u0 +
t∫
0
∫
RN
K
1−β
t−s (x − y)v(1−β)γ (s, y)Kβt−s(x − y)v¯βγ (s, y) dy ds
+
t∫
0
∫
RN
K
1−β
t−s (x − y)v(1−β)γ (s, y)Kβt−s(x − y)
∣∣vα(s, y) − v¯α(s, y)∣∣βγα−1 dy ds.
Using Hölder’s inequality with the exponents (1 − β)−1 and β−1 gives
u(t) S(t)u0 +
( t∫
0
S(t − s)vγ (s) ds
)1−β( t∫
0
S(t − s)v¯γ (s) ds
)β
+
( t∫
0
S(t − s)vγ (s) ds
)1−β( t∫
0
S(t − s)∣∣vα(s) − v¯α(s)∣∣γα−1 ds
)β
.
Using Lemma 3,
u(t) u1−β(t)u¯β(t) + u1−β(t)
( t∫
S(t − s)∣∣vα(s) − v¯α(s)∣∣γα−1 ds
)β
.0
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Lemma 5. Let (u, v,w) and (u¯, v¯, w¯) be two solutions of system (7) defined in a strip ST with
the same bounded, continuous, nonnegative and nonzero initial data (u0, v0,w0). Then u = u¯,
v = v¯, w = w¯ in [0, T ).
Proof. Let us define the following operators f,g,h :X → X, where X is a space of functions
defined in the strip ST :
f (v˜) = S(t)u0 +
t∫
0
S(t − s)v˜p(s) ds,
g(w˜) = S(s)v0 +
s∫
0
S(s − τ)w˜q(τ ) dτ,
h(u˜) = S(τ)w0 +
τ∫
0
S(τ − ξ)u˜r (ξ) dξ.
The domains of these operators are supposed to be maximal, i.e. f,g,h are defined on
X
p
T ,X
q
T ,X
r
T , respectively.
Define a mapping ψ that maps a given real θ ∈ [0,1] on a function u˜ = θu+ (1 − θ)u¯ defined
in the strip ST and define a functional φ(u˜) = u˜(t, x). We can construct a composed function
φ ◦ f ◦ g ◦ h ◦ ψ . The use of the mean value theorem yields that there exists θ ∈ [0,1] such that
(u − u¯)(t) = φfghψ(1) − φfghψ(0) = (φfghψ)′(θ).
Formal differentiation gives that for u˜ = θu + (1 − θ)u¯ we have
(u − u¯)(t) = pqr
t∫
0
S(t − s)
(
S(s)v0 +
s∫
0
S(s − τ)
×
(
S(τ)w0 +
τ∫
0
S(τ − ξ)u˜r (ξ) dξ
)q
dτ
)p−1
×
s∫
0
S(s − τ)
(
S(τ)w0 +
τ∫
0
S(τ − ξ)u˜r (ξ) dξ
)q−1
×
( τ∫
0
S(τ − ξ)(u˜(ξ))r−1(u − u¯)(ξ) dξ
)
dτ ds. (17)
We justify this formal calculation later.
Let us consider case (I) about the exponents. Then from (17), using the fact that u˜(ξ) c1ξα1
and that (10) holds, we obtain
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t∫
0
(
c2s
α2
)p−1 s∫
0
(
c3τ
α3
)q−1 τ∫
0
(
c1ξ
α1
)r−1∥∥(u − u¯)(ξ)∥∥∞ dξ dτ ds.
(18)
If we set (α,β, γ ) = (1,1,p) and use Lemma 4 we get
∥∥(u − u¯)(t)∥∥∞ 
t∫
0
∥∥(v − v¯)(s)∥∥p∞ ds.
Similarly, setting (α,β, γ ) = (1,1, q) and changing variables (u, v) → (v,w) in Lemma 4 yield
∥∥(v − v¯)(s)∥∥∞ 
s∫
0
∥∥(w − w¯)(τ )∥∥q∞ dτ,
and setting (α,β, γ ) = (1,1, r) and (u, v) → (w,u) give
∥∥(w − w¯)(τ )∥∥∞ 
τ∫
0
∥∥(u − u¯)(ξ)∥∥r∞ dξ.
The three inequalities above give
∥∥(u − u¯)(t)∥∥∞ 
t∫
0
( s∫
0
( τ∫
0
∥∥(u − u¯)(ξ)∥∥r∞ dξ
)q
dτ
)p
ds. (19)
Let us consider case (II), i.e 0 < p < 1, r  1, 0 < qr < 1. Use Hölder’s inequality with the
exponents r/(r − 1) and r in (17) to obtain
∣∣(u − u¯)(t)∣∣ pqr
t∫
0
S(t − s)(c2sα2)p−1
s∫
0
S(s − τ)
×
( τ∫
0
S(τ − ξ)u˜r (ξ) dξ
)q−1( τ∫
0
S(τ − ξ)u˜r (ξ) dξ
) r−1
r
×
( τ∫
0
S(τ − ξ)∣∣(u − u¯)(ξ)∣∣r dξ
) 1
r
dτ ds
and similarly as in the previous case we arrive at
∥∥(u − u¯)(t)∥∥∞  pqr
t∫
0
(
c2s
α2
)p−1 s∫
0
(
c3τ
α3
)q− 1
r
( τ∫
0
∥∥(u − u¯)(ξ)∥∥r∞ dξ
) 1
r
dτ ds. (20)
Setting
(α,β, γ ) = (1,1,p),
(α,β, γ ) = (q,1, q), (u, v) → (v,w),
(α,β, γ ) = (1, q, r), (u, v) → (w,u)
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∥∥(u − u¯)(t)∥∥∞ 
t∫
0
∥∥(v − v¯)(s)∥∥p∞ ds,
∥∥(v − v¯)(s)∥∥∞ 
s∫
0
∥∥(wq − w¯q)(τ )∥∥∞ dτ,
∥∥(wq − w¯q)(τ )∥∥∞ 
( τ∫
0
∥∥(u − u¯)(ξ)∥∥r∞ dξ
)q
.
So, we have that (19) holds for this case too.
Finally, consider case (III), i.e. r  1 and rq  1. Use Hölder’s inequality with the exponents
r/(r − 1) and r in (17) to obtain
∣∣(u − u¯)(t)∣∣ pqr
t∫
0
S(t − s)
( s∫
0
S(s − τ)
(
S(τ)w0 +
τ∫
0
S(τ − ξ)u˜r (ξ) dξ
)q
dτ
)p−1
×
s∫
0
S(s − τ)
(
S(τ)w0 +
τ∫
0
S(τ − ξ)u˜r (ξ) dξ
)q−1+ r−1
r
×
( τ∫
0
S(τ − ξ)∣∣(u − u¯)(ξ)∣∣r dξ
) 1
r
dτ ds.
Now, using Hölder’s inequality with the exponents rq/(rq − 1) and rq yields
∥∥(u − u¯)(t)∥∥∞  pqr
t∫
0
(
c2s
α2
)p− 1
rq
( s∫
0
( τ∫
0
∥∥(u − u¯)(ξ)∥∥r∞ dξ
)q
dτ
) 1
rq
ds. (21)
Setting
(α,β, γ ) = (p,1,p),
(α,β, γ ) =
(
1
r
,p, q
)
, (u, v) → (v,w),
(α,β, γ ) =
(
1,
1
r
, r
)
, (u, v) → (w,u)
in Lemma 4 gives
∥∥(u − u¯)(t)∥∥∞ 
t∫
0
∥∥(vp − v¯p)(s)∥∥∞ ds,
∥∥(vp − v¯p)(s)∥∥∞ 
( s∫ ∥∥(w 1r − w¯ 1r )(τ )∥∥rq∞ dτ
)p
,0
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( τ∫
0
∥∥(u − u¯)(ξ)∥∥r∞ dξ
) 1
r
.
So, estimate (19) is also valid in this case.
In all three cases (19) holds. It is easily seen that (19) is valid also for the function φ(t) =
sups∈[0,t] ‖(u − u¯)(s)‖∞, i.e.
φ(t)
t∫
0
( s∫
0
( τ∫
0
φr(ξ) dξ
)q
dτ
)p
ds.
Using the fact that for ξ  t we have φ(ξ) φ(t) yields
φ(t) φ(t)pqr
t∫
0
( s∫
0
( τ∫
0
dξ
)q
dτ
)p
ds.
From this we get∥∥(u − u¯)(t)∥∥ φ(t)Ktα1 , (22)
where K  0. Inserting (22) into (18) or (20) or (21) we can justify the differentiation in (17) and
obtain∥∥(u − u¯)(t)∥∥ pqrKtα1 .
Iterating this process k-times gives∥∥(u − u¯)(t)∥∥ (pqr)kKtα1
for every positive integer k. We can conclude that u = u¯ and this implies (u, v,w) =
(u¯, v¯, w¯). 
Lemma 6. Assume that u0 = v0 = w0 = 0. The set of nontrivial nonnegative solutions of (5), (6)
is given by
u(t) = c1(t − s)α1+ , v(t) = c2(t − s)α2+ , w(t) = c3(t − s)α3+ , (23)
where s  0 is a parameter.
Proof. One can see that (u, v,w) given by (23) are solutions of (5), (6). On the other hand, let
(u, v,w) be a nontrivial nonnegative solution of (5), (6) with zero initial data (u0, v0,w0). Then,
by (7)
∥∥u(t)∥∥∞ 
t∫
0
( s∫
0
( τ∫
0
∥∥u(ξ)∥∥r∞ dξ
)q
dτ
)p
ds. (24)
Similarly as in the end of the proof of Lemma 5, we arrive at∥∥u(t)∥∥∞ Ktα1 ,
where K > 0 is a constant. Putting this estimate into (24) and iterating this process gives∥∥u(t)∥∥  c1tα1 . (25)∞
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t0 = inf
{
t > 0, u(t, x) > 0 for some x
}
.
Standard arguments guarantee that for t < t0 we have u(t, x) ≡ v(t, x) ≡ w(t, x) ≡ 0 and for
t > t0 we have u(t, x) > 0, v(t, x) > 0,w(t, x) > 0 for all x.
Let t1 < t0 and set u(t, x) = u(t + t1, x), v(t, x) = v(t + t1, x) and w(t, x) = w(t + t1, x). The
vector function (u, v,w ) solves (5), (6) with zero initial data, therefore we have u(t, x) c1tα1 .
This implies
u(t, x) c1(t − t1)α1+ .
Letting t1 → t0 gives
u(t, x) c1(t − t0)α1+ . (26)
On the other hand, let t2 > t0 and set u(t, x) = u(t + t2, x), v(t, x) = v(t + t2, x) and w(t, x) =
w(t + t2, x). The vector function (u, v,w) solves (5), (6) with nonzero initial data so Lemma 2
implies
u(t, x) c1tα1 .
Writing this inequality in terms of u and letting t2 → t0 give
u(t, x) c1(t − t0)α1+ . (27)
Using (26) and (27) we get
u(t, x) = c1(t − t0)α1+
and putting this formula into (7) gives the formulas for v and w, so the result of Lemma 6 is
proved. 
4. The general case
In this section, we sketch how one can proceed when dealing with the system of n reaction–
diffusion equations.
We investigate the following system:
ui(t) = S(t)u(0)i +
t∫
0
S(t − s)upii−1(s) ds, i = 1, . . . , n. (28)
We consider u0 ≡ un here (in the present context u0 is not an initial data, initial data are indicated
with superscript (0)). We assume that pi are positive numbers and p1 · · · · · pn < 1. It is always
possible to find a 1-cyclic permutation R : (p1, . . . , pn) → (pi, . . . , pn,p1, . . . , pi−1) such that
R(p1, . . . , pn) = (Q1, . . . ,Qk) and for each row-vector Qi = (qi,1, . . . , qi,ki ) we have
s∏
t=1
qi,t  1 for s < ki,
ki∏
t=1
qi,t < 1.
Without loss of generality, we can assume that (p1, . . . , pn) = (Q1, . . . ,Qk). Firstly, let us focus
on Q1. Suppose that Q1 comprises l elements, i.e. Q1 = (p1,p2, . . . , pl). Let (u1, . . . , un),
(u¯1, . . . , u¯n) be two solutions of (28) with the same nonnegative, bounded and continuous
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(0)
n ). Then it is possible to estimate the norm ‖(ul − u¯l)(t)‖∞ by
means of ‖(un − u¯n)(t)‖∞ using the following inequalities. If we set (α,β, γ ) = (1, 1p1 ,p1)
in Lemma 4, we obtain
∥∥(u 1p11 − u¯ 1p11 )(t)∥∥∞ 
( t∫
0
∥∥(un − u¯n)(s)∥∥p1∞ ds
) 1
p1
.
Using Lemma 4 with (α,β, γ ) = ( 1
p1
, 1
p1p2
,p2) yields
∥∥(u 1p1p22 − u¯ 1p1p22 )(t)∥∥∞ 
( t∫
0
∥∥(u 1p11 − u¯ 1p11 )(s)∥∥p1p2∞ ds
) 1
p1p2
.
Similarly, for 1 i < l we may set (α,β, γ ) = ( 1
p1p2...pi−1 ,
1
p1p2...pi
, pi) to obtain
∥∥(u 1p1p2...pii − u¯ 1p1p2 ...pii )(t)∥∥∞

( t∫
0
∥∥(u 1p1p2...pi−1i−1 − u¯
1
p1p2...pi−1
i−1
)
(s)
∥∥p1p2...pi∞ ds
) 1
p1p2 ...pi
.
And finally, setting (α,β, γ ) = ( 1
p1p2...pl−1 ,1,pl) yields
∥∥(ul − u¯l)(t)∥∥∞ 
t∫
0
∥∥(u 1p1p2...pl−1l−1 − u¯
1
p1p2...pl−1
l−1
)
(s)
∥∥p1p2...pl∞ ds.
If we join the inequalities above, we obtain∥∥(ul − u¯l)(t)∥∥∞  Fl ◦ · · · ◦ F1(∥∥(un − u¯n)(·)∥∥∞)(t), (29)
where
Fi
(
f (·))(t) =
t∫
0
f pi (s) ds, i = 1, . . . , n.
Let us look at Qi , i = 1, . . . , k, in more detail. We introduce the following notation: Qi =
(pli−1+1, . . . , pli ), where 0 = l0 < l = l1 < · · · < li−1 < li < · · · < lk = n. Similarly as we ob-
tained (29) for Q1, we may get the following inequality for Qi :∥∥(uli − u¯li )(t)∥∥∞  Fli ◦ · · · ◦ Fli−1+1(∥∥(uli−1 − u¯li−1)(·)∥∥∞)(t), i = 1, . . . , k. (30)
Joining all k inequalities given in (30) yields∥∥(un − u¯n)(t)∥∥∞  Fn ◦ · · · ◦ F1(∥∥(un − u¯n)(·)∥∥∞)(t). (31)
Inequality (31) is the generalization of inequality (19). From (31), we can obtain
∥∥(un − u¯n)(t)∥∥∞ Kt 1+pn+pnpn−1+···+pnpn−1· ··· ·p21−p1p2 · ··· ·pn , (32)
where K  0 (compare with (22)).
584 P. Bokes / J. Math. Anal. Appl. 331 (2007) 567–584It is possible to generalize all crucial inequalities that are proved for the system of three
equations to the system of n equations. The approach is similar as in the case of (32), i.e. to use
the partition of (p1, . . . , pn) into (Q1, . . . ,Qk) and to deal with each Qi relatively separately.
However, the computations lead to extremely intricate formulae, so the author decided to left
them out in the paper for the sake of intelligibility.
In fact, cases (I)–(III) described for the system of three equations represent partitions
of (p1,p2,p3) into (Q1, . . . ,Qk) that can occur. If we set (u1, u2, u3) = (w,v,u) and
(p1,p2,p3) = (r, q,p), system (28) reduces to (7). Case (I) (see its introduction after Lemma 1)
is related to the partition Q1 = (p1), Q2 = (p2), Q3 = (p3), case (II) is related to the partition
Q1 = (p1,p2), Q2 = (p3) and case (III) is related to Q1 = (p1,p2,p3).
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