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1. Introduction and notation
In the theory of linear summing operators, Pietsch’s composition theorem, which asserts that if p,q ∈ (1,∞) and
r ∈ [1,∞) are such that 1r = 1p + 1q , then πq ◦ πp ⊂ πr , is one of the fundamental results, see [5,6,14,15,17,19]. In this
context, question is if there is an extension of Pietsch’s composition theorem to the multilinear settings. Since the proof
of Pietsch’s composition theorem is based on the Grothendieck–Pietsch domination theorem, it seems natural to work in
the multilinear case with the class for which there is a domination theorem. One such a class is the class of dominated
operators, see [4,8,10,12,13]. In this paper we prove that, as in the linear case, the class of dominated operators has some
general splitting theorem and, as a consequence, we deduce some possible extensions of Pietsch’s composition theorem to
multilinear settings. We ﬁx some notations and notions used through the paper.
Let X be a Banach space, BX the closed unit ball of X and X∗ the dual of X . For 0 < p < ∞ and every x1, . . . , xn ∈ X we
denote
wp(xi | 1 i  n) = sup
x∗∈BX∗
(
n∑
i=1
∣∣x∗(xi)∣∣p
) 1
p
, lp(xi | 1 i  n) =
(
n∑
i=1
‖xi‖p
) 1
p
.
Deﬁnition 1. Let p ∈ [1,∞) and X, Y be Banach spaces. A linear continuous operator U : X → Y is called p-summing if and
only if there exists C > 0 such that for each (xi)1im ⊂ X the following hold(
m∑
i=1
∥∥U (xi)∥∥p
) 1
p
 Cwp(xi | 1 i m) (∗)
and the p-summing norm of U is
πp(U ) = inf
{
C
∣∣ C veriﬁes (∗)}.
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In the multilinear case there is a general extension of the linear summing operators, see [1,2,10–12]. In this paper, to
avoid unpleasant repetitions, all (n−) multilinear continuous operators are always deﬁned on a Cartesian product of (n−)
Banach spaces with values in a Banach space.
Deﬁnition 2. Let p1, . . . , pn ∈ [1,∞) and t ∈ (0,∞) be such that 1t  1p1 + · · · + 1pn . A multilinear continuous operator
U : X1 × · · · × Xn → Y is called (t; p1, . . . , pn)-summing if and only if there exists C > 0 such that for each (x ji )1im ⊂ X j
(1 j  n) the following hold
(
m∑
i=1
∥∥U(x1i , . . . , xni )∥∥t
) 1
t
 Cwp1
(
x1i
∣∣ 1 i m) · · ·wpn(xni ∣∣ 1 i m) (∗∗)
and
πt;p1,...,pn (U ) = inf
{
C
∣∣ C veriﬁes (∗∗)}.
We denote by πt;p1,...,pn (X1, . . . , Xn; Y ) the class of all (t; p1, . . . , pn)-summing operators from X1 × · · · × Xn into Y on
which πt;p1,...,pn is a norm if t  1 (t-norm, if t < 1). When p1 = · · · = pn = p, and in this case 1t  np , we write simply πt;p
instead of πt;p1,...,pn . In the linear case i.e. n = 1 we get the well-known deﬁnition of (t, p)-summing operators.
There are two particular cases of this general deﬁnition which, to avoid some misunderstandings, we state explicitly in
the sequel. The ﬁrst is the class of dominated operators, i.e. those for which 1t = 1p1 + · · · + 1pn .
Deﬁnition 3. Let p1, . . . , pn ∈ [1,∞) and deﬁne t ∈ (0,∞) by 1t = 1p1 + · · · + 1pn . A multilinear continuous operator U :
X1 × · · · × Xn → Y is called (p1, . . . , pn)-dominated if and only if there exists C > 0 such that for each (x ji )1im ⊂ X j
(1 j  n) the following hold
(
m∑
i=1
∥∥U(x1i , . . . , xni )∥∥t
) 1
t
 Cwp1
(
x1i
∣∣ 1 i m) · · ·wpn(xni ∣∣ 1 i m) (∗∗∗)
and
δp1,...,pn (U ) = inf
{
C
∣∣ C veriﬁes (∗∗∗)}.
We denote by δp1,...,pn (X1, . . . , Xn; Y ) the class of all (p1, . . . , pn)-dominated operators from X1 × · · · × Xn into Y on
which δp1,...,pn is a norm if t  1 (t-norm, if t < 1). Dominated (p, . . . , p)-operators, in which case we have t = pn , are called
p-dominated and we write simply δp instead of δp,...,p . Observe that p-dominated operators are exactly (
p
n ; p, . . . , p)-
summing operators.
The main feature of this class is that we have a Grothendieck–Pietsch domination theorem, see [8,10,12,16].
Domination theorem. Let Ω j ⊆ BX∗j be a weak∗-compact and norming subset of B X∗j and p1, . . . , pn ∈ [1,∞). A multilinear con-
tinuous operator U : X1 × · · · × Xn → Y is (p1, . . . , pn)-dominated if and only if there exists K > 0 and regular Borel probability
measures μ j on Ω j (1 j  n) such that for each (x1, . . . , xn) ∈ X1 × · · · × Xn we have
∥∥U (x1, . . . , xn)∥∥ K( ∫
Ω1
∣∣x∗1(x1)∣∣p1 dμ1(x∗1)
) 1
p1 · · ·
( ∫
Ωn
∣∣x∗n(xn)∣∣pn dμn(x∗n)
) 1
pn
. (∗∗∗∗)
Moreover δp1,...,pn (U ) = inf{K | K veriﬁes (∗∗∗∗)}; see [8,10,12,16].
From domination theorem we deduce:
Inclusion theorem. Let p1, . . . , pn, s1, . . . , sn ∈ [1,∞) be such that p1  s1, . . . , pn  sn. Then δp1,...,pn (X1, . . . , Xn; Y ) ⊂
δs1,...,sn (X1, . . . , Xn; Y ).
A second is the class of p-summing operators, i.e. those in which t = p1 = · · · = pn = p  1.
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constant C  0 such that for each (x ji )1im ⊂ X j (1 j  n) the following hold
(
m∑
i=1
∥∥U(x1i , . . . , xni )∥∥p
) 1
p
 Cwp
(
x1i
∣∣ 1 i m) · · ·wp(xni ∣∣ 1 i m) (∗∗∗∗∗)
and the p-summing norm of U is πp(U ) = inf{C | C veriﬁes (∗∗∗∗∗)}.
In all the above deﬁnitions, a more precise notation is πnt;p1,...,pn , δ
n
p1,...,pn , δ
n
p , π
n
p instead of πt;p1,...,pn , δp1,...,pn , δp , πp .
However, when this will cause no confusion, we prefer to use these simple notations, the distinction between linear and
multilinear notations will be clear from the context.
All these three classes of multilinear operators verify the axioms of a λ-Banach ideal (for 0 < λ  1) (of n-linear op-
erators) as this notion was introduced by A. Pietsch in [16], see also [7] which we recall now. For a natural number n,
Banach spaces X1, . . . , Xn , Y we denote L(X1, . . . , Xn; Y ) the Banach space of all n-linear continuous operators, which we
call simply multilinear continuous, when the natural number n will be clear from the context.
Deﬁnition 5. A subclass A of the class L of all n-linear continuous operators between Banach spaces is called an ideal if
(M1) For all Banach spaces X1, . . . , Xn , Y the component A(X1, . . . , Xn; Y ) def= L(X1, . . . , Xn; Y ) ∩ A is a linear subspace of
L(X1, . . . , Xn; Y ).
(M2) If
X1
A1→ Y1, . . . , Xn An→ Yn, Y1 × · · · × Yn T→ Z S→ W
where all A j and S are bounded linear, T ∈ A(Y1, . . . , Yn; Z), then the composition S ◦ T ◦ (A1, . . . , An) ∈ A(X1, . . . ,
Xn;W ).
Above T ◦ (A1, . . . , An) : X1 × · · · × Xn → Z is deﬁned by
T ◦ (A1, . . . , An)(x1, . . . , xn, ) = T
(
A1(x1), . . . , An(xn)
)
.
(M3) [Kn  (λ1, . . . , λn) → λ1 · · ·λn ∈K] ∈ A.
A (quasi-)normed ideal is a pair (A,‖ ‖A), where A is an ideal and ‖ ‖A : A → [0,∞) is an ideal (quasi-)norm, i.e.
(M1′) ‖ ‖A restricted to each component is a (quasi-)norm.
(M2′) ‖S ◦ T ◦ (A1, . . . , An)‖A  ‖S‖A(T )‖A1‖ · · · ‖An‖ in the situation of (M2).
(M3′) ‖[Kn  (λ1, . . . , λn) → λ1 · · ·λn ∈K]‖A = 1.
The terms λ-normed (for 0 < λ  1), normed, quasi-Banach, λ-Banach ideal and Banach ideal are used in the obvious
way.
In [13], if A and B are two λ-Banach n-ideals, 1 q < ∞, it is denoted by A ◦ πq ⊂ B the fact that, if A1 ∈ πq(X1, Y1),
. . . , An ∈ πq(Xn, Yn) and T ∈ A(Y1, . . . , Yn; Z), then T ◦ (A1, . . . , An) ∈ B(X1, . . . , Xn; Z).
In this paper we will be interested in the reverse problem: If A and B are two λ-Banach n-ideals we denote by πq ◦ A ⊂
B the fact that, if U ∈ A(X1, . . . , Xn; Y ) and T ∈ πq(Y , Z) then T ◦ U ∈ B(X1, . . . , Xn; Z).
To avoid some possible confusions we denote by (ρn)n∈N the sequence of Rademacher functions. For 1  p < ∞ we
denote by p∗ for the conjugate of p i.e. 1p + 1p∗ = 1; if p = 1 we take p∗ = ∞ and consider 1∞ = 0.
In this paper all notation and terminology, not otherwise explained, are as in [5] or [6].
2. The splitting results
We prove ﬁrst that one of possible multilinear extensions of Pietsch’s composition theorem is not true in case n 2. The
proof was suggested by the linear case, see [5, Ex. 11.23]. We use the usual notation that if a = (an)n∈N , b = (bn)n∈N are two
scalar sequences by ab we denote their pointwise multiplication i.e. ab = (anbn)n∈N . In the same way, if a1, . . . ,an are scalar
sequences, we denote their pointwise multiplication by a1 · · ·an .
418 D. Popa / J. Math. Anal. Appl. 370 (2010) 415–430Proposition 1.
(i) Let n be a natural number, a ∈ l∞ , Ma : c0 × · · · × c0︸ ︷︷ ︸
n times
→ c0 the multiplication operator, Ma(x1, . . . , xn) = ax1 · · · xn. Let
p1, . . . , pn ∈ [1,∞) and t ∈ (0,∞) be such that 1t  1p1 + · · · + 1pn . Then Ma is (t; p1, . . . , pn)-summing if and only if the
series
∑∞
k=1 |ak|t is convergent. Further πt;p1,...,pn (Ma) = (
∑∞
k=1 |ak|t)
1
t .
(ii) Let n be a natural number, p,q ∈ (1,∞), r ∈ [1,∞) such that 1r = 1p + 1q . Then πq ◦ δnp ⊂ δnr if and only if n = 1.
Proof. (i) Suppose Ma is (t; p1, . . . , pn)-summing. Since for s 1, ws(ei | 1 i m) = ‖I : l1 ↪→ ls‖ = 1, for each m ∈ N, we
have (
∑m
i=1 ‖Ma(ei, . . . , ei)‖t)
1
t  πt;p1,...,pn (Ma).
From Ma(ei, . . . , ei) = aiei we get (∑mi=1 |ai |t) 1t  πt;p1,...,pn (Ma), hence the series ∑∞k=1 |ak|t is convergent and
(
∑∞
k=1 |ak|t)
1
t  πt;p1,...,pn (Ma).
Conversely, suppose that the series
∑∞
k=1 |ak|t is convergent. For each (x1i , . . . , xni ) ∈ c0 × · · · × c0 (1 i m) we have
∥∥Ma(x1i , . . . , xni )∥∥t  ∞∑
k=1
|ak|t
∣∣〈x1i , ek〉∣∣t · · · ∣∣〈xni , ek〉∣∣t . (1)
Since 1t 
1
p1
+ · · · + 1pn , using Holder’s inequality we get(
m∑
i=1
∣∣a1i ∣∣t · · · ∣∣ani ∣∣t
) 1
t

(
m∑
i=1
∣∣a1i ∣∣p1
) 1
p1
· · ·
(
m∑
i=1
∣∣ani ∣∣pn
) 1
pn
for each scalars a ji . (2)
Using (2) from (1) we deduce
m∑
i=1
∥∥Ma(x1i , . . . , xni )∥∥t  ∞∑
k=1
|ak|t
(
m∑
i=1
∣∣〈x1i , ek〉∣∣t · · · ∣∣〈xni , ek〉∣∣t
)

∞∑
k=1
|ak|t
(
m∑
i=1
∣∣〈x1i , ek〉∣∣p1
) t
p1
· · ·
(
m∑
i=1
∣∣〈xni , ek〉∣∣pn
) t
pn

∞∑
k=1
|ak|t
[
wp1
(
x1i
∣∣ 1 i m) · · ·wpn(xni ∣∣ 1 i m)]t
thus (
m∑
i=1
∥∥Ma(x1i , . . . , xni )∥∥t
) 1
t

( ∞∑
k=1
|ak|t
) 1
t
wp1
(
x1i
∣∣ 1 i m) · · ·wpn(xni ∣∣ 1 i m),
i.e. Ma is (t; p1, . . . , pn)-summing and πt;p1,...,pn (Ma) (
∑∞
k=1 |ak|t)
1
t .
(ii) Suppose πq ◦ δnp ⊂ δnr . Let b = (bk)k∈N be such that the series
∑∞
k=1 |bk|
p
n is convergent and a = (ak)k∈N ∈ lq . In the
diagram c0 × · · · × c0︸ ︷︷ ︸
n times
Mb→ c0 Ma→ c0, by (i), Mb is p-dominated and Ma is q-summing. Then, by hypothesis, Mab = Ma ◦Mb ∈ δnr ,
which, again by (i), gives that the series
∑∞
k=1 |akbk|
r
n is convergent.
In particular, for each α > np , β >
1
q , taking a = ( 1kα )k∈N , b = ( 1kβ )k∈N we obtain that the series
∑∞
k=1 1
k(α+β)
r
n
is conver-
gent, thus α + β > nr . Now we are in the situation:
α + β > n
r
, ∀α > n
p
and ∀β > 1
q
. (∗)
Passing to the limit in (∗) for α → np , α > np and β → 1q , β > 1q we obtain np + 1q  nr , i.e. n( 1r − 1p ) 1q , or, if we use
1
r = 1p + 1q , we get nq  1q i.e. n = 1.
The converse is the Pietsch composition theorem. 
In view of Proposition 1, it seems that an extension of Pietsch’s composition theorem to the multilinear case could be
the following one.
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true? In other words, for what natural numbers n, if U ∈ δnp(X1, . . . , Xn; Y ) and T ∈ πq(Y , Z), then T ◦U ∈ πnr (X1, . . . , Xn; Z)?
We will prove, see Theorem 4 and Corollary 19, that for r ∈ [1,2], the answer to this question is Yes for all natural
numbers n. Unfortunately we do not know the answer to this question in case r ∈ (2,∞).
The next lemma was proved in [1, Proof of Theorem 3.10] in “the discrete case”, see also [9, Proof of Theorem 5.2], in this
form, in the bilinear case in [18, Lemma 2.22] and further it is explicitly stated and used in the proof of [3, Theorem 4.1].
We omit its proof.
Lemma 2. Let n 2 be a natural number, X1, . . . , Xn, Y Banach spaces and U : X1 ×· · ·× Xn → Y a multilinear continuous operator.
Then for each (x ji )1im ⊂ X j (1 j  n) we have the equality
m∑
i=1
U
(
x1i , . . . , x
n
i
)= ∫ · · ·∫
[0,1]n−1
U
(
m∑
i=1
x1i ρi(t1), . . . ,
m∑
i=1
xn−1i ρi(tn−1),
m∑
i=1
xni ρi(t1) · · ·ρi(tn−1)
)
dt1 · · ·dtn−1.
The following theorem is a multilinear variant of a splitting theorem, see [6, Lemma 2.23], [19, Lemma 9.14]; such a
result is used in the proof of Pietsch’s composition theorem for linear operators in [6, Theorem 2.22], [19, Theorem 9.13].
Theorem 3. Let n be a natural number, X1, . . . , Xn, Y Banach spaces and U : X1 × · · · × Xn → Y a multilinear continuous operator.
Let 1 k n and rk, . . . , rn ∈ [1,∞), pk,qk, . . . , pn,qn ∈ (1,∞) be such that
1
rk
= 1
pk
+ 1
qk
, . . . ,
1
rn
= 1
pn
+ 1
qn
and let also q ∈ (1,∞) be deﬁned by
1
q∗
= 1
q∗k
+ · · · + 1
q∗n
.
If p1, . . . , pk−1 ∈ [1,∞) (in case 2  k  n) and U is (p1, . . . , pn)-dominated, then for each (x ji )1im ⊂ X j (1  j  n) there
exist (λki )1im, . . . , (λ
n
i )1im ⊂K, (yi)1im ⊂ Y such that
lpk
(
λki
∣∣ 1 i m) 1, . . . , lpn(λni ∣∣ 1 i m) 1,
wq(yi | 1 i m) δp1,...,pn (U )Bp1 · · · Bpk−1w2
(
x1i
∣∣ 1 i m) · · ·
w2
(
xk−1i
∣∣ 1 i m)wrk(xki ∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m),
U
(
x1i , . . . , x
n
i
)= λki · · ·λni yi for each 1 i m.
Above by Bp we denote Khinchin’s constant.
Proof. For the case n = 1, see [6,19]. Let n 2. Using a simple argument of homogeneity it is enough to prove that for each
(x ji )1im ⊂ X j (1 j  n) with
w2
(
x1i
∣∣ 1 i m) 1, . . . ,w2(xk−1i ∣∣ 1 i m) 1, (1)
wrk
(
xki
∣∣ 1 i m) 1, . . . ,wrn(xni ∣∣ 1 i m) 1, (2)
there exist (λki )1im, . . . , (λ
n
i )1im ⊂K, (yi)1im ⊂ Y such that
lpk
(
λki
∣∣ 1 i m) 1, . . . , lpn(λni ∣∣ 1 i m) 1, (3)
wq(yi | 1 i m) δp1,...,pn (U )Bp1 · · · Bpk−1 , (4)
U
(
x1i , . . . , x
n
i
)= λki · · ·λni yi for each 1 i m. (5)
Since U is (p1, . . . , pn)-dominated, by the domination theorem, there exists regular Borel probability measures μ j on
Ω j = BX∗j (1 j  n) such that for each (x1, . . . , xn) ∈ X1 × · · · × Xn we have
∥∥U (x1, . . . , xn)∥∥ δp1,...,pn (U )
( ∫ ∣∣x∗1(x1)∣∣p1 dμ1(x∗1)
) 1
p1 · · ·
( ∫ ∣∣x∗n(xn)∣∣pn dμn(x∗n)
) 1
pn
. (6)Ω1 Ωn
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∥∥U(x1i , . . . , xni )∥∥ δp1,...,pn (U )
( ∫
Ω1
∣∣x∗1(x1i )∣∣p1 dμ1(x∗1)
) 1
p1 · · ·
( ∫
Ωn
∣∣x∗n(xni )∣∣pn dμn(x∗n)
) 1
pn
. (7)
For each 1 i m, we deﬁne
λki =
( ∫
Ωk
∣∣x∗k(xki )∣∣rk dμk(x∗k)
) 1
pk
, . . . , λni =
( ∫
Ωn
∣∣x∗n(xni )∣∣rn dμn(x∗n)
) 1
pn
. (8)
Then, using (2), we get that (3) are satisﬁed. Deﬁne also
yi =
⎧⎨
⎩
U (x1i ,...,x
n
i )
λki ···λni
, if all λki , . . . , λ
n
i are non-null,
0, otherwise.
(9)
Let 1 i m. If all λki , . . . , λni are non-null, then from (9) it follows that (5) holds. Otherwise, i.e. there exists k  j  n
such that λ ji = 0, then by (8),∫
Ω j
∣∣x∗j (x ji )∣∣r j dμ j(x∗j )= 0,
thus |x∗j (x ji )| = 0 for μ j-almost all x∗j and so also∫
Ω j
∣∣x∗j (x ji )∣∣p j dμ j(x∗j )= 0,
which by (7) gives U (x1i , . . . , x
n
i ) = 0 and again, using (9), it follows that (5) holds. For the proof of (4), denote
I = {1 i m ∣∣ all λki , . . . , λni are non-null}⊆ {1, . . . ,m}.
Then
wq(yi | 1 i m) = wq(yi | i ∈ I).
For the convenience of writing we will consider I = {1, . . . , l} with 1  l m, which means that for each 1  i  l all
λki , . . . , λ
n
i are non-null. We use the well-known relation, see [17, Lemma 1.1.14]
wq(yi | 1 i  l) = sup
‖(α1,...,αl)‖q∗1
∥∥∥∥∥
l∑
i=1
αi yi
∥∥∥∥∥
and thus
wq(yi | 1 i m) = sup
‖(α1,...,αl)‖q∗1
∥∥∥∥∥
l∑
i=1
αi yi
∥∥∥∥∥. (10)
Let α = (α1, . . . ,αl) be with ‖(α1, . . . ,αl)‖q∗  1. In case when l < m we denote α¯ = (α1, . . . ,αl,0, . . . ,0) ∈ lmq∗ and
observe that ‖α¯‖q∗ = ‖α‖q∗  1. From 1q∗ = 1q∗k + · · · +
1
q∗n , there exist
βk =
(
βk1, . . . , β
k
m
)
with ‖βk‖q∗k  1,
...
βn =
(
βn1 , . . . , β
n
m
)
with ‖βn‖q∗n  1
such that α¯ = βk · · ·βn i.e.
αi = βki · · ·βni for each 1 i  l,
βk · · ·βn = 0 for each l + 1 i m, in case l <m.i i
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l∑
i=1
αi yi =
l∑
i=1
βki · · ·βni
U (x1i , . . . , x
k−1
i , x
k
i , . . . , x
n
i )
λki · · ·λni
=
l∑
i=1
U
(
x1i , . . . , x
k−1
i ,
βki x
k
i
λki
, . . . ,
βni x
n
i
λni
)
which, based on Lemma 2 becomes
l∑
i=1
αi yi =
∫
· · ·
∫
[0,1]n−1
U
(
x1(t1), . . . , xn−1(tn−1), xn(t1, . . . , tn−1)
)
dt1 · · ·dtn−1
where x1 : [0,1] → X1, . . . , xn−1 : [0,1] → Xn−1, xn : [0,1]n−1 → Xn are deﬁned by
x1(t1) =
l∑
i=1
x1i ρi(t1), . . . , xk−1(tk−1) =
l∑
i=1
xk−1i ρi(tk−1),
xk(tk) =
l∑
i=1
βki x
k
i
λki
ρi(tk), . . . , xn−1(tn−1) =
l∑
i=1
βn−1i x
n−1
i
λn−1i
ρi(tn−1),
xn(t1, . . . , tn−1) =
l∑
i=1
βni x
n
i
λni
ρi(t1) · · ·ρi(tn−1).
Then∥∥∥∥∥
l∑
i=1
αi yi
∥∥∥∥∥=
∥∥∥∥
∫
· · ·
∫
[0,1]n−1
U
(
x1(t1), . . . , xn−1(tn−1), xn(t1, . . . , tn−1)
)
dt1 · · ·dtn−1
∥∥∥∥

∫
· · ·
∫
[0,1]n−1
∥∥U(x1(t1), . . . , xn−1(tn−1), xn(t1, . . . , tn−1))∥∥dt1 · · ·dtn−1. (11)
By applying (6) for each (t1, . . . , tn−1) ∈ [0,1]n−1 we have∥∥U(x1(t1), . . . , xn−1(tn−1), xn(t1, . . . , tn−1))∥∥
 δp1,...,pn (U )
( ∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
) 1
p1 · · ·
( ∫
Ωn−1
∣∣x∗n−1(xn−1(tn−1))∣∣pn−1 dμn−1(x∗n−1)
) 1
pn−1
×
( ∫
Ωn
∣∣x∗n(xn(t1, . . . , tn−1))∣∣pn dμn(x∗n)
) 1
pn
. (12)
From (11) and (12) we deduce∥∥∥∥∥
l∑
i=1
αi yi
∥∥∥∥∥ δp1,...,pn (U )
∫
· · ·
∫
[0,1]n−1
( ∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
) 1
p1 · · ·
×
( ∫
Ωn−1
∣∣x∗n−1(xn−1(tn−1))∣∣pn−1 dμn−1(x∗n−1)
) 1
pn−1
×
( ∫
Ωn
∣∣x∗n(xn(t1, . . . , tn−1))∣∣pn dμn(x∗n)
) 1
pn
dt1 · · ·dtn−1. (13)
We evaluate the right member in (13) in two stages.
In the ﬁrst stage we evaluate terms from k,k + 1, . . . ,n. In order to do so, we use some similar ideas to those used by
A. Pietsch in [14, Proof of Theorem 4], [5, Proof of Theorem 11.5], [17, Proof of Theorem 1.3.10].
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1
pn
+ 1r∗n . Then for each (t1, . . . , tn−1) ∈ [0,1]n−1 and each x∗n ∈ Ωn we have
∣∣x∗n(xn(t1, . . . , tn−1))∣∣ l∑
i=1
|βni ||x∗n(xni )|
|λni |
=
l∑
i=1
|βni |
q∗n
r∗n |βni |
q∗n
pn |x∗n(xni )|
rn
pn |x∗n(xni )|
rn
qn
|λni |
.
Using that 1r∗n +
1
pn
+ 1qn = 1, from Holder’s inequality we obtain
l∑
i=1
|βni |
q∗n
r∗n |βni |
q∗n
pn |x∗n(xni )|
rn
pn |x∗n(xni )|
rn
qn
|λni |

(
l∑
i=1
∣∣βni ∣∣q∗n
) 1
r∗n
(
l∑
i=1
|βni |q
∗
n |x∗n(xni )|rn
|λni |pn
) 1
pn
(
l∑
i=1
∣∣x∗n(xni )∣∣rn
) 1
qn
which if we observe that by (2)
l∑
i=1
∣∣x∗n(xni )∣∣rn  m∑
i=1
∣∣x∗n(xni )∣∣rn = [wrn(xni ∣∣ 1 i m)]rn  1
and
l∑
i=1
∣∣βni ∣∣q∗n  m∑
i=1
∣∣βni ∣∣q∗n = ‖βn‖q∗nq∗n  1
gives
∣∣x∗n(xn(t1, . . . , tn−1))∣∣
(
l∑
i=1
|βni |q
∗
n |x∗n(xni )|rn
|λni |pn
) 1
pn
.
From here, by integration and deﬁnition of λni given in (8), we obtain∫
Ωn
∣∣x∗n(xn(t1, . . . , tn−1))∣∣pn dμn(x∗n)
∫
Ωn
l∑
i=1
|βni |q
∗
n |x∗n(xni )|rn
|λni |pn
dμn
(
x∗n
)= l∑
i=1
∣∣βni ∣∣q∗n ·
∫
Ωn
|x∗n(xni )|rn dμn(x∗n)
|λni |pn
=
l∑
i=1
∣∣βni ∣∣q∗n  m∑
i=1
∣∣βni ∣∣q∗n = ‖βn‖q∗nq∗n  1.
Thus ∫
Ωn
∣∣x∗n(xn(t1, . . . , tn−1))∣∣pn dμn(x∗n) 1 for each (t1, . . . , tn−1) ∈ [0,1]n−1.
In the same way, by using 1rk = 1pk + 1qk , . . . , 1rn−1 = 1pn−1 + 1qn−1 we can prove that( ∫
Ωk
∣∣x∗k(xk(tk))∣∣pk dμk(x∗k)
) 1
pk  1 for each tk ∈ [0,1], . . . ,
( ∫
Ωn−1
∣∣x∗n−1(xn−1(tn−1))∣∣pn−1 dμn−1(x∗n−1)
) 1
pn−1
 1 for each tn−1 ∈ [0,1].
Using these inequalities in (13) we get∥∥∥∥∥
l∑
i=1
αi yi
∥∥∥∥∥ δp1,...,pn (U )
∫
· · ·
∫
[0,1]k−1
( ∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
) 1
p1 · · ·
( ∫
Ωk−1
∣∣x∗k−1(xk−1(tk−1))∣∣pk−1 dμk−1(x∗k−1)
) 1
pk−1
dt1 · · ·dtk−1. (14)
Here we must remark that in the case when k = 1 these terms do not occur and the proof will be ﬁnished.
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Using Fubini’s theorem in the right member in (14) we obtain∥∥∥∥∥
l∑
i=1
αi yi
∥∥∥∥∥ δp1,...,pn (U )
[ 1∫
0
( ∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
) 1
p1
dt1
]
· · ·
[ 1∫
0
( ∫
Ωk−1
∣∣x∗k−1(xk−1(tk−1))∣∣pk−1 dμk−1(x∗k−1)
) 1
pk−1
dtk−1
]
. (15)
From ‖ ‖L1[0,1]  ‖ ‖Lp1 [0,1] and Fubini’s theorem we have
1∫
0
(∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
) 1
p1
dt1 
( 1∫
0
(∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
)
dt1
) 1
p1
=
( ∫
Ω1
( 1∫
0
∣∣x∗1(x1(t1))∣∣p1 dt1
)
dμ1
(
x∗1
)) 1p1
.
For each x∗1 ∈ Ω1, by Khinchin’s inequality we have
1∫
0
∣∣x∗1(x1(t1))∣∣p1 dt1 =
1∫
0
∣∣∣∣∣
l∑
i=1
x∗1
(
x1i
)
ρi(t1)
∣∣∣∣∣
p1
dt1  [Bp1 ]p1
(
l∑
i=1
∣∣x∗1(x1i )∣∣2
) p1
2
.
On the other hand, by using (1), we obtain
l∑
i=1
∣∣x∗1(x1i )∣∣2  m∑
i=1
∣∣x∗1(x1i )∣∣2  [w2(x1i ∣∣ 1 i m)]2  1
and then
1∫
0
∣∣x∗1(x1(t1))∣∣p1 dt1  [Bp1 ]p1 .
Since μ1 is a probability, it follows( ∫
Ω1
( 1∫
0
∣∣x∗1(x1(t1))∣∣p1 dt1
)
dμ1
(
x∗1
)) 1p1
 Bp1
thus
1∫
0
( ∫
Ω1
∣∣x∗1(x1(t1))∣∣p1 dμ1(x∗1)
) 1
p1
dt1  Bp1 .
In the same way we can prove
1∫
0
( ∫
Ω2
∣∣x∗2(x2(t2))∣∣p2 dμ2(x∗2)
) 1
p2
dt2  Bp2 ,
...
1∫
0
( ∫
Ω
∣∣x∗k−1(xk−1(tk−1))∣∣pk−1 dμk−1(x∗k−1)
) 1
pk−1
dtk−1  Bpk−1 .k−1
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l∑
i=1
αi yi
∥∥∥∥∥ δp1,...,pn (U )Bp1 · · · Bpk−1
which, by relation (10), proves that (4) also holds. 
Theorem 3 has many consequences which will be studied next. First of all, we prove that in case r = 1 the answer to
Question is YES for all natural numbers.
Theorem 4. Let p,q ∈ (1,∞) be such that 1p + 1q = 1. Then for all natural numbers n we have
πq ◦ δnp ⊂ πn1 .
Proof. Let X1 × · · · × Xn U→ Y T→ Z be a diagram, where U is p-dominated and T is q-summing. Because p  np and U is
p-dominated, from the inclusion theorem, U is np-dominated and
δnp(U ) δp(U ). (1)
Next we consider in Theorem 3, k = 1, p1 = · · · = pn = np, q1 = · · · = qn = (np)∗ , r1 = · · · = rn = 1; we also have 1q∗1 +
· · · + 1q∗n =
1
p = 1q∗ .
Let 1 j  n and (x ji )1im ⊂ X j . By Theorem 3 there exist (λ1i )1im, . . . , (λni )1im ⊂K, (yi)1im ⊂ Y such that
lnp
(
λ1i
∣∣ 1 i m) 1, . . . , lnp(λni ∣∣ 1 i m) 1, (2)
wq(yi | 1 i m) δnp(U )w1
(
x1i
∣∣ 1 i m) · · ·w1(xni ∣∣ 1 i m), (3)
U
(
x1i , . . . , x
n
i
)= λ1i · · ·λni yi for each 1 i m. (4)
From (4),
1
np
+ · · · + 1
np︸ ︷︷ ︸
n times
+ 1q = 1, Holder’s inequality and (2) we get
l1
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m)= l1(λ1i · · ·λni T (yi) ∣∣ 1 i m)
 lnp
(
λ1i
∣∣ 1 i m) · · · lnp(λni ∣∣ 1 i m)lq(T (yi) ∣∣ 1 i m)
 lq
(
T (yi)
∣∣ 1 i m). (5)
Since T is q-summing
lq
(
T (yi)
∣∣ 1 i m) πq(T )wq(yi | 1 i m). (6)
By using (6) and (3), in (5), we deduce
l1
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m) πq(T )δnp(U )w1(x1i ∣∣ 1 i m) · · ·w1(xni ∣∣ 1 i m),
which by (1) gives
l1
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m) πq(T )δp(U )w1(x1i ∣∣ 1 i m) · · ·w1(xni ∣∣ 1 i m)
i.e. T ◦ U is 1-summing and
π1(T ◦ U ) δp(U )πq(T ). 
We state two consequences of Theorem 3. The ﬁrst one is the corresponding one to the case k = 1. As it is expected this
situation has important applications.
Corollary 5. Let n be a natural number, r1, . . . , rn ∈ [1,∞), p1,q1, . . . , pn,qn ∈ (1,∞) such that
1
r1
= 1
p1
+ 1
q1
, . . . ,
1
rn
= 1
pn
+ 1
qn
and let also q ∈ (1,∞) be deﬁned by 1∗ = 1∗ + · · · + 1∗ .q q1 qn
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(1 j  n), (yi)1im ⊂ Y such that
lp1
(
λ1i
∣∣ 1 i m) 1, . . . , lpn(λni ∣∣ 1 i m) 1,
wq(yi | 1 i m) δp1,...,pn (U )wr1
(
x1i
∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m),
U
(
x1i , . . . , x
n
i
)= λ1i · · ·λni yi for each 1 i m.
In order to give some consequences of Corollary 5 we make:
Observation 6. Suppose p1 = · · · = pn = p ∈ (1,∞) and the conditions
1
r1
= 1
p
+ 1
q1
, . . . ,
1
rn
= 1
p
+ 1
qn
,
1
q∗
= 1
q∗1
+ · · · + 1
q∗n
,
are satisﬁed. Then
(i) 1q∗1
= 1p + 1r∗1 , . . . ,
1
q∗n =
1
p + 1r∗n , which by addition gives
1
r∗1
+ · · · + 1r∗n =
1
q∗ − np and this forces p  nq∗ .
(ii) The equality q1 = · · · = qn = β ∈ (1,∞) is equivalent to r1 = · · · = rn = α ∈ [1,∞) and 1α = 1p + 1β . Further the condition
1
q∗ = 1q∗1 + · · · +
1
q∗n is equivalent to
1
q∗ = nβ∗ , β = (nq∗)∗ i.e. β = q1 = · · · = qn = (nq∗)∗ and by (i), p  nq∗ .
Based on Observation 6(i) and (ii), Corollary 5 implies:
Corollary 7. Let n be a natural number, p,q ∈ (1,∞) such that p  nq∗ .
(i) Let r1, . . . , rn ∈ [1,∞), q1, . . . ,qn ∈ (1,∞) be such that
1
r1
− 1
q1
= · · · = 1
rn
− 1
qn
= 1
p
,
1
q∗
= 1
q∗1
+ · · · + 1
q∗n
.
If U : X1 × · · · × Xn → Y is p-dominated, then for each (x ji )1im ⊂ X j (1  j  n) there exists (λ ji )1im ⊂ K (1  j  n),
(yi)1im ⊂ Y such that
lp
(
λ1i
∣∣ 1 i m) 1, . . . , lp(λni ∣∣ 1 i m) 1,
wq(yi | 1 i m) δp(U )wr1
(
x1i
∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m),
U
(
x1i , . . . , x
n
i
)= λ1i · · ·λni yi for each 1 i m.
(ii) Let n be a natural number, p,q ∈ (1,∞) such that p  nq∗ and deﬁne α by 1α = 1p + 1(nq∗)∗ . If U : X1 × · · · × Xn → Y is
p-dominated, then for each (x ji )1im ⊂ X j (1 j  n) there exists (λ ji )1im ⊂K (1 j  n), (yi)1im ⊂ Y such that
lp
(
λ1i
∣∣ 1 i m) 1, . . . , lp(λni ∣∣ 1 i m) 1,
wq(yi | 1 i m) δp(U )wα
(
x1i
∣∣ 1 i m) · · ·wα(xni ∣∣ 1 i m),
U
(
x1i , . . . , x
n
i
)= λ1i · · ·λni yi for each 1 i m.
Following a suggestion of the referee we give a concrete situation of above corollary. By taking p = 4 in Corollary 7(i),
we have n 4q∗ < 4, hence excluding the linear case we must have n = 2 or n = 3. We state just the case n = 2, when q 2.
Corollary 8. Let r1, r2 ∈ [1,∞), q1,q2 ∈ (1,∞), q ∈ [2,∞) be such that
1
r1
= 1
q1
+ 1
4
,
1
r2
= 1
q2
+ 1
4
,
1
q∗
= 1
q∗1
+ 1
q∗2
.
If U : X × Y → Z is 4-dominated, then for each (xi)1im ⊂ X, (yi)1im ⊂ Y there exists (λi)1im, (νi)1im ⊂ K,
(zi)1im ⊂ Z such that
l4(λi | 1 i m) 1, l4(νi | 1 i m) 1,
wq(zi | 1 i m) δ4(U )wr1(xi | 1 i m)wr2(yi | 1 i m),
U (xi, yi) = λiνi zi for each 1 i m.
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In the sequel we derive from Theorem 3, as in the linear case, some results of Pietsch’s composition type. First we
analyze some consequences of Corollary 5.
Theorem 9. Let n be a natural number, r1, . . . , rn ∈ [1,∞), p1,q1, . . . , pn,qn ∈ (1,∞) such that
1
r1
= 1
p1
+ 1
q1
, . . . ,
1
rn
= 1
pn
+ 1
qn
and let also q ∈ (1,∞) be deﬁned by 1q∗ = 1q∗1 + · · · +
1
q∗n . Then
πq ◦ δp1,...,pn ⊂ πt;r1,...,rn , where
1
t
= 1
p1
+ · · · + 1
pn
+ 1
q
.
Proof. We prove that the condition 1t 
1
r1
+ · · · + 1rn is veriﬁed. Indeed, by deﬁnition of t , this is equivalent to 1q  ( 1r1 −
1
p1
) + · · · + ( 1rn − 1pn ), which by hypothesis is equivalent to 1q  1q1 + · · · + 1qn . This holds because, 1q∗ = 1q∗1 + · · · +
1
q∗n is
equivalent to 1q − ( 1q1 + · · · + 1qn ) = 1− n 0. Let X1 × · · · × Xn
U→ Y T→ Z be a diagram, where U is (p1, . . . , pn)-dominated
and T is q-summing. Let 1 j  n and (x ji )1im ⊂ X j . By Corollary 5 there exist (λ ji )1im ⊂K, (yi)1im ⊂ Y such that
lp1
(
λ1i
∣∣ 1 i m) 1, . . . , lpn(λni ∣∣ 1 i m) 1, (1)
wq(yi | 1 i m) δp1,...,pn (U )wr1
(
x1i
∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m), (2)
U
(
x1i , . . . , x
n
i
)= λ1i · · ·λni yi for each 1 i m. (3)
From (3), 1t = 1p1 + · · · + 1pn + 1q , Holder’s inequality and (1) we have
lt
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m)= lt(λ1i · · ·λni T (yi) ∣∣ 1 i m)
 lp1
(
λ1i
∣∣ 1 i m) · · · lpn(λni ∣∣ 1 i m)lq(T (yi) ∣∣ 1 i m)
 lq
(
T (yi)
∣∣ 1 i m). (4)
Since T is q-summing
lq
(
T (yi)
∣∣ 1 i m) πq(T )wq(yi | 1 i m). (5)
Based on (5) and (2), in (4), we deduce
lt
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m) πq(T )δp1,...,pn (U )wr1(x1i ∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m),
which by deﬁnition means that T ◦ U is (t; r1, . . . , rn)-summing and
πt;r1,...,rn (T ◦ U ) δp1,...,pn (U )πq(T ). 
In case p1 = · · · = pn = p ∈ (1,∞) from Theorem 9 and Observation 6(i) and (ii) we obtain:
Corollary 10. Let n be a natural number, p,q ∈ (1,∞) such that p  nq∗ .
(i) Let r1, . . . , rn ∈ [1,∞), q1, . . . ,qn ∈ (1,∞) be such that
1
r1
− 1
q1
= · · · = 1
rn
− 1
qn
= 1
p
,
1
q∗
= 1
q∗1
+ · · · + 1
q∗n
.
Then
πq ◦ δp ⊂ πt;r1,...,rn , where
1
t
= n
p
+ 1
q
.
(ii) Deﬁne α by 1α = 1p + 1(nq∗)∗ . Then
πq ◦ δp ⊂ πt;α, where 1
t
= n
p
+ 1
q
.
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i.e. n−1p = 1 − 1q − 1nq∗ , n−1p = n−1nq∗ which is true when n = 1 i.e. we are in the linear case, or when p = nq∗ , all natural
numbers n, in which case α = t = 1. Thus from Corollary 10(ii) we get:
Corollary 12. Let n be a natural number and q ∈ (1,∞). Then
πq ◦ δnq∗ ⊂ π1.
Corollary 13.
(i) Let n be a natural number, r ∈ [1,∞), q ∈ (1,∞), p1, . . . , pn ∈ (1,∞) such that r < p1, . . . , r < pn and
1
q∗
= 1
p1
+ · · · + 1
pn
+ n
r∗
.
Then
πq ◦ δp1,...,pn ⊂ π( r∗n )∗;r .
(ii) Let n be a natural number, r ∈ [1,∞), p,q ∈ (1,∞) such that p  nq∗ and 1r = 1p + 1nq + 1n∗ , or equivalently, 1q∗ = np + nr∗ . Then
πq ◦ δp ⊂ π( r∗n )∗;r .
Above for r = 1 we consider ( r∗n )∗ = 1.
Proof. (i) By taking in Theorem 9, r1 = · · · = rn = r, 1q1 = 1r − 1p1 , . . . , 1qn = 1r − 1pn , we note that under our hypotheses the
condition 1q∗ = 1q∗1 +· · ·+
1
q∗n is veriﬁed. Then, πq ◦δp1,...,pn ⊂ πt;r , where
1
t = 1p1 +· · ·+ 1pn + 1q . From 1t = 1q∗ + 1q − nr∗ = 1− nr∗ ,
the statement follows.
(ii) Take p1 = · · · = pn = p and q1 = · · · = qn = 11
r − 1p
. Then 1q∗1
= · · · = 1q∗n =
1
p + 1r∗ and 1q∗1 + · · · +
1
q∗n =
n
p + nr∗ = 1q∗ . By
Theorem 9, πq ◦ δp ⊂ πt;r , where 1t = np + 1q . From hypothesis, 1t = 1q∗ − nr∗ + 1q = 1− nr∗ and the statement follows. 
Following again a suggestion of the referee we give a concrete situation of above corollary.
Corollary 14.
(i) Let n be a natural number, q ∈ (1,∞), p1, . . . , pn ∈ (1,∞) such that (2n)∗ < p1, . . . , (2n)∗ < pn and
1
q
+ 1
p1
+ · · · + 1
pn
= 1
2
.
Then πq ◦ δp1,...,pn ⊂ π2;(2n)∗ .
(ii) For each natural number n we have πq ◦ δq2,q3,...,qn+1 ⊂ π2;(2n)∗ , where q > 2 is the only one solution of the equation 1q + 1q2 +
· · · + 1
qn+1 = 12 .
(iii) For each natural number n we have π2n+1 ◦ δ22,23,...,2n+1 ⊂ π2;(2n)∗ .
Proof. Indeed, (i) follows from Corollary 13(i) for r = (2n)∗ , while (ii) and (iii) are particular cases of (i). 
We state some possible multilinear variants of Pietsch composition theorem. We include here, as a particular case of
Theorem 9, the answer to Question in case r = 1.
Corollary 15.
(i) Let n be a natural number, q1, . . . ,qn ∈ (1,∞) and q ∈ (1,∞) such that 1q∗ = 1q∗1 + · · · +
1
q∗n . Then πq ◦ δq∗1,...,q∗n ⊂ π1 .
(ii) Let p,q ∈ (1,∞) be such that 1p + 1q = 1. Then for all natural numbers n we have πq ◦ δp ⊂ π1 .
(iii) Let n be a natural number, p,q ∈ (1,∞) and r ∈ [1,∞) such that 1r = 1p + 1q . If p < n∗q∗ , or equivalently r∗ > nq∗ , then
πq ◦ δp ⊂ π( r∗n )∗,r , where for r = 1 we consider (
r∗
n )
∗ = 1.
(iv) Let n be a natural number, r ∈ [1,∞), p,q ∈ (1,∞) such that 1r = np + 1q . Then πq ◦ δp ⊂ πr,(nr∗)∗ .
428 D. Popa / J. Math. Anal. Appl. 370 (2010) 415–430Proof. (i) By taking in Theorem 9, r1 = · · · = rn = 1 and p1 = q∗1, . . . , pn = q∗n , we observe that, by hypothesis, we obtain
t = 1.
(ii) Let us consider in Theorem 9, q∗1 = · · · = q∗n = np. Then 1q∗1 + · · · +
1
q∗n =
1
p = 1q∗ and by (i) πq ◦ δnp ⊂ π1. From p  np,
by inclusion theorem, δp ⊂ δnp , thus πq ◦ δp ⊂ πq ◦ δnp and so πq ◦ δp ⊂ π1. In fact this was the argument which we have
used in the direct proof of Theorem 4.
(iii) Under our hypothesis we deﬁne s by 1s = 1nq∗ − 1r∗ and observe that s ∈ [1,∞). By taking in Theorem 9, r1 = · · · =
rn = r, p1 = · · · = pn = s, q1 = · · · = qn = (nq∗)∗ , we obtain t = ( r∗n )∗ .
(iv) By taking in Theorem 9, r1 = · · · = rn = (nr∗)∗ , p1 = · · · = pn = p, q1 = · · · = qn = (nq∗)∗ and observe that from
1
r = np + 1q , the hypotheses are satisﬁed. In this situation we obtain t = r. 
Remark 16. In Corollaries 10, 12–15, our main goal was only to state multilinear variants of Pietsch’s composition theorem.
We must remark that in each of these situations, under the same assumptions, we can obtain a corollary of splitting
Theorem 3. For the convenience of the reader we state and prove one of them.
Corollary 17. Let r ∈ [1,∞), p,q ∈ (1,∞) be such that 1r = 1p + 1q and n a natural number with p < n∗q∗ , or equivalently r∗ > nq∗
and deﬁne s ∈ [1,∞) by 1s = 1nq∗ − 1r∗ . If U : X1 × · · · × Xn → Y is p-dominated, then for each (x ji )1im ⊂ X j (1 j  n) there
exists (λ ji )1im ⊂K (1 j  n), (yi)1im ⊂ Y such that
ls
(
λ1i
∣∣ 1 i m) 1, . . . , ls(λni ∣∣ 1 i m) 1,
wq(yi | 1 i m) δp(U )wr
(
x1i
∣∣ 1 i m) · · ·wr(xni ∣∣ 1 i m),
U
(
x1i , . . . , x
n
i
)= λ1i · · ·λni yi for each 1 i m.
Proof. Take as in Corollary 15(iii), s deﬁned by 1s = 1nq∗ − 1r∗ and observe that s ∈ [1,∞). Next, we apply Theorem 3 for
r1 = · · · = rn = r, p1 = · · · = pn = s, q1 = · · · = qn = (nq∗)∗ . 
In the sequel we prove another Pietsch composition result which is obtained by applying the general form of Theorem 3.
Theorem 18. Let n,k be two natural number such that 1 k n, rk, . . . , rn ∈ [1,∞), pk,qk, . . . , pn,qn ∈ (1,∞) such that
1
rk
= 1
pk
+ 1
qk
, . . . ,
1
rn
= 1
pn
+ 1
qn
and let also q ∈ (1,∞) be deﬁned by 1q∗ = 1q∗k + · · · +
1
q∗n .
If p1, . . . , pk−1 ∈ [1,∞) (in case 2 k n), then
πq ◦ δp1,...,pn ⊂ πt;2, . . . ,2︸ ︷︷ ︸
k−1 times
,rk,...,rn
, where
1
t
= 1
pk
+ · · · + 1
pn
+ 1
q
.
Proof. We prove that the condition 1t 
1
2 + · · · + 12︸ ︷︷ ︸
k−1 times
+ 1rk +· · ·+ 1rn is satisﬁed. Indeed, by deﬁnition of t and hypothesis, this
is equivalent to
1
q
−
(
1
qk
+ · · · + 1
qn
)
 k − 1
2
.
But this is true, because 1q − ( 1qk + · · · + 1qn ) = 1− 1q∗ − [(1− 1q∗k )+ · · · + (1−
1
q∗n )] = k−n and further k−n 0
k−1
2 . Let
X1 × · · · × Xn U→ Y T→ Z be a diagram, where U is (p1, . . . , pn)-dominated and T is q-summing.
Let 1  j  n and (x ji )1im ⊂ X j . By Theorem 3, there exist (λki )1im ⊂ K, . . . , (λni )1im ⊂ K, (yi)1im ⊂ Y such
that
lpk
(
λki
∣∣ 1 i m) 1, . . . , lpn(λni ∣∣ 1 i m) 1, (1)
wq(yi | 1 i m) δp1,...,pn (U )Bp1 · · · Bpk−1w2
(
x1i
∣∣ 1 i m) · · ·
w2
(
xk−1i
∣∣ 1 i m)wrk(xki ∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m), (2)
U
(
x1, . . . , xn
)= λk · · ·λn yi for each 1 i m. (3)i i i i
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lt
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m)= lt(λki · · ·λni T (yi) ∣∣ 1 i m)
 lpk
(
λki
∣∣ 1 i m) · · · lpn(λni ∣∣ 1 i m)lq(T (yi) ∣∣ 1 i m)
 lq
(
T (yi)
∣∣ 1 i m). (4)
Since T is q-summing,
lq
(
T (yi)
∣∣ 1 i m) πq(T )wq(yi | 1 i m). (5)
Based on (5) and (4) we deduce
lt
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m) πq(T )wq(yi | 1 i m),
which if we use (2) gives
lt
(
T
(
U
(
x1i , . . . , x
n
i
)) ∣∣ 1 i m)
 πq(T )δp1,...,pn (U )Bp1 · · · Bpk−1 · w2
(
x1i
∣∣ 1 i m) · · ·
w2
(
xk−1i
∣∣ 1 i m)wrk(xki ∣∣ 1 i m) · · ·wrn(xni ∣∣ 1 i m)
hence by deﬁnition, T ◦ U is (t; 2, . . . ,2︸ ︷︷ ︸
k−1 times
, rk, . . . , rn)-summing and
πt;2,...,2,rk,...,rn (T ◦ U ) πq(T )δp1,...,pn (U )Bp1 · · · Bpk−1 .
We can prove now that in case r ∈ [1,2] the answer to Question is YES for all natural numbers. We remark that in cases
r = 1 and n 2 this proof gives a different constant from that obtained in Theorem 4. 
Corollary 19.
(i) Let n be a natural number, r ∈ [1,∞), p,q ∈ (1,∞) such that 1r = 1p + 1q . Then
πq ◦ δp ⊂ πr;2, . . . ,2︸ ︷︷ ︸
n−1 times
,r .
In the previous formula in case n = 1, instead of πr;2, . . . ,2︸ ︷︷ ︸
n−1 times
,r we must write πr .
(ii) Let r ∈ [1,∞), p,q ∈ (1,∞) be such that 1r = 1p + 1q . If r ∈ [1,2], then for all natural numbers n we have
πq ◦ δnp ⊂ πnr and πq ◦ δnp ⊂ πn2 .
Proof. In case when n = 1, (i) and (ii) are the content of the Pietsch composition theorem and inclusion theorem for
summing linear operators, r  2.
Let n 2. (i) By taking in Theorem 18 k = n, rn = r, pn = p, qn = q and p1 = · · · = pn−1 = p we deduce
πq ◦ δp ⊂ πt;2, . . . ,2︸ ︷︷ ︸
n−1 times
,r
where 1t = 1pn + 1q , which gives us the statement, because using the hypothesis we get t = r.
(ii) The ﬁrst part of the statement follows from (i) since from r  2, w2(· · ·)  wr(· · ·) and thus πr;2, . . . ,2︸ ︷︷ ︸
n−1 times
,r ⊂
πr;r, . . . , r︸ ︷︷ ︸
n−1 times
,r = πr . For the second part of the statement, let X1 × · · · × Xn U→ Y T→ Z be a diagram, where U is p-dominated
and T is q-summing. Let (x ji )1im ⊂ X j for 1 j  n. Let also (αi)1im ∈ ls with ls(αi | 1 i m) 1, where 1r = 12 + 1s ,
r  2. Then, by (i) we have
lr
(
T
(
U
(
x1i , . . . , x
n−1
i ,αi x
n
i
)) ∣∣ 1 i m)
 πq(T )δp(U )[Bp]n−1 · w2
(
x1
∣∣ 1 i m) · · ·w2(xn−1 ∣∣ 1 i m)wr(αi xn ∣∣ 1 i m).i i i
430 D. Popa / J. Math. Anal. Appl. 370 (2010) 415–430From here, since by Holder’s inequality wr(αi xni | 1 i m) w2(xni | 1 i m)ls(αi | 1 i m), we get(
m∑
i=1
|αi|r
∥∥T (U(x1i , . . . , xn−1i , xni ))∥∥r
) 1
r
 πq(T )δp(U )[Bp]n−1 · w2
(
x1i
∣∣ 1 i m) · · ·w2(xn−1i ∣∣ 1 i m)w2(xni ∣∣ 1 i m).
Now taking supremum over ls(αi | 1 i m) 1 in the right member, we obtain(
m∑
i=1
∥∥T (U(x1i , . . . , xn−1i , xni ))∥∥2
) 1
2
 πq(T )δp(U )[Bp]n−1 · w2
(
x1i
∣∣ 1 i m) · · ·w2(xn−1i ∣∣ 1 i m)w2(xni ∣∣ 1 i m)
which means that T ◦ U is 2-summing and π2(T ◦ U ) πq(T )δp(U )[Bp]n−1. 
Remark 20. We have include the second part in (ii), because in the multilinear setting, i.e. n 2, there is no inclusion result
for summing operators, see [13].
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