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Introduction
We consider the solution of comrade linear systems of the form CX = B, where X = (x 1 , x 2 , ..., x n ) The comrade matrix (1.1) is a generalization of the companion matrix and is associated with a polynomial expressed as a linear combination of an arbitrary orthogonal basis. This matrix appears frequently in many areas of science and engineering, for example in linear multivariable systems theory [1] , Computing the Greatest Common Divisor of Polynomials [2] and division of generalized polynomials [3] . Now, multiplying CX = B by the diagonal matrix D = diag(α 1 , α 2 , ..., α n ) from the left then we obtain the following linear system: 
and
Since the transformation does not lose generality for solving the original systems, i.e. it keeps the same solution as the original systems, we consider the solution of the above linear systems (1.2).
This linear system appears frequently in many areas of science and engineering, for example in parallel computing, telecommunication system analysis and in solving differential equations using finite differences. Finding the solution of such a linear system is usually required in these fields. This problem has been investigated by many authors (see for instance, [4, 5] ). Computational approaches for finding the solution of comrade linear system of form CX = B are given in [4, 5] . In [4, Algorithm 2.1], the author assumed the conditions µ i ̸ = 0, i = 1, 2, ..., n. In [4, Algorithm 2.2], the symbolic algorithm is given and no conditions are imposed but the matrix C is assumed to be a non-singular matrix.
The paper is organized as follows: In Section 2, modified Stair-Diagonal Approach for solving a tridiagonal linear system is presented. New symbolic computational algorithm based on modified Stair-Diagonal Approach for solving a comrade linear system is constructed in Section 3. In Section 4, three illustrative examples are given. Conclusions of the work are given in Section 5.
Modified Stair-Diagonal Approach
Many authors studied the solution of sparse linear systems, for example in [6] a new modification of the Rojo method for solving symmetric circulant five-diagonal systems of linear equations is given. In [7] , the authors are using a Stair-Diagonal Approach for solving a tridiagonal linear system of size n equations. For the convenience of the reader we are going to restate a result presented in it as follows:
where
Apply the following four steps:
Back substitution step: Calculate the unknown variables from:
.., n − 1 and n is odd if i = 2, 4, ..., n and n is even
.., n and n is odd if i = 1, 3, ..., n − 1 and n is even (2.
2)
The computational cost of Stair-Diagonal approach is (22n − 27) operations. As can be easily seen, it breaks down unless the conditions a i,i ̸ = 0 are satisfied for all i = 1, 2, ..., n. So the following symbolic algorithm is developed in order to remove the cases where the numeric Stair-Diagonal Approach fails.
Algorithm 2.1 To find the solution of tridiagonal linear system of (2.1) using the modified Stair-Diagonal Approach.
INPUT order of the matrix n and the components
Step 1: If n is odd then set z = n − 3 else set z = n − 2.
Step 2: If n is odd then set w = n − 1 else set w = n − 2.
For i = 2, 4, ..., w
Step 3:
Step 4: For i = 4, 6, ..., z + 2
Step 5: Compute x 2 = b2 d2 and compute
If n is odd then compute x n = bn−γnxn−1 dn else compute x n = bn dn .
Step 6: Substitute t = 0 in all expressions of the solution vector x i , i = 1, 2, ..., n.
The symbolic Algorithm 2.1 will be referred to as STMSDA algorithm. The computational cost of STMSDA algorithm is 14n − 25 operations if n is odd and 14n − 17 operations if n is even.
In the next section, we give an efficient symbolic computational algorithm using modified Stair-Diagonal Approach for evaluating the solution of the comrade linear systems.
Symbolic Computational Algorithm Using Modified Stair-Diagonal Approach
In this section we shall focus on the construction of new symbolic computational algorithms for computing the solution of comrade linear system based on modified Stair-Diagonal Approach.
The coefficient matrix of (1.3) is closely related to a tridiagonal matrix in that the matrix can be split as a tridiagonal matrix and a rank-one matrix of the form:
where e i is the i th unit vector, i.e. the i th entry is one and others are all zeros, r = (−a n , −a n−1 , ..., −a 2 , −a 1 ) 
From (1.2) and (3.1), we have
Using (3.3) and the Sherman-Morrison-Woodbury formula [8, p . 50], we have the solution of linear system (1.2) after simple calculations:
y, such that 1 + r t y ̸ = 0, (3.4) where y = T −1 e n and z = T −1 B. The above systems can be efficiently solved by modified Stair-Diagonal Approach. Now we formulate a second result. It is a symbolic computational algorithm to compute the solution of the comrade linear system of (1.2). Algorithm 3.1 To find the solution of comrade linear system of (1.2) using the modified Stair-Diagonal Approach.
INPUT order of the matrix n and the components d i = −β i , γ i , r i = −a n−i+1 , i = 1, 2, ..., n, and
Step 1: Solve the tridiagonal linear system T y = e n using STMSDA algorithm.
Step 2: Solve the tridiagonal linear system T z = B using STMSDA algorithm.
y.
The symbolic Algorithm 3.1 will be referred to as SCMSDA. The computational cost of SCMSDA algorithm is 4n 
ILLUSTRATIVE EXAMPLES
In this section we give three examples for the sake of illustration. 
by using the SCMSDA algorithm.
Solution: • Step 1: y=STMSDA(β, γ, e 7 )=( 
Solution:
• T = • Step 1: y=STMSDA(β, γ, e 4 )=(
• t .
•
Example 4.3. We consider the following n × n comrade linear system in order to demonstrate the efficiency of Algorithm 3.1. 
