Ultrasound vibro-acoustography is a novel medical imaging modality that combines the high resolution of high-frequency ultrasound with the speckle-free images obtained using lowfrequency methods. This imaging modality relies on the nonlinear interaction of two high frequency beams at slightly different frequencies. We describe the physics of ultrasound vibroacoustography and outline a strategy for its modeling, simulation, and optimal design.
NOMENCLATURE
φ first-order velocity potential, high frequency φ j subscript j indicates that the field is at frequency ω j c(x) acoustic velocity ω angular frequency ρ density p pressure γ specific heat ratio of the medium ψ second-order velocity potential, low frequency v wavefield velocity T Cauchy stress tensor ϕ scalar potential for elasticity Φ vector potential for elasticity U vector displacement S elastic interaction source term λ, µ Lamé parameters λ also used for wavelength A square-root of wave operator· temporal Fourier transform · L 2 -norm k x wavenumber in x-direction k z wavenumber in z-direction z preferential direction for parabolic approximation x = (x 1 , x 2 ) orthogonal directions for parabolic approximation c 0 (z) reference velocity independent of x F Fourier transform in x variables λ , µ , ρ variables within inclusion for integral method λ 0 , µ 0 , ρ 0 constant parameters outside the inclusion for integral method G Green's function for integral method F Lippmann-Schwinger source term φ scattered field, high frequency φ 0 incident field, high frequency
INTRODUCTION
The objective of this work is to construct a complete simulation infrastructure to assist in the understanding and design of improved ultrasound vibro-acoustography systems such as those pioneered at the Mayo Clinic [6, 7] . A diagram of the experimental setup devised therein is shown in Figure 1 . The experiment uses a spherical confocal transducer to focus two beams at slightly different frequencies on a small region within an object submerged in a water tank. The confocal transducer has two regions which are driven at the two different frequencies: the inner shell is driven at ω 1 , and the outer one is forced at ω 2 . The beams are focused (assuming the sound velocity to be constant within the beam region) so that they interact constructively only within a small neighborhood of the focal point. This (nonlinear) interaction results in a low-frequency field that oscillates at the difference frequency, ω 1 − ω 2 . This field is recorded using a hydrophone, and an image is produced by plotting its amplitude as a function of the focus position of the source. Although there are a few studies which investigate the modeling of similar experiments (see e.g. [9] ), there does not, to our knowledge, exist a comprehensive strategy for modeling ultrasound vibroacoustography (UVA).
The lack of such comprehensive simulation models is largely due to the significant challenges that the experiment presents from a computational perspective. First, as we mentioned, the field excited by the transducer is a high frequency field in that it propagates on the order of a hundred wavelengths before focusing. However, asymptotic high-frequency models (e.g. ray acoustics) are not suitable for their represntation, as the wavelength is not significantly smaller than the size of the object to be imaged. Modeling a field at this frequency scale with classical full-wave methods (finite differences, finite element, integral equation solvers), on the other hand, requires the resolution of the wavelength and, thus, would lead to inordinate computational costs. To avoid these limitations, we resort here to the use of a parabolic approximation [1, 4, 13] which significantly reduces the cost while preserving accuracy in the directions of interest. Indeed, in this approximation only waves traveling in a particular (though arbitrarily defined) direction are propagated and the resulting one-way wave pseduo-differential equation is amenable to fast solution via Fast Fourier Transforms (FFT). In the present case, the use of this approximation is justified due to the narrowness of the source fields and the irrelevance of the reflected fields on the recorded data.
In addition of the difficulties associated with the acoustic source as described above, the modeling of vibro-acoustics is further complicated by the need to incorporate nonlinear effects. Indeed, as we have explained, these effects constitute the core of the imaging technique, as it is their propagation that is actually recorded. Here we review a simple non-linear model of this interaction [8, 10] that explains the emergence of a field at the difference frequency and that can be easily incorporated into the simulation framework.
Finally, the propagation of the low-frequency field excited by this non-linear interaction must also be computed accurately. It is possible to do this with the parabolic approximation, and indeed this is how the preliminary numerical results presented in this paper were generated. As we explain, however, this is not ideal and we discuss ongoing work to improve the accuracy and effciency of this aspect of the simulation. More precisely, as we have said, the parabolic approximation is most accurate along the pre-selected direction of propagation; the accuracy of the approximation deteriorates as the angle from this axis increases. On the other hand, and due of its low frequency, the emmitted . Left: Schematic of the experimental setup, as described in [6, 7] . Right: zoom of the wavefields within the imaging medium.
field is significant in all directions which allows for the additional freedom to design the position of the receiving hydrophone for maximal clarity. Simulating this, of course, requires a model that is accurate in every direction, that is, a full-wave model. Fortunately, this scattering simulation is one at low frequencies, for which a variety of methodologies have been designed. As we detail below, we shall opt for a numerical scheme based on integral equations as these bypass the need for artificial absorbing boundaries and are amenable to accelerated evaluations (e.g. via FFTs [2, 17] , Fast Multipole Methods [5] , etc). The paper is organized as follows. The next section, section 2, describes the mathematical model of the experiment, also giving more detail as to the experiment itself. The following section, section 3, details the numerical procedures used to approximate the solutions to the equations derived in section 2. Section 4 then presents some preliminary numerical results that, as we show, improve our understanding of the underlying physics while also providing guidance on possible means to improve the quality of the overall technique. Finally, we end in section 5 with some conclusions and a discussion of future directions of research along the lines presented here.
MATHEMATICAL MODEL
The two wavefields excited by the transducer are standard ultrasound beams, which we assume to propagate through a fluid. Thus, they obey the scalar wave equation
where φ is the velocity potential (v = ∇φ where v is the velocity), c is the acoustic velocity of the background model (c = 1.5 mm/µs in water), j = 1, 2 is used to distinguish the beam at ω 1 from that at ω 2 and denotes the Laplacian. As we have explained the basic mechanism that enables the present imaging technique relates to the nonlinear interaction of these highfrequency fields. Specifically (see e.g. [8, 10] ), these interactions arise from higher order terms in the Euler model, whose lowest order expression results in equations (1). More precisely, from the Euler equations
the equation of continuity
and the isentropic assumption
a perturbation expansion is effected around a constant, quiescent state with pressure and density p ≡ p 0 and ρ ≡ ρ 0 . As is wellknown the first order perturbations satisfy the wave equation (1). And, as it turns out, the second order effects lead (upon substituting equation (4) for p into equation (2), solving for ρ/ρ 0 in the latter, and again substituting this into (3)) to the equation
for a (second-order) velocity potential ψ, so that the overall velocity model takes on the form
The so-called "radiation force" is derived from the right-hand side of (5) and it has received considerable attention in the ultrasound literature (see e.g. [8, [10] [11] [12] 15] ). Equation (5) provides the means for the creation of the secondary field at the difference frequency. In the experiment modeled here, φ in (5) is the sum of two fields at slightly different frequencies, cf. (1),
and, mathematically, the squared terms on the right-hand side of equation (5) generate low frequency components in the form of cross terms φ 1 φ 2 and φ 1 φ 2 . Equations (1) and (5) then provide the complete acoustic model of the experiment. It is worth noting here, however, that a more comprehensive mathematical representation can be attained starting with a full elastic (or visco-elastic) model, particularly if shear moduli are of interest for medical diagnosis (see e.g. [3] ). Indeed, these moduli are typically several orders of magnitude smaller than their bulk counterparts in tissue and, thus, their physical and virtual recovery must resort to the use of shear waves. From a modeling perspective, the derivation of the nonlinear, second-order, lowfrequency waves generated by the interaction of high-frequency forcings follows largely that described above for compressional waves. Indeed while, of course, the continuity equation (3) is unchanged, the equation of motion (2) generalizes to
where T is the Cauchy stress tensor. The field now is no longer irrotational, but it can be decomposed into
with the aid of an additional vector potential Φ. Finally, the equation of state (4) can be simply replaced by a linear strainstress relation holding in the (narrow) frequency band of operation, leading to a forcing term that is analogous to that in (5) with γ = 1.
NUMERICAL MODEL
In this section, we describe the three stages that our numerical procedure entails. We first describe the parabolic approximation in the context of this problem (cf. equation (1)), showing examples of the fields modeled with this method. Following this, we briefly describe and illustrate the computation of the interaction/coupling term on the right-hand side of equation (5) . And, finally, we develop the necessary framework to model the low-frequency wavefield with an appropriate integral-equation method.
High-Frequency Propagation -Parabolic Approximation
The parabolic approximation is used extensively in exploration seismology, ocean acoustics, and many other applications in which a wavefield is propagated along a preferred direction [1, 4, 14] . As we said, it is ideally suited for modeling the high-frequency field propagating from the transducer to the focus point since, quite generally, the aperature is not large, the field propagates only away from the transducer, and any reflected signal is not relevant to the final result.
Briefly, the parabolic approximation defines a preferred axis of wave propagation, z, and propagates waves in only one direction along this axis. The approximation is exact for a plane wave travelling along z, with the wavespeed depending only on z. More precisely, letting ω denote the time frequency, and denoting by x = (x 1 , x 2 ) the directions orthogonal to z, equation (1) can be written as
where the· represents the temporal Fourier transform of a function. The diagonalization of this system splits the problem into two parts: one, analogous to the eigenvalue matrix in finite dimensional problems, controls the phase of the propagated fields; the second, analogous to the eigenvector matrix in finite dimensions, corrects for the amplitude. Specifically, the phase is described by the solution to [13] 
where
denotes the magnitude of wavevector k x . For waves propagating in the positive z direction, equation (11) giveŝ
Equation (12) represents a Fourier Integral Operator (FIO, see e.g. [16] ) acting onφ + at a particular level z , and it propagates this wavefield to a new level z. The application of the FIO in (12), however, is not straightforward, since the square-root in the first exponential in the righthand side depends on both the space, x, and Fourier, k x , variables, requiring that both integrals be done directly. To avoid this difficulty, and to enable accelerated evaluations, we approximate the square-root using the so-called "split-step" approximation wherein a first-order Taylor series about a background velocity c 0 (z), and a zeroth-order Taylor series about propagation along the z-direction (k x = 0) are used. With this approximation, equation (12) simplifies tô
where F denotes the spatial Fourier transform. The amplitude correction term is derived in a similar manner, and is also applied using a split-step approximation. (5). This point-like field is the source of the low-frequency response.
Interaction Term -Direct Calculation
The interaction term, given on the right-hand side of equation (5) is not particularly difficult to compute. Since we perform the computations in the temporal frequency domain, the time derivative is computed using a straightforward multiplication by iω. The spatial gradient is slightly more complicated to compute and there are several options. For the figures that follow, we have chosen to take the (windowed) spatial Fourier transform of the field and compute the gradient by multiplication in the Fourier domain. In Figure 3 , we show the field, filtered so that only contributions at the difference frequency contribute to the result. The focused nature of this field makes it similar to a point-source excitation at the difference frequency; the simulation, however, provides an improvement on simply using a focused beam at ∆ω since the focal area is governed by ω 1,2 instead of by ∆ω.
Low Frequency Wavefield -Integral Method
The difference frequency, ∆ω, is small (≈ 5 − 10kHz) resulting in a long-wavelength field (λ ≈ 20 cm). This field is omnidirectional so that, in general, a parabolic approximation is not ideal; instead we propose the use of a method based on the solution of a suitable Lippman-Schwinger type integral equation. We recall that such equations can be easily derived by writing the basic (acoustic or elastic) differential model in a manner so that inhomogeneities are viewed as providing a source for a homogeneous background. For instance, in the elastic case, we write
where a subscript 0 indicates a constant (background) quantity and indicates a quantity that varies in space in a limited area. In this form, equation (14) can be solved using the Green's func- tion for the background homogeneous medium resulting in a (Lippmann-Schwinger) integral equation
In equation (15), the incident field U 0 must be known; in our case this, of course, reduces to the interaction of the high-frequency fields, which are computed as described in sections 3.1 and 3.2.
PRELIMINARY RESULTS
This section describes preliminary results using the numerical model discussed above. We attempt to form an image of the circular obstacle shown in Figure 4 . This obstacle is small, with a diameter of only 2λ, where λ ≈ 3 mm is the wavelength (in water) of the high-frequency field. We use high frequencies of 3 and 3.007 MHz. The background has an acoustic velocity of 1.5 mm/µs, that of water; the obstacle has an acoustic velocity of 1.75 mm/µs. We have chosen to place the hydrophone along the same z axis directly across from the transducer. In this configuration, the parabolic approximation is quite accurate for this acoustic example.
We begin by modeling an experimental configuration that can be realized in the laboratory; we use a focal length of 20λ ≈ 6 cm, and an aperature of 90 • . With this configuration, we obtain the image shown in Figure 5 . Although we have not yet been able to compare with a laboratory image made with the same configuration, results from similar experiments suggest that the quality of the experimental image should be similar. A natural question then is whether this image can be improved, and a reasonable initial attempt relies simply on an increase of the aperature of the transducer. The result of this numerical experiment is shown in Figure 6 . The resulting image is of a significantly better quality, due to the improved focus possible with the larger aperture.
The dipole nature of the obstacle's appearance in the image is less than ideal, however, as it conceals the true shape of the obstacle. Figure 7 shows that it is possible to make an image that does not have this characteristic. In this figure, we have replaced φ in equation (5) with the scattered field, φ where
and φ 0 is the "incident field", that is, the field that would be produced in the absence of inhomogeneities. The improvement in the image here can be attributed to the more precise isolation of the field generated by the obstacle. Ways to allow for such images to become experimentally realizable are currently under investigation. 
DISCUSSION AND FUTURE WORK
We have presented a modeling strategy for UVA that addresses the challenges 1) of modeling the high frequency field excited by the transducers, 2) of describing the interaction of the two high frequency fields responsible for the low frequency response, and 3) of developing a method that models this low frequency response accurately in every direction and in an efficient manner. This strategy is being used to explore possible improvements in UVA systems being developed at the Mayo Clinic.
The material presented here describes a complete numerical solution to the forward problem of modeling the response to a known source in a known medium. Also of interest is the inverse problem of determining the parameters of the medium from recorded data. Since the shear modulus is of most importance in this case, this requires the modeling to be conducted in an elastic model, the preliminary development of which was discussed above.
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