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Abstract 
 
In this work, a new feature extracting method in noisy 
environments is proposed. The approach is based on 
subband decomposition of speech signals followed by 
adaptive filtering in the noisiest subbbands of speech. 
The speech decomposition is obtained using low 
complexity octave filter bank, while adaptive filtering is 
performed using the normalized least mean square 
algorithm. The performance of the new feature was 
evaluated for isolated word speech recognition in the 
presence of a car noise. The proposed method showed 
higher recognition accuracy than conventional methods 
in noisy environments. 
 
 
1. Introduction 
Speech feature extraction in the presence of noise has 
been a key focus in recent speech recognition researches 
[1]-[3].Environmental noise often effect feature 
extraction in speech recognition. Noisy environments like 
cars have an adverse effect on the performance of the Mel 
scale derived features [4]. The line spectral frequency 
(LSF) representation and cepstral coefficient 
representation have comparable performances for a 
general speech recognition system. Environmental noise 
such as car noise has low-pass characteristics which may 
degrade the performance of LSF or mel scaled cepstral 
coefficient (MELCEP) representations. It is observed that 
significant  amount of spectral power of car noise is 
localized under 500 Hz [5]. Based on this fact the linear 
prediction analysis LP is performed in low and high 
frequency subbands [5]. This kind of frequency domain 
decomposition can be generalized to cases in which the 
noise is frequency localized. In this paper we propose a 
subband decomposition on a noisy signal, performing 
subband adaptive filtering to remove the low- 
 
 
pass noise. The feature extracting in subbands is based on 
octave filterbank followed by adaptive noise cancellation 
in the lower subbands. In many applications of noise 
cancellation, the changes in signal characteristics could 
be quite fast. This requires the utilization of adaptive 
algorithms, which converge rapidly. From this 
perspective, the normalized least mean square NLMS 
algorithm can be used to enhance the lower part of the 
speech spectrum. The method called octave cepestral with 
noise cancellation OCNC. Robustness of Parameters 
extracted using the new method is compared with some 
well known techniques such as LPCC, MFCC and 
MELCEP.  
 
 
2. Methodology 
    Consider the arrangement shown in Figure1, the 
noisy signal s(n) is decomposed into sub-signals with the 
aid of analysis filterbank H(z).This filterbank is an octave 
implementation which closely matches the  frequency 
response of the human perceptual.  In each level of the 
decomposition, a perfect reconstruction quadrature mirror 
QMF bank is used for signal splitting [6]. The lowpass 
prototype filter is given by 
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According to the QMF bank, the highpass filter is given 
by 
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The computational complexity of the filter bank can be 
reduced to a half of the direct implementation   by the use 
of polyphase decomposition in each stage. The polyphase 
representation of the filter given in (1) is expressed as  
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where   ) (z Fk  is the k
th  polyphase component of the 
prototype filter and given by 
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Another cost reduction can be achieved by shifting 
the down-samplers to the inputs of the filters utilizing the 
noble identities of multirate systems [6].  
 
 
Figure 1. The analysis stage of the feature extracting 
algorithm 
 
 
       The noise cancellation model shown in Figure 2 is 
used in each of the three lower subbands. Adaptive 
process is performed using the normalized least mean 
square algorithm NLMS [7]. Thias algorithm is used to 
control a low order FIR filter. The adaptive process can 
be expressed by the following set of equations 
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Where  w  is weight coefficient vector, x is the input 
vector at time n, y is the output of the adaptive filter, e is 
the error signal, i is an index to represent the lower 
subbands i=1,2,3 and  μ  is the adaptation step size. For 
the NLMS case μ  is divided by the power of the input 
signal. This way, the algorithm will have a better tracking 
capability for non  stationary signals, such as ambient 
noise. In addition to that, the subband splitting of the 
input signal will have a positive impact on the 
convergence speed of the adaptive filter , since the input 
spectrum will much whiter than the original signal.   
         
 
Figure 2. Noise cancellation model 
 
Let the final subband signals are be denoted by 
k s  
for k=1,2,3,….M,where  M is the total number of 
subbands. We define the normalized power of the 
subband signals as 
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k N  is the number of samples in the k-th  band. The 
OCNC parameters, ) (m OC , which form the feature 
vector is defined in a similar way to the  Mel frequency 
cepestral MELCEP coefficients[8]  
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for m=1,2…,12  
 
                                                                                                  
3. Simulation results 
A speech recognition system based on vector quantization 
VQ (template matching) is used with 8 bit codebook. The 
speech signal is sampled at 16 kHz and the so called car 
noise is upsampled to 16 kHz. The noisy speech is 
obtained with the car noise recording, for  four levels of 
signal to noise ratios 0,-10,-20,-30,-40 dB,  assuming that 
the noise is additive. Simulation studies are performed on 
isolated Malay digits from 0-9. The utterances of 60 
speakers are used. The isolated word recognition system 
is trained with 36 speakers male and the performance 
evaluation is done with the remaining 24 speakers. 
The filter bank structure of Figure 1 is applied to the 
speech signal (up to 4 levels) to achieve the subband 
decomposition. This filter bank is based on using 32-tap 
FIR filters after Johnston (type 32-D) [9]. The adaptive 
filter stage is performed using the NLMS algorithm, 
controlling a 16-tap FIR filter, with step size set to 0.01, 
Figure 3 shows initial adaptive filter test. The window size is chosen as 20 ms (320samples) 
with an overlap of 10 ms (160 samples). The OCNC 
parameters are derived as in Equation (9) and the feature 
vector is constructed from these OCNC parameters. The 
performance of the OCNC is compared to three well 
known techniques, LPCC, MFCC and MELCEP. The 
results are depicted in Figures 4,5 and 6. The OCNC 
representation exhibits robust performance in the isolated 
word recognition application and it outperforms other 
techniques as these results proved. 
 
 
 
 
 
 
Figure 3.  Adaptive filtering test  
 
 
 
Figure 4. Performance comparisons in terms of total 
success rate 
 
 
 
 
Figure 5. Performance comparisons in terms of false 
acceptance rate. 
 
 
 
Figure 6. Performance comparisons in terms of average 
total success rat 4. Conclusion 
In this paper, a new set of speech feature parameters 
based on subband adaptive filtering, OCNC’s are 
introduced. It is experimentally observed that the 
OCNC’s representation provides the highest recognition 
rate for speaker independent isolated word recognition in 
the presence of noise. 
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