We thank Referee#1 for his/her valuable review. We take Referee's comments into careful consideration while revising the manuscript. Below we provide our detailed replies. (Chirico et al., 2012) showed that the CN numerical scheme, although less numerically efficient than NL (which is implemented in the most popular soil water dynamics simulation software), when combined with the classic Kalman Filter (SKF) provides assimilation performances similar to those obtained with a UKF-NL algorithm, with much less computational drawbacks. Certainly, this advantage is relevant as far as system dimensionality is limited, such as the soil column examined in this study. We will acknowledge in the paper that other assimilation strategies, such as the EnKF or UKF, which do not imply an explicit formulation of the covariance propagation as in the case of the SKF, are more feasible for large scale applications.
Ref#1
Page 13336, eq. (16) : this equation should be either demonstrated or given a proper reference. Reply Van Der Merwe (2004) provides an optimization perspective of the sigma point Kalman filter estimation, similarly to what Nelson (2000) and Wan and Nelson (2001) do for the dual extended Kalman filter methods. Nevertheless, we prefer to remove Lines 1-5, page 13346, including Eq. (16); it is scarcely relevant and creates confusion.
Page 13336, line (15) , P_wk_yk in eq. (25) , R_ek in eq. (26), etc) . Reply It is true; the correct expression should be:
In order to avoid confusion to the reader we would instead prefer to follow the definition of Julier and Uhlmann (2004) : "a set of sigma points S consists of 2L+1 [in our case] vectors and their associated weights". As suggested, we will rewrite section 2.1.2.
Page 13344, lines 11-12: "zero 
Reply
The sigmoidal transformation is for us an important point of the proposed assimilation algorithm.
Yes, we (unsuccessfully) tried a log-transformation of the parameters. Given the very high correlation between them, we commonly found divergent solutions. This problem is not solved by just constraining the parametric space: in this case the covariance indefinitely increases and the solution remains at the extremes. The advantage of the sigmoidal transformation is that we constrain the domain of the parameters by means of a function having a domain equal to [-∞, +∞] . This approach guarantees in principle the possibility to find the right track toward a convergent solution.
We employed relatively large ranges of variability for the parameters and the bounds have been chosen based on physical considerations.
Ref#1
Page 13347, line 24: the covariance matrices should be chosen on the basis of physical considerations and not be tuned to ensure the convergence of the method.
Reply
Here we refer to the covariances linked to the parameters (or more exactly to the correction terms, according to the sigmoidal transformation). The choice of these initial covariances mediates not only physical, but also practical grounds. Nelson (2000) , dealing with a Dual EKF application, reports: "a main conclusion [concerning the initialization of covariances] is that too large a value of the initial parameter covariance can sometimes prevent the dual EKF from converging."
The assessment of the influence of the initial covariances was part of the study.
Ref#1 Page 13348, lines 7-8: on the other hand, it should be mentioned that, contrary to the h-based form, the theta-based equation does not allow solving problems involving also the saturated zone.

Reply
We already acknowledged this in the first part of our study. We can mention this aspect here as well.
Ref#1
Page 
Reply
Really our arguments give a biased message, and should be better explained. The differences between initial n values >2 and < 2 using the h-h mode, concern principally the stability of the retrieving algorithm, with the former (n>2) being more vulnerable to this issue. In principle, stability can affect also the simulations with initial n<2, when the parameter stably adopts a value higher than that threshold, during the "erratic" first few updates. The randomness level of these first stages is chiefly controlled by the initialization of the parameter covariances, a complex issue discussed in section 5.5. The statements of lines 25-29 are not only the result of the analysis of Fig 1 for the h-h mode (where one can notice that for initial n=1.6 [S1(○), S2(□)] the convergence track is much smoother and regular than for initial n>2), but also of several complementary analyses, as indicated in the next paragraph. We reckon that the message is also affected by the sentence "The convergence toward the true n is more delayed as compared with α", which is contextually inappropriate. This statement, attributable to both the h-h and the θ-θ modes, breaks the continuity of the discussion between the previous sentences and the following sentence and paragraphs. We propose to modify the paragraph accordingly. The quality of the Fig. 2 will certainly improve when the figure is printed on a full A4 paper, as it should be. Unfortunately, the HESSD editing service squeezes the figures in half A4.
Ref#1
Page 13350, lines 7-14: in view of the previous point, this discussion can be removed altogether, as well as Figure 3 and lines 1-8 at page 13351.
Reply
As sustained in our reply, we think these lines and the figure are important to understand the different behaviours obtained with the h-and the θ-forms.
Ref#1
Page 13350, lines 26-29: again, this is very subtle and, to tell the truth, it seems to me that the contrary occurs (see previous point).
Reply Here we referred just to the first assimilations, where we observed that, even for n=2.6, the updating consistently orientates toward the convergent solution. We recognize that the distinction between the cases n>2 and n<2 is rather subjective. We propose to modify the sentence as follows: " Figure 5 representing the state profiles, one can conclude that the retrieving algorithm is efficient from a strict functional perspective, provided that the states are retrieved with high accuracy, particularly in the θ-θ mode, but also in h-h mode, except for two initial parameter sets, as explained in the manuscript. Also note that we did not represent the open loop profiles in Figure 5 just to keep the figures to a suitable scale. The open loops profiles are indeed completely out the range considered. Thus, given the good state retrieving performances, we believe that the issues experienced in parameter retrieving are to be attributed to the high correlation between the van Genuchten parameters, as reported in numerous previous studies, which irremediably affects the overall identifiably, and not surprisingly, particularly that of K s . Another main factor concerns to the limited observability, associated to the very narrow range covered by the state variables in the considered experiment. This drawback is reflected in the manuscript (p. 13349, L.10-13): "Several authors evidenced the limitations for a successful estimation of VGM parameters, as imposed by the narrow variability of naturally occurring boundary conditions (Scharnagl et al., 2011; Vrugt et al., 2001 Vrugt et al., , 2002 . A wide range of soil moisture states in required to reliably constraining the soil hydraulic functions". Vrugt et al. (2003) states that "experiments that yield a wide range of water contents or pressure heads are beneficial for parameter estimation studies, since the measurements then contain independent information for most of the parameters. This increases the identifiability of the parameters and enhances the likelihood of uniqueness of the final parameter estimates." He also shows that the maximum sensitivity of the parameters α and n occurs at high pressure head values in fine-textured soil. According to his work, good indentifiability of n in clay soil demands pressure values well beyond -10 4 cm. In our case we worked with a clay loam soil, covering a limited range of pressure heads (see Fig. 1 in the manuscript) . Probably the use of a single metrics conspires also against the wished identifiability, as reflected by Vrugt et al. (2012) . Nevertheless, even the retrieving pattern of K s , for which we recognize that the identifiability is poor, responds to a logical behaviour, as indicates the very good agreement between the evolving parameter cross-covariance and that reported in several works (e.g. Romano and Santini, 1999; van Dam, 2000) . In the companion paper (Medina et al., 2012) we provide some elements about this issue.
Ref#1
Page 13351, lines 21-23: this is very contradictory. It may be that the error on RMSE (see previous point at Page 13346, eq. (44) ) affects these results and thus leads to ambiguous conclusions. Please double-check the RMSE. Reply Effectively, the current writing provides a contradictory message. Sorry for this. We propose to change the statement as follows: "The soil moisture retrieval clearly outperforms the analogous pressure head retrieving using the lowest temporal and spatial resolution of the observations. The evolving pressure head profiles S4 and S5 using AF=1/5 days−1 are permanently biased. This result reflects the abnormal pattern of the evolving retrieved parameters associated with these two sets (Fig. 4a) , both characterized by an initial guess n>2. Nevertheless, as shown later, the average RSME of the convergent pressure head profiles is generally lower than the homologous using soil moistures." Page 13352, lines 13-15: this is somewhat surprising. Can you explain why a higher assimilation frequency would yield worse results? Reply It is certainly a not expected, although perfectly possible, result. This result shows that, for this experiment, the retrieving process is not particularly sensible to the assimilation frequency, at least within examined range of frequency values. This is most probably related to the sampled observations in each case, being in general different, and consequently with dissimilar impact on the overall statistics. Note that this trend changes with the increasing OD, i.e., when more pieces of information are available.
Page 13352, lines 20-22: again, this Certainly the implementation of a dual (or a joint) exercise for parameter-state estimation demands more caution, as compared with a standard KF approach, particularly for what concerns the initialization of the covariances, not only of the parameters but even of the states. Liu and Gupta reports: a joint approach could produce "process unstable and intractable because of complex interactions between states and parameters in nonlinear dynamic systems (Todini, 1978a (Todini, , 1978b Moradkhani et al. (2005a Moradkhani et al. ( , 2005b ." This can be seen as the price to be paid for a more accurate result.
