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1. Úvod 
V praxi se často setkáváme se situacemi, kdy je buď třeba odhadnout hodnotu veličiny, 
která musí vyhovovat nějakým podmínkám (tyto situace lze popsat pomocí smíšeného 
lineárního modelu s podmínkami typu I) nebo je třeba určit hodnotu veličiny, kterou není 
možné přímo měřit, lze ji však dopočítat pomocí jiných veličin, které měřit lze (těmto 
situacím odpovídá smíšený lineární model s podmínkami typu II). Pro ilustraci uveďme 
například určování zrychlení při rovnoměrně zrychleném přímočarém pohybu, kdy zrychlení 
určujeme pomocí naměřených hodnot dráhy a času. 
2. Odvození odhadů ve smíšeném lineárním modelu s podmínkami typu I 
Uvažujme smíšený lineární regresní model s podmínkami typu I: 
                                                     ),(~ qb SXNY n ,                   (1) 
Kde parametr střední hodnoty b  musí vyhovovat lineární podmínce 
                                                           0=+ bBb                        (2) 
Předpokládejme, že matice X je známá rozměru kn´ , plné sloupcové hodnosti k, b je q-
rozměrný vektor, B je matice typu kq ´ , plné řádkové hodnosti q. Předpokládejme dále 
model s r neznámými variančními komponentami rqq ,...,1 .  Nechť rVV ,...,1  jsou známé 
symetrické matice a 







iiVY qq               (3) 
Přičemž musí platit, že matice qS je pozitivně definitní. Naším cílem je odhadnout 
parametry b  a rqq ,...,1 . Odhadovat budeme pomocí metody maximální věrohodnosti. 
Zvolme nějaký počáteční vektor 0b  vyhovující podmínce (2), pak pro všechny ostatní 




-Î+= ggbb                                                                     (4) 
kde BK  je matice typu qkk -´  taková, že 0=BBK . Z modelu (1) vyplývá, že 
),(~)( 0 qgb S- Bn XKNXY .                                                       (5) 
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Tím jsme převedli model (1) s podmínkou (2) na model (5) bez podmínky. Věrohodnostní 





ˆ bg qq XYXKXKXK BBB -S=S
--                                        (6) 
)()()()'()( 01ˆ0
1
ˆ bb qqq XYMMVMMXYVTr BBBB XKXKXKXKi -SS-=S
++- , ri ,...,1=          (7) 
Kde +A  značí Moore-Penroseovu pseudoinverzi matice A a AM  je matice ortogonální 
projekce na vektorový prostor kolmý k vektorovému prostoru generovanému sloupci matice 
A, platí +-= AAIM A . 





ˆ bg qq XYXKXKXK BBB -SS=
---                                (8) 





ˆ00 bbgbb qq XYXKXKXKKK BBBBB -SS+=+=
---                       (9) 
Protože M( BK ) = M( 'BM ), je M ( BXK ) = M( 'BXM ). (Kde M(A) značí prostor 





ˆ0 bbb qq XYXKXKXKXKXX BBBB -SS+=
--- = 
=-+=-+=





ˆ bbbb qq XYPXXYPX
BB XMXK
 















ˆ bYXXBBXXBBXXXYXXXX +SSSS-SS= ----------- qqqqqq  
Protože ve smíšeném lineárním modelu (1) bez podmínky je nejlepší nestranný lineární 
odhad parametru b  tvaru 
,')'(ˆ 1ˆ
11
ˆ YXXX --- SS= qqb                                                            (10) 
můžeme bˆˆX  dále upravit takto 
).(]')'([')'(ˆˆˆ 11111 bBBXXBBXXXXX +SS-= ----- bbb qq  
Tedy maximálně věrohodný odhad parametru b  v modelu (1) s podmínkou (2) je tvaru 
).(]')'([')'(ˆˆˆ 11111 bBBXXBBXX +SS-= ----- bbb qq                                                  (11) 
Zbývá odvodit odhad parametru q . Jak již bylo uvedeno dříve M ( BXK ) = M( 'BXM ), 
proto 
'BB MXK




























































ˆ bqqqqqq XYYXXXXYMM XX -S=SSS-S=S
------+  


























































































ˆ bb qq XYVXY i -SS-=
--  





ˆ riXYVXYVTr ii =-SS-=S
--- bb qqq  
Protože vztahy pro odhady parametrů b a rqq ,...,1  byly odvozeny ze smíšeného lineárního 
modelu (5) bez podmínky, mají takto získané odhady asymptotické vlastnosti maximálně 
věrohodných odhadů, tedy jsou konzistentní, asymptoticky normální a asymptoticky sdruženě 
efektivní. 
3. Odvození odhadů ve smíšeném lineárním modelu s podmínkami typu II 
Nechť je dán následující regresní model 
  ),(~ 1 qb SXNY n .                                                                           (12) 
Parametr 1b  vystupující v modelu (12) je nepřímo měřitelný, potřebujeme odhadnout 
hodnotu parametru 2b , který ovšem vystupuje pouze v podmínce 
02211 =++ bBB bb .                                                                                                       (13) 
V praxi často k tomuto modelu dospějeme pomocí linearizace původně nelineárního 
modelu. Předpokládáme, že matice X je plné hodnosti ve sloupcích, matice 1B  je typu 1kq ´ , 
matice 2B  je typu 2kq ´  a předpokládáme ( ) qBBr =21 , , ( ) 22 kBr = , 212 kkqk +<< . 









                                                                     (14) 
kde rVV ,...,1  jsou známé symetrické matice, přičemž musí platit, že qS je alespoň pozitivně 
semidefinitní. Naším cílem je najít odhady rqqbb ,...,,, 121  metodou maximální věrohodnosti. 
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V modelu (12) bez podmínek jsou věrohodnostní rovnice pro 1b  a 
( )¢= rqqq ,...,1 obdobného tvaru jako (6), (7), ovšem s 1b  místo b . Provedeme transformaci 
modelu s podmínkou (12), (13) na model bez podmínky (použitá transformace viz. 
[KUBÁČEK - KUBÁČKOVÁ, 2000]). Najdeme matice 1K  typu qkkk -+´ 211  a 2K  typu 












































. Protože matice 2B  má podle předpokladů plnou sloupcovou 




--=                                                              (16) 
















Z předpokladů učiněných dříve o modelu (12), (13) vyplývá, že ( ) qkkKr -+= 211 . 
Zvolme nyní libovolné počáteční vektory 
)0(
1b  a 
)0(
2b  vyhovující podmínce (13). Pak všechny 



































qkkR -+Î 21g .                                                  (17) 
Model (12) s podmínkou (13) můžeme tedy  převést na model bez podmínky 
( ) ( )qgb S- ,~ 101 XKNXY n .                                                         (18) 





ˆ1 bg qq XYXKXKXK -S=S
--






bb qqq XYMMVMMXYVTr XKXKXKXKi -SS-=S
++-
, ri ,...,1=      (20) 







ˆ1 bg qq XYXKXKXK -SS=
---
                                              (21) 
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Označme odhady parametrů 1b , 2b  a q  z modelu (12),(13) po řadě 1
ˆˆb , 2
ˆˆb  a qˆ , odhad 







































                                                           (22) 
Tedy platí 










11 bbgbb qq XYXKXKXKXKXXKXX  







bb qq XYXMXMXMXMX BBBB MBMBMBMB  




































1' BBBMBMBMBMBMB MBBMMXBXMXMXMXMXM BBBBB qqb









































+SS -- -= qq  
 






ˆ''1 ')'(ˆˆ 21212121 qqb  
















ˆ'' bMBBMBXXXMXMMI BBMBMBMB BBB
+-+- SS-- qq  
 
Odhad parametru 2b  odvodíme pomocí (22). 
( ) ( ) ( )=--=-=+= -- )0(1112122)0(2112122)0(22)0(22 ˆˆ''ˆ''ˆˆˆ bbbgbgbb BBBBKBBBBK  
( ) ( ) ( ).ˆˆ')'(''ˆˆ'' 112122)0(112122112122)0(2 bBBBBBBBBBBBB +-=+-= --- bbbb  
 
Při odvozování odhadu variančních komponent se postupuje podobně jako u modelu 
s podmínkami typu I, výsledný odhad má tvar 
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( )
( )( ) ( ) ( ) ( )( )















































( ){ } ( ) ( )[ ]++S SS=+ 111111 , XKXKjXKXKijiMM MMVMMVtrS XKXK qqq  , .,...,1, rji =  
 
Při výpočtech se postupuje iteračně s vhodně zvolenými počátečními hodnotami. 
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