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Abstract
The class of 2K2-free graphs includes several interesting subclasses such as split, pseudo-split, threshold graphs, complements
to chordal, interval or trivially perfect graphs. The fundamental property of 2K2-free graphs is that they contain polynomially
many maximal independent sets. As a consequence, several important problems that are NP-hard in general graphs, such as 3-
colorability, maximumweight independent set (WIS), minimumweight independent dominating set (WID), become polynomial-
time solvable when restricted to the class of 2K2-free graphs. In the present paper, we extend 2K2-free graphs to larger classes
with polynomial-time solvableWIS orWID. In particular, we show thatWIS can be solved in polynomial time for (K2+K1,3)-
free graphs and WID for (K2 + K1,2)-free graphs. The latter result is in contrast with the fact that independent domination is
NP-hard in the class of 2K1,2-free graphs, which has been recently proven by Zverovich.
© 2004 Elsevier B.V. All rights reserved.
Keywords:Maximal stable set; Polynomial-time algorithm
1. Introduction
All graphs in this paper are undirected, without loops and multiple edges. If a graph G does not contain a graph H as an
induced subgraph, we say that G is H-free and call H a forbidden induced subgraph for G. The disjoint union of two graphs
G and H will be denoted G + H . In particular, mG = G + · · · + G is the disjoint union of m copies of G. We say that G is
a weighted graph if each vertex of G is assigned a positive integer, the weight of the vertex. As usual, by Kn we denote the
complete graph on n vertices, by Kn,m the complete bipartite graph with parts of size n and m, and by Pn the chordless path
on n vertices. Throughout the paper, by Yn,m, Si,j,k and Ti,j,k we denote the graphs depicted in Fig. 1(a)–(c), respectively. In
particular, Y1,1 = P5, Y1,2 = S1,1,3, S0,j,k = Pj+k+1, S1,1,1 =K1,3, T1,1,1 =K3 and T0,j,k = Pj+k .
An independent set in a graph is a subset of pairwise non-adjacent vertices. An independent set S is maximal if no other
independent set contains S. The MAXIMUMWEIGHT INDEPENDENT SET (WIS) problem is that of ﬁnding in a weighted graph
an independent set of maximum total weight. The “unweighted” version of this problem, denoted IS, consists in ﬁnding in a
graph an independent set of maximum cardinality. It is well-known that WIS is NP-hard in the class of all graphs and remains
difﬁcult even under substantial restrictions, for instance, for triangle-free or cubic planar graphs. On the other hand, the problem
can be solved in polynomial time in some special classes, which includes perfect graphs [27],K1,3-free graphs [30,35], 2K2-free
graphs [17].
The MINIMUMWEIGHT INDEPENDENT DOMINATING SET (WID) problem is that of ﬁnding in a weighted graph a maximal
independent set of minimum total weight. In the “unweighted” version, denoted ID, the problem asks for a maximal independent
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Fig. 1. Graphs (a) Yn,m, (b) Si,j,k and (c) Ti,j,k .
set of minimum cardinality. This problem is more difﬁcult thanWIS in the sense that it remains NP-hard even for perfect graphs
and K1,3-free graphs. On the other hand, polynomial-time solutions are known for weighted independent domination in the
classes of permutation graphs [10], chordal graphs [16], 2K2-free graphs [17].
In this paper we address the question of distinguishing new classes deﬁned in terms of forbidden induced subgraphs with
polynomial-time solvable WIS or WID. Our special concern is the so-called monogenic classes, i.e. those deﬁned by a single
forbidden induced subgraph. The following two results, proved in [1,6], respectively, suggest some promising directions for our
research.
Theorem 1. Let X be a class of graphs deﬁned by a ﬁnite set M of forbidden induced subgraphs. If M contains no graph every
connected component of which is of the form Si,j,k , then the maximum (weight) independent set problem is NP-hard in the
class X.
Theorem 2. Let X be a class of graphs deﬁned by a ﬁnite set M of forbidden induced subgraphs. If M contains no graph every
connected component of which is of the form Si,j,k or no graph every connected component of which is of the form Ti,j,k , then
the minimum (weight) independent dominating set problem is NP-hard in the class X.
According to Theorem 2,WID can be solved in polynomial time for H-free graphs only if every connected component of H is
a chordless path. Notice that the problem has a polynomial-time solution for P4-free graphs (a sub-class of permutation graphs)
and mK2-free graphs for any ﬁxed m. The latter proposition is obtained by combining an algorithm to generate all maximal
independent sets in a graph [36] and a polynomial upper bound on the number of maximal independent sets inmK2-free graphs
[2,18,34]. Therefore, there are exactly two minimal monogenic classes of graphs for which the complexity status of WID is an
open question. These are P5-free graphs and (P3 + P2)-free graphs. Interestingly enough, the same two classes, i.e. P5-free
graphs and (P3 + P2)-free graphs, are the only minimal monogenic classes with unknown time complexity of the maximum
(weight) independent set problem. This conclusion follows fromTheorem 1, a polynomial-time algorithm to solve the problem in
the class of S1,1,2-free graphs [3], and a polynomial-time solution forWIS in the class ofmK2-free graphs, which is again due to
a polynomial upper bound on the number of maximal independent sets inmK2-free graphs [2,18,34]. Form=2, the upper bound
has been ﬁrst shown by Farber [17]. Based on his proof, one can develop an algorithm that generates all maximal independent sets
of a 2K2-free graph. In the present paper, by elaborating this algorithmwe prove polynomial-time solvability ofWIS andWID in
many new classes of graphs. In particular, we settle the open question for (P3+P2)-free graphs for both of the problems. In the
class of P5-free graphs the question remains open, though polynomial-time solutions for the maximum (weight) independent set
problem have been found for many particular subclasses of P5-free graphs (see e.g. [4,5,7–9,11–15,19–21,23–26,29,31,32]).We
make a contribution to this topic, too, by solving the problem for larger subclasses of P5-free graphs. Observe that independent
domination in the class of 2P3-free graphs is an NP-hard problem [37], which makes our result for (P3+P2)-free graphs nearly
sharp.
2. Preliminaries
The sets of vertices and edges of a graph G are denoted by V (G) and E(G), respectively. For a subset U ⊆ V (G), the
neighborhood of U in the graph G, denoted NG(U), is the subset of vertices of G outside U that have a neighbor in U, and the
anti-neighborhood of U, denoted AG(U), is deﬁned as AG(U) : =V (G) − (U ∪ NG(U)). Also, G[U ] is the subgraph of G
induced by U, and U0 is the set of isolated vertices in the G[U ]. If V (G) = {v1, v2, . . . , vn}, then Gi : =G[v1, . . . , vi ]. By
K1,n(v) we denote a star K1,n centered at vertex v.
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The following algorithm to generate all maximal independent sets in 2K2-free graphs is suggested by Farber’s proof [17].
AlgorithmA
Input: A graph G with vertex set V (G)= {v1, v2, . . . , vn}.
Output: A family S of subsets of V (G).
S : ={∅}
For i = 1, . . . , n, do
begin
1. [Extension of some members of S]
For each H ∈ S,
If (NGi (vi) ∩H = ∅), then add vi to H.
2. [Addition of new members to S]
For each u ∈ NGi (vi),
Deﬁne H : ={vi} ∪ AGi (u, vi) and place H in S.
end
It is clear from the description of AlgorithmA that if G is a 2K2-free graph, then every member of the family S produced by
the algorithm is an independent set in G. Moreover, according to Farber’s argumentation, S contains all maximal independent
sets of G, which can be proven by induction on i. A particular consequence of this observation is that the number of maximal
independent sets of a 2K2-free graph with n vertices is O(n2), and hence both WIS and WID can be solved in polynomial time
in the class of 2K2-free graphs.
IfG is a general graph, then themembers of S produced byAlgorithmA are not necessarily independent sets inG. Moreover, if
I is an independent set inG, then it might happen that no memberH of S contains I. In the next section, we elaborateAlgorithmA
so that for Ym,m-free graphs, the family S contains a memberHwith I ⊆ H for any independent set I of the input graph. This will
lead to polynomial-time solutions in many new classes extending 2K2-free graphs and some other classes with polynomial-time
solvable WIS or WID.
3. New algorithm
In this section we introduce a newAlgorithmB(m), where m is a parameter associated with the algorithm. In the description
of the algorithm,H0 stands for the set of isolated vertices in the subgraphG[H ], as deﬁned in the previous section.Also, observe
that the parameter v(H) associated with a subset H is deﬁned in step 2 of the algorithm, where H is created.
Algorithm B(m)
Input: A graph G with vertex set V (G)= {v1, v2, . . . , vn}.
Output: A family S of subsets of V (G).
S : ={∅}
For i = 1, . . . , n, do
begin
1. [Extension of some members of S]
For each H ∈ S,
If (NGi (vi) ∩H = ∅) OR (NGi (vi) ∩H0 = ∅AND (v(H), vi) /∈E(G)),
then add vi to H.
2. [Addition of new members to S]
For each u ∈ NGi (vi),
For each j = 1, 2, . . . , m,
For each subsetW ⊂ V (Gi) of size j − 1 such that G[{u, vi} ∪W ] =K1,j (u),
Deﬁne H : ={vi} ∪W ∪ AGi ({u, vi} ∪W), v(H) : =u and place H to S.
end
This algorithm is a generalization of AlgorithmA in the following sense. For a graph G, let SA(G) and SB(m)(G) denote
the families of subsets of V (G) produced by AlgorithmsA and B(m), respectively. Then for any H ∈ SA(G), there is a set
H ′ ∈ SB(m)(G) such that H ⊆ H ′. It is not hard to see that |SA(G)| = |SB(1)(G)|. For m> 1, the cardinality of SB(m)(G) is
generally greater than that of SA(G). However, as the following lemma shows, |SB(m)(G)| is still polynomial in the size of G
for any ﬁxed m.
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Lemma 3. Let G be a graph with n vertices and m be a natural number. Then the family S produced by AlgorithmB(m) contains
O(nm+1) elements and this family can be computed in time O(nm+3).
Proof. For each i = 1, 2, . . . , n, Algorithm B(m) produces in step 2 at most
Qi : =i
m∑
j=1
(
i
j − 1
)
= O(im)
new members of S. Therefore, |S|∑ni=1Qi = O(nm+1). The complexity of step 1 can be estimated as O(n|S|). So, the total
time complexity of the algorithm is O(nm+3). 
Lemma 4. Let G be a Ym,m-free graph with vertex set V (G)={v1, v2, . . . , vn} and S be the family of subsets of V (G) produced
by Algorithm B(m). Then for any maximal independent set I in G, there is a set H ∈ S such that I ⊆ H .
Proof. Let us denote by Si the content of the family S after i loops of the algorithm. The proof will be given by induction on i.
For i = 1, the proposition is trivial.
Let I be a maximal independent set in the subgraph Gi . If vi /∈ I , then, by the induction hypothesis, there is a set H ∈ Si−1
such that I ⊆ H . According to the algorithm, Si contains either H or H ∪ {vi}. In either case, the theorem is true.
Now let vi ∈ I and let I ′ denote I −{vi}. Assume ﬁrst that I ′ is not a maximal independent set inGi−1. Then there must exist
a vertex u ∈ NGi (vi) that has no neighbors in I ′. Therefore, there must exist a set H ∈ Si produced in step 2 of the algorithm
with j = 1 such that I ⊆ H .
Now let I ′ be a maximal independent set in Gi−1 and let H be a member of Si−1 containing I ′. If NGi (vi) ∩ H = ∅, then
I ⊆ H ∪ {vi} ∈ Si (see step 1 of the algorithm). Therefore, we assume there is a vertex h ∈ NGi (vi)∩H . From the maximality
of I ′ in Gi−1 we conclude that every vertex of NGi (vi) has a neighbor in I ′. In particular, NGi (vi) ∩ H0 = ∅. If, in addition,
vi is not adjacent to v(H), then I ⊆ H ∪ {vi} ∈ Si (see step 1).
It remains to consider the case when vi is adjacent to v(H). Notice that v(H) = h, since by deﬁnition v(H) does not belong
to H (see step 2). Let us denote U : =N(v(H))∩ I ′ and T : =N(h)∩ I ′. The maximality of I ′ implies that U = ∅ and T = ∅.
Moreover,N(v(H))∩ (T ∪{h})=∅, because by deﬁnition every neighbor of v(H) inH is an isolated vertex of the graphG[H ].
Therefore, either |U |<m or |T |<m else vertices of U ∪ T ∪ {vi , v(H), h} induce a Ym,m. As a result, in step 2, the algorithm
ﬁnds a star K1,j with jm centered either at v(H) or at h and hence creates a set H ′ containing all the vertices of I. The proof
is completed. 
Theorem 5. Let m be a natural number and G a Ym,m-free graph. Then WIS (WID) can be solved in polynomial time for G
whenever WIS (WID) can be solved in polynomial time for the anti-neighborhood of each edge of G.
Proof. To solve the problem, we ﬁrst apply to G Algorithm B(m), which produces a family S of subsets of V (G). According
to Lemma 4, a solution for G can be found by solving the problem for each subset H ∈ S, or more speciﬁcally, for each
connected component of G[H ]. Notice that with each subset H different from an independent set, the algorithm associate a
vertex v(H) /∈H such that every neighbor of v(H) in H is an isolated vertex of the graph G[H ]. Moreover, v(H) has at least
one neighbor w ∈ H . Therefore, every non-trivial connected component of G[H ] is included in the anti-neighborhood of the
edge (v(H),w). Combining this proposition with Lemma 3, we conclude that polynomial-time solvability of the problem in the
anti-neighborhood of each edge of G implies a polynomial-time solution for the entire graph. 
A particular consequence from this theorem is the following corollary, which can be proven by induction on p.
Corollary 6. Let F be a graph such that the maximum (weight) independent set problem or the minimum (weight) independent
dominating set problemcanbe solved for (Ym,m, F )-free graphs in polynomial time.Then the respective problemhas apolynomial
time solution in the class of (Ym,m, F + pK2)-free graphs.
4. New results
In this section, we derive several particular conclusions from the general result of Theorem 5.
Let us start with monogenic classes of graphs, i.e. those deﬁned by a single forbidden induced subgraph F, where WIS or
WID has a polynomial-time solution. As mentioned in the introduction, WID is solvable in polynomial-time for P4-free graphs
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and mK2-free graphs. In the case F = mK2, Theorem 5 does not provide any extension. In the case F = P4, we apply a
O(n2) algorithm from [10] to solve the problem for P4-free graphs together with Lemma 3 and Theorem 5 in order to obtain by
induction on p the following conclusion.
Theorem 7. For any natural m and p, the minimum weight independent dominating set problem can be solved for (Ym,m, P4+
pK2)-free graphs on n vertices in time O(np(m+1)+2).
Notice that the class of (Y1,2, P4 + K2)-free graphs contains all (P3 + P2)-free graphs, which settles the open question
posed in the introduction as well as in [37]. Notice that [37] proves NP-hardness of the problem in the class of 2P3-free graphs.
Therefore, the area with unknown time complexity of WID contains now the following monogenic classes: (P3 + pK2)-free
graphs with p> 1, (P4 + pK2)-free graphs with p> 0, (P5 + pK2)-free graphs and (P6 + pK2)-free graphs with p0.
For the maximum (weight) independent set problem, the only maximal monogenic class of interest to apply Theorem 5 is the
class of S1,1,2-free graphs. The paper [3] proves polynomial-time solvability of IS in this class but does not provide any speciﬁc
time bound for the algorithm. Combining this result with Theorem 5, we conclude that
Theorem 8. For any natural m and p, IS can be solved in the class of (Ym,m, S1,1,2 + pK2)-free graphs in polynomial time.
Clearly, the class of (Ym,m, S1,1,2 + pK2)-free graphs with m3 and p1 includes both S1,1,2-free graphs and 2K2-free
graphs. Moreover, it is an extension of (K1,3 +K2)-free graphs for which no polynomial-time algorithm was known so far. We
distinguish the case of (K1,3 +K2)-free graphs as a separate result for several reasons. First, we can give a speciﬁc time bound
to solve IS in the class of (K1,3 +K2)-free graphs. Second, in this class one can solve not only IS but also WIS in polynomial
time. Third, this is a new maximal monogenic class with polynomial-time solvable WIS.
Theorem 9. WIS can be solved in the class of (K1,3 + K2)-free graphs in polynomial time. IS can be solved for graphs on n
vertices in this class in time O(n6).
Proof. The ﬁrst polynomial-time algorithm to solve WIS in the class of K1,3-free graphs has been claimed by Minty in [30].
Recently Nakamura and Tamura [33] found that the weighted version of Minty’s algorithm fails for some special cases and
proposed modiﬁcations to repair the defect. However, neither of these papers declares any speciﬁc time bound for the algorithm.
We refer the reader to their papers for more details. This result in conjunction with Theorem 5 and the fact that Ym,m withm3
contains K1,3 +K2 prove the ﬁrst part of the theorem.
For the unweighted version, Sbihi proposed a O(n3) algorithm to solve the problem for K1,3-free graphs. In order to extend
this result to (K1,3 + K2)-free graphs, we ﬁrst implement Algorithm B(m) with m = 3. For an input graph G on n vertices, it
runs in time O(n6) and produces O(n4) subsets of V (G). But only O(n3) of them can be not independent (can contain an edge).
Indeed, any subset H created in step 2 of the algorithm with j = 3 is an independent set, since otherwise any edge in H together
with the star K1,3(u) would induce a K1,3 +K2 in G. In addition, if an element of S has been created as an independent set, it
will remain independent along the computation according to the description of step 1. So, by applying the algorithm of Sbihi to
each of O(n3) elements of S, we solve the problem for (K1,3 +K2)-free graphs in the total time O(n6). 
Several polynomial-time results for IS in subclasses ofYm,m-free graphs are available form2. In particular,Y1,2=S1,1,3, and
the problem has a polynomial-time solution in the class of (S1,1,3,K1,n)-free graphs for any ﬁxed n [22] and (S1,1,3, banner)-
free graphs [28], where a banner is the graph with vertices a, b, c, d, e and edges ab, bc, bd, ce, de. From these results and
Theorem 5 we derive the following conclusion.
Theorem 10. For any natural n and p, IS can be solved for (S1,1,3,K1,n+pK2)-free graphs and (S1,1,3, banner+pK2)-free
graphs in polynomial time.
The classes mentioned in this theorem do not include (K1,3 + K2)-free graphs, but they both extend K1,3-free graphs and
(K1,2+K2)-free graphs. In addition, the result for (S1,1,3,K1,n+pK2)-free graphs generalizes polynomial-time solutions for
(P5,K1,n)-free graphs and (K1,2 +K2,K1,n)-free graphs shown in [31] and [4], respectively.
Finally, for m = 1, in which case Ym,m = P5, we refer the reader to the vast literature on subclasses of P5-free graphs with
polynomial-time solvable IS orWIS (see the introduction for references). For IS, this includes, for instance, (P5, F )-free graphs,
where F is any connected graph on 5 vertices different from C5, or a complete bipartite graph Kn,m, or a graph obtained from
K2,m by deleting an edge. Theorem 5 extends all these results to larger subclasses of P5-free graphs, while the complexity status
of the problem in the entire class of P5-free graphs remains open.
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Regarding independent domination, we can give only a single example related to subclasses of P5-free graphs. It has been
proven in [6] that ID can be solved in time O(n3) for any (P6,K1,3)-free graph on n vertices (notice that the problem is NP-hard
for K1,3-free graphs). Therefore, by induction on p, we obtain the following conclusion.
Theorem 11. For any natural p, ID can be solved for (P5,K1,3 + pK2)-free graphs on n vertices in time O(n2p+3).
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