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Magnetic order is usually associated with well-defined magnon excitations. Exotic magnetic fluctu-
ations with fractional, topological or multipolar character, have been proposed for radically different
forms of magnetic matter such as spin-liquids [1]. As a result, considerable efforts have searched for,
and uncovered, low-spin materials with suppressed dipolar order at low temperatures [2, 3]. Here, we
report neutron-scattering experiments and quantitative theoretical modeling of an exceptional spin-1
system – the uniaxial triangular magnet FeI2 [4] – where a bright and dispersive band of mixed dipolar-
quadrupolar fluctuations emerges just above a dipolar ordered ground-state. This excitation arises from
anisotropic exchange interactions that hybridize overlapping modes carrying fundamentally different
quantum numbers. Remarkably, a generalization of spin-wave theory to local SU(3) degrees of free-
dom [5] accounts for all details of the low-energy dynamical response of FeI2 without going beyond
quadratic order. Our work highlights that quantum excitations without classical counterparts can be
realized even in presence of fully developed magnetic order.
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Multipolar degrees of freedom arise naturally in condensed matter systems from anisotropic distributions of
charge and magnetization. In magnetic materials, crystal electric fields and spin-orbit coupling typically imprint
anisotropy on the localized magnetization distribution. The interaction between the resulting anisotropic dipole
moments produces a wealth of collective lattice phenomena ranging from Ising ferromagnetism to Kitaev
quantum spin-liquids [6]. A comparably less explored direction is the search for multipolar phases that lack
magnetic (dipolar) order [7]. Multipolar order, often referred as “hidden order”, is evasive to most conventional
probes of materials. Thus, experimental realizations in the solid-state are rare and limited to a small number
of f -electron systems [8, 9]. An alternative route to study multipolar physics is to consider systems for which
magnetic order is present, but multipolar fluctuations coexist with dipolar excitations at low energies. In that
case, it becomes convenient to represent the fundamental degrees of freedom using a SU(N) spin [5]. This
representation treats all multipolar components on equal footing and predicts radically new types of quantum
excitations [10, 11]. Quantitative tests of that approach are generally lacking, however, because multipolar
fluctuations tend to be silent in spectroscopy experiments.
Here, we demonstrate that the magnetically ordered triangular-lattice compound FeI2 – a system known
and studied since the 1970’s [12, 13] – is an exceptional platform to observe and model multipolar fluctuations.
Although the magnetism of FeI2 results from complex exchange interactions, which we elucidate in detail
further below, the essence of its multipolar physics is captured by a simple S = 1 chain with ferromagnetic
Heisenberg exchange J and strong easy-axis single-ion anisotropy D|J | [Fig. 1]. In that model, low-energy
excitations comprise two types of fluctuations carrying fundamentally different quantum numbers [Fig. 1a]:
conventional magnons corresponding to the propagation of a single |Sz = 0〉 ≡ |0〉 defect in a ferromagnetic
background of | + 1〉 sites, and single-ion bound-states (SIBS) [14, 15] for which a spin on a given site is
flipped from |+1〉 to | −1〉, with an energy that is independent of D. Dipolar matrix elements vanish for SIBS
excitations, because the operator S−=Sx−iSy must act on the same site twice. As a consequence, the latter
cannot be detected using experimental probes bound by the dipole selection rule. The multipolar nature of SIBS
excitations is readily understood using a SU(N) spin representation, where local S= 1 degrees of freedom are
represented by eight linearly-independent SU(3) generators. The first three are the usual dipolar operators Sµ,
while the remaining five are the quadrupolar operators Qµν = (SµSν + SνSµ)/2− 2/3δµν . In this description,
SIBS excitations are local quadrupolar fluctuations generated by Qxx − Qyy − 2iQxy ≡ (S−)2, and the single
ion term −D(Szi )2 coincides with Qzz up to a constant.
Surprisingly, quadrupolar SIBS fluctuations in FeI2 are easily detected by magneto-infrared spectroscopy
through a doubled g-factor compared to magnon modes [12, 13], inelastic neutron scattering [16], and electron-
spin resonance [17]. To understand the detailed mechanism enabling the observation of such quadrupolar
fluctuations with dipolar spectroscopic probes, we combine state-of-art inelastic neutron scattering experiments
on large single-crystals of FeI2 with a quantitative SU(3) generalized spin-wave theory (GSWT) model, see
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Figure 1: Elementary magnetic excitations of a ferromagnetic easy-axis spin-1 chain and their hybridiza-
tion through anisotropic exchange interactions. a. Sketches of the ground-state, single-excitation, and
double-excitations of a model spin-1 Hamiltonian, H = J∑〈i,j〉 Si ·Sj −D∑i(Szi )2, where J < 0 is a ferro-
magnetic nearest-neighbor exchange interaction and D> 0 represents an easy-axis single-ion anisotropy. For
an individual spin (S = 1), three states are possible corresponding to projections Sz = +1, 0, or −1, which
are represented by an up-arrow, a dot and a down-arrow, respectively. In a local picture, elementary excita-
tions of the ferromagnetic ground-state comprise the creation of a single magnon (|Sz = +1〉 ≡ | +1〉 → |0〉,
|∆Sz|=1) with energy 2|J |+D, and three types of doubly-excited states. A two-magnon excitation generally
involves two |0〉 states on non-adjacent sites and costs an energy 4|J | + 2D. The energy of such an excitation
can be lowered by the formation of one of two possible bound-states: a two-magnon bound-state (TMBS) for
which two |0〉 states reside on neighboring sites and experience an effective off-site attraction −|J | (total en-
ergy 3|J | + 2D); and a single-ion bound-state (SIBS) for which the same site is excited twice (| +1〉→| −1〉,
|∆Sz| = 2) with an effective on-site attraction −2D (total energy +4|J |). For sufficiently strong anisotropy,
D |J |, the SIBS and the one-magnon are the dominant low-energy excitations. b. Effect of exchange in-
teractions on low-energy excitations. Starting from a doubly-degenerate single-ion ground-state, Heisenberg
(diagonal) exchange interactions lift the ground-state degeneracy through magnetic ordering. The one-magnon
excitation acquires a momentum-energy dispersion, while the SIBS remains localized and invisible to conven-
tional spectroscopic probes due to a vanishing dipolar matrix element. Anisotropic (symmetric off-diagonal)
exchange interactions hybridize the single-magnon and SIBS excitations at their crossing points, making the
SIBS visible and dispersive.
Methods and Supplementary Information. Our results uncover a genuine quantum-mechanical effect active
in spite of a magnetically ordered ground-state and negligible longitudinal fluctuations: single-ion anisotropy,
Heisenberg exchange and anisotropic interactions cooperate to produce an accidental overlap and subsequent
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hybridization between dipolar and quadrupolar fluctuations. This opens up an energy gap and transforms the
otherwise dark and flat SIBS excitation into a bright and dispersive mode [Fig. 1b].
This phenomenon occurs in FeI2 due to spatially-complex exchange pathways between magnetic Fe2+ ions
residing on perfect triangular-lattice layers and spin-orbit effects within the weakly-distorted trigonal envi-
ronment of I− ligands [Fig. 2a]. At the single-ion level, a well-isolated triplet is stabilized below 10 meV
[Fig. 2b] and maps onto an effective S = 1 model with an easy-axis single-ion anisotropy [18] D ≈ 1.9 to
2.2 meV [4, 19]. The magnetic exchange interactions are an order of magnitude smaller [13] and stabilize a
collinear c-axis magnetic order [20, 21] below TN =9.5 K in zero magnetic field, through a first order transition
with no apparent lattice distortion [20]. The magnetic structure features an up-up-down-down stripe configura-
tion in the ab-plane, which shifts by one unit along the a-axis between subsequent triangular layers [Fig. 2c].
With a propagation vector km = (1/4, 0, 1/4), this yields three magnetic domains in the material, related by
120◦ rotations, which exist with different fractions in our large single-crystals [Fig. 2d and Supplementary
Section 3].
To quantitatively determine the exchange interactions in FeI2, we construct a minimal model which realizes
the observed magnetic structure at low temperature [Fig. 2a]. Due to the dominant easy-axis anisotropy, it
suffices to consider an Ising Hamiltonian, H = ∑(i,j) JijSzi Szj , and find constraints on Jij that stabilize the
observed magnetic order. Within the triangular plane, the up-up-down-down stripe structure requires competing
exchange interactions between first, second and third neighbors [22], with J1 < 0 ferromagnetic, J2 > 0
antiferromagnetic, and J3 such that J1 − 2J3 < 0 and J1 + 2J2 + 2J3 > 0. By enumerating all possible 3D
stacking sequences with a c-axis periodicity at most four times that of the crystal [Supplementary Section 4], we
obtain the required magnetic structure if J ′2a is antiferromagnetic and−J ′2a < J ′0 + 2J ′1 < 3J ′2a. Distinguishing
between equal-length but symmetry-inequivalent interactions of J ′2a and J
′
2b is crucial in removing otherwise
degenerate solutions. Moreover, J ′2a corresponds to an almost 180
◦ Fe-I-I-Fe bridge, while J ′2b cannot not be
reasonably associated with a super-exchange pathway; we neglect it from here on. In this Ising approach,
flipping a spin costs an energy 4(−J1 + J2 + J3 + 2J ′2a), which is contrained by the experimental SIBS energy
of ≈ 2.8 meV [12].
To gain further insight, we extend the Heisenberg model of Fig. 1 to the realistic exchange interactions
of Fig. 2a, and use the self-consistent Gaussian approximation (SCGA) [24] to model the highly-structured
diffuse scattering data collected in the paramagnetic phase at T = 11 K [Fig. 2e]. This approach has proven
to be very successful in extracting quantitative microscopic interactions for frustrated magnets [25, 26]. Here,
we perform a global fit to the paramagnetic data constraining the Jij parameters to reproduce the SIBS energy.
We obtain a good agreement between SCGA calculations and the entire momentum-dependence of our data
[Fig. 2e], see Methods for details and fit results. The fitted exchange parameters necessarily satisfy all the
stability conditions of the ordered structure. Notably, the magnitude of J1 = −0.24 meV is comparable to
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Figure 2: Microscopic origin of the magnetic properties of FeI2. a. Trigonal crystal structure of FeI2
(space-group P 3¯m1, a = 4.05 A˚ and c = 6.75 A˚ at T = 300 K), showing triangular layers of Fe2+ ions
and resulting symmetry-inequivalent magnetic exchange pathways, mediated by I− ligands, up to third nearest
neighbors in-plane (J1, J2, J3) and out-of-plane (J
′
0, J
′
1, J
′
2a, J
′
2b). b. Local coordination environment of Fe2+
ions and hierarchy of single-ion energy-scales. Starting from a L= 2, S = 2 free-ion state [23], the dominant
cubic crystal field (≈ 1 eV) splits the fivefold degenerate 3d-orbitals into a ground-state t2g triplet (`eff = 1)
and excited eg doublet [19, 18]. The sub-leading spin-orbital coupling (≈10 meV) lifts the resulting (2S +
1)×(2`eff + 1) = 15-fold degeneracy into three multiplets with total angular momentum J = 1, 2, and 3. The
inter-multiplet transition J = 1 → 2 is observed between 25 and 35 meV [23]. At low energies, the weak
trigonal distortion from m3¯m to 3¯m ( ≈1 meV) maps onto an easy-axis anisotropy for the effective S = 1
ground-state. c. Magnetic structure of FeI2, showing ferromagnetic planes (gray) arranged in a up-up-down-
down (blue-blue-yellow-yellow) sequence. d. Elastic neutron-scattering intensity collected at T =1.8 K using
the CORELLI instrument, showing magnetic Bragg peaks in the Q= (h, k, 1/4) plane from three equivalent
k-magnetic domains related by 120◦ rotations. e. Diffuse neutron-scattering intensity collected at T = 11 K
on the SEQUOIA instrument, obtained by integrating energy transfer from 0 to 6 meV, showing cuts through
the three-dimensional distribution of scattering intensity consistent with the 3¯m Laue symmetry. f. Extended
cuts through the diffuse-scattering data in the (h, k, 1/4) (top) and (h, h, l) planes (bottom) and comparison to
SCGA calculations with fitted parameters, see text and Methods.
J2 = 0.11 meV and J3 = 0.21 meV, which can be attributed to a cancellation of ferromagnetic direct-exchange
and antiferromagnetic super-exchange between nearest-neighbors [27].
We then proceed to calculate the energy-resolved response of this model using linear spin-wave theory
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(LSWT) and compare it with our high-resolution inelastic neutron-scattering data [Fig. 3a]. Despite the over-
all resemblance, this approach fails in several important aspects. First, while the data contains two separate
bright excitation bands, corresponding to SIBS and one-magnon excitations, the former is completely missed
by LSWT, which ignores quadrupolar degrees of freedom from the start. In conventional spin-wave theory,
bound-states can be obtained by introducing magnon-magnon interactions but require summation of ladder
diagrams up to infinite order in 1/S expansion, or equivalently solving a set of complicated integral equa-
tions [15]. Instead, we employ the generalized spin-wave theory (GSWT) and represent the local states of
SU(3) spins using Schwinger bosons [28], |m〉i = b†i,m|vac〉i where m = +1, 0,−1 refers to the quantized
angular momentum along the c-axis, i labels the lattice sites, and we enforce the constraint
∑
m b
†
i,mbi,m = 1.
For the magnetically ordered ground-state of FeI2, b
†
i,+1 bosons are condensed, bi,0 creates a single magnon, and
bi,−1 creates a SIBS. In the GSWT approach [Supplementary Section 6], diagonalizing a quadratic Hamiltonian
is sufficient to capture both dipolar and quadrupolar excitations, but they remain decoupled for purely diago-
nal (Heisenberg) exchange interactions because they carry different quantum numbers. This implies that the
SIBS excitation is completely flat, localized, and invisible in neutron scattering experiments. Thus, a second
hitherto unexplained aspect of our data is the dispersive nature of the SIBS excitation wherever it approaches
the one-magnon band [Fig. 3a]. Given the overlap between the calculated SIBS energy and LSWT magnon
dispersion, our data suggests that a strong hybridization occurs between dipolar and quadrupolar fluctuations
in FeI2 [Fig. 1b].
A hint at the hybridization mechanism comes from our observation of an anomalous distribution of scatter-
ing intensity across reciprocal space. Starting from the Γ2≡(−1,−1, 0) point of the hexagonal Brillouin zone,
the experimental intensity for momentum-transfer along the path Γ2→ Γ1 ≡ (0, 0, 0) differs substantially from
the symmetry-related path Γ2→Γ′2 ≡ (−1, 0, 0) [white boxes in Fig. 3a]. This phenomenon is totally absent
in our LSWT calculations and results from the combined effect of anisotropic exchange interactions and neu-
tron dipole factor [29]. A symmetry analysis of spin-space anisotropy for nearest-neighbor bonds yields four
independent parameters, such that the corresponding exchange Hamiltonian can be written
Hn.n. =
∑
〈i,j〉
{
Jzz1 S
z
i S
z
j + J
±
1
(
S+i S
−
j + S
−
i S
+
j
)
+ J±±1
(
γijS
+
i S
+
j + γ
∗
ijS
−
i S
−
j
)
− iJ
z±
1
2
[
(γ∗ijS
+
i − γijS−i )Szj + Szi (γ∗ijS+j − γijS−j )
] }
,
where γij are bond-dependent phase factors [Supplementary Section 8]. This contribution to the Hamiltonian
of FeI2 has the same form as proposed for the rare-earth triangular-lattice compound YbMgGaO4 [30, 31]
for which an intensity modulation in the diffuse scattering data was also reported [32]. To progress, we in-
troduce a minimal 15-parameters model that includes all four anisotropic exchange parameters on nearest-
neighbor bonds, diagonal XXZ anisotropy for the five non-negligible further-neighbor interactions, and single-
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Figure 3: Low-energy magnetic excitations of FeI2 and matching anisotropic exchange model for SU(3)
spins. a. (Left) Energy-resolved neutron-scattering intensity collected at T = 1.8 K using the SEQUOIA
spectrometer, showed along a high-symmetry path in the triangular Brillouin zone after data symmetrization
and integration over l ≤ 0.1 r.l.u. (Right) Corresponding linear spin-wave theory calculation for our Heisen-
berg model with exchange parameters fitted from diffuse-scattering data of Fig. 2f. The white dashed line
indicates the SIBS energy[12]. White boxes indicate symmetry-equivalent positions in reciprocal space with
large intensity disparities that are not explained by a Heisenberg model with the usual Fe2+ form factor. b.
Generalized spin-wave theory fit to the data using our anisotropic model. For a comparison to cuts in the out-
of-plane direction, see Supplementary Section 7. c. Momentum-transfer dependence of magnetic excitations
at selected energies (top panels) and GSWT calculations (bottom panels) using the best fitting parameters of
the anisotropic model. d. Hybridization effect from anisotropic exchange interaction Jz± represented through
the relative weight of b†i,−1 (SIBS, red) and bi0 (one-magnon, blue) in a given excitation eigenvector.
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ion anisotropy. We calculate the scattering intensity for this model using GSWT, perform a pixel-to-pixel fit to
data along high-symmetry paths in the (h, k, 0)-plane and for selected cuts in the l-direction, and use the rest
of the data as a check. The fit quality is excellent [Fig. 3b], including anomalous intensities, and the obtained
parameters allow to compute constant energy slices that are in remarkable agreement with the data [Fig. 3c],
see Methods for details.
Our analysis uncovers that the symmetric off-diagonal exchange interaction Jz±1 =−0.260(1) meV is larger
than any transverse exchange J±i in the system and responsible for hybridizing the overlapping one-magnon
and SIBS bands, and opening an energy gap between them. At quadratic order in Schwinger boson repre-
sentation, Szi S
+
j maps onto (b
†
i,−1bi,0 + b
†
j,−1bj,0), which introduces an on-site coupling transforming a single
magnon into a SIBS. As a result, these excitations acquire a mixed dipolar-quadupolar character throughout the
Brillouin zone [Fig. 3d], which explains the bright and dispersive parts of the SIBS branch as inherited from
the one-magnon mode. Our calculations also suggest that Jz±1 rotates the orientation of dipoles in the collinear
magnetic structure ≈ 10◦ from the c-axis [Supplementary Section 7]. For the parameters of FeI2, the SU(3)
ground-state wave-function remains in close proximity to a SU(2) coherent state due to the dominant single-ion
anisotropy. As a result, local expectation values have an entirely dipolar character with negligible quadrupolar
contributions [Supplementary Section 6] and the hybridized excitations are almost entirely transverse to the
direction of the dipolar moments. In summary, our work uncovers that anisotropic exchange interactions in
FeI2 hybridize dipolar and quadrupolar fluctuations via a non-perturbative quantum-mechanical phenomenon
that we explain quantitatively for the first time. Furthermore, we demonstrate that generalizing spin-wave
theory to SU(3) degrees of freedom allows to quantitatively match high-resolution neutron scattering data at
quadratic order, which would otherwise require the treatment of magnon-magnon interactions to infinite order
in a 1/S-expansion.
Amongst transition-metal systems with partially-quenched orbital degrees of freedom, excitations with
multipolar characters have only been conclusively detected in a handful of compounds such as Ba2CoGe2O7
[33], Sr2CoGe2O7 [34], NiCl2-4SC(NH2)2 [35] and CsFeCl3 [36, 37]. Yet, FeI2 stands out as the only real-
ization with strong easy-axis anisotropy and, consequently, quadrupolar fluctuations appearing almost purely
in the transverse channel. While it is fortuitous that dipolar and quadrupolar excitations overlap in FeI2, it ap-
pears promising to search for multipolar excitations in other large-spin systems using tuning parameters such
as magnetic field or pressure. In light of our results, the very nature of magnetic excitations in FeI2 below the
saturation magnetic field of ≈12.5T [38] calls for further investigation, given the rich sequence of magnetic
structures observed in neutron diffraction [21, 39]. Overall, perhaps the most important message of our work
is to highlight that anisotropic large-spin systems such as FeI2 or the recently studied α-NaMnO2 [40], are
not to be shunned away from detailed studies for supposedly lacking of quantum effect, and novel quantum
excitations without classical counterparts can be realized in a fully ordered magnet.
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Methods
Sample preparation. Small single-crystal samples of FeI2 were grown in evacuated quartz tubes from pure
elements using the chemical vapor transport technique with the hot end at 570◦C and the cold end at room
temperature [1]. As-grown FeI2 crystals appear as thin black flakes, very easy to bend and cut. Due to their
highly hygroscopic nature, all samples were handled in a glovebox. Small crystals were collected and sealed in
quartz tubes under vacuum. Large single crystals up to 3.0 grams were grown by slowly passing the resulting
tube through a floating zone furnace at high temperature. In addition to the references in the main text, the
magnetic properties of FeI2 are discussed in Refs. [2, 3, 4, 5].
X-ray diffraction measurements and refinements. Room-temperature powder X-ray diffraction (PXRD) were
carried out on crushed single-crystal samples using a PANAnalytical Empyrean Cu-Kα diffractometer. Due to
their highly hydroscopic nature, FeI2 crystals degrade within a few seconds when exposed to air. Samples were
loaded in an air-tight domed holder in the glovebox to keep them from degrading during PXRD measurement.
Rietveld refinement was carried out using the FULLPROF program [6] with fits to the data and refined values
of structural parameters in Supplementary Information, Section 1.
Neutron scattering measurements. Elastic neutron-scattering experiments were performed using the CORELLI
spectrometer at the Spallation Neutron Source (SNS), Oak Ridge National Laboratory (ORNL), USA. A thin-
flake sample of mass m= 0.4 g was sealed in aluminum foil an mounted on an aluminum holder. The sample
was cooled in a liquid helium cryostat reaching a base temperature of T =1.8 K. The sample was rotated in steps
of 3◦ with a range of 82◦. The white-beam Laue method provided access to large volumes of reciprocal space
while the cross-correlation method was used to reconstruct the elastic signal [7]. Inelastic neutron-scattering
experiments were performed on the SEQUOIA time-of-flight spectrometer at SNS, ORNL, USA [8, 9]. The
sample was am=2.5 g slab crystal sealed in aluminum foil, mounted on an aluminum holder, and aligned with
the ab-plane horizontal using the CG-1B alignment station at the High Flux Isotope Reactor (HFIR), ORNL,
USA. The sample holder was attached to a sample stick inserted in a liquid helium cryostat reaching a base
temperature of T =1.8 K. Measurements at T =1.8 K (respectively 11 K) were performed by rotating the sam-
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ple in steps of 0.5◦ (respectively 1◦) using Ei=12 meV (respectively 65 meV) and choppers in high-resolution
mode yielding a FWHM elastic energy resolution of 0.27 meV (respectively 1.76 meV).
Data reduction and analysis. Initial data reduction was performed in MANTID [10] for both SEQUOIA and
CORELLI datasets. Throughout the manuscript, the scattering intensity is measured as a function of energy
transfer E and momentum-transfer Q = ha∗ + kb∗ + lc∗ ≡ (h, k, l) where a∗, b∗ and c∗ are the primitive
vectors of the reciprocal space. The conventions is such that a∗ and b∗ makes an 120◦ angle [Supplementary
Section 2 and 7]. Subsequent analysis of the SEQUOIA data was performed in HORACE [11] on a dedicated
node within Georgia Tech’s Partnership for Advanced Computing infrastructure. The data was symmetrized
using the 3¯m Laue symmetry [Supplementary Section 2], a procedure which averages over all magnetic do-
mains in the ordered phase.
SCGA modeling and fit results. We modeled the diffuse scattering intensity using the Self-Consistent Gaussian
Approximation (SCGA) for the Heisenberg model of Fig. 1 extended to the exchange interactions of Fig. 2a,
H = ∑(i,j) Jij Si · Sj − D∑i(Szi )2. The fit to the diffuse scattering data in Fig. 2f yields J1 = −0.24 meV,
J2 = 0.11 meV, J3 = 0.21 meV, J
′
0 = −0.04 meV, J ′1 = 0.05 meV, J ′2a = 0.07 meV, and D = 2.17 meV. We
verified that for these fit results, the SCGA matches with more accurate classical Monte-Carlo results for our
experimental temperature of T = 11 K [Supplementary Section 5].
Generalized Spin Wave Theory and Fitting. We modeled the inelastic neutron scattering response by cal-
culating the dynamical structure factor using a SU(3) Schwinger boson representation of the spin operators
[Supplementary Section 6] and the usual form-factor of Fe2+. Using a 15-parameters model, we obtain an ex-
cellent fit [Supplementary Section 7] to all the data [Fig. 2f] for the parameters J±1 = −0.119(1) meV, J±±1 =
−0.087(4) meV, Jz±1 = −0.260(1) meV, J±2 = +0.012(1) meV, J±3 = +0.084(1) meV, J
′±
0 = +0.014(0) meV,
J
′±
1 = +0.007(0) meV, J
′±
2a = +0.031(0) meV and D = +2.21(2) meV. The J
zz parameters are deter-
mined with higher uncertainty: Jzz1 = −0.212(77) meV, Jzz2 = +0.062(86) meV, Jzz3 = +0.407(85) meV,
J
′zz
0 = 0 meV (fixed), J
′zz
1 = 0 meV (fixed) and J
′zz
2a = +0.012(34) meV, because the spectrum is only sensi-
tive to the combination ESIBS = 4(−Jzz1 + Jzz2 + Jzz3 + 2J ′zz2a ), the energy of the single-ion bound state.
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S.1 Powder X-ray diffraction measurements
Figure S1: Room-temperature X-ray diffraction patterns of crushed single-crystals measured in a domed sam-
ple holder spinning at 16 RPM. The broad peak at 2θ ∼ 20◦ is the background from the polycarbonate dome
which keeps the sample from degrading during the measurement. Strong preferred orientation is present in the
crushed crystals.
FeI2, P 3¯m1
Radiation
50%, Cu Kα1, λ = 1.540598 A˚
50%, Cu Kα2, λ = 1.544426 A˚
T 300 K
Lattice
parameters a = b = 4.05012 A˚, c = 6.75214 A˚
Biso 1.4032 A˚2
Atom x y z Occ. Site
Fe 0.00000 0.00000 0.00000 1.000 1a
I 0.33333 0.66667 0.25000 1.000 2d
Table S1: Structural parameters determined from Rietveld refinement of powder X-ray diffraction data.
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S.2 Data symmetrization
We can gain several factors more statistics by exploiting the 3¯m Laue symmetry of system to symmetrize the
raw neutron scattering data. Elements of symmetry operation are tabulated on the Bilbao crystallographic server
under “General Positions of three-dimensional crystallographic point groups” [1]. There are three different co-
ordinate systems for 3¯m point group: “-31m hexagonal axes”, “-3m1 hexagonal axes” and “-3m rhombohedral
axes”. Group elements in “-3m1 hexagonal axes” agree with those in the International Tables for Crystallog-
raphy, which has its origin at the center of the unit-cell. The “-31m hexagonal axes” with origin at the corner
of the unit-cell is what we need for the symmetrization process working in the environment of Horace [2]. The
data is stored in the global Cartesian frame in Horace, so we need to transform it to the fractional coordinate
before applying the symmetry operations. These group elements are written for a unit-cell with γ = 120◦, so
this will also be our convention for the unit-cell in the reciprocal space in presenting the data, see Fig. S8. In the
ordered phase, there are three magnetic domains related by 120◦ rotation with somewhat different populations.
The symmetrization process averages over all three domains.
Figure S2: Comparison between the raw data (a, b) and the symmetrized data (c, d). The white lines are
Brillouin zone boundaries of triangular lattice.
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S.3 Elastic cuts of neutron-scattering data
Figure S3: Elastic cuts of neutron-scattering raw data collected at 1.5K (left) and 11K (right) with incoming
energy of 65meV. Three symmetry-equivalent cuts related by 120◦ rotation are shown for each dataset. The
ring-like signals are from aluminum sample holder. Intensities at (1, 0, 1) and equivalent positions are coming
from structural domains which are 60◦ rotation from majority of the crystal. The fraction of minority do-
mains estimated from integrated intensities is less than a few percent. Positions of magnetic Bragg peaks are
consistent with reported propagation vectors k = (1/4, 0, 1/4), (0, 1/4, 1/4) and (−1/4,−1/4, 1/4) [3], cor-
responding to three magnetic domains of the stripe ordering related by 120 degree rotation. The weak signals
at (1/4, 0,−1/4) and related positions are the magnetic Bragg peaks from the minority structural domains.
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S.4 Ground-state constraints of exchange parameters
Figure S4: Various low-energy 3D stacking patterns with periodicity less than or equal to four. Positions of
magnetic (blue squares) and nuclear Bragg peaks (red disk) of the ABCD and ADCB stacking are shown to
the right of respective spin structures. The size of nuclear Bragg peaks is drawn in the scale of their relative
intensities. By comparing with experimentally observed diffraction pattern, we find the ABCD stacking is
realized in the FeI2. The energies of ABCD, AACC and ADCB stacking do not depend on J
′
0 and J
′
1 and they
would be degenerate if J ′2a and J
′
2b were treated the same.
The energies of these configurations are
a. AAAA, E = J1 − J2 − J3 + J ′0 + 2J
′
1 − J
′
2a − J
′
2b ,
b. ACAC, E = J1 − J2 − J3 − J ′0 − 2J
′
1 + J
′
2a + J
′
2b ,
c. AACC, E = J1 − J2 − J3 ,
d. ABCD, E = J1 − J2 − J3 − 2J ′2a + 2J
′
2b ,
e. ADCB, E = J1 − J2 − J3 + 2J ′2a − 2J
′
2b .
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S.5 Self-consistent Gaussian approximation
SCGA
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Figure S5: Comparison between SCGA calculation (blue triangles) with MC simulation (red circles) of SU(2)
spins for the best fitting parameters of diffuse-scattering data. The good agreement is found for all spin corre-
lations up to the phase transition.
J1 (K) J2 J3 J
′
0 J
′
1 J
′
2a D scale const. bk
-2.74 1.31 2.46 -0.41 0.59 0.82 25.2 1.96 0.19
Table S2: The best SCGA fitting parameters of a Heisenberg model with single-ion anisotropy for the diffuse-
scattering data collected at T =11 K.
Self-consistent Gaussian approximation (SCGA) provides a quantitatively accurate approximation to Monte
Carlo simulation of SU(2) spins in the paramagnetic regime [4]. It is a very useful tool for extracting exchange
parameters from fitting single crystal diffuse scattering data, applicable for both isotropic [5] and anisotropic
systems [6]. The basic idea is to relax the hard constraint on fixed spin-length and allow individual spins to
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fluctuate,
Z =
∫ ∏
i
dSiδ(S
2
i − 1) exp (−βH) (S1)
≈
∫ +∞
−∞
∏
i,µ
dSµi exp
(
−1
2
λ(Sµi )
2
)
exp (−βH) , (S2)
while introducing a Langrange multiplier λ is to ensure the length of the spin is 1 on average
1
N
∑
iµ
〈
(Sµi )
2
〉
= 1, (S3)
where N is the number of lattice sites.
It is convenient to work in the momentum space by a Fourier transform of the Hamiltonian
H = 1
2
∑
n
∑
i,j
∑
µ,ν
∑
α,β
Aniα,jβJ
µν
n S
µ
α,ri
Sνβ,rj (S4)
=
1
2
∑
n
∑
i,j
∑
µ,ν
∑
α,β
1
Nuc
∑
q,p
ei(Ri+dα)·qei(Rj+dβ)·pAniα,jβJ
µν
n S
µ
α,qS
ν
β,p (S5)
=
1
2
∑
n
∑
i
∑
µ,ν
∑
α,β
1
Nuc
∑
q,p
ei(Ri+dα)·qei(Ri+dα)·pJµα,νβn (p)S
µ
α,qS
ν
β,p (S6)
=
1
2
∑
n
∑
µ,ν
∑
α,β
∑
p
Jµα,νβn (p)S
µ
α,−pS
ν
β,p (S7)
=
1
2
∑
n
∑
p
ST−p · Jn(p) · Sp, (S8)
where µ, ν = x, y, z labels spin components, α, β sublattice index and i, j unit-cell index, Ri, ri (≡ Ri + dα)
the coordinate of i-th unit-cell and lattice site. Aniα,jβ is the adjacency matrix of the n-th neighbor. The Fourier
transform of the interaction matrix, spins and the δ-funciton are used
Jµα,νβn (p) = J
µν
n A
n
αβ(p) = J
µν
n
∑
j
Aniα,jβ exp(−ip · (Ri −Rj + dα − dβ))), (S9)
Sµα,q =
1√
Nuc
∑
i
Sµα,rie
−iq·(Ri+dα), (S10)
Sµα,ri =
1√
Nuc
∑
q
Sµα,qe
iq·(Ri+dα), (S11)
δ(q− p) = 1
Nuc
∑
i
e−iRi·(q−p), (S12)
where Nuc is the number of crystallographic unit-cell. The partition function can be written in a Gaussian form
Z =
∫ ∏
q
dS(−q)dS(q) exp(−1
2
S(−q) ·
(
λ1+ β
∑
n
Jn(q)
)
· S(q)T ), (S13)
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where S(q) is a 3Nbasis-component vector and Jn(q) is a 3Nbasis × 3Nbasis matrix, Nbasis the number of atom in
the crystallographic unit-cell. The spin correlation is given by
Sµν(q) =
∑
α,β
〈
Sµα,−qS
ν
β,q
〉
=
∑
α,β
[λ1+ β∑
n
Jn(q)
]−1µν
αβ
. (S14)
The Lagrangian multiplier λ is solved from
1 =
1
Nuc
∑
q,µ
Sµµ(q) =
1
NbasisNuc
∑
q
tr
[
λ1+ β
∑
n
Jn(q)
]−1
. (S15)
The equal-time structure factor observed in unpolarized neutron scattering is
S(Q) =
∑
µν
(
δµν − Q
µQν
Q2
)
Sµν(Q), (S16)
where Q = G+q and G is a reciprocal lattice vector. Spin correlations in real space can be calculated as well
〈Sµr Sνr+δrn〉 =
1
Mn
1
Nbasis
1
Nuc
∑
i,j
∑
α,β
Aniα,jβ〈SµRi+dαSνRj+dβ〉 (S17)
=
1
Mn
1
Nbasis
1
Nuc
∑
µ,ν
∑
p
Anαβ(p)〈Sµα,−pSνβ,p〉 . (S18)
where Mn is the number of n-th neighbor. The single-ion term,−D
∑
iα(S
z
α,ri
)2, after Fourier transform, adds
a constant −2D to the zz component for each sublattice in the interaction matrix.
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S.6 Generalized spin-wave theory
The FeI2 compound is described by the effective S = 1 spin model,
H =
∑
〈ij〉
∑
µν
Sµi J µνij Sνj −D
∑
i
Qzzi , (S19)
where Sµi , µ = x, y, z is the spin-1 operator and the single-ion anisotropy term is proportional to the (zz)
component of quadrupolar moment Qµνi = (S
µ
i S
ν
i + S
ν
i S
µ
i )/2 − 2/3δµν (symmetric traceless components of
Si ⊗ Si). The spin-exchange tensor J µνij is described in the main text and a detailed symmetry analysis is
provided in S.8.
The distinctive property of FeI2 is that its low-energy modes include both dipolar and quadrupolar fluctu-
ations because of an unusual balance between the magnitude of the exchange interaction and the single-ion
anisotropy (D is comparable to zJ , where z = 6 is the coordination number). This observation indicates that
we need to generalize the SU(2) spin-wave theory to include both types of low-energy modes. The three com-
ponents of the magnetization and the five components of the quadupolar moment generate the SU(3) unitary
transformations in the 3-dimensional Hilbert space of a S = 1 spin. Correspondingly, an SU(3) spin-wave
theory can simultaneously account for the low-energy dipolar and quadrupolar fluctuations of FeI2. This gen-
eralization can be implemented by introducing the SU(3) Schwinger boson representation of the spin operators
Sµi = ψ
†
iL
µψi, where ψi = (bi,+1, bi,0, bi,−1) and
Lx =
 0 −
i√
2
0
1√
2
0 1√
2
0 1√
2
0
 , Ly =
 0
1√
2
0
i√
2
0 − i√
2
0 i√
2
0
 , Lz =
 1 0 00 0 0
0 0 −1
 . (S20)
The number of Schwinger bosons per site,
∑
m b
†
imbim = 2S = 1 is determined by the spin size S = 1.
The observed magnetic order in FeI2 is described by a condensation of bosons in the single-particle state
|ψi〉 =
 eiα1(i) cos[φ(i)] sin[θ(i)]eiα2(i) sin[φ(i)] sin[θ(i)]
cos[θ(i)]
 (S21)
on the basis of {|i,+1〉, |i, 0〉, |i,−1〉}, where |i,m〉 = b†i,m|∅〉 with |∅〉 being the vacuum of Schwinger bosons.
The parameters θ(i), φ(i), α1(i), α2(i) are determined by minimizing the mean field energy (
∏N
i=1〈ψi|)H(
∏N
i=1|ψi〉)
with N the number of lattice sites. The optimal state |ψi〉 is a SU(3) coherent state, which in general cannot
be obtained from the fully polarized state (1, 0, 0)T by applying a SU(2) rotation. Fig. 6a shows the length of
dipole moment d =
√∑
µ〈Sµi 〉2 in the parameter space (θ, φ) for optimal values of α1,2. We note that d = 1
for an SU(2) spin coherent state, which is indicated with a dark blue line in Fig. 6. It turns out that the optimal
state of FeI2 deviates from the SU(2) spin coherent state. This deviation arises from the Jz±1 term that breaks
the axial symmetry about the c-axis. The net result is a 10o canting of the magnetic moments away from the
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Jz± = 0
Jz± = 0(FeI2)
Figure S6: a. Length of dipole moment d in the parameter space (θ, φ). The dark blue line indicates the
manifold of SU(2) spin coherent states characterized by d = 1. The red dot indicates the optimal mean field
state for FeI2. b. Excitation spectrum obtained from the SU(3) spin wave theory before and after including
Jz±. Color scale: blue and red colors refer to the weights of the βi,0 and βi,−1 bosons, respectively.
c-axis and also a small reduction in the magnitude of the moment. Nevertheless, the magnitude of the moment
is very close 1, as anticipated from the rather strong easy-axis single-ion ansiotropy. Therefore, the optimal
SU(3) state is practically close to the SU(2) state.
To compute the excitation spectrum, it is convenient to work in the local reference frame defined by the
SU(3) rotation  βi,+1βi,0
βi,−1
 = U †i ·
 bi↑bi0
bi↓
 , (S22)
where Ui ≡ A1 · A2 with
A1 ≡
 sin(θ) cos(φ)eiα1 cos(θ) cos(φ)eiα1 − sin(φ)e−i(α2+α3)sin(θ) sin(φ)eiα2 cos(θ) sin(φ)eiα2 cos(φ)e−i(α1+α3)
cos(θ)eiα3 − sin(θ)eiα3 0
 , (S23)
and
A2 ≡
 1 0 00 cos(χ)e−iβ1 sin(χ)ei(β2−α1−α2−α3)
0 − sin(χ)e−i(β2−α1−α2−α3) cos(χ)eiβ1
 . (S24)
Up to a phase factor, the first column of U is the optimal state |ψi〉 = β†i,+1|∅〉. The other two flavors (m=0,-
1) of βi,m are defined by the second and third columns of Ui, which are orthogonal to the first column. For
Ui ∈ SU(2), the boson βi,m carries a quantized angular momentum m = 1 along the quantization axis nˆi =
〈ψc|Si|ψc〉. The condensation of the βi,+1 boson gives rise to the local dipople moments along the direction
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nˆi. The βi,−1 boson changes the angular momentum by −2 relative to the local quantization axis, i.e., it
generates a local quadrupolar fluctuation. Unless there is a finite hybridyzation between the βi,0 and βi,−1
bosons, quadrupolar excitations remain invisible to inelastic neutron scattering. We stress that, although the
rotation matrix Ui can be approximated by an SU(2) matrix in FeI2, the normal modes include a rather strong
hybridyzation between the βi,0 and βi,−1 bosons, which enables the observation of predominantly quadrupolar
excitations with inelastic neutron scattering.
Since the βi,+1 boson is macroscopically occupied, 〈βi,+1〉 = 〈β†i,+1〉 '
√
M (M = 1 for the case under
consideration), we assume that 〈β†i,0βi,0〉, 〈β†i,−1βi,−1〉  M . This assumption justifies an expansion in the
small parameter 1/M :
βi,+1 = β
†
i,+1 =
√
M − β†i,0βi,0 − β†i,−1βi,−1
'
√
M
(
1− 1
2M
β†i,0βi,0 −
1
2M
β†i,−1βi,−1 +Q(
1
(M)2
)
)
. (S25)
Consequently, we have the semi-classical expansion of the dipolar and quadrupolar operators
Sµi = MSµc (i) +
√
M
∑
m 6=1
(Sµ1m(i)βi,m + h.c.) +
∑
m,n 6=1
Sµmn(i)β†i,mβi,n +O(
1√
M
), (S26)
Qzzi = MQzzc (i) +
√
M
∑
m 6=1
(Qzz1m(i)βi,m + h.c.) +
∑
m,n 6=1
Qzzmn(i)β†i,mβi,n +O(
1√
M
), (S27)
where
Sµc (i) =
(
U †i L
µUi
)
11
,Qzzc (i) =
(
U †iO
zzUi
)
11
, (S28)
Sµ1m(i) =
(
U †i L
µUi
)
1m
,Qzz1m(i) =
(
U †iO
zzUi
)
1m
, (S29)
Sµmn(i) =
(
U †i L
µUi
)
mn
−
(
U †i L
µUi
)
11
δmn, (S30)
Qzzmn(i) =
(
U †iO
zzUi
)
mn
−
(
U †iO
zzUi
)
11
δmn, (S31)
with Ozz = (Lz)2. Note that the variables defined in Eqs. (S28-S31) depend only on the sublattice index
because of the translation symmetry of the magnetic structure. Applying the above formula, we obtain a
generalized semi-classical expansion of the spin Hamiltonian
H = E (0) +H(2) +O(M0), (S32)
where
E (0) = M2
∑
〈ij〉
∑
µν
Sµc (i)J µνij Sνc (j)−D
∑
i
(Qzzc (i) +
2
3
), (S33)
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and
H(2) = 1
2
∑
qαβ
∑
m,n 6=1

β†(α,q)m
β†(β,q)m
β(α,q¯)m
β(β,q¯)m

T 
∆αmn Θ
αβ
mn;q 0 Ξ
αβ
mn;q
Θαβ∗nm;q ∆
β
mn Ξ
αβ
nm;q¯ 0
0 Ξαβ∗mn;q¯ ∆αnm Θ
αβ∗
mn;q¯
Ξαβ∗nm;q 0 Θ
αβ
nm;q¯ ∆
β
nm


β(α,q)n
β(β,q)n
β†(α,q¯)n
β†(β,q¯)n

−
∑
m6=1
∑
i
∆imm, (S34)
where q¯ ≡ −q, α = 1, ..., 4 is the sublattice index, and β(α,q)σ = N−1/2uc
∑
r e
−iq·rβ(α,r)σ. Nuc is the total
number of the magnetic unit cells and r denotes the coordinates of each unit cell. We now introduce the
quantities
∆αmn = M
∑
β
∑
δαβ>0
∑
µν
Sµc (β)J µνδαβSνmn(α)−
D
2
Qzzmn(α), (S35)
Θαβmn;q = M
∑
δαβ>0
∑
µν
Sµ∗1m(α)J µνδαβSν1n(β)eiq·δαβ , (S36)
Ξαβmn;q = M
∑
δαβ>0
∑
µν
Sµ∗1m(α)J µνδαβSν∗1n(β)eiq·δαβ , (S37)
where δαβ are the bond vectors connecting sublattices α and β and the summation over δαβ > 0 avoids double-
counting of each bond.
To fit the inelastic neutron-scattering data, we compute the dynamical spin structure factor, Sµν(q, ω) =
2Θ(ω)χ′′µν(q, ω), where Θ(ω) is the Heaviside step function and χ
′′
µν(q, ω) is the imaginary part of the dynam-
ical spin susceptibility
iχµν(q, ω) =
1
4
∑
αβ
∫ ∞
0
dteiωt〈[Sµα,q(t), Sνβ,−q(0)]〉, (S38)
where Sµα,q = N
−1/2
uc
∑
r e
−iq·rSµα,r. By applying the semiclassical 1/M expansion up to the lowest non-trivial
order, we obtain
χµναβ(q, ω) = M
∑
mn
( Sµ1m(α)
Sµm1(α)
)T ( G(N)(α,m)(β,n)(q, ω) Gˇ(α,m)(β,n)(q, ω)
Gˆ(α,m)(β,n)(q, ω) G(N)(β,n)(α,m)(−q,−ω)
)( Sνn1(β)
Sν1n(β)
)
(S39)
where the single-particle Green’s function is given by( G(N)(q, ω) Gˇ(q, ω)
Gˆ(q, ω) G(N)(−q,−ω)
)
=
(−(ω + i0+)A+H(2))−1 , (S40)
A =
(
I8×8 0
0 −I8×8
)
. (S41)
I8×8 is the 8 × 8 identity matrix. Fig. S6b shows the excitation spectrum obtained from the SU(3) spin wave
theory for the Hamiltonian parameters that were obtained by fitting the inelastic neutron scattering data. The
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relative weight of the βi,0 and βi,−1 bosons is shown in blue and red colors, respectively. As expected, the two
modes are strongly hybridized in the region where the dipolar and quadrupolar excitations have practically the
same energy.
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S.7 GSWT fitting of inelastic neutron-scattering data
Figure S7: Progress of various quantities in the GSWT fittings - the tilting angle (a), the reduced χ2 (b), the
single-ion anistropy D (c) and the off-diagonal exchange Jz±1 (d) which is responsible for the hybridization.
We perform a pixel-to-pixel fitting to selected cuts of symmetrized inelastic neutron-scattering data along
a high-symmetry path in the (h, k, 0)-plane and four out-of-plane paths, shown in Fig. S8. The raw data was
collected on SEQUOIA at 1.8 K with incoming neutron energy Ei = 12 meV. Our anisotropic model includes
four exchange constants {J±1 , Jzz1 , J±±1 , Jz±1 } for NN bonds, two exchange constants {J±, Jzz} for each of
the other bonds, one single-ion anisotropy, one scaling parameter and one damping parameter, 17 parameters
in total. The Jzz0 and J
zz
1 coupling does not have any effect on calculated inelastic spectrum, so they are set
to zero in the fitting. The reduced χ2 defined as
∑
i(Iobs − Ical)/Npix is minimized by varying the other 15
parameters using the Nelder-Mead method implemented in the NLopt package [7, 8]. The fitting procedure
runs in cycles, each containing 300 minimization steps. The ground state is optimized at the beginning of each
cycle. The optimized magnetic structure appears to tilt away from c-axis while remains collinear. The tilting
angle converges to around 10◦. The fitting starts with the best SCGA fitting parameters of diffuse-scattering
data with small randomization. We performed 80 independent fittings with randomized starting parameters and
computed the standard deviation of converged results after 11 cycles as an estimation of error. The progress
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for one of the fitting is shown in Fig. S7. The best fitting parameters are listed in Tab. S3. All the zz-couplings
only contribute constants to the calculated spectrum, which leads to significant parameter dependence among
them. This can be seen from their large standard deviations. The spectrum is however extremely sensitive to
the combination ESIBS = 4(−Jzz1 + Jzz2 + Jzz3 + 2J ′zz2a ) which determines the energy of the single-ion bound
state. All the transverse couplings and the single-ion anisotropy D are determined with very small error.
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Figure S8: The high-symmetry path used in the GSWT fitting and the convention of reciprocal lattice vectors.
The out-of-plane paths are indicated by black dots.
J±1 (K) J
±±
1 J
z±
1 J
±
2 J
±
3 J
′±
0 J
′±
1 J
′±
2a D scale damping
Mean -1.385 -1.010 -3.017 0.136 0.977 0.167 0.085 0.360 25.729 0.760 0.128
SD 0.009 0.005 0.006 0.009 0.006 0.005 0.002 0.004 0.020 0.006 0.004
Jzz1 J
zz
2 J
zz
3 J
′zz
0 J
′zz
1 J
′zz
2a ESIBS
Mean -2.461 0.719 4.720 0.000 0.000 0.143 2.822
SD 0.895 0.993 0.990 - - 0.396 0.001
Table S3: The best GSWT fitting parameters of inelastic neutron-scattering data.
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Figure S9: The comparison between the data and GSWT fitting for cuts in the out-of-plane direction.
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S.8 Symmetry analysis of exchange Hamiltonian
The maximally symmetry-allowed exchange interaction on a certain bond can be obtained from SpinW [9].
It is useful to understand how the symmetry analysis works and double-check the result from SpinW. Here
we present two examples to illustrate some of the details. Under a generic symmetry operation U, spins and
atomic positions transform as axial and polar vectors
Si′ = det(U)U · Si , ri′ = U · ri + t. (S42)
The energy of a bond is a scalar, therefore invariant under this operation
STi′ · Ji′j′ · Sj′ = STi · Jij · Sj . (S43)
This leads to a transformation of the exchange matrix
Ji′j′ = U · Jij ·UT . (S44)
For the J1 bond between atom i at (0, 0, 0) and atom j at (1, 0, 0), the first step in the symmetry analysis
is to find the point group element at the center of the bond (1/2, 0, 0). This information is tabulated on Bilbao
crystallographic server under “Wyckoff Positions”. There are three symmetry operations besides the identity.
First, let’s look at inversion operation (−x+ 1,−y,−z) which simply switches (0, 0, 0) and (1, 0, 0), therefore
we have
Ji′j′ = Jji = U · Jij ·UT = Jij , U = M ·
 −1 0 00 −1 0
0 0 −1
 ·M−1 =
 −1 0 00 −1 0
0 0 −1
 . (S45)
We can deduce that Jij has to be symmetric, namely, for a bond with inversion center the antisymmetric
Dzyaloshinskii-Moriya interaction is absent. The matrix M transforms group elements from the fractional
coordinate to the global Cartesian coordinate
M =
 a b cos(γ) c cos(β)0 b sin(γ) c(cos(α)− cos(β) cos(γ)) csc(γ)
0 0 V csc(γ)
ab
 . (S46)
The convention of the global Cartesian coordinate is chosen such that the cell vector a is in the positive x-axis
direction, the cell vector b in the x-y plane with positive y-axis component, and the cell vector c with positive
z-axis component. This choice is consistent with that in S.4. The next symmetry element (x − y,−y,−z)
leaves atom i and j unchanged,
Jij = U · Jij ·UT , U = M ·
 1 −1 00 −1 0
0 0 −1
 ·M−1 =
 1 0 00 −1 0
0 0 −1
 , (S47)
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where the action M is non-trivial. The exchange matrix is reduced to
Jij =
 Jxx1 0 00 Jyy1 Jyz1
0 Jyz1 J
zz
1
 . (S48)
The last symmetry operation does not provide further reduction. The Hamiltonian in Eq.S1 is obtained by
substituting
Jxx1 = 2(J
±
1 + J
±±
1 ) , J
yy
1 = 2(J
±
1 − J±±1 ) , and Jyz1 = Jz±1 (S49)
and
Sxi =
1
2
(S+i + S
−
i ) and S
y
i =
1
2i
(S+i − S−i ) (S50)
in
Si · Jij · Sj = Jxx1 Sxi Sxj + Jyy1 Syi Syj + Jyz1 (Szi Syj + Syi Szj ) + Jzz1 Szi Szj , (S51)
which gives
J±1 (S
+
i S
−
j + S
−
i S
+
j ) + J
±±
1 (S
+
i S
+
j + S
−
i S
−
j ) + J
zz
1 S
z
i S
z
j −
iJ±z
2
((S+i − S−i )Szj + Szi (S+j − S−j )) . (S52)
To obtain the exchange matrix for the other J1 bonds, we just need to act corresponding symmetry operation on
Eq. S48, then use the same substitution above. For a general rotation of angle θ along z-axis, the result reads
J±1 (S
+
i S
−
j + S
−
i S
+
j ) + J
±±
1 (e
−2iθS+i S
+
j + e
2iθS−i S
−
j ) + J
zz
1 S
z
i S
z
j
− iJ
±
z
2
((e−iθS+i − eiθS−i )Szj + Szi (e−iθS+j − eiθS−j )) . (S53)
As a second example, it is instructive to look at a J ′1 bond between atom i at (0, 0, 0) and atom j at (0, 0, 1).
Only the symmetry operation (−x + 1,−y + 1,−z) maps this bond onto itself up to a lattice translation,
leading to Jij = JTij . The other two operations map it to other J
′
1 bonds, therefore does not place further
restriction on the exchange matrix, leaving six symmetry-allowed parameters for this bond. This result agrees
with calculation from SpinW.
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