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Die vorliegende Arbeit versucht, Klarheit in einen kleinen Ausschnitt des großen For-
schungsbereichs “Kognitive Psychologie” hineinzubringen, der sich mit den höheren 
Funktionen menschlicher Individuen befaßt. Die höheren Funktionen, traditionell der 
Allgemeinen Psychologie zugeordnet, betreffen Wahrnehmen, Lernen, Denken, Ge-
dächtnis und Sprache. Vom Standpunkt erfolgreicher Handlungsregulation aus 
gesehen gehört sicher auch der Umgang mit Emotion und Motivation dazu. In neuerer 
Sprechweise verwendet man für diese Funktionen auch den umfassenderen Begriff 
der “Informationsverarbeitung”. Im angloamerikanischen Sprachraum wird gerne von 
“cognitive psychology” oder – noch umfassender – von “cognitive science” 
gesprochen. Es dürfte unbestritten sein, daß dieser Forschungsbereich 
“Kognitionswissenschaften” in den vergangenen 30 Jahren zu regen Aktivitäten 
geführt hat, bei dem auch die traditionellen Fächergrenzen erfreulicherweise oft 
übersprungen wurden (vgl. zur Geschichte dieses Gebiets das lesenswerte Buch von 
GARDNER, 1985). 
Mein eigener Beitrag zu einer Psychologie der Informationsverarbeitung bezieht 
sich auf eine konkrete Situation: den Umgang von Probanden mit unbekannten, dy-
namischen, computersimulierten Kleinsystemen. Diese werden – mit allen notwendi-
gen Einschränkungen – als Repräsentanten für Anforderungen betrachtet, denen sich 
Menschen alltäglich stellen müssen: in begrenzter Zeit ohne volle Kenntnis aller De-
tails zum Teil weitreichende Entscheidungen treffen zu müssen und die Folgen dieser 
Entscheidungen erneut zum Ausgangspunkt weiterer Planungen zu machen. Die Be-
schäftigung mit diesem Gebiet liegt begründet in der Faszination, die davon ausgeht, 
daß es Menschen in derartigen Situationen häufig gelingt, trotz oder gerade wegen 
ihrer begrenzten Rationalität eine “best guess”-Strategie zu realisieren. Aber natürlich 
werden auch gelegentlich Fehler sichtbar, die einiges von den Besonderheiten 
menschlicher Kognitionen im Vergleich etwa zu normativen Entscheidungsmodellen 
enthüllen.  
Wer diese Faszination menschlicher Stärken und Schwächen in solchen komplexen 
Entscheidungssituationen nicht ganz nachvollziehen kann, sei auf das spannend ge-
schriebene und auch für Nicht-Psychologen wohl gut lesbare Buch von Dietrich DÖR-
NER (1989b) verwiesen. Mit ihm übereinstimmend in der Ansicht, daß es sich bei den 
dort geschilderten Phänomenen um für die Kognitionspsychologie untersuchenswerte 
Sachverhalte handelt, habe ich in der Auseinandersetzung mit diesen Vorstellungen 
versucht, einen anderen methodischen Zugang zu diesem Bereich zu wählen: anstelle 
der eher exemplarischen Fallschilderung tritt bei mir der Versuch, die experimentelle 
 
Methode fruchtbar zu machen als zentrale Prüfinstanz für unsere Vorstellungen über 
den Gegenstandsbereich. Von diesem Versuch handelt diese Schrift. 
Für den Bereich “Umgang mit dynamischen Systemen” wird ein theoretischer Be-
zugsrahmen entworfen, der zunächst einmal experimentelle Untersuchungen in 
diesem Gegenstandsbereich möglich macht. Weiterhin geht es darum, Erklärungen für 
bestimmte beobachtbare Phänomene zu liefern und diese empirisch auf ihre Gültigkeit 
hin zu überprüfen. Dies wird anhand einer Reihe von Experimenten geschehen, über 
die zu berichten ist. 
Inwiefern von diesem kleinen Ausschnitt – Umgang mit dynamischen Systemen – 
aus dem gesamten Bereich der Allgemeinen Psychologie ein Beitrag zu einer umfas-
senden Psychologie der menschlichen Informationsverarbeitung erwartet werden 
kann, bedarf vielleicht einer Begründung. Hier muß der Leser sich gedulden, da erst 
im Verlauf der Arbeit deutlich gemacht werden wird, welche vielfältigen 
Implikationen und Bezüge dieser Gegenstandsbereich besitzt. 
Der Aufbau der Arbeit ist wie folgt angelegt. Zunächst soll in einem einführenden 
Teil (Kapitel 1) nach einem knappen Überblick über das Gebiet des sog. Komplexen 
Problemlösens die generelle Fragestellung dargelegt werden: wie wird Wissen über 
dynamische Systeme erworben, gespeichert und zu Anwendungszwecken abgerufen? 
Dazu erfolgen allgemeine Begriffsklärungen zu den Stichworten “dynamische Syste-
me”, “Repräsentation”, “Wissen” und “Wissensrepräsentation”. Schließlich geht es 
vor allem um die Notwendigkeit von Überlegungen zur formalen Repräsentation des 
Wissens einer Person über einen bestimmten Gegenstandsbereich. Dabei wird auch 
kurz auf die Diskussion um verschiedene Auflösungsebenen (symbolisch vs. subsym-
bolisch) eingegangen. 
In Kapitel 2 folgen detailliertere Ausführungen zum Forschungsstand auf dem 
Gebiet des Umgangs mit dynamischen Systemen. Hierzu werden die frühen 
Vorläuferarbeiten wie auch die von verschiedenen Forschungsgruppen aktuell in der 
BRD (Bamberg, Bayreuth, Hamburg) wie auch im Ausland (Oxford, Melbourne, 
Cambridge/Mass.) durchgeführten Studien berichtet. Trotz vielerlei 
Forschungsbemühungen – so wird der Schluß gezogen werden müssen – ist der 
Erkenntnisstand allerdings noch unbefriedigend. 
Bevor auf die verschiedenen Experimente in meiner Bonner Arbeitsgruppe detail-
lierter eingegangen wird, werden zunächst in Kapitel 3 die Standard-Untersuchungs-
situation, die grundlegenden Annahmen zur Repräsentation sowie die zur Wissensdia-
gnostik eingesetzten Verfahren dargelegt. Dabei wird gezeigt, daß insbesondere die 
Diagnostik strukturellen Wissens vor eine Reihe von Problemen gestellt wird, zu 
denen Lösungen nicht leicht zu nennen sind. Ich glaube dennoch, hierfür zufrieden-
stellende Lösungen vorstellen zu können. 
Kapitel 4 schildert die experimentellen Untersuchungen, die sich mit dem Einfluß 
von Systemmerkmalen auf Identifikation und Kontrolle unbekannter dynamischer Sy-
steme beschäftigen. Dabei geht es um die Fragen des aktiven Eingreifens in bzw. blo-
ßen Beobachtens von Systemen, der Bedeutung von Eigendynamik und Nebenwir-
kung und die dabei auftretenden Fehler, sowie um die Rolle von Vorwissen, Steuer-
barkeit eines Systems, Steueranforderungen und die Art der Systempräsentation. 
Kapitel 5 beschäftigt sich mit einer Systematik von Einflußgrößen, die beim Um-
gang mit dynamischen Systemen zu unterscheiden sind. Die vorgeschlagene Taxo-
nomie unterscheidet Personen, Situations- und Aufgabenmerkmale. Dabei wird auf 
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die geschilderten Experimente bezug genommen und zugleich eine Bilanz der bisheri-
gen Arbeit gezogen. 
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Eines der Hauptprobleme der gegenwärtigen Psychologie besteht darin, komplexe 
psychische Abläufe bei einem Individuum auch nur ausschnittsweise befriedigend be-
schreiben und erklären zu können, von Vorhersagen über zukünftiges Verhalten dieses 
Individuums einmal ganz abgesehen. Daß dies auf einen unbefriedigenden Zustand 
der Wissenschaft “Psychologie” hinweist, dürfte klar sein. Nach hundert Jahren expe-
rimenteller Forschung ist der Erkenntnisstand zwar beachtlich, aber längst nicht aus-
reichend.  
Die Forderungen, die von außen an die Psychologie als Wissenschaft gestellt (und 
möglicherweise nicht erfüllt) werden, sind verständlich. DÖRNER (1983) drückt dies 
sehr deutlich aus:  
“Böse Zungen behaupten, die Psychologie sei eine Wissenschaft, die Fragen be-
antworte, die niemand gestellt habe, da entweder die Antworten sowieso längst 
bekannt sind oder aber die Fragen niemand interessieren.” (p. 13). 
“Letzten Endes zählt, daß man etwas allgemein Interessantes erklären und beein-
flussen kann. Ständig zu sagen, man könnte allen Leuten das Fliegen beibringen, 
hilft auf die Dauer nicht. Man muß zumindest kleine Gleitflüge auch demonstrieren 
können.” (p. 27). 
Als Konsequenz aus dem eben geschilderten Bedürfnis nach mehr Aussagekraft psy-
chologischer Theorien – 58 
ngt, die Untersuchungsparadigmen den alltäglichen Gegebenheiten stärker 
anzupassen. Diesen Standpunkt teile ich insofern nicht, da der unbefriedigende 
Zustand weniger auf ungeeignete Untersuchungsparadigmen als vielmehr auf die 
mangelnden Kräfte entsprechender Theorien zurückzuführen ist, durch die Verhalten 
beschrieben, erklärt und prognostiziert wird. Daß ich mich dennoch mit einem 
“neuen” Untersuchungsparadigma beschäftige, liegt weniger an der von anderen 
erwarteten Alltagsnähe als vielmehr in der Tatsache begründet, daß mit diesem neuen 
Ansatz, der noch näher charakterisiert werden wird, unbestreitbar auf einen bislang 
von der experimentellen Psychologie wenig untersuchten Phänomenbereich hinge-
wiesen wird. 
Das Unternehmen, das unter dem Leitthema “mehr Alltagsnähe” firmiert, bezieht 
sich auf die kognitionspsychologischen Studien, die im deutschsprachigen Raum von 
DÖRNER, LÜER und PUTZ-OSTERLOH in den 70er Jahren begonnen wurden. Die 
Stoßrichtung dieses Unternehmens bestand zum einen darin, Schwächen bisheriger 
Leistungsdiagnostik im Bereich der Intelligenzmessung aufzudecken, und zum 
 
 
zweiten zu demonstrieren, wie man größere Realitätsnähe auch in der Laborforschung 
erreichen kann. Das Zauberwort dieses Ansatzes lautet “Computersimulation”: 
Computersimulation von bestimmten realitätsnahen Szenarien, in die von Pbn han-
delnd eingegriffen werden kann und soll. Die Steuerungstätigkeit und deren Wirkung 
auf das System werden registriert bzw. beobachtet und als Indikator für Problemlöse-
fähigkeit herangezogen. Über die Vor- und Nachteile dieses für die Psychologie 
neuartigen “Reizmaterials” und die Aussagekraft bestimmter Befunde liegen kontro-
verse Meinungen vor (vgl. DÖRNER, 1984, 1991; DÖRNER & KREUZIG, 1983; 
EYFERTH, SCHÖMANN & WIDOWSKI, 1986; FUNKE, 1984; HUSSY, 1985; TENT, 
1984). Ganz offenkundig besteht aber ein breites Anwendungsinteresse an diesem 
Ansatz, nicht zuletzt auch wegen der vermuteten neuen diagnostischen Möglichkeiten, 






Ein Beispiel für den Umgang von Menschen mit einem dynamischen System möge 
die Situation illustrieren, auf die sich diese Art von Forschung bezieht. Ich greife hier-
zu auf die von DÖRNER (1989b, pp.47-57) beschriebene Katastrophe von Tscher-
nobyl zurück, bei der am 26. 4. 1986 ein Reaktorblock des Atomkraftwerks explo-
dierte und die Umwelt verseuchte.1 DÖRNER sagt hierzu: “Das Unglück von Tscher-








                                                           
1
 Diese Beschreibung weicht in kleinen Details von derjenigen des Grigori MEDWEDEW 
(1991) ab. Dadurch werden die relevanten Ereignisse jedoch nicht verändert. 
Abb. 1.1: Schemazeichnung des Tschernobyl-Reaktors (aus DÖRNER, 1989b, p. 
48). 
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psychologische Faktoren zurückzuführen.” (1989b, p. 48). Abb. 1.1 zeigt eine 
wesentlich vereinfachte Schemazeichnung des Unglücksreaktors. 
In diesem Reaktor wird Wasser im Primärkreislauf durch die bei der Kettenreaktion 
freigesetzte Energie aufgeheizt. Entstehender Dampf treibt die Turbinen an und er-
zeugt so Strom. Der Primärkreislauf ist ein geschlossenes System. Daneben (links in 
Abb. 1.1) gibt es noch ein Notkühlsystem, das den Reaktor im Gefahrenfall vor Über-
hitzung schützen soll. Die Graphitbremsstäbe dienen zur Steuerung der Kernreaktion: 
je weiter sie herausgezogen werden, umso heftiger erfolgt diese Reaktion.  
Das Unglück von Tschernobyl ereignete sich im Zusammenhang mit einer bevor-
stehenden Wartung, vor der jedoch noch schnell ein Experiment durchgeführt werden 
sollte. Am Freitag, den 25.4.1986, begann man um 13 Uhr, den Reaktor auf 25% sei-
ner Leistung herunterzufahren; dies war der Leistungsbereich, in dem die Experi-
mente durchgeführt werden sollten. Um 14 Uhr wurde das Notkühlsystem abgeschal-
tet – Teil des Testplans und wohl deswegen gemacht, damit nicht während der Experi-
mente versehentlich das Notkühlsystem ansprang. Die Kraftwerkskontrolle in Kiew 
forderte jedoch um 14 Uhr eine weitere Inbetriebnahme, da unvorhergesehene Ener-
gienachfragen auftraten. Erst um 23.10 Uhr konnte der Reaktor vom Netz genommen 
werden und mit dem Testprogramm unter 25% Belastung begonnen werden. Eine hal-
be Stunde nach Mitternacht betrug die Leistung des Reaktors jedoch nicht 25%, son-
dern 1% – der Operateur hatte manuell versucht, die 25%-Marke anzustreben, aber 
wohl übersteuert (d.h. das Eigenbremsverhalten des Reaktors nicht bedacht). 
Ein derartiger Zustand im unteren Leistungsbereich ist höchst gefährlich wegen der 
Möglichkeit von lokalen Maxima. Daher ist es auch verboten, den Reaktor in dieser 
Leistungszone zu fahren. Nach einer weiteren halben Stunde hatte man 7% Leistung 
erreicht und beschloß, die Experimente fortzusetzen. Um 1.03 Uhr wurden verbote-
nerweise alle acht Pumpen des Primärkreislaufes eingeschaltet (nur maximal sechs 
Pumpen hätten eingeschaltet werden dürfen). Die eintretende Kühlung – von den Ope-
rateuren als Sicherheitsmaßnahme geplant – führte jedoch unbemerkt zum Entfernen 
der Graphitbremsstäbe aus dem Reaktor. Da infolge des Einschaltens aller acht Pum-
pen der Dampfdruck fiel, die Dampfturbine aber für das Experiment gebraucht wurde, 
erhöhte man den Wasserdurchfluß um das Dreifache. Dies hatte die entgegengesetzte 
Konsequenz zur Folge – weiteres Absinken des Druckes, weitere Entfernung von 
Bremsstäben. Abb. 1.2 (nächste Seite) veranschaulicht diese Zusammenhänge noch 
einmal. 
Der Schichtführer verlangt um 1.22 Uhr einen Bericht über die Bremsstäbe: es be-
finden sich nur noch sechs bis acht im Reaktor, weit weniger, als im ungünstigsten 
Fall erlaubt. Trotz dieser verbotswidrigen Situation wird das Experiment fortgesetzt. 
Um 1.23 Uhr wird ein Dampfrohr geschlossen, woraufhin eine weitere automatische 
Sicherheitsrückkoppelung abschaltet. Um 1.24 Uhr versucht man dann eine Notbrem-
sung, doch zu diesem Zeitpunkt können die Graphitstäbe schon nicht mehr in den Re-
aktor geschoben werden, da sich ihre Führungsrohre vor Hitze bereits verformt haben. 
Die Explosion erfolgt postwendend ... 
“Was finden wir hier an Psychologie? Wir finden die Tendenz zur Überdosierung 
von Maßnahmen unter Zeitdruck. Wir finden die Unfähigkeit zum nichtlinearen 
Denken in Kausalnetzen statt in Kausalketten, also die Unfähigkeit dazu, Neben- 
und Fernwirkungen des eigenen Verhaltens richtig in Rechnung zu stellen. Wir fin-
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den die Unterschätzung exponentieller Abläufe: die Unfähigkeit zu sehen, daß ein 
exponentiell ablaufender Prozeß, wenn er erst einmal begonnen hat, mit einer 
sehr großen Beschleunigung abläuft. All das sind ´kognitive´ Fehler, Fehler in der 
Erkenntnistätigkeit.” (DÖRNER, 1989b, p. 54). 
 
 
Diese Fehler sind keineswegs Zeichen von Versagen im Sinne nicht erbrachter Lei-
stung: die Mannschaft von Tschernobyl war ein gut eingefahrenes Team qualifizierter 
Fachleute, niemand hat geschlafen oder aus Versehen den falschen Schalter betätigt. 
Gerade das hohe Selbstbewußtsein könnte zu einem einem Gefühl der Unverwundbar-
keit geführt haben, das zusammen mit einem gewissen “Methodismus” – die Sicher-
heitsvorschriften wurden ständig verletzt und das war häufig genug gut gegangen – 
schließlich zur Katastrophe führte. Abb. 1.3 zeigt diese Einflußfaktoren noch einmal 
in der Übersicht. 
Aus dieser Abbildung geht auch der Konformitätsdruck als Fehlerquelle hervor, das 
Phänomen des “groupthink”, das Kritik unterbindet und sich selbst bestätigen hilft. 
Solche Fehlerquellen findet man sicherlich häufiger in Expertenkreisen. Nicht immer 
ist die Konsequenz aus diesen Fehlern so schlimm wie im Fall Tschernobyl. 
Das Beispiel illustriert an einer extremen Situation die Phänomene, um die es der 
neuen denkpsychologischen Forschung geht, die sich vehement gegen die klassische 
Problemlöseforschung und deren statische Mini-Probleme wendet. Nicht mehr bedeu-
tungslose Streichholzprobleme, sondern die komplexen Probleme der Lebenswirklich-












Abb. 1.2:  Haupt- und Nebenwirkungen der Veränderung des Wasserdurchsatzes 
im Reaktor (aus DÖRNER, 1989b, p. 53). 
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Worin bestehen die wesentlichen Unterschiede zwischen der klassischen Problemlöse-
forschung und dem neuen Ansatz, der sich computersimulierter Systeme bedient? Das 
nächste Kapitel gibt einen kurzen Überblick über das noch junge Gebiet des “Kom-
plexen Problemlösens” und zeigt auch einige Probleme auf. 
 
1.1 Komplexes Problemlösen: Eine kurze Übersicht 
“Komplexes Problemlösen” ist die kompakte, wenngleich sprachlich unglückliche 
Bezeichnung eines relativ neuen psychologischen Forschungsgebiets, das sich mit der 
Beschreibung und Erklärung von Phänomenen befaßt, wie sie beim Umgang von Indi-
viduen mit komplizierten Systemen auftreten. Typischerweise handelt es sich bei die-
sen komplizierten Systemen um computersimulierte Szenarien, in die der Akteur ziel-
gerichtet handelnd eingreifen soll. Das Adjektiv “komplex” charakterisiert somit eine 
wesentliche Eigenart des verwendeten Stimulusmaterials: es besteht aus mehreren Va-
riablen (zwischen zwei und mehreren tausend), zwischen denen ein- bzw. wechselsei-
tige Verbindungen existieren. Von “Problemlösen” wird deshalb gesprochen, weil die 
Überführung des Ausgangszustands in einen (u.U. selbständig zu präzisierenden) Ziel-
zustand nicht auf Anhieb gelingt, sondern das Überwinden von “Barrieren” zwischen 



















Abb. 1.3: Die Hintergründe des Tschernobyl-Unglück (aus DÖRNER, 1989b, p. 
55). 
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Charakteristische Merkmale, denen sich ein Akteur in einer derartigen Situation 
ausgesetzt sieht, lassen sich nach DÖRNER, KREUZIG, REITHER und STÄUDEL 
(1983) in folgenden fünf Punkten zusammenfassen:  
(1) Die Komplexität der Situation. Diese bezieht sich primär auf die Menge der zu 
verarbeitenden Informationen, die die zur Verfügung stehende Kapazität bei wei-
tem überschreitet und damit optimale Problemlösung verhindert. Dadurch ent-
steht zugleich die Notwendigkeit starker Informationsreduzierung. 
(2) Die Intransparenz der Situation. Hierunter ist zu verstehen, daß nicht alle Infor-
mationen, die der Akteur für seine Entscheidungen benötigt, direkt zugänglich 
sind. Dadurch entsteht die Notwendigkeit aktiver Informationsbeschaffung. 
(3) Die Abhängigkeiten zwischen den beteiligten Variablen. Es ist nicht nur die bloße 
Menge an Information zu bewältigen, sondern darüber hinaus zu beachten, in 
welchen (wechselseitigen) Abhängigkeiten die verschiedenen Wirkvariablen zu-
einander stehen. Dies bringt die Notwendigkeit von Informationsstrukturierung 
(im Sinne der Erstellung von Abhängigkeitsstrukturen) mit sich. 
(4) Die Eigendynamik der Situation. Dieser situative Aspekt bezieht sich auf die Tat-
sache, daß nur begrenzt Zeit zum Nachdenken zur Verfügung steht, da sich an-
sonsten die Situation auch ohne Zutun des Akteurs ändert. Der bestehende Zeit-
druck macht eine oberflächliche Informationsverarbeitung und rasche Entschei-
dungen notwendig. 
(5) Die Polytelie (“Vielzieligkeit”) der Entscheidungssituation. Hierunter fällt der 
Tatbestand, daß in komplexen Situationen meistens nicht nur ein Ziel, sondern 
mehrere, unter Umständen sogar sich widersprechende Ziele verfolgt werden 
müssen. Dies erzeugt die Notwendigkeit einer mehrdimensionalen Informations-
bewertung und des Aufbaus einer differenzierten Zielstruktur mit Regeln zur 
Konfliktresolution.  
Alle diese Eigenschaften sind in der klassischen Problemlöseforschung, die sich z.B. 
mit dem Lösen von Denksportaufgaben beschäftigte, kaum ausgeprägt untersucht 
worden, da die Untersuchungsparadigmen dafür nicht geeignet waren. In einer neue-
ren Arbeit faßt DÖRNER (1986a, p. 297) die Anforderungen aus komplexen dynami-
schen Problemsituationen zusammen unter den Gesichtspunkten (1) der “Informa-
tionsgewinnung und -integration”, (2) der “Zielausarbeitung und -balancierung”, (3) 
der Maßnahmenplanung und Entscheidung sowie (4) des “Selbstmanagements”. Diese 
Typologie hebt im Unterschied zu der vorher dargestellten und stärker auf die 
situativen Merkmale abgestellten Klassifikation nun deutlich auf die Verarbeitungs-
mechanismen des Akteurs ab. Dies führt auch zum nächsten Aspekt, der sich mit 
Konsequenzen dieser Anforderungen beschäftigt.  
Den situativen Anforderungen müssen auf seiten des Akteurs entsprechende Kom-
petenzen gegenübergestellt werden. Hier sind in erster Linie die Konzepte der “epi-
stemischen Kompetenz” (als der Menge und Qualität verfügbaren Wissens über den 
fraglichen Realitätsausschnitt) und der “heuristischen Kompetenz” (als der Menge 
und Qualität bereichsspezifischer und bereichsübergreifender Lösungsverfahren) ge-
nannt worden (vgl. die Konzepte der epistemischen und heuristischen Gedächtnis-
strukturen bei DÖRNER, 1976; zum Kompetenz-Konzept der Bamberger Arbeits-
gruppe: STÄUDEL, 1987). DÖRNER (1986a, p. 293f) subsumiert diese Kompetenzen 
unter das Konzept der “operativen Intelligenz”, worunter beispielhaft “Umsicht”, 
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“Steuerungsfähigkeit der kognitiven Operationen” oder auch “Verfügbarkeit über 
Heurismen” zu verstehen sind. Darauf ist an dieser Stelle jedoch nicht näher einzuge-
hen. 
Regeln und Steuern von verschieden komplexen Systemen sind im Rahmen psycho-
motorischer Forschungen ebenfalls Gegenstände des Interesses (vgl. HEUER, 1990). 
So mag man sich durchaus fragen, ob es einen prinzipiellen Unterschied gibt zwi-
schen der Regelung von Geschwindigkeit und Richtung eines Tankschiffs (=Tracking-
Situation) und der Temperaturkontrolle eines simulierten Kühlhauses (=komplexes 
Problem). Bei Tracking-Aufgaben geht es darum, einen Zielpunkt, der sich nach ei-
nem bestimmten Modell bewegt, mit einem Folgepunkt in Deckung zu bringen. Das 
dazu notwendige Bedienelement wird manuell gesteuert, wobei zwischen den Bewe-
gungen dieses Elements und seinen Reaktionen beliebige Transformationen (z.B. Ver-
zögerungen, Integrationen) stattfinden können. 
Der wesentliche Unterschied zwischen beiden Forschungsbereichen besteht darin, 
daß beim Tracking visuelle und propriozeptive Informationen eine zentrale Rolle spie-
len, also eine manuelle Regelung erfolgt; diese Anforderungen stehen zugunsten einer 
kognitiven Regelung bei Problemlösesituationen völlig im Hintergrund, was vielfach 
schon dadurch bedingt ist, daß die komplexen Probleme nicht in Echtzeit, sondern 
zeitdiskret dargeboten werden. 
Der vorliegende Abschnitt befaßt sich zunächst in aller Kürze mit einigen zentralen 
Arbeiten auf dem Gebiet des “Komplexen Problemlösens”, um einen Einblick in die 
Materie zu geben, und geht dann auf einige Probleme dieser Art von Forschung ein. 
 
1.1.1 Kurzer Überblick über einige zentrale Arbeiten 
Der Beginn der deutschsprachigen Forschungen, die unter dem Titel “Komplexes Pro-
blemlösen” rubriziert werden, läßt sich auf den Beginn der siebziger Jahre datieren. 
Die Bezeichnung “Komplexes Problemlösen” taucht erstmalig 1975 in einem Kon-
greßbericht auf (DÖRNER, DREWES & REITHER, 1975). 
Die ersten Arbeiten zu diesem Themengebiet kann man als zentral bezeichnen, da 
in ihnen der programmatische Charakter des Vorgehens besonders deutlich formuliert 
wurde. In LOHHAUSEN etwa, dem bekannt gewordenen Bürgermeister-Spiel, wird 
die zeitgenössische Denkpsychologie dahingehend kritisiert, vor allem Problemsitua-
tionen mit wohldefiniertem Ausgangs- und Zielzustand und einer (vor-)gegebenen 
Menge an Operatoren zu untersuchen, nicht aber den viel wichtigeren “Umgang mit 
Unbestimmtheit” (vgl. DÖRNER, KREUZIG, REITHER & STÄUDEL, 1983, p. 100f.). 
Dies soll genau das Bürgermeister-Szenario schaffen, bei dem maximal viel Unbe-
stimmtheit herrscht – es bleibt sogar offen, was genau das Ziel ist, unter dem ein 
Proband (Pb) an die Simulation herantreten soll. 
Auch eine andere bekannte Arbeit ist hier zu nennen: schon 1981 publizierte PUTZ-
OSTERLOH (vgl. auch PUTZ-OSTERLOH & LÜER, 1981) eine Arbeit mit dem Simu-
lationssystem TAILORSHOP, in der ein Versagen des “besten” aller psychologischen 
Meßinstrumente konstatiert wurde: das des klassischen Intelligenztests. Die Stoßrich-
tung der Kritik ging hier auf die Validität von Intelligenztests: in Frage gestellt wurde 
1.1 Komplexes Problemlösen: Eine kurze Übersicht 7 
 
deren Prädiktionswert für Bereiche, die intelligentes Handeln erfordern wie z.B. der 
Umgang mit dem Wirtschaftsplanspiel. 
Tabelle 1.1: Überblick über einige Simulationssysteme aus wissenschaftlichen 
Arbeiten (bis zu 10 Variablen). 
Ganz allgemein kann man jedoch festhalten, daß die Resultate der prominenten Stu-
dien nicht nur die Verwendbarkeit eines der am meisten untersuchten Meßinstrumente 
psychologischer Diagnostik - eben des Intelligenztests – in Zweifel zogen, sondern 
vor allem dadurch auffielen, daß sie das katastrophale Scheitern menschlicher Be-
mühungen in komplexen Szenarien dokumentierten und Gründe dafür aufzuführen 
versuchten. Diese Feststellungen fielen zeitlich eng zusammen mit Krisen überregio-
nalen Ausmaßes, in denen die begrenzten Einflußmöglichkeiten von Menschen of-
fenbar wurden. Nicht zuletzt aus diesem Grund konnte die Beschäftigung mit diesem 
Forschungsthema soviel Aufmerksamkeit auf sich ziehen. 
Von dem Elan, der von den frühen zentralen Arbeiten ausging, ließen sich viele 
Forscher anstecken. Die damals ausgebrochene “Epidemie” ist noch nicht abgeklun-
gen, wie ein Blick auf die Vielzahl vorliegender Szenarien verdeutlicht. Tabellen 1.1 
bis 1.3 enthalten die aktualisierte Fassung einer Übersicht über die in wissenschaftli-
chen Arbeiten verwendeten Simulationssysteme. Die ganze Heerschar von Simulatio-
nen in Form von Videospielen bleibt dabei ausgespart. 
       
Name Variablenzahl  Quellenangabe 
       
APFELBAUM 6 BECKMANN, 1990 
ALTÖL 8 FAHNENBRUCK, FUNKE & RASCHE, 1988 
ECONOMIC SYSTEM 4 BROADBENT, FITZGERALD & BROADBENT, 
1986 
GAS-ABSORBER 6 HÜBNER, 1987 
HAMURABI 8 GEDIGA, SCHÖTTKE & TÜCKE, 1983 
KÜHLHAUS  6 REICHERT & DÖRNER, 1988 
LAGERHALTUNG 3 KLEITER, 1970 
MINI-SEE 6 OPWIS & SPADA, 1985  
MONDLANDUNG 3 THALMAIER, 1979 
ÖKOSYSTEM 6 FRITZ & FUNKE, 1988 
PALMENHAUS 6 ANDRESEN & SCHMID, 1990 
PORAEU 8 PREUSSLER, 1985  
SIM002 10 KLUWE & REIMANN, 1983  
SINUS 6 FUNKE & MÜLLER, 1988 
SUGAR FACTORY 4 BERRY & BROADBENT, 1987a 
STRATEGEM-2 5 STERMAN, 1989 
TRANSPORT SYSTEM 4 BROADBENT, 1977 
TÜMPEL 8? MECHTOLD, 1988 
WELT  4 EYFERTH et al., 1982 
ZIELANNÄHERUNG 5 HUSSY, 1989 
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 Ohne im Detail auf einzelne Systeme näher eingehen zu wollen, ist zu diesen Tabellen 
anzumerken, daß die Zahl der Szenarien unaufhaltsam wächst. Daß dieser Zustand 
Tabelle 1.2: Überblick über einige Simulationssysteme aus wissenschaftlichen 
Arbeiten (bis zu 100 Variablen). 
       
Name Variablenzahl  Quellenangabe 
       
AIDS >10 BADKE-SCHAUB & DÖRNER, 1988 
DAGU 12 REITHER, 1981 
DISKO 41 U. FUNKE, 1991 
DORI 12 REITHER, 1981 
ELEFANTENINSEL >10 KEPSER & VOGT, 1991 
EPIDEMIE 13 HESSE, SPIES & LÜER, 1983  
FEUER >10 SCHOPPEK, 1991 
FIRE FIGHTING >10 BREHMER, 1987 
GARTEN >10 SCHAUB & STRÖBELE, 1989 
HEIZÖLHANDEL >20 DAUENHEIMER, KÖLLER, STRAUß &  
  HASSELMANN, 1990 
MANUTEX >10 TISDALE, 1990 
MASCHINE >10 SCHAUB, 1988 
MIX >10 FISCHER, OELLERER, SCHILDE & KLUWE, 1990 
MORO 49 STROHSCHNEIDER, 1986 
NADIROS >10 GEILHARDT, 1991 
SCHOKO-MAX >10 REICHERT & STÄUDEL, 1991 
SIM003 15 KLUWE, MISIAK, RINGELBAND & HAIDER, 
  1986 
SIMUTANIEN >10 SCHAUB, 1988 
SUBPRO >10 FISCHER, 1990 
TAILORSHOP 24 PUTZ-OSTERLOH & LÜER, 1981 
TANALAND 54 DÖRNER & REITHER, 1978 
MANUTEX >10 TISDALE, 1990 
TANK SYSTEM 14 MORAY, LOOTSTEEN & PAJAK, 1986 
TAXI 11 ROTH, 1987 
TEXTILFABRIK 24 HASSELMANN & STRAUß, 1988 
       
Tabelle 1.3: Überblick über einige Simulationssysteme aus wissenschaftlichen 
Arbeiten (über 100 Variablen). 
       
Name Variablenzahl  Quellenangabe 
       
ENERGIE >2000 VENT, 1985  
LOHHAUSEN >2000 DÖRNER, KREUZIG, REITHER & STÄUDEL, 
1983 
MANAGE! >2000 KREUZIG & SCHLOTTHAUER, 1991 
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nicht wünschenswert ist, macht ein Blick auf die im nächsten Abschnitt dargestellten 
Probleme dieser Vorgehensweise deutlich. 
 
1.1.2 Probleme 
In einer früheren Arbeit habe ich bereits einige Probleme der Forschung zum komple-
xen Problemlösen angesprochen (FUNKE, 1984), die auch von anderen Kollegen ähn-
lich gesehen wurden (z.B. EYFERTH, SCHÖMANN & WIDOWSKI, 1986). Seinerzeit 
wurde im einzelnen behauptet: (1) eine Theoriearmut damaliger Forschung, (2) der 
geringe Einbezug von Erträgen einschlägiger psychologischer Teilfächer, (3) eine 
mangelnde fächerübergreifende Kooperation, (4) das noch unvollständige Ausschöp-
fen des systemtheoretischen Ansatzes, (5) das Fehlen einer Taxonomie für komplexe 
Problemstellungen, (6) die ungenügende Berücksichtigung des Meßfehlers bei Maßen 
der Problemlösefähigkeit, (7) eine Tendenz zur bevorzugten Berichterstattung “signi-
fikanter” Befunde, sowie (8) ein suboptimales versuchsplanerisches und auswertungs-
technisches Vorgehen. Von diesen acht Problemen möchte ich hier drei aufgreifen 
und sie im Lichte neuerer Entwicklungen betrachten.  
Das Problem der Theorie-Bildung. Nach wie vor steht einer Vielzahl von empiri-
schen Arbeiten ein vergleichsweise schwacher theoretischer Rahmen gegenüber. Die 
von DÖRNER (1982) erstmals vorgestellte und seither mehrfach modifizierte “Theorie 
der Absichtsregulation” (letzte publizierte Fassung: DÖRNER, SCHAUB, STÄUDEL & 
STROHSCHNEIDER, 1988) stellt den Versuch dar, möglichst viele relevante 
Einflußgrößen in einem integrativen Ansatz zu vereinen. Damit verbunden bleibt al-
lerdings das Problem der empirischen Verankerung von Konstrukten wie “Absichts-
druck”, “heuristische und epistemische Kompetenz”. Dies zeigt sich auch an den Stel-
len, wo die Formalisierung von Annahmen über menschliche Kognitionsvorgänge am 
weitesten fortgeschritten ist: der Simulation von Verhalten auf einem Rechner. Die 
hier wiederum exemplarisch herausgegriffene Arbeit von REICHERT und DÖRNER 
(1988) beschreibt ein “Simulationssystem zweiter Stufe”, eine Simulation des Ein-
griffsverhaltens, das die Steuerung eines “Simulationssystems erster Stufe” – hier des 
Systems KÜHLHAUS – übernehmen kann und dabei, je nach Parametrisierung, un-
terschiedliches Verhalten generiert, das hinsichtlich mehrerer Kriterien (Sollwertab-
weichungen, Eingriffshäufigkeiten) dem Verhalten menschlicher Pbn ähnelt. Das 
Theorie-Problem ist damit jedoch keineswegs gelöst. Vielmehr tauchen zahllose neue 
Probleme auf, etwa die Frage nach der angemessenen Prüfung des Modells, nach der 
empirischen Verankerung der Konstrukte, usw. Im übrigen ist die “Theorie” – wenn 
man denn ein Computerprogramm überhaupt mit diesem Etikett versehen darf – nur 
auf die konkrete Versuchssituation der KÜHLHAUS-Steuerung bezogen, besitzt also 
keine große Reichweite. Auch der empirische Gehalt dieses Modells etwa im Sinne 
der Erzeugung neuer Vorhersagen ist nicht klar. Im Rahmen dieser Arbeit befaßt sich 
Kapitel 2.2.1 noch ausführlicher mit den neueren Bamberger (bzw. Berliner) Ar-
beiten. 
Das Theorie-Problem führt zu einer Situation, in der zunächst das Sammeln von 
Daten opportun erscheint – so kann man jedenfalls das Bemühen einer ganzen Zahl 
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von Forschern auf diesem Gebiet charakterisieren, die eher im Sinne einer “Schrot-
schuß-Strategie” operieren und möglichst viele Variablen aus möglichst vielen Berei-
chen erheben. Dem liegt jedoch die m.E. nicht begründete Hoffnung zugrunde, aus 
den vielen Daten würden sich irgendwann einmal (gesetzmäßige) Zusammenhänge 
ableiten lassen. Die bisherigen Arbeiten auf diesem Gebiet haben diese Hoffnung 
nicht bestätigt.  
Das Taxonomie-Problem. Das eben geschilderte Theorie-Problem hängt eng mit 
einem weiteren Problem zusammen, das hier als Taxonomie-Problem bezeichnet 
wird. Darunter ist zu verstehen, daß bis jetzt nicht klar ist, welche unterschiedlichen 
Anforderungen durch Problemstellungen im Sinne komplexer dynamischer Simula-
tionssysteme an den Problemlöser gestellt werden. Ein Taxonomie-Problem besteht 
insofern, als nicht nur eine Liste derartiger Anforderungen zu erstellen wäre, sondern 
auch eine entsprechende Ordnung in diese Liste gebracht werden müßte. Im Sinne der 
klassischen Aufteilung in “task analysis” und “problem space” (vgl. NEWELL & 
SIMON, 1972) bezieht sich das Taxonomie-Problem auf beide Bereiche, da aus der 
puren Aufgabenbeschreibung heraus noch nicht abzuleiten ist, wie ein konkretes 
Individuum die Aufgabe perzipiert und in einen Handlungsplan für sich umsetzt. 
Einige Kategorien der Aufgabenbeschreibungen, wie sie von DÖRNER et al. (1983) 
sowie DÖRNER (1986a) entwickelt und weiter vorne kurz beschrieben wurden, eignen 
sich möglicherweise als Startpunkt für eine derartige Taxonomie. Darauf wird in 
Kapitel 5 näher eingegangen. 
Auch mit der Arbeit von PUTZ-OSTERLOH (1981) wird eine wichtige Dimension 
in Abgrenzung zu klassischen Intelligenztest-Items hervorgehoben: nicht nur die Ana-
lyse vorgegebener Informationen, sondern das aktive Beschaffen relevanter Informa-
tionen zählt hiernach zu einer grundsätzlich neuen Anforderung. Aber – und hieran 
sieht man die Notwendigkeit des Einbezugs des Problemlösers – die Beschaffung von 
Informationen hängt natürlich vom Vorwissen des Problemlösers ab und ist daher 
kein von ihm unabhängiges Anforderungskriterium. Erste Entwürfe einer Theorie der 
Informationsbeschaffung findet man z.B. bei FLAMMER (1981), der sich mit den 
Bedingungen für das Stellen von Fragen beschäftigte. 
Das Meßproblem (Operationalisierung, Reliabilität, Validität). Das 
Meßproblem ist von Anfang an zentral für die Forschung in diesem Bereich gewesen 
(und bis heute geblieben). Dafür gibt es einen einfachen Grund: bei den meisten 
bisher verwendeten Szenarien gibt es keine normativ verbindlichen Lösungen, be-
züglich derer menschliches Lösungsverhalten bewertbar wäre. Während für den 
“Turm von Hanoi” oder andere einfache Problemstellungen die beste Lösung bekannt 
und berechenbar war, ist dies für komplexe Szenarien mit nichtlinearen Komponenten 
bisher kaum möglich. Zugleich bieten sich bei den einfachen Problemstellungen auch 
einfache Indikatoren an (z.B. Zugzahl, Lösungszeit, etc.), die vergleichsweise direkten 
Aufschluß über eine Person und ihr Lösungsverhalten geben. Bei den komplexen Pro-
blemen wirft die Auswahl einfacher Indikatoren (z.B. “Endkapital” im Szenario 
TAILORSHOP) dagegen Probleme auf, da in diesem Fall nicht mehr klar ist, was an 
diesem Indikator zu Lasten der Personfähigkeit und was zu Lasten von Systemeigen-
schaften geht. Die Validität derartiger Indikatoren beruht daher zunächst überwiegend 
auf dem Augenschein. 
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Aber auch die Reliabilität derartiger Indikatoren für komplexes Problemlösen ist 
ungewiß, zumindest dann, wenn hier Beobachterratings oder andere subjektive Be-
wertungsverfahren herangezogen werden. Bei objektiven Indikatoren ist dieses 
Problem ausgeräumt, allerdings bleibt offen, wie hier die Stabilität der Messungen 
(z.B. Test-Retest-Reliabilität) nachgewiesen werden kann, wenn man etwa den 
Standpunkt einnimmt, nach einmaliger Applikation eines Simulationsszenarios sei 
keine erneute Messung dieser Eigenschaft möglich. Dies würde aber nur bedeuten, 
daß Übung und Lernen eine massive Rolle bei der Bearbeitung spielen. Vielleicht 
sollte man sich genau auf deren Erfassung konzentrieren.  
Mit der “Welt am Draht” – so KREUZIG (1983) – wird nun keineswegs auf einfache 
Weise die Komplexität ins Labor geholt, wie man anfangs meinte. Die Probleme, die 
man sich bei dieser Vorgehensweise einholte, boten zunächst einmal genügend Kom-
plexität für die Untersucher. Zusammenfassend seien noch einmal die Hauptprobleme 
schlagwortartig genannt:  
• Problem der Handlungsbewertung: Wie soll man die Güte von Eingriffen in ein 
derartiges Szenario bewerten? 
• Problem der emotionalen Betroffenheit: Welche Bedeutung besitzt die Realitäts-
nähe eines Szenarios für den handelnden Akteur? 
• Problem des Vorwissenseffekts: Welche Bedeutung haben Abweichungen zwischen 
dem implementierten Szenario und dem Vorverständnis eines Gegenstandsbereichs 
durch eine naive Versuchsperson? 
• Reliabilitätsproblem: Welches Maß an Zuverlässigkeit kommt den erhobenen Da-
ten zu? 
• Validitätsproblem: Welche Bedeutung kommt den erhobenen Daten zu? Messen 
die simulierten Situationen “komplexes Problemlösen”? 
• Problem der Dimensionalität: Wie steht es um die Vergleichbarkeit von Ergebnis-
sen aus Studien mit unterschiedlichen Szenarios? 
Solche und ähnliche Fragen und Probleme haben bei einigen Forschern die anfängli-
che Euphorie bei der Verwendung dieses Werkzeugs abgelöst durch eine nüchterne 
Sichtweise, die hauptsächlich dadurch gekennzeichnet ist, die Schwächen früherer 
Studien zu vermeiden. Hierüber ist an anderer Stelle schon kontrovers diskutiert wor-
den (vgl. DÖRNER, 1986a; EYFERTH, SCHÖMANN & WIDOWSKI, 1986; FUNKE, 
1984; HÜBNER, 1989; HUSSY, 1985; JÄGER, 1986). Nunmehr geht es um die Auf-
arbeitung der Repräsentationsproblematik in diesem Bereich. Was darunter zu 
verstehen ist, wird im folgenden deutlich zu machen versucht. Zuvor ist allerdings der 
Begriff des “dynamischen Systems” näher zu explizieren. 
1.2 Zum Konzept des dynamischen Systems 
Ein wesentlicher Akzent, den die auf Dörner zurückgehende neuere Problemlösefor-
schung (z.B. DÖRNER, 1981) meines Erachtens gesetzt hat, besteht im Hinweis auf 
die kognitionspsychologische Bedeutung zeitlicher Abläufe, die einer Problemstellung 
inhärent sein können. Die bis dahin untersuchten Problemtypen wiesen hinsichtlich 
dieses Merkmals kaum Varianz auf: es waren überwiegend statische Probleme, die 
dem Problemlöser in aller Regel beliebig viel Zeit zur Bearbeitung ließen, und die 
Konsequenzen der Problemlösung flossen meistens nicht wieder in die Problemstel-
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lung ein. Der Problemtyp “computersimuliertes Szenario” dagegen besitzt genau diese 
Charakteristik, daß sich die Situation auch ohne Zutun des Akteurs verändert bzw. 
sich die Situation je nach getroffenen Entscheidungen unterschiedlich weiterent-
wickelt. Die Vernetzung von Systemvariablen trägt hieran wesentlich Mitschuld, da 
sich Eingriffe in einer Ecke des Systems möglicherweise an einer ganz anderen Ecke 
auswirken, an die der Akteur nicht gedacht hat. RIEGER und VOSS (1971, p. 97) 
schreiben, der Unterschied des dynamischen Systems gegenüber dem allgemeinen Sy-
stembegriff liege darin begründet, daß die Zeit explizit in Erscheinung trete, daß Ursa-
che (Input) und Wirkung (Output) zeitlich kausal miteinander verknüpft seien und daß 
die Dynamik dieser Systeme die raum-zeitliche Bewegung der durch sie beschriebe-
nen realen Objekte widerspiegele. Computersimulationen bauen also auf dem System-
Gedanken auf, der in der Systemtheorie und der Kybernetik näher behandelt wird. Der 
Begriff “Kybernetik” wurde 1948 von WIENER eingeführt und charakterisiert die 
wissenschaftliche Beschäftigung mit der Kontrolle und Steuerung von Maschinen, 
aber auch von belebten Systemen. 
KLIR und VALACH (1967) heben als wesentlichen Bestandteil kybernetischen Den-
kens einerseits die Trennung von System und Umwelt hervor, andererseits die Unter-
scheidung der Struktur von Systemen und ihrem Verhalten. Während es bei der Struk-
tur eines Systems um die inneren Eigenschaften und Beziehungen geht (interner 
Aspekt), bezieht sich der Verhaltensaspekt auf die Beziehung zwischen System und 
Umwelt (externer Aspekt). Deren Interaktion hängt von Eigenschaften beider Seiten 
ab: (a) in absolut geschlossenen Systemen erfolgt keine Interaktion mit der Umwelt; 
(b) in relativ geschlossenen Systemen ist die Interaktion über input- und output-Pfade 
genau definiert; (c) in offenen Systemen schließlich können beliebige Interaktionen 
erfolgen. Der Austausch erfolgt dabei über Signale, die hinsichtlich ihrer strukturellen 
Eigenschaften durch die von SHANNON und WEAVER (1949) entworfenen Informa-
tionstheorie beschrieben werden können. 
Nachdem im Kapitel 1.1 mit dem Tschernobyl-Unglück ein anschauliches Beispiel 
für ein dynamisches System und den menschlichen Umgang damit gegeben wurde, 
wird es nunmehr etwas technischer: es wird ein erster formaler und begrifflicher Ap-
parat eingeführt, mit dem dynamische Systeme beschrieben werden können. Diese ab-
strakten Eigenschaften werden in der späteren Abhandlung wiederholt aufgegriffen.  
Unter einem zeitvarianten dynamischen System soll ein Variablengefüge von minde-
stens zwei Variablen zu mindestens zwei Zeitpunkten verstanden werden, die mitein-
ander (kausal) verbunden sind, in einfacher Form also: 
 yt = ft (yt-1),        (1.1) 
d.h. Vektor y zum Zeitpunkt t hängt über die ihrerseits zeitpunktabhängige Funktion f 
vom Zustand der Vektoren y zu vorangegangenen Zeitpunkten t-1, t-2, ..., t-k ab, 
wobei t-k den weitest zurückliegenden Zeitpunkt angibt, von dem noch Wirkungen 
ausgehen. Die Dynamik besteht also darin, daß Eingriffe und/oder Zustände zu frühe-
ren Zeitpunkten Auswirkungen auf den Zustand zum Zeitpunkt t haben, mit anderen 
Worten: dynamische Systeme beziehen ihre Charakteristik aus der Zeitabhängigkeit 
beteiligter Relationen. Bei einem zeitinvarianten System gilt für jeden Zeitpunkt die 
gleiche Abhängigkeitsstruktur, aber von Zeitpunkt zu Zeitpunkt schwankt die Wir-
kung von Eingaben in das System (sei es durch Eingriffe von außen oder durch 
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interne Dependenzen) in Abhängigkeit von seinem aktuellen Zustand. Bei einem 
zeitvarianten System wie dem unter (1.1) beschriebenen können sich dagegen die 
Abhängigkeitsbeziehungen zwischen den Variablen über die Zeit hinweg ändern. – 
Die Beschreibung des einfachsten diskreten dynamischen Systems durch die 
Automatentheorie erfolgt im übrigen durch einen determinierten endlichen Automaten 
mit nur zwei Zuständen und einem Eingabezeichen (vgl. ALBERT & OTTMANN, 
1983), dem technisch gesehen ein Flip-Flop entspricht. RIEGER und VOSS (1971, p. 
98) charakterisieren ein dynamisches System automatentheoretisch als Quintupel 
bestehend aus Inputmenge, Outputmenge, Menge der inneren Zustände, Folgerelation 
und Ergebnisrelation. Auf diese Darstellung soll hier verzichtet werden, obwohl es 
interessant wäre, nach psychologischen Entsprechungen der verschiedenen 
Komponenten zu fragen. Der Ansatz finiter Automaten zur Konstruktion beliebiger 
dynamischer Systeme ist bei FUNKE und BUCHNER (im Druck) genauer beschrieben. 
In der nachfolgenden Darstellung beziehe ich mich auf lineare Gleichungssysteme 
der folgenden Art: 
 yt+1 = A · xt + B · yt ,       (1.2) 
 wobei x, y: Vektoren von exogenen und endogenen Variablen, 
  A, B: Gewichtungsmatrizen, 
  t: Zeitindex. 
In einer etwas anderen Schreibweise können die Abhängigkeiten zwischen den exoge-
nen x- und endogenen y-Variablen auch in einer einzigen A-Matrix dargestellt wer-










    
(1.3)
 
Denkt man sich die Spaltenelemente dieser Matrix den Zeilenelementen zeitlich nach-
geordnet, läßt sich durch die Ayx-Teilmatrix der Einfluß der x- auf die y-Variablen 
spezifizieren, während die Abhängigkeit innerhalb der y-Variablen durch die Ayy-
Teilmatrix bestimmt wird. Die Axy-Teilmatrix bleibt eine Nullmatrix (die endogenen 
Variablen können definitionsgemäß nicht auf die exogenen wirken), mit der Axx-
Teilmatrix kann durch deren Diagonalelemente, die als einzige von Null verschieden 
sein dürfen, festgelegt werden, ob und wie exogene Variablen von Zeittakt zu Zeittakt 
aufrechterhalten werden. 
Die Bezeichnungen “exogen” und “endogen” werden analog zur pfadanalytischen 
Literatur (vgl. OPP & SCHMIDT, 1976) verwendet. Exogene Variablen können vom 
Pb beliebig festgesetzt werden, der Zustand dieser Variablen zum Zeitpunkt t ist durch 
keine andere Variable und keinen anderen Zeitpunkt festgelegt. Bei grafischer 
Darstellung von Kausalbeziehungen sind exogene Variablen daran erkennbar, daß von 
ihnen nur Wirkpfeile ausgehen, aber keine Pfeile auf sie gerichtet sind. Endogene 
Variable bedeutet dagegen: der Variablenzustand ist abhängig vom Zustand seiner 
selbst oder dem einer anderen Variablen, jeweils maximal um k Zeitpunkte zurücklie-
gend, wobei k den Grad der autoregressiven Prozesse angibt. In grafischen Darstellun-
gen können Pfeile sowohl auf endogene Variablen gerichtet sein als auch von ihnen 
ausgehen.  
Bei Bedarf können in das unter (1.3) beschriebene System Fehlerterme und/oder 
zeitliche Abhängigkeiten höherer Ordnung eingeführt werden. Die Komplexität eines 
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derartigen Systems hängt neben seinem variablenmäßigen Umfang im wesentlichen 
vom Inhalt der Matrizen A und B ab, die die Abhängigkeiten zwischen einzelnen 
Variablen quantitativ festlegen. 
Technische wie natürliche Systeme sind Gegenstand der Systemtheorie bzw. Kyber-
netik. Dort befaßt man sich mit Eigenschaften solcher Systeme, mit den Möglichkei-
ten ihrer Identifikation sowie der gezielten Regelung dynamischer Prozesse. 
ISERMANN (1988) definiert Identifikation wie folgt: 
“Identifikation ist die experimentelle Ermittlung des zeitlichen Verhaltens eines Pro-
zesses oder Systems. Man verwendet gemessene Signale und ermittelt das zeitli-
che Verhalten innerhalb einer Klasse von mathematischen Modellen. Die Fehler 
zwischen dem wirklichen Prozeß oder System und seinem mathematischen 
Modell sollen dabei so klein wie möglich sein.” (p. 10, kursiv).  
GREGSON (1983, p. 22f.) führt als Beispiel für das Identifikationsproblem folgende 
Situation an: Gesetzt den Fall, es existieren zwei verschiedene Systeme A und B mit 
jeweils identischen Input-Output-Daten, aber in Fall A ist der Output völlig unabhän-
gig vom Input, in Fall B dagegen besteht perfekte Abhängigkeit. Wie könnte ein Be-
obachter, der nichts über die Art der zugrundeliegenden Input-Output-Relation weiß, 
die Systeme unterscheiden? Aufgrund der vorliegenden Daten sind die Systeme A und 
B nicht unterscheidbar. Zwei Möglichkeiten bieten sich an: (1) man erhöht die Anzahl 
der Beobachtungen, um (Nicht)-Systematiken zu identifizieren, (2) man gibt jedem 
System einen kurzen, starken Impuls und beobachtet den resultierenden Output. Ver-
ständlicherweise ist die zuletzt genannte Strategie die effizientere (und kostengünsti-
gere). Dies unterstreicht die Tatsache, daß unbekannte Systeme nicht durch passive 
Beobachtung, sondern nur durch experimentelle Manipulation identifiziert werden 
können. GREGSON unterscheidet dabei zwei Formen der Identifikation:  
“... the general problem of identification is to decide, from input-output records and 
contextual configurations of causes and influences, which links are extant and 
which are absent. In contradistinction, the specific problem of identification is one 
of deciding on the details of the algebraic structure and parameter values that 
most accurately represent what the links do, given that it is known which are ex-
tant.” (1983, p. 25). 
Nach GREGSON sind zum Zweck der Identifikation Filter nützlich, die nebensäch-
liche bzw. unwichtige Merkmale unterdrücken: 
“Filters are used to get rid of features of data that are judged to be both present 
and unwanted before the filter is applied; filters are consequently models of many 
processes in the physical world, and many of the transduction processes of the 
human senses, particularly in hearing, are represented in psychophysical theory 
by filters.” (1983, p. 114). 
Die Bezeichnungen “Filter” und “Sieb” haben vergleichbare Bedeutung. Rekursive 
Filter setzen eine bestimmte Anzahl Inputs und eine bestimmte Anzahl Outputs vor-
aus. Einer der bekanntesten Filter ist derjenige von KALMAN (1958), der eine Art ad-
aptive Regressionsanalyse durchführt: 
“The Kalman filter is thus an algebraic way of using both the current behavior of a 
system, based only on input and output records, together with a model of the sy-
stem's internal structure, to make predictions about what the system will do in the 
next step in time. As soon as data from a new trial become available, they are fed 
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into the filter, which has the capacity immediately to revise its internal structure 
and its parameters in order to minimize the expected prediction errors on the next 
trial.” (GREGSON, 1983, p. 339). 
Im Zusammenhang mit Problemen der Veränderungsmessung beschäftigt sich TOEL-
KE (1986) mit “dynamisierten Strukturgleichungsmodellen”. Diese Darstellung be-
schreibt den von uns gewählten formalen Ansatz – lineare Strukturgleichungssysteme 
als Basis für die Konstruktion von Simulationsszenarien – in etwas allgemeinerer 
Form, insofern als hier eine Unterscheidung von latenten und manifesten Variablen 
vorkommt, auf die wir im Rahmen unserer Überlegungen bislang verzichtet haben; in 
den von meiner Arbeitsgruppe verwendeten Modellen wurde bislang nicht zwischen 
manifesten und latenten Variablen unterschieden. Dies bedeutet: der Bearbeiter eines 
dynamischen Systems erhält die tatsächlichen Zustände angezeigt und seine Eingriffe 
werden so, wie sie festgelegt wurden, in das Gleichungssystem eingegeben. Da es 
aber unbenommen bleibt, in Simulationsmodellen auch mit manifesten Variablen zu 
arbeiten, die von den latenten Variablen abweichen und so den Pbn zusätzlich zu 
seinen sonstigen Aufgaben mit der Bestimmung eines Meßmodells zu beschäftigen,2 
soll darauf näher eingegangen werden. 
Im zeitdiskreten Fall – dieser entspricht unserem Standardfall, dem autoregressiven 
Prozeß erster Ordnung – hat man es mit einem Modell zu tun, das durch folgende 
zwei Gleichungen beschrieben wird (vgl. TOELKE, 1986, p. 34): 
 xt+1  = At · xt + Bt · ut + vt    (1.4) 
 yt = Ct · xt + wt      (1.5) 
Die erste Gleichung (1.4) stellt das Prozeßmodell dar. Matrix A ist die Entwicklungs-
matrix, die die wechselseitigen Abhängigkeiten zwischen den latenten Variablen 
spezifiziert. Das Zustandekommen von Werten des Zustandsvektors x zum Zeitpunkt 
t+1 hängt aber auch noch von externen Einflüssen u ab, deren Effekte als Gewichte 
einer Regressionsmatrix B festgelegt sind. Schließlich gibt es einen Fehlervektor v, 
der Fehler bei der Beschreibung der wechselseitigen Abhängigkeiten wie auch Fehler 
bei der Bestimmung externer Einflüsse darstellt. 
Die zweite Gleichung (1.5) stellt das Meßmodell dar. Die feststellbaren, manifesten 
Variablen y ergeben sich über eine Regressionsmatrix C aus den latenten Variablen x 
sowie zusätzlich einem Fehler w, der Beobachtungsfehler und Fehler im Datenerhe-
bungsinstrument charakterisiert. 
Zieht man derartige Überlegungen für die Beschreibung psychologischer Theorien 
heran, stellt sich bei der Konfrontation des Modells mit den Daten das Problem der 
Lösung der Modellgleichungen. Dies zerfällt – will man die Gleichungen (1.4) und 
(1.5) nach x auflösen – in die Probleme (1) der Parameterschätzung und (2) der Schät-
zung des Zustandsvektors.  
“Parameterschätzung ist definiert als die empirische Bestimmung von Parameter-
werten, die das dynamische Verhalten eines Systems festlegen, vorausgesetzt, 
die Struktur des Modells ist bekannt. Es sei hier darauf hingewiesen, daß die Un-
terscheidung zwischen Kenntnis der Struktur des Modells und Kenntnis der Para-
meterwerte nicht trivial ist.” (TOELKE, 1986, p. 37f.). 
                                                           
2
 Eine praktische Bedeutung hat diese Fragestellung bei Systemen mit unzuverlässigen Meß-
instrumenten. 
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Für den Pbn, der ein dynamisches System bearbeitet, stellt sich dieses Problem in 
ähnlicher Weise, nur sind die Schätzverfahren offensichtlich andere als sie z.B. LIS-
REL anbietet. 
Auch das Problem der Schätzung des Zustandsvektors stellt sich dem Pbn, der eine 
Prognose über den kommenden Systemzustand abgeben soll. Dies kann technisch zum 
einen durch formale Bestimmung der Lösung des Gleichungssystems geschehen, 
dessen Parameter im ersten Schritt geschätzt wurden. Eleganter ist ein rekursives Ver-
fahren, bei dem ein Korrekturmechanismus in Abhängigkeit von der Größe eines Ex-
trapolationsfehlers sich den jeweils neu erhobenen Daten anpaßt (z.B. durch Kalman-
Filter; vgl. hierzu TITTERINGTON, SMITH & MAKOV, 1985, pp. 212-215). 
Die Zitate von GREGSON (1983), ISERMANN (1988) und TOELKE (1986) sollten 
deutlich machen, daß einige der Aufgaben von Systemtheoretikern auch von Pbn in 
psychologischen Laborsituationen verlangt werden, d.h. in gewisser Hinsicht untersu-
chen wir als Kognitions- bzw. Wissenspsychologen die naive Systemtheorie von Pbn 
in Hinblick auf bestimmte normative Vorgaben, die von der wissenschaftlichen Sy-
stemtheorie gemacht werden.3 Vergleicht man deren umfängliches Methodenarsenal 
mit den einfachen Heuristiken menschlicher Problemlöser, muß man sich wundern, 
wie mit einem derartigen Minimum an Voraussetzungen überhaupt ein erfolgreicher 
Umgang mit komplexen Systemen möglich sein sollte. Man kann sich fragen, welche 
Ergebnisse aus der Untersuchung naiver Systemtheoretiker überhaupt zu erwarten 
sind, wenn schon Experten vielfach mit bestimmten Situationen überfordert sind. 
DÖRNER (1989b, p. 307) meint, hierzu reiche der richtige Einsatz des “gesunden All-
tagsverstands” – eine Forderung, die meines Erachtens zu unspezifisch ist und die 
Fälle übersieht, in denen man gerade entgegen dem Alltagsverständnis handeln muß. 
Nicht unterschätzt werden darf allerdings die Rolle der Intuition bei Pro-
blemstellungen im Bereich von Politik und Management, wo es so scheint, als hätten 
die naiveren Personen manchmal den Vorteil des unverstellteren Blicks – was 
vielleicht mit einer zu hohen Routinisierung von Expertentätigkeiten bzw. einer “de-
formation professionelle” zu erklären wäre. 
 
                                                           
3
 Das Zitat belegt zugleich die Tatsache, daß systemtheoretischer Ansatz und experimentelle 
Methodik sehr eng zusammenhängen – ein Hinweis, den HERRMANN (1990, p. 9) mit Blick auf 
DÖRNER´s (1989a) "Schildkröten"-Artikel gibt. 
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1.3 Zum Verständnis des Begriffs “Repräsentation” 
Die Frage der gedächtnismäßigen Repräsentation ist für den Bereich dynamischer Sy-
steme noch weitgehend ungeklärt. Angesichts der vielfältigen Untersuchungen mit 
derartigen Systemen verwundert die vergleichsweise lockere Umgangsart mit einem 
Problem, das ich als Repräsentationsfrage bezeichnen möchte. Bevor auf Vorstellun-
gen über die Repräsentation dynamischer Systeme eingegangen werden kann (Kapitel 
1.4 und 3.3), muß zunächst eine Klärung des Begriffs “Repräsentation” erfolgen. 
Über mentale, innere, subjektive Repräsentation zu schreiben ist nicht leicht. Eher 
zynisch meint daher KEMMERLING (1988) aus Sicht der Philosophie: 
“'Repräsentation' ist ein Begriff wie 'Kommunikation' – durch Allzweckverwendung 
abgenutzt und ohne Begleiterläuterungen zu dem mit ihm verknüpften Sinn in 
theoretischen Arbeiten eigentlich gar nicht zu gebrauchen. ... Eine geistige Gänse-
haut scheint mir ein angemessener Reflex auf die unerläuterte Verwendung des 
Wortes 'Repräsentation' zu sein.” (p. 23). 
Andere Autoren empfinden weniger eine Gänsehaut, sondern sehen mehr die sich 
stellenden Probleme. STEINER (1988) schreibt lapidar: “Der Zugang zu inneren Re-
präsentationen ist nicht eben einfach” (p. 99). Ähnlich REBER (1989a, p. 229): “The 
problem of mental representation is clearly no easy nut to crack”. Nach solch wenig 
ermutigenden Aussagen freut den Leser dann die positive Bemerkung von WENDER 
(1988, p. 55),wonach zwar noch keine endgültige Einigkeit über Details vorliege, 
wohl aber der allgemeine Rahmen recht große Übereinstimmung aufweise. Als über-
einstimmender Rahmen können sicher die vier in einem Übersichtsartikel von 
RUMELHART und NORMAN (1988) beschriebenen Grundformen eines Repräsenta-
tionssystems angesehen werden: 
“1. The propositionally based systems in which knowledge is assumed to be repre-
sented as a set of discrete symbols or propositions, so that concepts in the world 
are represented by formal statements. 
2. Analogical representational systems in which the correspondence between the 
represented world and the representing world is as direct as possible, traditio-
nally using continuous variables to represent concepts that are continuous in the 
world. ... 
3. Procedural representational systems in which knowledge is assumed to be re-
presented in terms of an active process or procedure. Moreover, the representa-
tion is in a form directly interpretable by an action system. ... 
4. Distributed knowledge representational systems, in which knowledge in memory 
is not represented at any discrete place in memory, but instead is distributed 
over a large set of representing units – each unit representing a piece of a large 
amount of knowledge.” (p. 515f.). 
In den meisten Fällen wird man auf Mischformen dieser vier Grundformen – soge-
nannte “hybride” Modelle – stoßen. Dies trifft auch auf die eigenen Vorstellungen 
zum Begriff “Repräsentation” zu, die nachfolgend kurz dargelegt werden sollen. 
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Unter einer internen Repräsentation verstehe ich ein System der gedächtnismäßigen 
Abbildung von Objekten der Außenwelt durch ein Individuum. Eine derartige Reprä-
sentation, die ich im Kontext natürlicher Intelligenz auch synonym als subjektive Re-
präsentation bezeichne, besteht aus einer Reihe von Repräsentanten, zwischen denen 
bestimmte Relationen bestehen. Ein interner Repräsentant ist also ein einzelner Ge-
dächtnisinhalt, die interne Repräsentation eine strukturierte Sammlung solcher Inhalte. 
Die interne Repräsentation enthält bestimmte Aspekte der Außenwelt, genauer: sie ist 
ein Modell der Außenwelt. Das natürliche Medium, in dem subjektive Repräsen-
tationen aufbewahrt werden, ist das menschliche Gedächtnis. Selbstverständlich sind 
hier auch andere, künstliche Medien denkbar. In diesem Fall ist die Bezeichnung 
“subjektive” Repräsentation allerdings nicht mehr sinnvoll; hier könnte man eher von 
externer oder maschineller Repräsentation sprechen. Hinsichtlich des Bewußtheitsgra-
des von mentalen Repräsentationen ist sowohl von der Existenz direkt zugänglicher 
Elemente auszugehen als auch von solchen, die sich nur indirekt feststellen lassen und 
deren Existenz dem Individuum nicht bewußt ist. Diesen Standpunkt vertritt auch 
TERGAN (1989, p. 153), der mentale Repräsentationen definiert als “Informationen, 
die dem Bewußtsein des Informationsverarbeiters sowohl zugänglich als auch unzu-
gänglich sind” und “sowohl dauerhaft repräsentierte Informationen als auch flüchtige, 
für die kognitive Bewältigung bestimmter aktueller Situationen aktivierte bzw. gene-
rierte und dem Arbeitsgedächtnis kurzfristig verfügbare Gedächtnisinhalte” betreffen. 
Eine Abgrenzung von “Wissen” und “Repräsentation” scheint ebenso notwendig 
wie eine Klärung des Konzepts “Wissensrepräsentation”. Wissen ist als eine Samm-
lung von internen Repräsentationen zu konzipieren, die für ein Individuum zugreifbar 
und manipulierbar sind. Folgt man etwa KLUWE (1988, p. 359), handelt es sich bei 
Wissen um die “mitteilbaren Kenntnisse über Sachverhalte und Vorgänge in der Rea-
lität”. Ganz ähnlich kann man bei DÖRNER (1976, p. 26f.) nachlesen, daß der Pro-
blemlöser Wissen über den jeweiligen Realitätsbereich, eine epistemische Struktur, 
benötigt, um ein Problem zu lösen. 
Während Wissen selbst also eine Sammlung von Repräsentationen in der “Sprache 
des Gehirns” darstellt, beschäftigt sich Wissensrepräsentation dagegen mit der forma-
len Abbildung bzw. Abbildbarkeit von Wissen in einer spezifischen “Repräsentations-
sprache”. Als solche sind z.B. die in der KI-Forschung beliebten Sprachen LISP und 
PROLOG sowie die daraus abgeleiteten “Tools” anzusehen. 
PALMER (1978, p. 262) spricht von der Abbildungsfunktion der Repräsentation, die 
voraussetzt, daß man zwischen der Welt, die repräsentiert werden soll (“the represen-
ted world”), und der Repräsentation dieser Welt (“the representing world”) unter-
scheiden kann. Er nennt fünf Merkmale, die ein Repräsentationssystem klären muß: 
(1) das Aussehen der repräsentierten Welt (“Repräsentandum”), (2) das Aussehen der 
repräsentierenden Welt (“Repräsentat”), (3) die modellierten Aspekte der repräsen-
tierten Welt, (4) die Aspekte der repräsentierenden Welt, die die Modellierung 
vornehmen, und (5) die Korrespondenzen zwischen beiden Welten. PALMER macht 
zugleich darauf aufmerksam, “that one cannot discuss representation without consi-
dering processes” (1978, p. 265). Dies ist insofern von zentraler Bedeutung, als erst 
die Festlegung von Operationen, die auf eine Repräsentation angewendet werden 
können, sicherstellt, welche Informationen aus dieser Repräsentation gezogen werden 
können. So kann etwa eine interne Repräsentation geometrischer Figuren in Form von 
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numerischen Umfangsangaben vorliegen, die Antwort auf die Frage aber, welche Fi-
gur größer sei, davon abhängen, ob die Operation “größer als” bekannt ist. Ist sie es 
nicht, kann aus dieser Repräsentation nicht die gewünschte Information abgeleitet 
werden. Dies scheint auf den ersten Blick trivial, ist es aber nicht: Repräsentationen 
ohne Prozesse sind bedeutungslos. 
Spricht man über interne Repräsentationen, müssen also zwei Aspekte unterschie-
den werden: (1) das Format der Repräsentation und (2) die darauf operierenden Pro-
zesse (vgl. RUMELHART & NORMAN, 1985, 1988). Nimmt man z.B. für dynamische 
Systeme mit numerischen Größen als Repräsentationsformat Zahlen an, so sind die 
hiervon zu unterscheidenden Prozesse die zugelassenen arithmetischen Operationen 
(dies kann eine Teilmenge der möglichen arithmetischen Operationen sein). Obzwar 
die beiden Aspekte “Format” und “Prozeß” nicht voneinander losgelöst betrachtet 
werden können, müssen sie auf der Ebene der Theorienbildung voneinander unter-
schieden werden. 
Ausgehend von kritischen Bemerkungen von ENGELKAMP & PECHMANN (1988) 
beschäftigt sich HERRMANN (1988) mit einer “Minimalexplikation des Ausdrucks 
´mentale Repräsentation´”. Zu dieser gehört – so HERRMANN – ein Repräsentan-
dum a, ein Repräsentat b und eine (unumkehrbare) Repräsentationsfunktion R. Von 
einer so gefaßten Klasse von Repräsentationen soll eine Teilmenge “mental” heißen, 
bei der es “sich um Repräsentate für Individuen, für einzelne Menschen, für jeweils 
singuläre informationsverarbeitende Systeme o. dgl. handelt” (HERRMANN, 1988, p. 
163). Über die Natur der Repräsentanda sagt HERRMANN, daß man mindestens fol-
gende drei Klassen unterscheiden solle: (1) Repräsentanda als Observablen; 
(2) Repräsentanda als mentale Sachverhalte: das Repräsentandum ist nur mental vor-
handen bzw. bezieht sich auf mentale Vorgänge; (3) Repräsentanda als “überindividu-
elle Gebilde”: hierbei handelt es sich um “historisch-gesellschaftlich-kulturelle 
Makro-Phänomene, deren ontologischer Status außerordentlich diffizil ist” (p. 164). 
Anstelle des Begriffs “Repräsentationsformat” schlägt HERRMANN vor, in den Fäl-
len, in denen die Abbildungsrelation R nicht interessiert, lieber von einem “Informa-
tionsformat” zu reden. 
Wie kommt man nun auf empirischem Weg an die mentalen Repräsentate heran? 
Zwei Wege, die HERRMANN (1988) diskutiert, betreffen (a) das Verfahren der Intro-
spektion und (b) die Verwendung der Plausibilitätsheuristik, wonach man die Er-
schließbarkeit derartiger Repräsentate aus bestimmten Verhaltensweisen postuliert 
(z.B. – so HERRMANN – sehen wir die Verlegenheit unseres Gegenübers und unter-
stellen die Existenz des Repräsentats “Schamgefühl”). Beide Wege sind gleich proble-
matisch.  
Daß man bei der Diskussion über Repräsentation nicht zwangsläufig auf Software-
Tools zu sprechen kommen muß (wie dies etwa bei OPWIS & LÜER, im Druck, ex-
tensiv der Fall ist), macht HERRMANN ebenfalls deutlich: 
“Wieweit wird das berechtigte software-spezifische Sprechen über Repräsentatio-
nen aus Gründen der Wissenschaftsmode von Psychologen für ihre eigenen 
Zwecke übernommen – auch dort, wo dies fragwürdig ist?” (p. 167). 
SHANON (1987) argumentiert, daß Repräsentationen nicht die Grundlage kognitiver 
Aktivitäten seien, wie es etwa auch bei Tergan zu lesen ist, sondern deren Ergebnis. 
So verweist er z.B. auf Kontexteffekte, die am Verständnis der semantischen Reprä-
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sentation der wörtlichen Bedeutung als primärer Datenquelle Zweifel aufkommen las-
sen. Vielfach sei die Bedeutung im übertragenen Sinn (also die Pragmatik) vorrangig 
vor der Semantik. Ein zweiter Aspekt ist die Unterscheidung von Medium und Nach-
richt: wie will man etwa die Information kodieren, in welcher Sprache eine bestimmte 
Aussage gemacht wurde (auch andere Aspekte des Mediums zählen hierzu wie etwa 
Intonation, Lautstärke, etc.)? Würde man für alle diese Merkmale zusätzliche 
Markierungen in der semantischen Repräsentation vornehmen, wäre dies ein höchst 
aufwendiges Verfahren, zumal nicht bekannt ist, auf welche Merkmale überhaupt zu 
achten ist. Würde man als Alternative eine duale Kodierung von Nachrichteninhalten 
und Medienaspekten anstreben, würde sich das Problem stellen, daß beide nicht scharf 
voneinander trennbar sind: ein charakteristisches Merkmal des Mediums (z.B. 
Lautheit) kann etwa die Nachricht sein. Während es etwa noch in der klassischen 
Studie von SACHS (1967) so zu sein schien, daß phonologische im Vergleich zur se-
mantischen Information rasch vergessen würde, zeigten Folgestudien unter natür-
lichen Bedingungen gute Behaltensleistungen auch für Oberflächenmerkmale von 
Äußerungen (vgl. MASSON, 1984). 
SHANONS Ansicht nach gibt es eine eindimensionale Ebene (präsentational ge-
nannt), auf der noch nicht zwischen Nachricht und Medium unterschieden wird, und 
die der symbolischen, repräsentationalen Ebene vorgeordnet ist. Erst diese zweite 
Ebene unterscheidet zwischen Zeichen und Bezeichnetem. Handeln in der Welt, nicht 
symbolische Referenz, ist nach SHANON die Basis für Kognition; semantische Reprä-
sentationen sind nachgeordnet. Handlungen haben im Unterschied zur semantischen 
Repräsentation nicht die Eigenschaften von Wohldefiniertheit, Symbolismus und Ab-
straktheit; konnektionistische Modelle könnten so etwas abbilden. 
“Cognitive scientists have so far focused their attention on the representational 
perspective. Rather than confining his attention to only one pole, however, the 
student of mind should study the two-way dynamics between the representational 
and the presentational, the processes that enable movement between the two po-
les as well as the maintenance operations that keep them apart, and the differen-
tial functional contexts associated with them.” (SHANON, 1987, p. 47f.). 
Ausgangspunkt der Überlegungen von LE NY (1988) ist die Tatsache, daß der Begriff 
der “Repräsentation” zwar in vielen Disziplinen verwendet wird, aber keineswegs ein-
heitlich konzipiert ist. So sucht er denn nach einem Verständnis dieses Begriffes, das 
ihn für die Psychologie brauchbar erscheinen läßt, ohne mit seinem Verständnis in 
den Nachbardisziplinen (z.B. der künstlichen Intelligenz, Logik, Neurobiologie, Lin-
guistik) in Konflikt zu geraten. Im Unterschied zu allen anderen Disziplinen verfolgt 
die kognitive Psychologie die Zielsetzung, sowohl wissenschaftlich experimentell 
vorzugehen als auch nicht unmittelbar beobachtbare Entitäten zu ihrem Gegenstand zu 
machen. Dies heißt: die kognitive Psychologie sucht nach einer exakten Repräsenta-
tion der subjektiven Repräsentationen eines Individuums.  
LE NY (1988) unterscheidet Repräsentationen ersten und zweiten Grades: Die Re-
präsentationen ersten Grades beziehen sich auf solche Abbildungen, die bei Men-
schen und unter Umständen auch bei Tieren als existent angenommen werden. Dies 
sind die natürlichen bzw. mentalen Repräsentationen. Die Repräsentationen zweiten 
Grades bezeichnet er dagegen als artifiziell bzw. wissenschaftlich, da sie beobachtbar, 
systematisiert und dem Kriterium der Wissenschaftlichkeit unterworfen sein sollen. 
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Die Existenz wissenschaftlicher Repräsentationen läßt sich nicht anzweifeln: in ana-
loger Form (Bilder, Karten, Photographien) oder in symbolischer Form (Texte, Sätze, 
Sprachen, Repräsentation in Computern) liegen sie beobachtbar vor. Die Existenz der 
mentalen Repräsentationen kann man dagegen nicht nachweisen – bis heute 
zumindest ist ein entsprechendes neurophysiologisches Substrat einer derartigen 
Repräsentation nicht vorzeigbar. Dennoch vermutet LE NY (1988, p. 115), daß 
mentale Repräsentationen mit neuralen Vorgängen identisch seien: “Die mentale 
Repräsentation R, deren Existenz man unter bestimmten Verhaltensbedingungen als 
bestmögliche Interpretation annimmt, ist identisch mit dem zerebralen Ereignis E (für 
das physiologische Meßdaten vorliegen)”. Diese Annahme erlaubt etwa die Aussage, 
daß Repräsentationen nicht notwendig bewußt sein müssen. Unterschieden wird nach 
LE NY zwischen singulären Repräsentationsereignissen und sog. Typ-Repräsentatio-
nen in Form von Repräsentationsmatrizen. Jedes Ereignis entspricht einem Aktivie-
rungszustand der Matrix. Diese Repräsentationsmatrizen sind als dauerhafte Struk-
turen konzipiert und entsprechen dem, was unter dem Etikett “Konzept”, “Prototyp”, 
“Schema”, “frame”, usw. herkömmlicherweise verstanden wird. 
Interne Repräsentationen waren im übrigen seit jeher Gegenstand der Gedächtnis-
psychologie. Über die Wirkung angesammelter Erfahrungen etwa schreibt EBBING-
HAUS (1885/1971, p. 2): 
“Dieselbe beruht darauf, daß irgendwelche Zustände oder Vorgänge sehr häufig 
bewußt verwirklicht wurden. Sie besteht in der Erleichterung des Eintritts und Ab-
laufs ähnlicher Vorgänge. Aber diese Wirkung ist nicht daran gebunden, daß nun 
die die Erfahrung konstituierenden Momente sämtlich wieder ins Bewußtsein zu-
rückkehren. [...] Der größere Teil des Erfahrenen bleibt dem Bewußtsein 
verborgen und entfaltet doch eine bedeutende und seine Fortexistenz dokumen-
tierende Wirkung.”  
Die zitierte Stelle macht deutlich, welchen Stellenwert EBBINGHAUS dem akkumu-
lierten Wissensbestand einer Person beimißt: dieser entfaltet sozusagen “im Verborge-
nen” seine Kraft und dient vor allem der Entlastung bei sich wiederholenden Vorgän-
gen (ein Vorgriff auf Schema-Theorien des Gedächtnisses). Verglichen mit den eben 
dargelegten Notwendigkeit der Spezifikation eines Repräsentationssystems erkennt 
man aber auch die mangelnde Präzision der Aussage hinsichtlich der Art der Re-
präsentation und den darauf möglichen bzw. zulässigen Prozessen. Hier sind moderne 
Gedächtnismodelle präziser. 
 
1.4 Notwendigkeit von Überlegungen zur Repräsentation dynamischer 
Systeme 
Bei LOHHAUSEN, dem Prototyp solcher Untersuchungen, bei dem Pbn in der Rolle 
eines autokratischen Bürgermeisters eine simulierte Gemeinde über den Zeitraum von 
zehn Jahren leiten sollte, heißt es über die gedächtnismäßigen Voraussetzungen, die 
von den untersuchten Personen mitzubringen waren, und über deren Wirkungen: 
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“Da allen Vpn irgendwelche kommunalen Institutionen bekannt waren, konnten sie 
in der Form von Analogieschlüssen ihre Erfahrungen und Kenntnisse über die 
Struktur von Gemeinden verwenden, um Hypothesen über die Struktur von Loh-
hausen aufzustellen.” (DÖRNER, KREUZIG, REITHER & STÄUDEL, 1983, p. 136 f.).  
In welcher Form “Erfahrungen und Kenntnisse” vorliegen und wie diese verwendet 
werden, bleibt hier und auch später unklar. Die “im Verborgenen” wirkenden Kräfte, 
die Ebbinghaus oben eindringlich schilderte, werden zwar erkannt, wie die zitierte 
Stelle zeigt, aber ihr Einfluß bleibt unberechenbar.  
Ausgangspunkt der Überlegung zur Repräsentation dynamischer Systeme ist die 
Frage, was auf seiten des Problemlösers als notwendige Voraussetzung zum Umgang 
mit einem dynamischen System anzunehmen ist, genauer: welche Formen von Fak-
ten- und Regelwissen Bestandteil einer minimalen Repräsentation sein müssen. Als 
minimale Repräsentation wird hier das einfachste Gefüge von Fakten und Regeln ver-
standen, das einen Problemlöser zum Umgang mit einem dynamischen System befä-
higt, wobei Umgang nicht nur auf die Bedeutung des erfolgreichen Umgangs reduziert 
wird, sondern jegliche Form von Wissen miteinbezieht, sowohl explizierbares als 
auch implizit vorhandenes.  
Von dynamischen Systemen zu sprechen heißt zunächst eine Angabe darüber zu 
machen, was unter einem derartigen System zu verstehen ist. Kennzeichnend für den 
derzeit defizitären Wissensstand über dieses Thema ist die Tatsache, daß schwierig-
keitsbestimmende Merkmale dynamischer Systeme nicht eindeutig identifiziert sind. 
Meist wird nur pauschal von der hohen Komplexität und Vernetztheit, gelegentlich 
auch von der Eigendynamik dynamischer Systeme gesprochen, ohne daß Details darü-
ber bekannt wären. Mit dem in dieser Arbeit verfolgten Ansatz einer Systematik von 
Systemeigenschaften und der Untersuchung des Einflusses dieser Eigenschaften auf 
den Identifizierungs- wie auch Steuerungsprozeß durch einen Pbn läßt sich vielleicht 
diesbezüglich ein Erkenntnisfortschritt erzielen. Ddarüber wird weiter unten berichtet 
werden (vgl. Kapitel 4 und 5). Entscheidend ist jedoch erst einmal die Möglichkeit, 
dynamische Systeme präzise (d.h. formal) beschreiben zu können.4 Hierzu steht z.B. 
die Theorie multivariater autoregressiver Prozesse zur Verfügung, die eine bestimmte 
Klasse dynamischer Systeme formal beschreibt (vgl. FUNKE & STEYER, 1985). 
Diese werden gelegentlich auch als Strukturgleichungsmodelle bezeichnet (siehe 
oben, Kapitel 1.2).  
Hat man also die Möglichkeit zu einer präzisen Beschreibung dynamischer Systeme 
(vgl. HÜBNER, 1989), ergibt sich hieraus auch ein Anknüpfungspunkt für die Reprä-
sentationsproblematik. Das formale Beschreibungssystem ist nämlich zugleich ein 
mögliches Modell – eine “objektive Repräsentation” – für die subjektive Repräsenta-
tion eines dynamischen Systems durch einen Pb. Es ist ein normatives Modell inso-
fern, als nunmehr Abweichungen zwischen der subjektiven und der objektiven Reprä-
sentation untersucht werden können. Zugleich bietet sich ein Ansatz für eine kognitive 
Repräsentationstheorie, die sich vor allem dem Aufbau und der Modifikation sub-
jektiver Modelle über die objektive Systemstruktur widmet. Derartige normative Vor-
                                                           
4
 Hier wird dem von PALMER (1978) angesprochenen Argument Rechnung getragen, daß 
zunächst einmal die Objekte und deren Relationen in der zu repräsentierenden Welt geklärt sein 
müssen, ehe man sich an die Modellierung dieser Welt begibt. 
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stellungen beziehen sich im Fall der multivariaten AR-Prozesse zunächst einmal auf 
die strukturelle Beschreibung durch Variablen und Parameter. Aber auch für die pro-
zessuale Beschreibung werden normative Modelle bereitgestellt: für die Schätzung 
der Parameter von Strukturgleichungsmodellen etwa in Form der Regressionstheorie, 
wobei hier neben der üblichen simultanen Parameterschätzung auch die adaptive Va-
riante der Parameterschätzung in Form von Kalman-Filtern von besonderer Bedeu-
tung ist. 
Die unten ausführlicher vorgestellte bivariate Repräsentationshypothese ist eine 
Hypothese über die denkbar einfachste Repräsentation eines Zusammenhangs zwi-
schen mehreren Variablen. Sie geht davon aus, daß sich auch komplexe Vernetzungen 
auf bivariate Hypothesen über den Zusammenhang zwischen je zwei Variablen redu-
zieren lassen. Daß daraus unter bestimmten Bedingungen komplexere Repräsentatio-
nen “synthetisiert” werden können, wird gezeigt werden. Weiterhin soll skizziert wer-
den, wie die bivariate Repräsentationshypothese empirisch zu überprüfen ist. 
Schließlich geht es darum, welche Möglichkeiten der Wissensdiagnostik sich aus 
den getroffenen Repräsentationsannahmen ableiten lassen. Diagnostische Zugänge 
können ja erst unter Bezugnahme auf derartige Repräsentationsannahmen gerechtfer-
tigt werden, da jeder diagnostische Akt, den wir als sinnvoll bezeichnen würden, die 
potentielle Existenz des zu diagnostizierenden Merkmals impliziert. Wenn also 
Wissen diagnostiziert werden soll, muß vorher bekannt sein, in welcher Weise dieses 
Wissen strukturiert sein könnte. Solcherart Annahmen werden durch Repräsentations-
hypothesen getroffen, die zugleich die Grundlage für Prozeßhypothesen abgeben.  
Bevor auf diese Repräsentationsannahmen im Kontext der eigenen Forschungsar-
beiten näher eingegangen wird, soll im nächsten Kapitel zunächst einmal ein kurzer 
Überblick über bisherige Modellvorstellungen und empirische Befunde zum Umgang 
mit dynamischen Systemen gegeben werden. 
 
1.5 Zusammenfassung 
Seit den 70er Jahren haben unter dem Titel “Komplexes Problemlösen” computersi-
mulierte Szenarien verschiedenster Art Einzug in die kognitionspsychologisch orien-
tierte Laborforschung gehalten. Damit sollen Prozesse untersuchbar gemacht werden, 
wie sie beim Umgang von Menschen mit komplizierten technischen Einrichtungen 
auftreten und häufig erst in ihrer negativen Form – in Form von menschlichem Versa-
gen – der Öffentlichkeit bekannt werden. Mit den simulierten Szenarien werden Pro-
blemtypen repräsentiert, die sich auszeichnen durch die Komplexität der Situation, ih-
rer Intransparenz, der Abhängigkeiten zwischen den beteiligten Einflußgrößen, der Ei-
gendynamik des Systems und der polytelischen Struktur der Entscheidungssituation. 
Trotz aller Begeisterung über die Eröffnung eines neuen Phänomenbereichs, die sich 
u.a. in der Vielzahl der konstruierten Simulationssysteme niederschlägt, bleiben zen-
trale Probleme bislang ungelöst. Hierzu zählen das Theorie-Problem, verantwortlich 
für gelegentlich anzutreffende Schrotschüsse in der Datenerhebung, das Taxonomie-
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Problem, verantwortlich für die weitgehende Unverbundenheit der erzeugten Systeme 
und die geringe Vergleichbarkeit von Untersuchungen, sowie das Meßproblem, ver-
antwortlich für die oftmals ungeklärte Reliabilität und Validität von ausgewählten In-
dikatoren. Um das verwendete “Reizmaterial” in seiner allgemeinen Form verständ-
lich zu machen, wird das Konzept eines dynamischen Systems aus Sicht der 
Systemtheorie dargelegt und unter dem Aspekt der Identifikation und Regelung 
behandelt. Von dort geht es im nächsten Schritt zur Frage der gedächtnismäßigen 
Repräsentation dynamischer Systeme, deren Klärung die notwendige Voraussetzung 
für eine modellgeleitete Wissensdiagnostik liefert. 
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2 Bisherige Modelle und Befunde zum 
Umgang mit dynamischen Systemen 
Die Untersuchung des Umgangs von Menschen mit dynamischen Systemen begann 
keineswegs erst mit den Arbeiten von DÖRNER. Bereits in den 50er Jahren wurde et-
wa von RAY (1955) der Begriff “complex problem solving” verwendet. Bereits da-
mals interessierten die Modellvorstellungen, die etwa bei Fehlersuchprozessen hand-
lungsleitend waren. Doch die Untersuchungen waren eher unsystematisch angelegte 
Beobachtungen oder aber auf wenig komplexe, in der Regel nicht dynamische Syste-
me bezogen. Dynamische Systeme wurden im Bereich der Tracking-Forschung ein-
gesetzt (vgl. POULTON, 1973): Neben Untersuchungen zu Verfolgungsreaktionen auf 
einzelne Sprünge im zu verfolgenden Signal wurden derartige Reaktionen analysiert 
bei deterministischen wie nicht-deterministischen Mehrfachsprüngen, bei rampenför-
migen Verläufen, wo nach einer Phase mit konstantem Signal eine zweite Phase mit 
linearem Anstieg folgt, oder auch bei sinusförmigen Verläufen regulärer wie nicht-
regulärer Art. Das Steuern von Kraftfahrzeugen wie von Flugzeugen wurde allerdings 
nicht aus einer kognitionspsychologischen Sicht heraus untersucht, sondern aus der 
Sicht der Motorik: “Tracking is concerned with the execution of accurate movements 
at the correct time” (POULTON, 1973, p. 3). 
Im Unterschied dazu spielt die Bewegungskomponente bei den hier angesprochenen 
dynamischen Systemen der Problemlöseforschung kaum eine Rolle: wesentlich wich-
tiger zur Bewältigung der gestellten Aufgaben und Probleme sind kognitive Prozesse, 
die auf der Aufnahme, Speicherung und Verarbeitung des semantischen Aspekts von 
Informationen beruhen. Dies steht im Gegensatz zu informationstheoretisch begründe-
ten Studien, die den strukturellen Aspekt von Informationsverarbeitungsprozessen un-
tersuchen. Diese unterschiedliche Akzentuierung von formalen bzw. inhaltlichen Ge-
sichtspunkten spiegelt sich auch in der jeweiligen Verwendung solch zentraler 
Begriffe wie “Information” bzw. “Wissen” wider. Die Problemlöseforschung der An-
fangszeit war jedenfalls stärker an formalen Aspekten interessiert (vgl. UECKERT, 
1975), während seit einiger Zeit die semantisch reichen Problemstellungen in den 
Vordergrund geraten sind, wie dies etwa in Untersuchungen von Experten einer be-
stimmten Domäne sichtbar wird. Einige wenige Vorläuferstudien sollen zu Beginn 
dieses Kapitels erwähnt werden, bevor danach auf neuere Arbeiten zum Umgang mit 




Die Idee, Menschen nicht nur beim Bearbeiten von isolierten Teilaufgaben zu beob-
achten, sondern die Komplexität ihrer Problemlösungen durch komplexe Problemstel-
lungen – auch im Labor – zu stimulieren, hat meines Wissens TODA (1962) bereits 
erstmals und deutlich formuliert: 
“In the real world ... man´s efficiency in coping with his environment depends not 
on how well he performs isolated tasks, but on how well he can co-ordinate 
several different functions in order to solve the problems of daily life. One way to 
study man as a problem-solver is to construct an artificial environment and 
examine the strategies used by human subjects in order to survive in this 
environment.” (p. 164). 
TODA schlägt vor, experimentelle Ein-Personen-Spiele im Sinne von “microcosms” 
zu schaffen, um mit diesem methodischen Zugang das menschliche Problemlösever-
halten untersuchen zu können. Diesem Zugang haben sich seitdem eine Reihe von 
Forschern angeschlossen. 
In einer wenig beachteten Arbeit hat KLEITER (1970) ein einfaches dynamisches 
System eingesetzt und seine Pbn in die Rolle eines Händlers versetzt, der ein Produkt 
lagert, welches verdirbt, wenn es nicht bis zum Ende der Lagerzeit verkauft wurde. 
Die Formel, nach der die Eingabevariable “Lagermenge” (a) mit der Ausgabevariable 
“Nachfrage” (z) und einer Zufallskomponente (e) verknüpft wurde, lautet: 
 zt+1 = 0.25 · (at - zt) + zt + e.     (2.1) 
Mit jeder verkauften Einheit wächst der Gewinn, nicht verkaufte Einheiten mindern 
ihn. Der Startbestand liegt bei 500. Es soll Gewinn erzielt werden. 
In einer “Optimismus”-Variante wuchs die Nachfrage gemäß obiger Formel, wenn 
mehr als im Vortakt gelagert wurde; in einer “Pessimismus”-Variante wuchs die 
Nachfrage bei gesunkener Lagermenge. Insgesamt 40 Pbn bearbeiteten diese Pro-
blemstellung für 50 Takte, davon 23 unter der Optimismus-Bedingung. 
Die Ergebnisse zeigen ein weitgehendes Versagen der Pbn unter der Pessimismus-
Bedingung. Selbst unter der Optimismus-Bedingung gelang nur eine statische Kon-
trolle, aber kein Anstieg. KLEITER erwartete, daß die Pbn zu Beginn eine Ent-
deckungsphase durchlaufen, bevor sie dann in eine Optimierungsphase zur Verbesse-
rung ihrer Strategien treten würden: “Only a few Ss reached this second phase.” 
In einer späteren Übersichtsarbeit macht KLEITER (1974) auf Ansätze der dynami-
schen Entscheidungstheorie aufmerksam, deren Hilfsmittel für die Erforschung von 
mehrstufigen Entscheidungsproblemen herangezogen werden sollten. Er zitiert Arbei-
ten aus den frühen sechziger Jahren, in denen bereits dynamische Entscheidungssitua-
tionen in psychologischen Experimenten realisiert wurden. Neben klassischen Lager-
haltungsproblemen, für die es normative Modelle gibt, schildert KLEITER (1974, p. 
107) auch ein Markoff'sches Entscheidungsproblem, das als “Taxibetrieb” eingeklei-
det ist. Der Pb ist hierbei ein Taxichauffeur, der drei Städte A, B und C befährt. In 
jeder Stadt gibt es drei Standorte (Busstation, Bahnhof, Flughafen) mit festgelegten 
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(aber vom Pb zu entdeckenden) Übergangswahrscheinlichkeiten, die den Übergang zu 
einem der verbleibenden acht Standorte regeln. Ziel ist es, den Gewinn zu steigern, 
der für die verschiedenen Fahrtziele festgelegt ist. Wenngleich die untersuchten 18 
Pbn mit je 180 Spielrunden Schwierigkeiten hatten, die Übergangsmatrix korrekt zu 
schätzen, konnte für 15 dieser 18 Pbn eine Strategie identifiziert werden, die den 
durchschnittlich erwarteten Gewinn nach Spielen vieler Runden maximiert. Drei 
andere hypothetische Strategien (kurzsichtige Maximierung des Momentan-Gewinns; 
Minimax-Strategie; “minimax regret”) konnten entsprechend selten bzw. gar nicht 
beobachtet werden. 
Die Idee einer systematischen Systemkonstruktion bzw. -variation, die der vorlie-
genden Arbeit zugrundeliegt, ist ebenfalls nicht neu. BREWER (1975) beschreibt eine 
Monte-Carlo-Studie, in der er – ausgehend vom Multiplikator-Akzelerator-Modell 
nach SAMUELSON (1939) – die Komplexität des Modells sukzessive erhöht. Die bei-
den dazu von ihm eingeschlagenen Wege, (1) Hinzufügung neuer Elemente (sowohl 
weitere Variablen als auch – bei konstant gehaltener Variablenzahl – weitere Parame-
ter) und (2) Erhöhung “sektoraler Disaggregation” (Aufsplittung eines Bereichs in 
mehrere unabhängige Teilsysteme), bewertet er im übrigen dahingehend, daß dem 
Hinzufügen neuer Elemente die weitaus wichtigere Bedeutung zukommt. Daß BRE-
WER hierunter eben nicht in erster Linie die Erhöhung der Variablenzahl versteht, 
macht folgendes Zitat deutlich: 
“Perhaps the most dramatic increases in analytic size (dies entspricht der Kom-
plexität, J.F.) come in the addition of connections between elements, and/or in al-
tering their specified relationships.” (BREWER, 1975, p. 182). 
Unter der Änderung einer Relation versteht er im übrigen Manipulationen am “degree 
of reciprocity”, also der Beziehung, die wir als wechselseitige Abhängigkeit bezeich-
nen würden. Die Bedeutung der Variablen charakterisiert er meines Erachtens tref-
fend dadurch, daß er bei steigender Variablenzahl die Möglichkeit wachsender Kom-
plexität gegeben sieht, aber selbstverständlich keinen zwingenden Zusammenhang er-
wartet (p. 193). 
Unsicherheit in formalen Systemen lokalisiert BREWER (1975, p. 183) an zwei 
Stellen: (1) Unsicherheit, die in der Spezifikation des Modells als Fehler explizit ent-
halten ist, und (2) Unsicherheit infolge von Meßfehlern. Während (1) den stochasti-
schen Charakter des Simulationsmodells betrifft, handelt es sich bei (2) um Fehler, die 
unabhängig vom spezifizierten Modell bei der Feststellung von Variablen-Ausprä-
gungen auftreten. BREWER (1975, p. 181) nennt verschiedene Eigenschaften komple-
xer Systeme, die sehr an diejenigen erinnern, die in psychologischen Arbeiten über 
dieses Thema auftauchen, so z.B. “number of elements” (Anzahl beteiligter Varia-
blen), “forms of relationships” (Art der Vernetzung), “degrees of interconnection” 
(Vernetztheit), “rates of change” (Dynamik bzw. Eigendynamik) sowie “uncertainty” 
(Unsicherheit bzw. Intransparenz). Daß Menschen mit komplexen Systemen nicht gut 
umgehen können, ist für ihn selbstverständlich: 
“Man's limited intellectual apparatus ... prompts him to seek simple ordered regula-
rity. His images are poor proxies for behavioral reality. His analyses frequently re-
flect these defective images; unfortunately so too do his policies.” (p. 193). 
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Diese früh geäußerten Vorstellungen zur systematischen Systemkonstruktion von 
Brewer finden ihren aktuellen Niederschlag in Forderungen etwa von MACKINNON 
und WEARING (1985) oder auch von HÜBNER (1989). 
Ein weiterer Vorläufer ist METLAY (1975). Er wählt das Verfahren der Computer-
simulation, um bestimmte Eigenschaften komplexer Systeme genauer untersuchen zu 
können. Folgende Prämissen legt er seiner Arbeit zugrunde: (1) ein System kann in 
Form eines simultanen Gleichungssystems beschrieben werden; (2) es liegt komplet-
tes Wissen über Ursache-Wirkungs-Zusammenhänge in diesem System vor; (3) die 
beschriebenen Systemzusammenhänge bleiben über die Zeit hinweg stabil und es 
kommen keine weiteren Variablen hinzu; (4) die Abhängigkeiten lassen sich in li-
nearer Form darstellen; (5) es gibt keine gleichzeitige Kausation, d.h. eine Ursache ist 
einer Wirkung immer zeitlich vorgeordnet, die Wirkung tritt nicht gleichzeitig ein. 
Hiervon ausgehend konstruiert er für eine erste Untersuchung sechs verschiedene 
Varianten eines Systems mit zehn Variablen, die sich durch unterschiedliche Vernet-
zungsgrade zwischen den Variablen auszeichnen. Ausgangspunkt dieser Variation ist 
die Überlegung, wie sich unterschiedliche Grade von Fehlspezifikationen – die 
Abweichungen betragen 1, 2, 4, 8 bzw. 16 Prozent der Konnektionen – eines 
(bekannten) Modells auswirken. Die erste der sechs Varianten bildet das Aus-
gangsmodells, von dem die übrigen fünf Varianten nun zunehmend abweichen. Für 
alle sechs Varianten sind die Strukturgleichungen angegeben. Die Konnektivi-
tätsmatrizen (Q-Matrizen; jede Zelle dieser quadratischen Matrizen erhält dort eine 
Eins, wo zwei Variablen in Zusammenhang miteinander stehen, ansonsten eine Null) 
dieser sechs Systeme werden nun dazu herangezogen, die zeitliche Entwicklung der 
Systeme zu vergleichen. Zu diesem Zweck werden die Q-Matrizen schrittweise 
potenziert, jede Potenzierung spiegelt die Auswirkungen der Abhängigkeiten 
zwischen den Systemvariablen wider z.B. durch die Anzahl der Nullzellen in den 
Matrizen. Sind zum Zeitpunkt t=0 noch viele Nullzellen vorhanden, verschwinden 
diese bei stark vernetzten Systemen schon nach wenigen Potenzierungen (bei drei der 
sechs Varianten sind nach vier Takten bereits alle Zelleinträge ungleich Null). Daraus 
wird deutlich, daß geringe Fehler sich erst über längere Zeitstrecken bemerkbar 
machen, stärkere dagegen bereits in allerkürzester Zeit. 
In einer zweiten von METLAY (1975) berichteten Untersuchung konstruiert der Au-
tor ein System mit 15 Variablen, das aus drei dekomponierbaren Teilen besteht (vgl. 
die Ähnlichkeit zu den von KLUWE verwendeten Systemen SIM00X). Auch hiervon 
wurden wieder sechs Varianten – ein Ausgangsmodell und fünf Fehler-Modelle – er-
zeugt. Daran lassen sich die geschilderten Effekte erneut demonstrieren. Sein pessimi-
stischer Schluß (bezogen auf die Komplexität sozialer Systeme): 
“We could argue that in the face of having to act, our intuition may be our best 
guide. In such an instance our only guarantor may be faith, a belief, often contra-
dicted by history, in our innate ability to choose correctly. We have to resort to 
'faith', to the same kind of courageous fatalism which JAMES counseled: Be strong 
and of good courage. Act for the best, hope for the best, and take what comes ....” 
(METLAY, 1975, p. 250). 
Der JAMES'sche couragierte Fatalismus könnte geradezu die Leitlinie eines erfolg-
reichen Bürgermeisters von LOHHAUSEN sein – oder ist dies nicht “Selbstsicher-
heit”? Auch die von DÖRNER (1989b) geforderte Verwendung von Intuition und dem 
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“gesunden” Alltagsverstand ist hier bereits angelegt, allerdings mit deutlich anderer 
Bewertung ... 
Zusammenfassend kann aus dieser Erinnerung an Vorläuferarbeiten festgehalten 
werden: Problemlöseforscher haben bereits in den 60er und 70er Jahren Komplexität 
ins psychologische Labor geholt, indem sie mit simulierten Szenarien arbeiteten. 
Auch der Gedanke an systematische Vorgehensweisen bei der Konstruktion von 
Systemen ist damals schon diskutiert worden. 
2.2 Dynamische Systeme in nationaler Forschung 
Nachfolgend wird eine Übersicht über aktuelle Arbeiten zum Thema “Umgang mit 
dynamischen Systemen” gegeben. Hierbei wird zunächst im vorliegenden Teilkapitel 
2.2 auf die deutschsprachigen Arbeiten einzugehen sein, bevor dann in Teilkapitel 2.3 
über Forschungsergebnisse auf internationaler Ebene berichtet wird. Diese Art der 
Gliederung trägt der Tatsache Rechnung, daß sich an verschiedenen Orten jeweils 
Traditionen ausgebildet haben, die über längere Zeit hinweg und von verschiedenen 
Forschern in jeweils homogener Form verfolgt werden. 
2.2.1 Arbeiten der Bamberger Arbeitsgruppe (DÖRNER) 
Die Arbeiten der Bamberger Arbeitsgruppe um Dietrich DÖRNER sind die wohl be-
kanntesten auf diesem Feld. Sowohl die frühen Studien (z.B. DÖRNER & REITHER, 
1978) als auch die häufig zitierte LOHHAUSEN-Studie (vgl. DÖRNER, KREUZIG, 
REITHER & STÄUDEL, 1983) sollen hier allerdings nicht nochmals referiert werden 
(vgl. deren Darstellung z.B. bei FUNKE, 1988, oder bei HUSSY, 1984). Einzugehen 
ist auf neuere Arbeiten wie die KÜHLHAUS-Studie (REICHERT & DÖRNER, 1988), 
auf die in seiner Monographie (DÖRNER, 1989b) berichteten Überlegungen und auf 
die allgemeinen Rahmenvorstellungen (DÖRNER, SCHAUB, STÄUDEL & STROH-
SCHNEIDER, 1988).  
Beim KÜHLHAUS-System von REICHERT und DÖRNER (1988) müssen Pbn mit-
tels eines Steuerhebels (u) die Temperatur des Lagers (r) auf eine vorgegebene Größe 
einregeln, wobei noch die Außentemperatur (s) und ein Verzögerungsfaktor (v) von 
Bedeutung sind. Das System folgt zwei Gleichungen (vgl. REICHERT, 1986):  
 rt  = rt-1 + (st - rt-1) · 0.1 - qt-1,      (2.2) 
 qt = (rt-v - ut) · 0.3.      (2.3) 
In ihrer Untersuchung hatten 54 studentische Pbn Gelegenheit zu je 100 Eingriffen. 
Ihnen wurde mitgeteilt, daß die automatische Temperaturregelung defekt und mensch-
liche Kontrolle notwendig sei, um die Lebensmittel vor dem Verderben zu schützen. 
Nur ca. 20% der Pbn waren erfolgreich. Die Hauptschwierigkeit für die Pbn 
resultierte aus der Zeitverzögerung der nichtlinearen Funktion, die die Eingaben des 
Pbn mit der Systemreaktion verknüpft. Nur wenige Pbn erkannten diese Verzögerung 
und planten vorausschauend, während andere Pbn ihre Eingriffe vom unmittelbar 
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vorangegangenen Feedback abhängig machten. Unter den als guten Problemlösern 
qualifizierten Pbn gab es Fälle, wo trotz erfolgreicher Steuerung keine Verbalisierung 
der benutzten Regeln möglich war. 
REICHERT und DÖRNER entwickelten für das KÜHLHAUS eine “Simulation der 
Simulation”, d.h. ein psychologisches Modell, das den Umgang mit dem Simulations-
system beschreibt und dessen Verhalten von demjenigen realer Pbn kaum zu unter-
scheiden war. Dies ist allerdings eine Frage der Kriterien, die angelegt werden. Mei-
nes Erachtens ist mit diesem Vorgehen noch nicht viel gewonnen: Das Kriterium der 
empirischen Adäquatheit ist eine Variante des “protocol-trace”-Vergleichs – für eine 
experimentell arbeitende Wissenschaft ein m.E. zu schwaches Kriterium. 
Die bisherigen Untersuchungen dieser Arbeitsgruppe haben zur Aufdeckung einer 
Liste typischer “Verhaltensdefizienzen” beim Umgang mit komplexeren Systemen 
geführt. Hierzu gehören: (1) Fehler bei der Ausarbeitung und Anwendung von Opera-
tionen (“Entscheidungsverhalten”), (2) Fehler bei der Organisation der Behandlung 
einzelner Teilprobleme (“Selbstorganisation”), (3) Fehler bei der Konstruktion des in-
ternen Modells des in Frage stehenden Realitätsbereiches (“Hypothesenbildung”) so-
wie (4) Fehler beim Umgang mit Zielen (“Zielbehandlung”). Die in diesen Fehlern 
sichtbare “Logik des Mißlingens” entsteht durch das Zusammenspiel kognitiver und 
emotional-motivationaler Prozesse. 
Ziel der Bamberger Arbeitsgruppe ist jedoch nicht ein Aufzeigen dieses Versagens 
von Menschen beim Umgang mit komplexen Systemen, sondern “vielmehr die Erfor-
schung der Regelmäßigkeiten und Gesetze im Zusammenhang der verschiedenen kog-
nitiven, emotionalen und motivationalen Prozesse, die wir bei unseren Vpn beobach-
ten können.” (DÖRNER et al., 1988, p. 219). In einer neueren Arbeit legen DÖRNER, 
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Abb. 2.1: Veranschaulichung der Prozeduren (doppelt umrandet) und Struk-
turen (einfach umrandet) des Handlungsregulationsmodells (aus 
DÖRNER et al., 1988, p. 223). 
32  Bisherige Modelle und Befunde 
 
gemeine Struktur eines handlungsregulierenden Systems dar, genauer gesagt die “con-
straints”, denen dieses System unterworfen ist. 
Ausgangspunkt der Rahmenvorstellungen sind Architektur-Fragen: die unterstellte 
Gedächtnisstruktur “muß” als “Tripel-Netzwerk” aufgebaut sein, das aus drei “netz-
werkartig-verschachtelten Hierarchien” (sensorisch, motorisch, motivatorisch) be-
steht. Diese drei Netzwerke stehen natürlich nicht isoliert nebeneinander, sondern sind 
untereinander verbunden. Neben dieser Netzwerk-Annahme betrifft eine zweite 
Grundannahme das Konzept der Absicht. Absichten bilden die zentralen Einheiten der 
Analyse von Handlungsregulationsprozessen; sie stellen eine Bündelung von 
Elementen der drei verschiedenen Netzwerke dar, eine “zeitweilige Strukturierung 
von Gedächtnisinhalten”. Einzelnen Absichten sind verschiedene Eigenschaften zu-
geordnet (z.B. Geschichte, Wichtigkeit, Zeitperspektive, Zeitbedarf, 
Erfolgswahrscheinlichkeit, Kompetenz). 
Unterschieden werden im Modell der Handlungsregulation Prozeßinstanzen (“Pro-
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Abb. 2.2:  Die interne Struktur von PROMINT als Flußdiagramm (aus 
DÖRNER et al., 1988, p. 225). 
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Strukturen sind der Abb. 2.1 (S. 36) zu entnehmen. 
GENINT (“generate intentions”) ist für die Bildung von Absichten verantwortlich, 
die unter Berücksichtigung der augenblicklichen Gesamtsituation einen Mangelzu-
stand beseitigen sollen.  
SELECTINT (“select intention”) wählt aus der Vielzahl möglicher Absichten eine 
“aktuelle” aus, wobei dieser Auswahlmechanismus “sehr kompliziert” ist und darüber 
hinaus durch laterale Inhibition eine herrschende Absicht vor allzu leichter Verdrän-
gung schützt. 
PROMINT (“promote intention”) ist “quasi das kognitive 'Herzstück'” der Theorie 
und behandelt die ausgewählten Absichten. Die interne Struktur dieser Instanz ist in 
Abb. 2.2 (S. 37) wiedergegeben, die im übrigen der bei DÖRNER (1976, p. 48) darge-
stellten Organisation der heuristischen Struktur ähnelt. 
Liegen für eine Situation bereits fertig gespeicherte Handlungsvollzüge vor, können 
diese automatisch abgearbeitet werden, andernfalls kommen die höheren kognitiven 
Prozesse ins Spiel, als da wären “interpolatives Planen” und “synthetisches Planen”. 
Bei Mißerfolg ist das System zu Selbstreflexion fähig (vgl. Abb. 12 in DÖRNER, 
1976, p. 48). 
HYPERCEPT (“hypothesengeleitete Perzeption”) ist “quasi der Wahrnehmungsappa-
rat des Systems”, der für die räumliche und zeitliche Orientierung zuständig ist. Sein 























Abb. 2.3:  Die von den Instanzen erzeugten Parameter, die emotionale Signale 
darstellen (aus DÖRNER et al., 1988, p. 229). 
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Umgebung abgetastet wird. Die dort entdeckten Objekte werden identifiziert und ihre 
Konstellation im Raum festgestellt. Das Ergebnis dieses Prozesses wird als ephemere 
Gedächtnisstruktur ... abgelegt.” (p. 226). Automatisch (!) wird ein “Protokollge-
dächtnis” angelegt, aus dem sich der “Erwartungshorizont” des Systems ableitet. Ab-
weichungen zwischen erwartetem und aktuellem Umgebungszustand führen zum 
Erleben bestimmter Emotionen (Staunen, Schreck, Angst, Furcht und Hoffnung). 
Gleiches gilt für die Menge der Absichten, die den “Gesamtabsichtsdruck”, den 
“motivationalen Dampf” des Systems ausmacht. Abb. 2.3 veranschaulicht die für die 
Entstehung von Emotionen wichtigen Abläufe des Systems. 
In diesem System sind Teufelskreise beschreibbar, so etwa zwischen SELECTINT 
und PROMINT: bei hohem Zeitdruck sinkt die Kompetenz, wodurch die Absichtsge-
wichte verändert werden und daher neue Absichtsauswahlen entstehen, usw. 
Wie ist nun diese Modellvorstellung, die hier nur kurz dargelegt werden konnte, zu 
bewerten? Handelt es sich um eine Theorie, die Phänomene erklärt und die Ableitun-
gen erlaubt? Was ist zu der mentalistischen Begrifflichkeit zu sagen, etwa zur Konta-
mination von Handlungs- und Systemkonzepten (vgl. HERRMANN, 1982)? Die men-
talistische Begrifflichkeit wird von den Autoren selbst thematisiert:  
“Wir haben hier informationelle Parameter mit Namen wie 'Furcht /Hoffnung', 
'Unbestimmtheit', 'motivationaler Dampf', etc. belegt. Diese Parameter sind bere-
chenbare Größen, die die Arbeit des Systems steuern und modifizieren. Wir halten 
unsere mentalistische Namensgebung aber deshalb für berechtigt, weil wir anneh-
men, daß das subjektive Wahrnehmen dieser Parameter und ihrer Veränderungen 
in der Zeit durch Menschen die Qualität emotionalen Erlebens hat.” (DÖRNER et 
al., 1988, p. 231).  
Diese Bemerkungen können nicht darüber hinwegtäuschen, daß mit der gewählten 
Begrifflichkeit ein “surplus meaning” verbunden ist, das psychologischen Gehalt sug-
geriert. Das Anliegen der Arbeitsgruppe – Implementation der Theorie auf einen 
Rechner – ist begrüßenswert, umso fragwürdiger ist es aber, die dort erreichbare 
Präzision durch umgangssprachliche Etikettierungen zu verwischen. 
Damit kommen wir zu einem anderen Aspekt der Bewertung: erklärt die Theorie 
Phänomene, erlaubt sie Ableitungen? In der vorgelegten Form lautet die Antwort: 
nein! Um dieses “nein” besser zu begründen, habe ich aus der zitierten Arbeit einmal 
gesetzesmäßige Aussagen (“... unser Hauptziel ist ... die Erforschung der Regelmäßig-
keiten und Gesetze ...”, p. 219) gesammelt. Hier ein Ausschnitt: 
(G1) Wenn ein sensorisches Schema aktiv ist, dann kann ein motorisches Aktions-
programm aktiviert werden (p. 220; jedoch auch ohne sensorische Schemata ist 
motorische Aktivation denkbar, p. 221). 
(G2) Wenn ein Ereignis stattfindet, welches einen Mangelzustand beendet, dann ist 
der Zielzustand erreicht (p. 221; die Aussage ist im Text genau umgekehrt for-
muliert: ist der Zielzustand erreicht, müßte ein Ereignis stattgefunden haben, 
welches ...). 
(G3) Je drängender ein zugrundeliegender Mangelzustand, desto wichtiger die damit 
verbundene Absicht (p. 222). 
(G4) Wenn für einen Mangelzustand mehrere möglichen Zielzustände existieren, 
dann wird derjenige gewählt, der am leichtesten erreichbar ist (p. 224). 
(G5) Je höher die epistemische Kompetenz, desto genauere Kompetenzeinschätzun-
gen und desto zuverlässigere Zeitschätzungen erfolgen (p. 224). 
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(G6) Wenn Erwartungshorizont und Umgebungsbild nicht passen, dann werden 
Emotionen ausgelöst (p. 227). 
(G7) Je häufiger SELECTINT Absichten neu rangieren und auswählen muß, desto 
labiler und sprunghafter wird die Arbeit des gesamten Systems (p. 229). 
(G8) Je mehr Absichten sich in der Zeit drängen, desto stärker wird der Zeitdruck 
für das System (p. 230). 
(G9) Je besser die Qualität des Datenmaterials, desto besser die Qualität der Ab-
sichtsbehandlung (p. 230). 
(G10) Je besser die Qualität der Absichtsbehandlung, desto besser die Qualität des 
Datenmaterials (p. 230). 
Die zehn ausgewählten Gesetzmäßigkeiten erweisen sich zum Teil als sehr schwache 
Aussagen (z.B. läßt das “kann” bei G1 viel zu), zum Teil als Definitionen (z.B. G8), 
zum Teil als schlichte Korrelationsaussagen (z.B. G9 und G10), zum Teil implizieren 
sie einfach die Rationalität des Systems (z.B. G4). Zu dieser Art von Aussagen finden 
sich kritische Anmerkungen etwa bei BRANDTSTÄDTER (1982), aber auch bei 
HOLZKAMP (1986). 
Natürlich gibt es weitere Fragen, die sich bei Betrachtung dieses Modells stellen. 
Um die formulierten Gesetzesaussagen zu empirisch gehaltvollen Sätzen zu machen, 
muß z.B. die Indikatorproblematik behandelt werden. Dazu ist zu klären, wie etwa 
Größen wie “Erwartungshorizont”, “Umgebungsbild”, “Qualität der Absichtsbehand-
lung” empirisch erfaßt werden können. Für das Kompetenzkonstrukt z.B. (vgl. Aus-
sage G5) hat STÄUDEL (1988) einen Fragebogen vorgestellt, von dem allerdings nicht 
zu erwarten ist, daß er die höchst flüchtigen Prozesse (die ja wohl als state-Variablen 
zu verstehen sind) verläßlich einfangen kann. Dies ist zugleich ein Hinweis darauf, 
daß die Implementationen der Modellvorstellungen auf einem Rechner nicht reicht, 
um aus den Vorstellungen eine Theorie über empirische Sachverhalte zu machen: da-
mit kann allenfalls die logische Struktur der Aussagen – ihre Widerspruchsfreiheit - 
überprüft und zugleich das dynamische Verhalten dieser aufeinander bezogenen und 
zeitlich voneinander abhängigen Aussagen demonstriert werden, aber nicht mehr. Die 
empirische Prüfung wird durch das Vorlegen eines Simulationsmodells nicht suspen-
diert (vgl. KAISER & KELLER, 1991). 
Ein letzter Kritikpunkt zu diesem Modell bezieht sich auf die Art der Modellbil-
dung: soweit erkennbar, handelt es sich um ein eher mathematisch-numerisches 
Variablenmodell (einzelne formale Parameter in Gleichungen nehmen irgendwelche 
Werte an) im Unterschied zu “echten” Computersimulationsmodellen, die nicht mit 
kontinuierlichen Zahlen, sondern mit Bedeutungen operieren. LÜER und SPADA 
(1990, Kap. 3.2.3) sehen die erstgenannte Vorgehensweise als zu wenig flexibel an, 
da bei ihr die Modellierung von Lernmechanismen (im Sinne der Übertragung auf 
unterschiedliche inhaltliche Bereiche) fehle, wie sie in adaptiven, sich selbst 
modifizierenden Produktionssystemen etwa abgebildet werden könnte, die sich die Si-
mulationsmodelle der zweiten Phase nutzbar machen. Daß diese von LÜER und 
SPADA bevorzugte Vorgehensweise jedoch auch Grenzen hat, wird beim Blick auf 
die empirische Überprüfung deutlich. 
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 2.2.2 Arbeiten der Bayreuther Arbeitsgruppe (PUTZ-OSTERLOH) 
PUTZ-OSTERLOH (1987) interessiert die Frage, inwiefern Expertise den Umgang mit 
intransparenten Problemen verbessert. Zu diesem Zweck untersuchte sie vergleichend 
7 Professoren der Wirtschaftswissenschaften mit 30 unausgewählten Studenten. Beide 
Gruppen bearbeiteten zunächst für 15 simulierte Zeittakte das System SCHNEI-
DERWERKSTATT – ein kleiner, frühkapitalistischer Betrieb, der Hemden produziert 
und verkauft – mit drei vorgegebenen Zielgrößen (hohes Endkapital, hohe Takt-Ge-
winne, hoher Lohn; “ökonomisch orientiertes System”), danach für 20 Takte das Sy-
stem MORO – ein Entwicklungshilfe-Szenario – mit fünf vorgegebenen Zielgrößen 
(große Weidefläche, hohe Rinderzahl, viele Moros, viel Grundwasser, viel Kapital; 
“ökologisch orientiertes System”). Das Problemlöseverhalten wird auf drei Ebenen 
analysiert: (1) auf der höchsten Ebene geht es um Verhaltenseffekte, die sich in unter-
schiedlichen Ausprägungen der Gütekriterien niederschlagen; (2) auf der mittleren 
Ebene geht es um (verbalisierte) bereichsübergreifende Strategien; (3) die unterste 
Ebene bezieht sich auf bereichsspezifische Unterschiede in der Systemrepräsentation, 
Unterschiede im Systemwissen also. PUTZ-OSTERLOH erwartete für die Experten in 
der SCHNEIDERWERKSTATT eine Überlegenheit gegenüber der Vergleichsgruppe 
auf allen drei Ebenen, bei der MORO-Simulation dagegen nur auf den oberen beiden 
Ebenen. 
In die Datenanalyse gingen jeweils die ersten sechs Takte ein. Für die Eingriffsqua-
lität (Ebene 1) wurden Ränge vergeben (bei MORO nach einem komplizierten Beur-
teilungsverfahren). Hinsichtlich bereichsübergreifender Strategien (Ebene 2) dienten 
Kategorisierungen von Daten des lauten Denkens (Informationssammlung, Hypo-
thesenbildung, Analysen, Planungen, Entscheidungen, Zielnennungen) als Indika-
toren. Das Systemwissen (Ebene 3) wurde ebenfalls aus Daten des lauten Denkens ex-
trahiert, indem ausgezählt wurde, wie häufig welche Systemvariable isoliert bzw. in 
Verbindung mit anderen Variablen erwähnt wurde. 
Die Ergebnisse weisen die Wirtschaftsprofessoren bei der Bearbeitung der 
SCHNEIDERWERKSTATT hinsichtlich aller drei Ebenen als erfolgreicher aus. Bei 
der Simulation MORO dagegen gilt dieser Befund nicht: Auf Ebene 1 (Qualität) zeigt 
sich kein systematischer Unterschied, auf Ebene 2 (Strategien) verbalisieren Experten 
mehr Analysen richtiger Beziehungen, richtige Hypothesen, richtige Planungen, Ziele 
und positive Reflexionen über das eigene Vorgehen. Keinen Unterschied findet man 
hinsichtlich Informationssammlung. Auf Ebene 3 zeigt sich, daß Experten bei der 
MORO-Bearbeitung mehr Beziehungen zwischen den Systemvariablen eruieren (und 
entsprechend auch mehr richtige Beziehungen entdecken). 
Diese Befunde wertet PUTZ-OSTERLOH (1987, p. 80) dahingehend, daß Experten 
sich von Nichtexperten nicht durch die Menge eingeholter Daten unterscheiden, son-
dern durch die Art deren Verarbeitung: Experten erzeugen mehr richtige Hypothesen, 
analysieren häufiger (und richtig) die Verknüpfungen zwischen den Variablen und 
planen ihre Entscheidungen häufiger (und richtig). – Kritisch anzumerken bleibt: 
(1) Die Operationalisierung von Expertise via Professur in Wirtschaftswissenschaft. 
In aller Regel hat man es hier nicht mit Praktikern, sondern mit Theoretikern be-
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triebs- und volkswirtschaftlichen Handelns zu tun. Zu überlegen wäre, ob hier 
nicht Manager von kleinen Unternehmen die angemessenere Vergleichsgruppe 
wären. Auffällig ist ja, daß etwa die Menge verbalisierter Lösungsprozesse gene-
rell in dieser Gruppe höher ausfällt. 
(2) Die Operationalisierung von Nicht-Expertise über das Merkmal “Student”. Die 
zum Vergleich herangezogene Studentengruppe ist im Schnitt 22 Jahre alt gewe-
sen (Professoren-Mittel: 45 Jahre). Allein durch diesen hohen Altersunterschied 
können derartig viele Faktoren mit der Expertise bzw. Nicht-Expertise verknüpft 
sein, daß schon dadurch die Interpretation von Expertise im Sinne eines Vorteils 
fachspezifischen Wissens fraglich wird. 
(3) Bei beiden Stichproben wäre es wünschenswert gewesen, im vorhinein einen In-
dikator für die Menge und Qualität des jeweils bereichsspezifischen Wissens 
über die einschlägigen ökonomischen bzw. ökologischen Problemfelder zu 
besitzen.  
(4) Der geringe Stichprobenumfang bei der Expertengruppe schafft angesichts der 
bekannten hohen interindividuellen Variabilität weitere Interpretationsprobleme 
insbesondere dort, wo erwartete Unterschiede ausbleiben (z.B. MORO-Erfolg). 
(5) Die Bestimmung von Qualitätswerten für das MORO-Szenario macht erneut die 
Problematik unbekannter Reliabilitäten und Validitäten der ausgewählten Indika-
toren deutlich. So wird etwa die Grundwasserausbeutung nur zeitverzögert im 
System eintreten (vgl. STÄUDEL, 1987, p. 111f.). Bei nur sechs ausgewerteten 
Takten mag dies genauso zu Fehleinschätzungen führen wie die von den Pbn 
erwartete Steigerung der Moros, die rasch zur Hungerkatastrophe führen kann. 
(6) In den Hypothesen wurde vorhergesagt, nur bei der MORO-Bearbeitung gäbe es 
auf der Ebene bereichsspezifischen Wissens keinen Unterschied zwischen Exper-
ten und Nichtexperten – ansonsten sollten Experten immer überlegen sein. Genau 
dies ist nicht eingetreten: die Experten auf dem Gebiet der Wirtschaftswissen-
schaft besaßen für das Entwicklungshilfe-Szenario MORO mehr bereichsspezifi-
sches Wissen als die Nichtexperten. Auf diesen Befund geht die Diskussion 
sowenig ein wie auf den interessanten Befund, wonach bei MORO erhöhtes 
Wissen nicht mit erhöhter Problemlösequalität einhergeht. 
In einer Folgestudie untersuchten PUTZ-OSTERLOH und LEMME (1987) die Gene-
ralisierbarkeit der oben berichteten Befunde. Zu diesem Zweck wiederholten sie die 
Untersuchung mit 28 unselegierten Studenten (=studentische Nichtexperten) und 24 
Studenten bzw. Promovenden der Wirtschaftswissenschaften (=studentische Ex-
perten). Die Abfolge der Bearbeitung war diesmal umgekehrt: zuerst MORO, dann 
SCHNEIDERWERKSTATT. Diesmal waren die Experten bei der Bearbeitung von 
MORO und SCHNEIDERWERKSTATT erfolgreicher als die Nichtexperten, aller-
dings zeigten sich keine strategischen Unterschiede mehr. Dafür konnten Nichtexper-
ten von Transfer-Effekten profitieren: die MORO-Erfahrung verbesserte die Qualität 
der betriebswirtschaftlichen Simulationsergebnisse, nicht jedoch umgekehrt.  
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 2.2.3 Arbeiten der Hamburger Arbeitsgruppe (KLUWE) 
Die Befunde zum komplexen Problemlösen aus der Bamberger Arbeitsgruppe wurden 
von der Hamburger Arbeitsgruppe um Rainer KLUWE aufgegriffen und kritisch be-
leuchtet. Bereits in einer frühen Arbeit (KLUWE & REIMANN, 1983) zeigt sich die 
Absicht, Systeme zu konstruieren, die der experimentellen Manipulation zugänglich 
sind. Das damals vorgestellte abstrakte System SIM002 enthält bereits wesentliche 
Merkmale der später fortentwickelten Systeme: es ist mathematisch präzise beschreib-
bar; es schließt Vorwissenseinflüsse aus; es erlaubt Manipulationen an kritischen Sy-
stemgrößen (Konnektivität, Eigendynamik). Da es “nur” über 10 Variablen verfügt, 
werden die Variablenzustände auf dem Monitor als Histogramme angezeigt, Pbn kön-
nen interaktiv und selbständig Eingriffe in das System tätigen. Ziel der Pbn ist es, 
angezeigte Zielzustände der Variablen zu erreichen; als Gütemaß dient die Differenz 
zwischen aktuellem Zustand und vorgegebenem Zielzustand. 
In neueren Arbeiten (KLUWE et al., 1986) wird das System SIM005 bzw. SIM006 
verwendet, bei dem 15 Variablen insgesamt drei verschieden unabhängige Teil-
systeme mit jeweils verschiedenen Eigenschaften konstituieren. Zu verschiedenen 
Zeitpunkten sollen Pbn während der Systembearbeitung vergangene Zustände re-
produzieren bzw. zukünftige Zustände vorhersagen. 
Tabelle 2.1 zeigt die Vernetzung des Systems SIM005, wie es etwa von KLUWE, 
MISIAK & RINGELBAND (1985) zur Untersuchung von Wissenserwerbsprozessen 
bei der Kontrolle und Regulation dynamischer Systeme eingesetzt wurde. 
Das System SIM005 besteht aus 15 miteinander vernetzten Variablen, wobei die 
wesentlichen Gewichte in der Hauptdiagonale placiert sind. Im Unterschied zu 
SIM006 haben aber jeweils alle Variablen miteinander zu tun, d.h. jede Variable ist 
mit jeder anderen Variablen vernetzt, wenngleich diese Verbindungen nicht 
sonderlich stark ausfallen. – Die Parametermatrix der Systemvariante SIM006 zeigt 
Tabelle 2.2. 
Tabelle 2.1: Parametermatrix des 15-Variablen-Systems SIM005 (aus KLUWE, 
MISIAK & RINGELBAND, 1985, Appendix 1). 
 
.823 .080 .113 .035 .003 .035 .008 .017 .008 .014 .002 .005 .001 .015 .000 
.043 1.125 -.028 -0.97 -.010 .016 .008 .010 .001 .012 -.011 -.018 .008 .014 -.007 
-.173 -.131 .856 -.092 -.006 -.010 -.012 -.006 -.012 .014 .016 -.014 -.010 -.006 -.004 
-.047 -.059 -.176 1.108 .013 .013 -.017 .004 -.014 -.014 .018 .002 -.009 -.005 -.012 
-.018 -.017 .001 .012 .850 -.102 -.084 .089 .018 -.008 .002 -.008 -.014 .009 -.011 
.005 .004 .018 -.015 .024 1.007 .034 .137 -.085 -.004 -.018 .017 -.010 -.012 -.015 
-.017 -.009 .010 .014 -.110 .181 .950 .113 -.125 -.009 -.009 .008 -.016 -.018 .009 
-.005 -.009 .007 .002 -.176 .096 -.150 .846 -.149 -.014 -.013 -.017 .000 -.012 -.013 
.008 .011 -.008 -.008 -.159 .066 -.133 .141 1.012 .006 -.004 -.015 .015 -.008 -.015 
-.013 -.015 .004 -.012 .017 -.010 -.004 -.012 .013 .879 .130 .125 .138 .075 -.064 
-.013 .003 -.005 -.015 .013 .014 .000 .008 -.016 .040 1.171 .075 -.158 -.123 .041 
.006 -.011 -.015 .002 .014 -.016 -.017 .008 .000 .185 .129 1.156 .086 -.169 -.107 
.012 -.017 -.013 -.012 -.006 .009 -.006 -.005 -.002 .034 .132 -.101 1.141 -.041 .078 
-.003 -.016 .009 .004 .017 .014 .004 -.005 .002 -.098 -.058 .127 -.092 .997 .095 
-.014 -.010 .014 .019 .013 -.009 -.011 .001 .014 -.059 .163 -.102 .172 -.170 .939 
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Wie aus dieser Tabelle leicht zu entnehmen ist, besteht das System SIM006 wie be-
reits erwähnt aus drei voneinander unabhängigen Teilsystemen zu je fünf Variablen. 
Das erste dieser Teilsysteme ist hoch vernetzt: die erste Nebendiagonale enthält mit 
dem Gewicht 1 ein jeweils höheres Gewicht als die Hauptdiagonale, wodurch das 
Verhalten einer Variable jeweils von einer anderen Variable stärker abhängt als von 
ihrem eigenen Zustand. Außerdem wird hierdurch ein Verzögerungseffekt eingeführt. 
Das mittlere Teilsystem wird überwiegend durch die Gewichte der Hauptdiagonale 
bestimmt, die übrigen Gewichte sind relativ dazu gering. Das letzte Teilsystem 




Tabelle 2.3 zeigt Variablennamen (künstliche wie bedeutungstragende) und Eigen-
schaften der 15 Variablen von SIM005 und SIM006 auf einen Blick. 
Unter “Kon-” bzw. “Divergenz” meinen die Autoren (Un-)Gleichsinnigkeit zwi-
schen Intervention und Richtungsänderung: divergent verhält sich eine Variable, wenn 
sie sich durch Hinzufügung einer Größe vermindert. 
Tabelle 2.2: Parametermatrix des 15-Variablen-Systems SIM006 (aus KLUWE, 
MISIAK & RINGELBAND, 1985, Appendix 2). 
 
.6 1 -.18 -.18 -.18 0 0 0 0 0 0 0 0 0 0 
.06 .8 1 .06 .06 0 0 0 0 0 0 0 0 0 0 
.06 .06 .6 1 .06 0 0 0 0 0 0 0 0 0 0 
-.08 -.08 -.08 .8 1 0 0 0 0 0 0 0 0 0 0 
.06 .06 .06 .06 .6 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 .9 -.05 -.04 -.08 -.04 0 0 0 0 0 
0 0 0 0 0 .06 1.1 .06 .04 .05 0 0 0 0 0 
0 0 0 0 0 .04 .04 1.1 .04 0 0 0 0 0 0 
0 0 0 0 0 -.08 -.04 -.02 .9 -.03 0 0 0 0 0 
0 0 0 0 0 .04 .05 .04 .04 1.1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1.001 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 -1.001 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1.1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 -1.1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.3 
 
Tabelle 2.3: Eigenschaften der 15 Systemvariablen (div=divergence, 
con=convergence, h=high inertia, l=low inertia, med=medium). 
 
Var Name Trägheit Richtung Trägheit2 Vernetzung Bedeutung 
pondo 1.64 div h 4.48 high Luftzufuhr 
livat -.26 div l -3.76 high Gaszufuhr 
barot 1.65 con h .95 high Schwefel 
wospa .42 con h -5.41 high Verdichtung 
fimwo .58 con h 1.94 high Temperatur 
drosa .56 div l .96 med Filterleistung 
omton .68 con h -.81 med Kühlung 
savet -5.23 div h -.67 med Umlaufgeschw. 
tosar -.89 div h .96 med Öldruck 
natra .55 div l -.80 med Drehzahl 
artor .17 con 1 .00 zero Brennmenge 
kelar -.08 con l -5.99 zero Wasserdruck 
rimos -.18 con l -.18 zero Ausstoss 
garis -.32 con l -9.55 zero Pumpvolumen 
voruk -1.48 div h -.92 zero Energie 
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Die Systeme SIM005 und SIM006 werden den Pbn in einer grafischen Form veran-
schaulicht. Insgesamt 8 der 15 Systemvariablen werden als Säulen auf dem 
Bildschirm angezeigt, Eingriffe erfolgen durch numerische Angaben im unteren 
Bildschirmteil, Zielzustände sind als Striche eingeblendet (vgl. Abb. 2.4 und 2.5). 
Die zwei exemplarisch gezeigten Bildschirmdisplays verdeutlichen mehreres: (a) 
die Pbn haben nicht alle Systeminformation zu jedem Takt präsent, (b) sie haben die 
vergangenen Zustände nicht verfügbar, (c) es ist unklar, wie und wo Pbn Repräsenta-
tionen externalisieren können (z.B. ist es für SIM005 kaum vorstellbar, daß ein Pb 
sämtliche 225 Parameter des Systems im Gedächtnis behält). 
Angenommen wird, daß Pbn beim Bearbeiten ein mentales Modell entwickeln. 
Diese komplexen Lernprozesse, die bevorzugt über längere Zeitstrecken und am Ein-
zelfall untersucht werden, betrachten die Hamburger unter der Perspektive der 
“chunk”-Bildung: Variablen werden gruppiert nach bestimmten Eigenschaften, die 
unter Vl-Kontrolle stehen. Diese Eigenschaften zeigen sich auch bei begleitenden 
bzw. anschließenden Befragungen der Pbn, zusätzlich zu der Information, welche 
Abhängigkeitsstrukturen nun identifiziert wurden. 


















             ARTOR  LIVAT  PONDO  TOSAR  OMTON  WOSPA  NATRA  SAVET   
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ARTOR   6,0     LIVAT    -7,0      PONDO   -4,0       TOSAR    2,0      OMTON    -2,0 



















Abb. 2.4: Display in der Variante mit artifiziellen Begriffen (aus KLUWE, MISIAK & 
RINGELBAND, 1985, Appendix 4). 
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Welche Effekte berichten KLUWE et al. über die Kontrolle derartiger Systeme? Die 
nachfolgende Abb. 2.6 veranschaulicht für zwei Pbn im Umgang mit SIM006 die Ef-
fekte unterschiedlicher Systemeigenschaften auf die Steuerungsqualität. Die AV in 
dieser Abbildung ist der Median der Abweichung von der eigentlich erforderlichen 
Kontrollmaßnahme. 
Man erkennt für beide Pbn die größten Abweichungen bei den zwar unverbundenen, 
aber oszillierenden Variablen, gefolgt von den hoch vernetzten, mittel vernetzten und 
unvernetzten Variablen. Gleiche Resultate erzielten die Autoren mit dem artifiziell 
benannten System.  
MISIAK, HAIDER & KLUWE (1989) diskutieren kritisch Bestrebungen, pauschale 
Gütemaße zu konstruieren. Ihre Forderung nach Angabe eines optimalen Lösungs-
wegs wird ergänzt durch die Forderung nach einfachen Deskriptoren, die eine Bewer-
tung der Vollständigkeit der mentalen Repräsentation zulassen. Sie warnen davor, 
einen direkten Zusammenhang zwischen Systemeigenschaften und mentaler Reprä-
sentation anzunehmen: Vielmehr bestehe die Unmöglichkeit der Abbildung formaler 
Problemräume in mentale Problemräume. – Daß eine derartige direkte Abbildbarkeit 
nicht gelingt (und nicht gelingen kann), bedeutet aus meiner Sicht allerdings nicht, 
daß man diesen Problemkreis ad acta legen könnte. Vielmehr geht es ja gerade darum, 
Bitte geben Sie die gewünschten Veränderungen ein:
             AUSST  SCHWE  WASSE  LUFTZ  VERDI  PUMPV  ENERG  GASZU   



































AUSST   -2,0    SCHWE    -4,0     WASSE   5,0      LUFTZ    -3,0     PUMPV   6,0 
GASZU  -2,0    ENERG     2,0      TEMPE   -2,5     BRENN    -0,5      
 
Abb. 2.5: Display in der Variante mit bedeutungstragenden Begriffen (aus 
KLUWE, MISIAK & RINGELBAND, 1985, Appendix 5). 
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die Wechselwirkungen zwischen den beiden Problemräumen aufzuzeigen. Aber dies 
ist wohl auch die Ansicht der Hamburger Arbeitsgruppe. 
HAIDER (1989) setzt sich kritisch mit den Arbeiten von Donald BROADBENT aus-
einander (vgl. Kapitel 2.3.1). Nach von ihr durchgeführten Untersuchungen an der 
SUGAR FACTORY kommt HAIDER zu dem Urteil, daß zur Steuerung dieses Sy-
stems vollständige Kenntnis der Systemzusammenhänge nicht erforderlich ist. Auch 
unrichtige Modelle, die sich nur auf die starken Wirkungen beschränken, erweisen 
sich als funktional tauglich. Dies Ergebnis ist vor allem in Hinblick auf die von 
Broadbent konstatierten Dissoziationseffekte bedeutsam. Das Auseinanderklaffen von 
Wissen und Handeln wird damit als potentielles Artefakt (vgl. hierzu auch 
SANDERSON, 1989) betrachtet: Solange mit unzureichendem Wissen gute Steuerung 
möglich ist, sind geringe Korrelationen zwischen Wissensumfang und Handlungsgüte 
wenig überzeugend. Hier wäre möglicherweise eine differenziertere Diagnostik 
angebracht (vgl. Kapitel 3). 
Neuere Arbeiten der KLUWE-Gruppe beschäftigen sich mit wesentlich 
realitätsnäheren Simulationen: untersucht wird der Wissenserwerb für die 
Prozeßsteuerung einer Asphaltmischmaschine (System MIX; FISCHER, OELLERER, 
SCHILDE & KLUWE, 1990) über einen langen Versuchszeitraum (mehrere Tage), 































Abb. 2.6: Effekte verschiedener Systemattribute auf die Systemkontrolle von 
zwei Pbn RB10 und AE10 beim Umgang mit SIM006 (aus 
KLUWE, MISIAK & RINGELBAND, 1985, Figure 9). 
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2.3 Dynamische Systeme in internationaler Forschung 
Natürlich ist die Untersuchung des Umgangs mit dynamischen Systemen keine Do-
mäne ausschließlich deutschsprachiger Forschung. Vielmehr gibt es schon vor den 
Arbeiten von DÖRNER und Mitarbeitern bzw. zeitgleich damit und unabhängig davon 
eine Reihe von anderen einschlägigen Arbeiten auf internationaler Ebene, auf die hier 
einzugehen ist. Dabei zeigt sich, daß eine breite Palette von Arbeitsgebieten (Grund-
lagenforschung im Bereich der Gedächtnispsychologie; industrielle Anwendungskon-
texte; militärische Fragestellungen; Analysen menschlicher Fehler; Training von Ma-
nagement-Personal) an der Untersuchung dynamischer Systeme interessiert ist. 
 
2.3.1 Arbeiten der Oxforder Arbeitsgruppe (BROADBENT) 
In seiner ersten Arbeit zum Kontrollverhalten menschlicher Individuen bei komplexen 
Systemen geht es BROADBENT (1977) darum aufzuzeigen, daß Informationsverarbei-
tung auf verschiedenen Ebenen erfolgt. Diskrepanzen zwischen Verhalten und verba-
ler Beschreibung aufzudecken ist auch die Absicht der Arbeit von BROADBENT, 
FITZGERALD und BROADBENT (1986). Ausgehend von der Feststellung, daß im All-
tag häufig eine Übereinstimmung zwischen verbaler Beschreibung und tatsächlichem 
Verhalten auftritt, ist eine Erklärung für beobachtbare Dissoziationsphänomene in 
Laborsituationen die große Menge an Information, die bei der Aufgabenbearbeitung 
zu bewältigen ist. Damit paßt der Befund zusammen, daß die gleiche Aufgabe gerin-
gere Dissoziation zeigt, wenn die relevanten Aspekte salient gemacht werden (vgl. 
REBER, KASSIN, LEWIS & CANTOR, 1980). 
Was die Asymmetrie zwischen Verhalten und Verbalreport betrifft, stellen BROAD-
BENT et al. (1986) fest, daß es wohl selten Fälle gibt, in denen z.B. jemand die Regeln 
einer Grammatik kennt, aber nicht angeben kann, ob eine bestimmte Zeichenfolge mit 
der Grammatik kompatibel ist. Wer die korrekte Definition kenne, treffe auch die 
richtige Entscheidung. Der umgekehrte Fall sei dagegen häufiger. Gegenstand ihrer 
Arbeit ist der erstgenannte Fall. 
Zwei verschiedene Systeme finden Verwendung: zum einen das Transport-System, 
das bei BROADBENT (1977) erstmals eingesetzt wurde, und zum anderen ein ökono-
misches Kleinsystem. Das TRANSPORT-System verlangt vom Pbn, eine bestimmte 
Auslastung von Bussen (“l” für “load”) und öffentlichen Parkplätzen (“s” für “space”) 
durch die Variation der Busfrequenz (“i” für “interval”) und der Parkgebühren (“f” für 
“fee”) zu erreichen. Die zwei Strukturgleichungen des linearen Systems lauten: 
 l = 100 · (2.2 · i + 0.8 · f)     (2.4) 
 s = 5 · (0.9 · f - 0.4 · i)      (2.5) 
Es handelt sich um ein “undynamisches” System in Hinsicht auf die mangelnde Zeit-
abhängigkeit der endogenen Variablen l und s, die nicht von ihren früheren Zuständen 
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beeinflußt werden. Es handelt sich um ein wenig vernetztes System insofern, als die 
beiden Strukturgleichungen außer durch die exogenen Variablen keine Verbindungen 
aufweisen. 
Untersucht wurden mit diesem System 30 Frauen, aufgeteilt auf drei verschiedene 
Bedingungen. T-Gruppe: Nach einer Erfassung des Vorwissens bearbeiten die Pbn 
dieser Gruppe das System viermal; anschließend wird erneut das Wissen überprüft. 
TE-Gruppe: Anstelle des vorangestellten Fragebogens erhält diese Gruppe die Fragen 
zusammen mit den richtigen Antworten. S-Gruppe: Diese Gruppe erhält nach dem 
Vorwissenstest Gelegenheit, die zwei Teilsysteme separat zu üben. Erst nach der 
Übungsphase beginnt die eigentliche Systemsteuerung. 
Im Unterschied zur T-Gruppe zeigt die S-Gruppe Verbesserungen hinsichtlich des 
Fragebogen-Wissens, gemessen an der Zahl korrekter Antworten im Vor- bzw. Nach-
test. Hinsichtlich der Leistung zeigen T- und TE-Gruppe Verbesserungen vom ersten 
zum zweiten Durchgang. Dieser bleibt bei der S-Gruppe aus, da sie bereits aufgrund 
der isolierten Übung mit einem hohen Niveau startet, das in den anderen Gruppen erst 
später erreicht wird. Die Ergebnisse lassen sich nach Broadbent so zusammenfassen: 
Übung verbessert die Leistung bei der Kontrolle eines dynamischen Systems, ohne 
zugleich das Wissen darüber anzuheben. Bezieht sich die Übung dagegen auf Teile 
des Systems, verbessert sich sowohl Leistung als auch verbalisiertes Wissen. 
Während mit der eben beschriebenen Studie unterschiedliche Trainingsverfahren 
untersucht wurden, soll ein zweites Experiment Eigenschaften des dynamischen Sy-
stems verändern, da die resultierenden Schwierigkeitsunterschiede eventuell mit dem 
Ausmaß an Dissoziation in Beziehung stehen. Das dafür verwendete ECONOMY-
System besteht aus zwei exogenen Variablen, der Steuerrate r (in Prozent) und der 
Höhe der Staatsausgaben g (in Währungseinheiten), mittels derer die zwei endogenen 
Variablen Arbeitslosigkeit u und Inflationsrate f kontrolliert werden müssen. Die zwei 
entsprechenden Strukturgleichungen lauten: 
 ut+1 = 96 - ((1 - rt) · (gt + 7650)) / 730   (2.6) 
 ft+1 = ft · (1.45 - 0.15 · ut)     (2.7) 
Arbeitslosigkeit ist in diesem Modell direkt linear abhängig von Steuererhöhung und 
Ausgabensenkung. Die Inflationsrate dagegen reagiert verzögert. Steigt die Arbeitslo-
sigkeit über drei Prozent, sinkt die Inflationsrate. Je kleiner diese wird, um so unemp-
findlicher reagiert sie auf spätere Änderungen der Arbeitslosigkeit. 
Die Untersuchung mit diesem System, das analog zu der eben beschriebenen Studie 
präsentiert wurde, zeigte einen interessanten Effekt: Hatten noch vor Versuchsbeginn 
alle Pbn korrektes Wissen über die Wirkung von Staatsausgaben (g) auf Arbeitslosig-
keit (u), war bei der Hälfte von insgesamt 24 Pbn unter Standardbedingungen am Ver-
suchsende dieses korrekte Wissen durch “falsches” ersetzt. Gleichzeitig zeigten sich 
für diese Pbn Verbesserungen in den Leistungsmaßen. Bei weiteren 12 Pbn wurde alle 
Effekte in dem System zeitverzögert präsentiert. Ergebnis: “... lagged effects are 
simply harder ...” (BROADBENT et al., 1986, p. 46). Eine weitere Gruppe von 12 Pbn 
wurde mit dem System konfrontiert, bei dem die stabilisierende Eigendynamik bei der 
Inflationsrate entfernt wurde. Sie erzielte zwar bedeutsamen Wissenszuwachs hin-
sichtlich der Inflationsvariablen, zeigte aber Verschlechterungen der Leistungsmaße 
mit zunehmender Übung. 
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Zwei verschiedene Strategien könnten – so BROADBENT et al. – generell angenom-
men werden: (1) die Strategie der “model manipulation” und (2) die des “situation 
matching”. Unter Modellmanipulation ist zu verstehen: es liegt ein Modell des zu 
steuernden Systems vor, das den tatsächlichen Verhältnissen so genau wie möglich 
angepaßt ist. Ein derartiges Modell erlaubt Vorhersagen und kann Begründungen für 
bestimmte Effekte geben. Unter Situationsanpassung ist eine Strategie zu verstehen, 
die im einfachsten Fall eine Tabelle korrekter Handlungen für bestimmte Situationen 
anlegt (ein “look-up table”, ein neuronales Netzwerk). Dieses Vorgehen kann zu 
guten Leistungen führen, ohne daß das Wissen explizit gemacht werden könnte. Nach 
Ansicht von BROADBENT et al. (1986) wäre es unklug anzunehmen, daß verbales 
bzw. verbalisierbares Wissen das Ideal darstelle, auf das hin sich eine weniger ex-
plizite Wissensform zuzubewegen hätte. Vielmehr sei es wichtig festzustellen, unter 
welchen Bedingungen die eine oder die andere Form die situationsangemessene 
Strategie ist. 
BERRY und BROADBENT (1987) beschäftigen sich mit der Frage, welche Erklä-
rungsformen bei komplexen Suchproblemen für den Problemlöser hilfreich sind. Die-
ser Frage kommt im Zusammenhang mit Mensch-Maschine-Systemen große Bedeu-
tung zu, da nicht klar ist, bis zu welchem Ausmaß Erklärungskomponenten in Exper-
tensystemen von Nutzen sind. Erklärungskomponenten in Expertensystemen sollten 
nach Berry und Broadbent folgende Funktionen wahrnehmen: (1) sie sollen dem Wis-
sensingenieur zu Testzwecken und zur Fehleranalyse in der Entwicklungsphase 
helfen; (2) sie sollten einen sachkundigen Benutzer davon überzeugen, daß das Wis-
sen des Systems und seine Ableitungsverfahren angemessen sind; (3) sie sollten einen 
naiven Benutzer über das Wissen des Systems informieren; (4) sie sollten Benutzer 
über Alternativen informieren.  
Um zu systematischen Aussagen bezüglich der Rolle von Erklärungskomponenten 
zu gelangen, sind kontrollierte Experimente erforderlich. Die beiden Autoren verwen-
den hierzu ein “Flußverschmutzungsproblem”, bei dem Pbn durch sequentielle Pro-
benentnahmen herauszufinden haben, welche Firma Schadstoffe in einen Fluß einlei-
tet. Es existiert eine Liste von 16 Firmen, deren jede zwischen 3 und 10 Schadstoffe in 
den Fluß einleitet. Insgesamt gibt es 24 Schadstoffe. 
Erste empirische Befunde (BERRY & BROADBENT, 1986) deuten darauf hin, daß 
Pbn eine derartige Aufgabenstellung nur suboptimal bearbeiten. Anstatt nach Schad-
stoffen zu suchen, die möglichst viele Firmen eliminieren, suchen Pbn eine Firma aus 
und testen alle dort vorkommenden möglichen Schadstoffe ab; sind nicht alle vor-
handen, wenden sie sich der nächsten Firma zu. Dieses Vorgehen ist auch aus anderen 
Forschungsbereichen wie z.B. Konzeptidentifikation bekannt. In der Studie von 1986 
wurden drei Formen von Hilfe verglichen: unter einer Bedingung gab es Hilfen über 
die Art des zu testenden Schadstoffs, der Pb mußte nur die Schlußfolgerung ziehen, 
welche Firma in Frage kam; unter einer zweiten Bedingung erhielt der Pb nach durch-
geführtem Test Hilfe in Form einer Liste der fraglichen Firmen; unter einer dritten 
Bedingung gab es eine Kombination beider Hilfen. Es zeigte sich, daß die Hilfe der 
zuerst beschriebenen Art keinerlei Wirkung zeigte, nur unter der kombinierten dritten 
Bedingung waren Effekte feststellbar, die auch nach Wegnahme der Hilfe stabil blie-
ben. Die Tatsache, daß Pbn mit den vorgeschlagenen Schadstoff-Tests nichts anfan-
gen konnten, legte die Vermutung nahe, daß sie die notwendigen Schlußfolgerungen 
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nicht ziehen konnten. Experiment 1 von BERRY und BROADBENT (1987) repliziert 
daher die 1986 realisierten Bedingungen mit zusätzlichen Erklärungen: Unter der er-
sten Bedingung (“single explanation”, SE) wird ein erklärender Text über das Prinzip 
der Hilfestellung dargeboten, während eine zweite Bedingung (“multiple expla-
nations”, ME) dem Pb zu jedem Zeitpunkt, wo das Expertensystem einen Vorschlag 
macht, die Möglichkeit einer “warum”-Frage einräumt und entsprechende Kurz-In-
formationen zeigt. Zusätzlich wird eine Kontrollgruppe ohne Erklärung gebildet (“no 
explanation”, NE). Die Rangfolge bezüglich der Zahl durchgeführter Schadstofftests 
wie auch bezüglich des postexperimentell erhobenen Wissens in Form eines Fra-
gebogens liefert das Ergebnis NE = SE > ME und zeigt, daß ausschließlich die ME-
Gruppe von der Hilfe profitiert. 
2.3.2 Arbeiten der Brüsseler Arbeitsgruppe (KARNAS) 
In einigen neueren Arbeiten der Brüsseler Arbeitsgruppe von CLEEREMANS und 
KARNAS wird ebenfalls auf die Dissoziation von verbalisierbarem Wissen und Hand-
lungsfähigkeit eingegangen (CLEEREMANS, 1988; CLEEREMANS & KARNAS, 1988; 
KARNAS & CLEEREMANS, 1987). Diese Arbeiten sollen nachfolgend kurz beschrie-
ben werden. 
CLEEREMANS (1988) führte eine Replikation der Untersuchung von BERRY und 
BROADBENT (1984) mit der SUGAR FACTORY durch. Diese Zuckerfabrik ist ein 
lineares Kleinsystem, bei dem der Pb die Arbeiterzahl in zwölf Stufen festlegen kann, 
um eine bestimmte Produktionsquote (ebenfalls zwölfstufig) konstant zu erzielen. Die 
Kontrolleistung wird daran gemessen, in wievielen von insgesamt 30 Takten das vor-
gegebene Produktionsziel eingehalten wurde. Im Anschluß an die Kontrollaufgabe 
wird mittels zweier Fragen erfaßt, wie sich bei einem gegebenen Produktionsstand 
Veränderungen der Arbeitskräfte auf die Produktionsquote auswirken. Drei weitere 
Fragen geben dem Pb drei Systemzustände vor, aus denen er eine Vorhersage über die 
Arbeiterzahl treffen soll. Insgesamt 60 studentische Pbn (davon 29 Frauen) im Alter 
zwischen 18 und 36 Jahren wurden zufällig auf eine der folgenden fünf Ver-
suchsbedingungen aufgeteilt: (1) “Kontrollgruppe”: 30 Takte werden unter Standard-
Bedingungen bearbeitet. (2) “Übungsgruppe”: hier stehen insgesamt 60 Takte zur 
Verfügung. (3) “Transfer”: Vor der normalen Kontrollaufgabe wird 30 Takte lang ein 
strukturell identisches System (“Personal Interaction System”, vgl. BERRY & 
BROADBENT, 1984) bearbeitet. (4) “Explorationsgruppe”: vor der normalen Kon-
trollaufgabe wird den Pbn das gleiche System für 30 Takte mit der Instruktion vorge-
legt, die Zusammenhänge zwischen den Variablen zu identifizieren. (5) “Plausibili-
tätsgruppe”: Den Pbn wird die normale Kontrollaufgabe vorgelegt, dabei zusätzlich 
jedoch eine plausible Erklärung über Zeitverzögerungseffekte gegeben (“die Arbeiter 
müssen nach der Produktion von Zucker diesen auch noch verpacken”). 
Als Ergebnis seiner Untersuchung konnte CLEEREMANS zeigen, daß (1) die Be-
funde der Studie von BERRY und BROADBENT (1984) zahlenmäßig sehr genau repli-
zierbar sind, (2) die Übungsgruppe zwar Leistungs-, nicht aber Wissensvorteile er-
wirbt, (3) weder die vorherige Bearbeitung eines strukturgleichen Problems noch die 
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vorherige Exploration Unterschiede bewirken, (4) dafür aber die Erhöhung der Plausi-
bilität sowohl Leistungs- als auch Wissensvorteile erzeugt. 
In einer weiterführenden Analyse dieser Daten konnten CLEEREMANS und KAR-
NAS (1987) mittels hierarchischer Clusteranalyse zeigen, daß sich die Kontrolleistun-
gen ihrer Pbn – aufgeteilt in sechs aufeinanderfolgende Blöcke von je fünf Takten – 
keineswegs homogen entwickelten. Während eine der beiden eruierten Gruppen, G1 
mit 36 Pbn, über alle sechs Blöcke auf etwa dem gleichen Niveau bleibt, verbessern 
sich die 24 Mitglieder der Gruppe G2 über die Blöcke hinweg in ihrer Kontrollqua-
lität. 
Die genannten Autoren legten schließlich ein Simulationsmodell des unterstellten 
Entscheidungsprozesses vor, das die Kontrollqualität ihrer Pbn gut beschreibt (“... 
found it to be totally adequate for describing subject's performance ...”, KARNAS & 
CLEEREMANS, p. 4). Zwei Prozeduren werden hierzu verwendet: (1) die “implizite” 
Prozedur sieht die Konstruktion einer Tabelle vor, in der jede der zwölf möglichen 
Arbeitermengen mit jeder der zwölf möglichen Produktionsmengen dadurch in Bezie-
hung gesetzt werden kann, daß die Häufigkeiten gemeinsamen Vorkommens gezählt 
werden; (2) eine “explizite” Prozedur, die dann eingreift, wenn die erste nicht bzw. 
noch nicht weiterhilft: hier wird in einer Variante (a) nach Zufall eine der möglichen 
Interventionen gewählt, in einer anderen Variante (b) nach einer linearen Regel ent-
schieden, die in Abhängigkeit von der Differenz der beiden letzten Zielabstände die 
Produktion um einen Punkt erhöht bzw. erniedrigt. Die Simulation auf der Basis von 
Prozedur 1 und 2a liefert Leistungswerte, die denen von Pbn sehr nahe kommen. Wird 
Prozedur 1 mit 2b verwendet, verschlechtert sich die Leistung, da unter Verwendung 
der linearen Regel die Tabelleneinträge langsamer gefüllt werden, da das System 
nicht so vielfältig wie unter Zufallsbedingungen reagiert. 
LUC und MARESCAUX (1989) sowie MARESCAUX, LUC und KARNAS (1989) be-
schäftigen sich mit Wissenserwerb im Kontext des Simulationssystems SU-
GAR FACTORY von BERRY und BROADBENT (1984). Sie gehen dabei von der 
BROADBENT´schen Unterscheidung zweier Lernmodi aus: ein unselektives Lernen, 
bei dem Kontingenzen zwischen Variablen gelernt werden und zur Leistungs-
steigerung führen, ohne daß dieses Wissen verbalisiert werden kann, und ein 
selektives Lernen, bei dem gezielt Hypothesen gebildet und getestet werden, die 
ihrerseits verbalisierbar sind. Die Variable, die für die Wahl eines der beiden Modi 
verantwortlich gemacht wird, ist das Aufgabenmerkmal “salience”. Je salienter die 
Beziehungen in einem System sind, umso eher wird selektiv gelernt. Als Modell des 
assoziativen unselektiven Lernens gehen die Autoren auf einen Vorschlag von 
CLEEREMANS (1986) ein, wonach während der Lernphase in einer Tabelle die 
ausprobierten Maßnahmen zusammen mit den resultierenden Systemzuständen 
abgespeichert werden. Während der Steuerung soll dann auf diese Tabelle 
zurückgegriffen werden. 
2.3.3 Arbeiten der “Systems Dynamics”-Gruppe am MIT 
Am MIT (Massachusetts Institute of Technology) in Cambridge wurden Ende der 
60er Jahre von Jay FORRESTER die bekannten Weltmodelle entwickelt (vgl. 
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MEADOWS, MEADOWS, ZAHN & MILLING, 1972). In der Tradition dieser Arbeits-
gruppe liegen neuere Untersuchungen über den Umgang von Menschen mit 
dynamischen Systemen vor, die kurz dargestellt werden sollen. 
Ein vereinfachtes Multiplikator-Akzelerator-Modell zum Kapitalinvestment lag der 
Untersuchung von STERMAN (1989) zugrunde (System STRATAGEM, vgl. STER-
MAN & MEADOWS, 1985). Insgesamt 49 MIT-Studenten sollten 36 Takte lang mit 
einer Eingriffsvariable (“Anforderungen aus dem Kapitalsektor”) den Kapitalbestand 
ihrer kleinen Makroökonomik den Marktbedürfnissen anpassen. Obwohl vollständige 
und korrekte Informationen über den jeweiligen Stand aller Variablen gegeben wurde, 
steuerte die überwiegende Mehrheit der Pbn das System weit entfernt vom Optimum.  
Die Aufgabenstellung gehört zur großen Klasse der Lagerhaltungsprobleme, bei 
denen der Entscheidungsträger einen Bestand auf einem Zielwert bzw. innerhalb eines 
Zielwerte-Bereichs halten soll (vgl. GIRLICH, KÖCHEL & KÜENLE, 1990, zu forma-
len Aspekten dieses Problemtyps). Dabei sind Störungen aus der Umgebung (z.B. Be-
standsentnahmen) zu kompensieren und Verzögerungen (z.B. bei der Bestandsauffül-
lung) zu antizipieren. Aufgrund seiner Studie kommt STERMAN zu dem Schluß, daß 
in derartigen Situationen zwei Arten von “misperceptions of feedback” bevorzugt auf-
treten: (1) Fehlwahrnehmung von Zeitverzögerungen, (2) Fehlwahrnehmung von Ent-
scheidungen aus der Systemumgebung. Unter den Zeitverzögerungsfehlern sind einer-
seits zu aggressive Reaktionen auf Abweichungen des tatsächlichen Bestands vom er-
wünschten zu verstehen, andererseits aber auch die Ungeduld, nach Durchführung 
einer Kontrollaktion auf deren vollen Effekt zu warten. Die mangelnde 
Berücksichtigung der Systemumgebung bezieht sich auf Neben- und Rückwirkungen 
der getätigten Eingriffe, auf die endogenen Prozesse des Systems also. 
Die geschilderten Schwächen sind jedoch nicht unüberwindlich: bereits nach drei 
bis fünf derartigen Berarbeitungsgängen, so STERMAN (1989, p. 330), seien die 
meisten seiner Pbn in der Lage gewesen, dieses System stabil zu halten – nicht jedoch 
Systeme mit veränderten Eigenschaften! Die hier auftauchende Frage, ob denn 
überhaupt ein Lernen des Umgangs mit dynamischen Systemen möglich sei, 
beantworten SENGE und STERMAN (1991) positiv: Am Beispiel der amerikanischen 
Versicherungsgesellschaft “Hanover Insurance” demonstrieren die Autoren, wie unter 
Einsatz eines Modellbildungssystems Führungskräfte dazu gebracht wurden, über 
firmeninterne Abhängigkeiten nachzudenken, diese in ein angemessenes Modell zu 
überführen und anschließend die Eigenschaften dieses Modells systematisch zu 
untersuchen. Die verwendeten Hilfsmittel (Kausaldiagramme!) sollen bei der 
genannten Gesellschaft inzwischen zum “commonplace” geworden sein... Die 
berichteten positiven Effekte sind im übrigen nicht nur für Unternehmer anzunehmen: 
MORECROFT (1988) bewertet in seinem Übersichtsartikel derartige Übungen zu 
strategischem Denken auf der Basis kleiner transparenter Modelle generell positiv für 
jede Art von “policymaker”. 
2.3.4 Arbeiten anderer internationaler Arbeitsgruppen 
In MACKINNON und WEARING's (1985) System BLACK BOX geht es um die Kon-
trolle eines abstrakten Feedback-Systems erster Ordnung über 75 Takte. Das Ver-
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halten des Systems wird durch eine komplizierte Formel beschrieben (vgl. MACKIN-
NON & WEARING, 1985, p. 165), obwohl die Zahl der Variablen sehr klein ist: der 
Pb muß eine einzige endogene Variable auf einem Zielwert halten, indem er eine 
einzige exogene Variable manipuliert. Experimentell untersucht wurden von diesen 
Autoren (a) der Einfluß einer Begrenzungsfunktion (“boundary function”), der die 
Eingabe des Pb entweder verstärkt oder abschwächt, sowie (b) der Einfluß von Feed-
back-Intensität, operationalisiert durch zwei Grade von zeitverzögerten Effekten: ent-
weder ist das System nur vom letzten Input-Wert oder aber von den bis zu neun letz-
ten Inputs abhängig, wobei im letzteren Fall größere Eingabewerte “sanftere” Effekte 
bewirken. Hinsichtlich ihrer AV “Abweichung vom Zielwert” fanden MACKINNON 
und WEARING bei 32 Pbn keinen Effekt des Verstärkungsfaktors, wohl aber hin-
sichtlich des Grades an Zeitverzögerung: bei fehlender Zeitverzögerung kommt es an-
fangs zu großen Zielabweichungen mit dann eintretenden Verbesserungen. Wenn zeit-









Abb. 2.7: Allgemeine Situation der FEUER-Simulationvon BREHMER ( 1987, p. 117). 
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 BREHMER (1987) interessiert sich für die mentalen Modelle, die Problemlöser 
beim direkten interaktiven Bearbeiten eines Systems entwickeln, das BREHMER als 
dynamisches Entscheidungsproblem (“dynamic decision problem”) bezeichnet. Dar-
unter versteht er Probleme mit folgende Eigenschaften (vgl. BREHMER, 1989, p. 
144): (a) eine Reihe voneinander abhängiger Entscheidungen ist zur Zielerreichung 
erforderlich, (b) die Umwelt verändert sich über die Zeit hinweg, und (c) die 
Entscheidungen verändern den Zustand dieser Umwelt und erzeugen dadurch neue 
Entscheidungssituationen. Ausgehend von einem generellen Programm zur Simu-
lation dynamischer Entscheidungsprobleme namens DESSY (“dynamic environmen-
tal simulation system”) hat BREHMER ein FEUER-Szenario konstruiert, bei dem ein 
Pb in die Rolle eines Einsatzleiters schlüpft, der aus einem Aufklärungsflugzeug 
heraus die Entwicklung eines Waldbrandes beobachtet und entsprechende Löschar-
beiten dirigiert (vgl. Abb. 2.7). 
Alle Informationen werden am Bildschirm angezeigt, insgesamt acht Löscheinhei-
ten stehen zur Verfügung, um die Ausbreitung des Waldbrandes und ein Übergreifen 
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Abb. 2.8: Benutzeroberfläche der FEUER-Simulation: ein “+” steht für 
Feuer, “-” für gelöschte Brände, die Ziffern geben die Standorte 
der Feuerbekämpfungseinheiten an, das Rechteck zeigt die zu 
schützende Basis. Links: Angaben über Standorte, Aufträge und 
Zeiten der einzelnen Einheiten (aus BREHMER, 1987, p. 117). 
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auf eine Siedlung zu verhindern. Abb. 2.8 demonstriert die Benutzeroberfläche. Das 
Szenario ist übrigens im militärischen Kontext entstanden und stellt eine Analogie 
zum Truppeneinsatz dar. 
Die Untersuchungen BREHMER'S (1987; vgl. auch BREHMER & ALLARD, 1991) 
zeigen, daß Komplexität – gemessen an der Anzahl und Leistungsfähigkeit der Lösch-
einheiten – “had litte, or no effect on performance, so long as the total efficiency of 
the units as a whole is kept constant.” (p. 118). Dagegen zeigten Verzögerungen selbst 
minimalen Feedbacks katastrophale Folgen. Nach BREHMER schaffen es die Pbn 
nicht, ein brauchbares Vorhersage-Modell für dieses System zu entwickeln; statt-
dessen basieren die Pbn-Reaktionen nur auf direktem Feedback. Folgende Kriterien 
nennt BREHMER (1989, p. 147f.) zur Beurteilung dynamischer Entscheidungspro-
bleme in Echtzeit: (1) Komplexität (Effektivität von Operatoren; Art der Kausalstruk-
tur; Anzahl der Elemente), (2) Feedback-Qualität (Menge und Art der Informationen 
über den Systemzustand), (3) Feedback-Verzögerung, (4) Möglichkeiten dezentraler 
Kontrolle, (5) Veränderungsrate des Systems, (6) Beziehung zwischen Eigenschaften 
des zu kontrollierenden Prozesses und denjenigen des Kontrollprozesses. 
Den Erwerb von Prozeßkontrolle untersuchen MORAY, LOOTSTEEN und PAJAK 
(1986) am Beispiel eines Tanksystems, das aus vier Teilsystemen besteht. Jedes dieser 
Teilsysteme besteht aus einem Tank, Zufluß- und Abflußventilen sowie einem Heiz-
stab. Temperatur und Füllstand jedes Tanks werden auf einem Bildschirm analog wie 
digital angezeigt. Aufgabe der Pbn ist es, in insgesamt 12 Durchgängen entweder 
einen oder alle Tanks jeweils so schnell wie möglich zu einem definierten Füllungs- 
und Temperaturzustand zu bringen. Jeder Durchgang endet mit dem Erreichen dieses 
Zielzustands. 
MORAY, LOOTSTEEN und PAJAK (1986) machen deutlich, daß eine Datenanalyse 
auf der Basis aggregierter Daten angesichts der großen Verhaltens- und Leistungsvari-
anz wenig sinnvoll erscheint. Aus den Verläufen der zentralen Systemvariablen 
schließen sie, daß ihre Pbn gute mentale Modelle entwickelt haben sollten.  
“One aspect of the more complex skill is, therefore, the discovery of causal relati-
ons and their use to develop control tactics.” (MORAY, LOOTSTEEN & PAJAK, 1986, 
p. 498).  
Beginnend mit closed-loop-Kontrolle entwicklen gute Operateure zu späteren Phasen 
beinahe perfekte open-loop-Kontrolle. Beim Wechsel der Kontrolle eines Tanks zur 
Kontrolle von vier Tanks simultan verlangsamt sich das Lernen und Interferenz tritt 
auf. Trotz enormer Variation in den zielführenden Sequenzen entstehen Strategien un-
ter Bezugnahme auf ein mentales Modell, “which represents the dynamics and cau-
sality of the system and leads to more efficient control.” (p. 504). 
Andere Ansätze zur Erklärung des Umgangs mit dynamischen Systemen basieren 
auf Fehleranalysen. RASMUSSEN (1987) zeigt, wie man typische menschliche Fehler 
in Bezug zu den drei von ihm postulierten Ebenen kognitiver Kontrolle setzen könnte. 
Die drei Verhaltensebenen “skill-based”, “rule-based” und “knowledge based” gehen 
mit jeweils entsprechenden Informationstypen um: “signals”, “signs” und “symbols”. 
Während Signale raum-zeitlich gebundene Informationen ohne darüberhinausgehende 
Bedeutung darstellen, beziehen sich Zeichen auf konventionelle Verhaltensweisen 
oder gründen auf Erfahrung; Symbole beziehen sich auf Konzepte, die an funktionale 
Eigenschaften der Objekte gebunden sind: 
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“While signs refer to percepts and rules for action, symbols refer to concepts tied to 
functional properties and can be used for reasoning and computation by means of 
a suitable representation of such properties. Signs have external reference to 
states of and actions upon the environment, but symbols are defined by and refer 
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Abb. 2.9: Typische Fehlermechanismen und ihr Verhältnis zu den drei po-
stulierten Ebenen der Verhaltenskontrolle (aus RASMUSSEN, 
1987, p. 54). 
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planning.” (RASMUSSEN, 1987, p. 55). 
Abb. 2.9 zeigt die Verbindung der drei Verhaltensebenen zu typischen Fehlern, die 
bei der Interaktion mit dynamischen Umwelten auftreten können. 
Unter Bezugnahme auf das Fehlermodell von NORMAN (1981), auf eigene voran-
gegangene Arbeiten wie auch auf das eben beschriebene Drei-Stufen-Konzept von 
Routine actions in 











































Abb. 2.10: Das “generic error-modeling system” (GEMS) unter Einbezug der drei 
Verhaltensebenen (aus Reason, 1987, p. 66). 
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RASMUSSEN (1987) legt REASON (1987) ein allgemeines Rahmenmodell vor zur 
Beschreibung der prinzipiellen kognitiven Beschränkungen und Verzerrungen, die 
Ursachen für menschliche Fehler sein können. Sein “generic error-modeling system” 
(GEMS) ist in Abb. 2.10 dargestellt. 
Auf der Ebene der Routinetätigkeit können “skill-based errors” (slips) auftreten 
(Überwachungsfehler; gehen der Entdeckung eines Problems voran). In der Folge 
kann ein “rule-based error” (mistake) oder ein “knowledge-based error” (mistake) 
auftreten (beide: Problemlösefehler; folgen der Entdeckung eines Problems). Abb. 




Neben einer kurzen Darstellung verschiedener Vorläuferarbeiten widmet sich das 
zweite Kapitel aktuellen nationalen und internationalen Arbeiten zum Thema “Um-
gang mit dynamischen Systemen”. Ausgehend von den KÜHLHAUS-Arbeiten hat die 
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Abb. 2.11: Unterschiede der drei Fehlerarten hinsichtlich fünf verschiedener Di-
mensionen (aus REASON, 1987, p. 70). 
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dargelegt und kritisiert wird. Die bloße Tatsache, daß Annahmen in Form eines Simu-
lationsprogramms vorliegen, macht jedoch noch keine Theorie aus – der empirische 
Gehalt bleibt angesichts der Indikatorproblematik unklar. Die Arbeiten der Bayreuther 
Arbeitsgruppe mit der SCHNEIDERWERKSTATT und mit MORO beziehen sich vor 
allem auf Kenntnis- und Leistungsvergleiche erfahrener wie unerfahrener Personen. 
Allerdings tauchen hier Probleme bei der Operationalisierung von Expertise auf, die 
die Eindeutigkeit einiger Befunde einschränken. Die Hamburger Arbeitsgruppe be-
schäftigt sich mit Lernprozessen bei eher abstrakten Systemen und kommt zu dem 
Schluß, daß Pbn unterschiedliche Systemattribute erkennen und zugleich differenziert 
damit umgehen können. 
Die Oxforder Arbeitsgruppe setzt erst in neuerer Zeit Systeme ein, die man in 
einem strengen Sinn dynamisch nennen kann. Bevorzugt werden dort überschaubare 
Kleinsysteme, die im Rahmen von Experimenten zu verschiedenen Lernformen 
eingesetzt werden. Auftretende Dissoziationsphänomene zwischen meist geringem 
verbalisierbaren Wissen und akzeptabler Steuerungsqualität interpretiert man dort vor 
dem Hintergrund verschiedener Lernbedingungen (Modellmanipulation vs. 
Situationsanpassung) bzw. Repräsentationsformen. Die Brüsseler Arbeitsgruppe folgt 
dieser Tradition und untersucht ebenfalls Dissoziationsphänomene anhand derselben 
Systeme. Hinsichtlich ihrer Modellbildung verfährt diese Gruppe analog zum 
Oxforder Vorgehen und unterscheiden selektive bzw unselektive Lernprozesse. Die 
Arbeitsgruppe am MIT in Cambridge (Massachusetts) untersucht Systemsteuerung bei 
kleinen, transparenten Systemen. Trotz beobachteter Schwächen vor allem bei der 
Informationsverarbeitung feedback-behafteter Systeme liegt die Annahme zugrunde, 
daß bei entsprechenden Lernbedingungen eine Leistungsverbesserung eintritt. Dafür 
sollen Modellbildungssysteme hilfreich sein. Weitere Arbeitsgruppen beschäftigen 
sich ebenfalls mit Fragen zeitverzögerten Feedbacks (BREHMER) oder auch mit dem 
Erwerb allgemeiner Prozeßkontrolle (MORAY). Auftretende Fehler werden dabei als 
wichtige Datenquelle herangezogen (RASMUSSEN, REASON). 
Abschließen möchte ich diese Darstellung der Arbeiten verschiedener deutscher und 
internationaler Arbeitsgruppen zum Thema “Umgang mit dynamischen Systemen” 
mit einem Zitat von Bernd BREHMER, das den derzeitigen Wissensstand meines Er-
achtens kompakt darstellt: 
“... we know very little about people`s ability to control dynamic systems and the 
conditions that affect this ability. The main reason for this is, of course, that there 
has been very little research in the area. Nevertheless, the results available so far 
seem to have produced one important result: the nature of the feedback available 
is of crucial importance. Thus, subjects seem to learn to cope with those aspects 
about which they have direct and concrete feedback, but not with those that they 
need to infer from indirect information.” (BREHMER, 1989, p. 149).
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3 Rahmenvorstellungen zur Untersu-
chung des Umgangs mit dynami-
schen Systemen 
Bevor auf eigene experimentelle Befunde zum Umgang mit dynamischen Systemen 
eingegangen wird, sollen in diesem Kapitel zunächst allgemeine Merkmale der für die 
Bonner Studien typischen Untersuchungssituation skizziert, die Grundlagen der sub-
jektiven Repräsentation dynamischer Systeme entwickelt sowie die Konstruktion ent-
sprechender diagnostischer Kennwerte dargelegt werden. Zuvor sind jedoch einige 
allgemeine Bemerkungen zur Forschungsstrategie zu machen. 
 
3.1 Bemerkungen zur Forschungsstrategie 
In der aktuellen Problemlöseforschung gibt es im wesentlichen zwei Richtungen des 
Vorgehens bei der Untersuchung des Handelns in Ungewißheit: Die erste – sie wird 
zum Beispiel von DÖRNER, KREUZIG, LÜER, PUTZ-OSTERLOH, REITHER, STÄU-
DEL, STROHSCHNEIDER vertreten – zeichnet sich durch den Versuch aus, möglichst 
realitätsnahe Simulationen zu verwenden. Exemplarisch hierfür ist folgendes Zitat aus 
der bereits mehrfach erwähnten LOHHAUSEN-Studie: 
“Wir schildern in diesem Buch ein Experiment, dessen Ergebnisse und die Inter-
pretation dieser Ergebnisse. In dem Experiment verlangten wir von 48 Vpn, eine 
kleine Stadt als Bürgermeister 10 Jahre lang zu regieren. Die Stadt 'Lohhausen' 
lag dabei als Computermodell vor, d.h. sie existierte in gewisser Weise wirklich.” 
(DÖRNER et al., 1983, p.17). 
Die andere Richtung – durch FUNKE, HÜBNER, HUSSY, KLUWE, OPWIS, SPADA, 
THALMAIER vertreten – ist bestrebt, die eingesetzten dynamischen Systeme mathe-
matisch exakt zu beschreiben, um damit die Möglichkeit für die Festlegung reliabler 
und valider Gütekriterien zu erhalten (vgl. OPWIS, SPADA & SCHWIERSCH, 1985, p. 
6) und mit Systemeigenschaften experimentieren zu können. Auch hierfür wieder 
exemplarisch ein Zitat: 
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“Um die Güte von Eingriffen von Vpn in die durch Differentialgleichungen beschrie-
benen Systeme beurteilen zu können und um eine Korrespondenz zwischen dem 
Lösungsverhalten der Vpn und Eigenschaften der Aufgabenstruktur zu erhalten, 
ist die Kenntnis von Struktureigenschaften des Problems, etwa in Form von Ge-
winnlösungen und optimalen Strategien, unabdingbar.” (THALMAIER, 1979, p. 388). 
Neben diesen unterschiedlichen Meinungen über die einzuschlagende generelle For-
schungsstrategie gibt es eine Reihe von Aspekten, die im Detail diskutiert werden 
müssen. Meine Kritik am bisherigen Vorgehen läßt sich in wenigen Stichworten er-
läutern: 
(a) Die bisherige Forschungsstrategie liefert inkompatible Ergebnisse. Durch die 
teilweise unzureichende Beschreibung der Simulationssysteme kann nicht darü-
ber entschieden werden, worauf divergierende Ergebnisse (z.B. bezüglich des 
Prädiktionswertes der Variablen “Selbstsicherheit”) zurückzuführen sind. Selbst 
bei einer hinreichend exakten Dokumentation scheint unklar, welche 
Systemeigenschaften komplexitätsbestimmende Funktionen besitzen. So stellt 
sich etwa die Frage, ob das System LOHHAUSEN mit gut 2000 Variablen als 
“100x komplexer” konzipiert werden darf als das System TAILORSHOP mit gut 
20 Variablen, und ob das DORI-System etwa als halb so schwer wie der 
TAILORSHOP gelten darf, weil es halb so viel Variablen enthält. Es ist 
festzuhalten, daß die bloße Zahl beteiligter Variablen kein Kriterium für die 
Komplexität des vorgegebenen Systems darstellt. Auch Kleinsysteme stellen 
somit sinnvolle Untersuchungsinstrumente dar. 
(b)  Die bisherige Forschungsstrategie war daten- statt theorienzentriert. Diese Be-
hauptung stützt sich auf die Beobachtung, daß nicht-triviale Vorhersagen über 
den Umgang mit komplexen Systemen bislang nicht vorliegen. Damit einher 
geht die Strategie einer Schrotschuß-Datenerhebung, die unterstellt, daß sich 
etwaige Effekte “irgendwo” niederschlagen, man also nur die Daten zu durch-
forsten habe, um Hinweise auf relevante Beziehungen zu entdecken. Hier wäre 
es m.E. ökonomischer, weniger Daten zu erheben und diese Auswahl aus 
theoretischen Erwägungen heraus zu begründen. Erst eine Theoriezentrierung 
erlaubt auch den sinnvollen Einsatz experimenteller Methoden. 
(c)  Die bisherige Forschungsstrategie hat die zentrale Variable “Vorwissen” nicht 
systematisch kontrolliert. Gerade in den geschilderten, komplexen Szenarios, 
über die vom Versuchsleiter wenig Vorinformation vermittelt wird, ist “Vor-
wissen” die für eine Vp zentrale Entscheidungsgrundlage. Von daher mag über 
das Wohl oder Wehe einer Vp, die etwa den TAILORSHOP steuern soll, deren 
Vorkenntnis über bestimmte, zu erwartende Variablenbeziehungen entscheiden. 
Die bereits zu Versuchsbeginn vorliegende mögliche Diskrepanz zwischen 
objektiver Systemstruktur und einer aus dem Vorwissen abgeleiteten subjektiven 
Struktur mag für die Bewertung von Vpn-Leistungen eine solidere Basis abgeben 
als manches bisher verwendete Maß der “Lösungsgüte”. 
Ähnlich kritische Bemerkungen kann man der Arbeit von EYFERTH, SCHÖMANN 
und WIDOWSKI (1986) entnehmen. Sie sehen in den computersimulierten Szenarien 
eine Methode mit Anspruch auf wachsende Einsatzmöglichkeit, die unter Umständen 
an die Grenzen bedingungsvariierender Methodik stoße. In ihrer Übersicht trennen sie 
die verschiedenen Arbeiten nach den Untersuchungszielen “Systemdenken”, “Wis-
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sensrepräsentation” und “Handlungsorganisation”. Diese Unterteilung soll kurz 
skizziert werden. 
Unter Systemdenken werden Studien subsumiert, in denen Pbn zur Stabilisierung 
oder Optimierung in ein “ökologisch valides” System eingreifen sollen. Als ökologi-
sche Validität gilt das “Operieren in Bedeutungskontexten ..., die aus alltäglichen so-
zialen Erfahrungen stammen” (EYFERTH, SCHÖMANN & WIDOWSKI, 1986, p. 7). 
Zu diesen alltäglichen Erfahrungen (an anderer Stelle als “alltägliche komplexe Ak-
tionsfelder” bezeichnet; der Deutlichkeit halber habe ich einige Szenarios eher kari-
kierend skizziert) zählen sie: den autokratischen Bürgermeister, der z.B. über Ge-
meindefinanzen, Wohn- und Einkommensverhältnisse zu entscheiden hat; die 
Eingriffe in die Lebenswelt afrikanischer Stämme, die am Rande des Exi-
stenzminimums leben; die Bekämpfung ausgebrochener Seuchen (Grippe, Pocken); 
die Produktionsleitung eines frühkapitalistisch organisierten Betriebs; das 
absolutistische Herrschen in einem einfach strukturierten Agrarstaat mit dem Ziel, die 
Zahl der Hungertoten zu minimieren. Für meine Begriffe sind dies alles andere als 
alltägliche Situationen. 
Unter Wissensrepräsentation subsumieren sie Arbeiten, in denen Pbn die einem Sy-
stem zugrundeliegenden Zusammenhänge wiedergeben sollen. Was das Spezifische 
der Arbeiten unter der dritten Rubrik Handlungsorganisation, im Unterschied zu “Sy-
stemdenken” etwa, bedeutet, wird nicht expliziert. Vom methodologischen Stand-
punkt aus unterscheiden EYFERTH, SCHÖMANN und WIDOWSKI (1986, p. 21f.) drei 
unterschiedliche Vorgehensweisen bei der Untersuchung des Umgangs mit 
Komplexität: (1) Variation von Aufgabenmerkmalen (“task environment”) im 
Rahmen experimenteller Pläne; (2) Suche nach differentialpsychologischen Aspekten 
der Komplexitätsbewältigung und Individualkonstanten der Aufgabenbewältigung bei 
nicht systematisch variierten Systemen; (3) Konzeption von Komplexität als Merkmal 
eines subjektiven, veränderlichen Problemraums (“problem space”) mit der Absicht, 
die Erfassung von Problemräumen zu verbessern (“Repräsentationsansatz”). 
Die dritte Vorgehensweise schlagen die Autoren als alternative Forschungsstrategie 
in Abgrenzung zu den beiden erstgenannten Ansätzen vor, die sie als reduktionistisch 
einschätzen.  
“Wir kritisieren, daß der Umgang mit Komplexität forschungsstrategisch reduziert 
wird: einerseits mittels strikt experimenteller Strategien auf Systemmerkmale und 
andererseits mittels differentialpsychologischer Invariantenbildung auf Kompe-
tenzkonzepte. Die Alternative, die wir stattdessen vorschlagen, ist die Konstruktion 
eines allgemeinpsychologischen mentalen Modells.” (EYFERTH, SCHÖMANN & 
WIDOWSKI, 1986, p.23).  
Diesem Standpunkt kann ich mich insofern nicht anschließen, als die Konstruktion 
eines mentalen Modells keine Alternative zum experimentellen Vorgehen darstellen 
kann. Auch Annahmen über mentale Modelle sollten – sofern sie sich als empirisch 
gehaltvoll auszeichnen – der experimentellen Prüfung unterzogen werden können. 
Recht gebe ich EYFERTH, SCHÖMANN und WIDOWSKI jedoch in der Hinsicht, daß 
eine einseitige Konzentration auf System- bzw. Person-Merkmale unzureichend ist. 
Daß dem subjektiven “problem space” besondere Bedeutung zukommt, ist auch meine 
Ansicht. Diese Sichtweise führt strenggenommen zu Einzelfallstudien hin (aber natür-
lich lassen sich auch in Einzelfallstudien experimentelle Bedingungen realisieren, vgl. 
3.1 Bemerkungen zur Forschungsstrategie  59 
LEICHSENRING, 1987). Wie wichtig die Betrachtung des Einzelfalls sein kann (vor 
allem in heuristischer Hinsicht beim Theorie-Entwurf), demonstriert die viel zitierte 
Arbeit von ANZAI und SIMON (1979): die Theorie des “learning by doing” entstand 
aus der Detailanalyse eines einzigen Problemlöseprotokolls von 90 Minuten Dauer! 
Die Prüfung dieser Annahmen steht dagegen bis heute noch aus. 
 
3.2 Allgemeine Merkmale der Untersuchungssituation 
In Abgrenzung zu den Arbeiten anderer Forschungsgruppen (vgl. die eben gemachten 
Ausführungen sowie Kap. 2) wurden von mir einige spezifische Randbedingungen 
festgelegt, die nachstehend kurz beschrieben werden. Sie betreffen zum einen das ver-
wendete Untersuchungsmaterial, zum anderen Eigenschaften der Untersuchungssitua-
tion. 
Das Untersuchungsmaterial besteht aus dynamischen Systemen auf der Basis li-
nearer autoregressiver Prozesse, wie sie bereits weiter oben kurz vorgestellt wurden 
(vgl. Kap. 1.1). Dies impliziert die exakte Beschreibbarkeit des Systems und zugleich 
auch die Möglichkeit, anzugeben, welche Interventionen das System in einen gefor-
derten Zielzustand überführen bzw. ob ein derartiger Zielzustand (unter Beachtung 
von Randbedingungen etwa) überhaupt erreichbar ist. 
Die Untersuchungssituation weicht hinsichtlich anderer Szenarien insofern vom 
Standard-Vorgehen ab, als vor der Steuerphase, in der ein (teilweise) spezifizierter 
Systemzustand herbeigeführt und eingehalten werden soll, eine Explorationsphase 
eingeschoben wird, die dem Pb ein unbewertetes Experimentieren mit dem System 
zum Zwecke der Identifikation von Systemstrukturen ermöglicht. In unseren Stan-
dard-Experimenten beträgt die Dauer der Experimentierphase (“Wissenserwerb”) vier 
Durchgänge zu je sieben Takten, die Steuerphase (“Wissensanwendung”) erstreckt 
sich über einen Durchgang mit sieben Takten. 
Auch hinsichtlich diagnostischer Verfahren unterscheidet sich das hier berichtete 
Vorgehen von dem anderer Autoren: Zur Diagnostik des Strukturwissens werden wie-
derholt die Annahmen des Pb über die kausalen Verknüpfungen der Systemvariablen 
in grafischer Form erhoben (Kausaldiagramm-Diagnostik; “Güte des Kausaldia-
gramms”, GdK), zur Diagnostik der Anwendungsleistung in der Steuerphase wird ein 
Abstandsmaß zwischen vorgegebenem und erreichtem Systemzustand ermittelt (“Gü-
te der Systemsteuerung”, GdS). 
3.2.1 DYNAMIS: Ein allgemeines Steuerprogramm zur Simulation 
dynamischer Systeme 
Hinsichtlich der Entwicklung dynamischer Simulationsmodelle ist zu fordern, daß sie 
die Bestimmung reliabler und valider Gütekriterien ermöglichen, denn nach wie vor 
gilt: 
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“Damit Steuerprobleme wohldefinierte Denkprobleme darstellen, ist die explizite 
Vorgabe eines Kostenfunktionals notwendig, denn welcher von zwei vorliegenden 
Systemverläufen 'besser' ist, ist kein Denkproblem, sondern eine Frage des ent-
sprechenden Wertmaßstabs.” (THALMAIER, 1979, p.396). 
In einem ersten Schritt werde ich inhaltliche und technische Anforderungen an derar-
tige Systemkonstruktionen darlegen, um dann am Beispiel des Systems SINUS unsere 
Realisation zu erläutern. 
Ein in psychologischen Untersuchungen zu verwendendes dynamisches Simula-
tionsmodell soll meines Erachtens einer Reihe sachlicher wie technischer Anforderun-
gen Genüge leisten. Als sachliche Anforderungen sind zu nennen: 
(a) Das Systemverhalten muß dem Untersucher in allen Einzelheiten bekannt und für 
andere Forscher nachvollziehbar sein. Hierzu sind insbesondere Informationen 
über das Stabilitätsverhalten unter allen möglichen Eingriffsvarianten zu 
rechnen, d.h. es muß sichergestellt werden, daß sich an keiner Stelle des 
Problemraums die Problemcharakteristik in unbekannter Weise verändert. 
(b) Für eine gegebene Aufgabenstellung – und diese kann durchaus polytelisch sein 
mit allen daraus resultierenden Implikationen wie z.B. Widersprüchlichkeit von 
Teilzielen – muß eindeutig angebbar sein, durch welche Sequenz oder Kombina-
tion von Maßnahmen das Ziel erreicht wird (Festlegen eines “Lösungskriteri-
ums”). 
(c) Liegt ein derartiges Lösungskriterium vor, muß angegeben werden, wie man im 
Fall mehrerer möglicher Lösungssequenzen die verschiedenen Varianten beurtei-
len will. 
(d) Es ist anzugeben, ob es Punkte im Problemraum gibt, von denen aus eine Lösung 
nicht mehr möglich ist, und wenn dem so ist, wo diese Punkte lokalisiert sind. 
(e) Es muß angebbar sein, warum das Lösungskriterium als ein reliabler Indikator 
der Güte der Systemhandhabung angesehen werden kann. 
(f) Es muß untersucht werden, wodurch die Validität des gewählten Lösungskriteri-
ums anzunehmen ist. Hierzu könnte man etwa eine vergleichende Untersuchung 
der Systemsteuerung durch “Experten” und “Novizen” heranziehen: erzielen die 
Experten keine optimalen Werte auf dem Lösungskriterium oder erreichen Novi-
zen gute Kennwerte, bestehen ernsthafte Zweifel am gewählten Indikator. 
Neben diesen sachlich begründeten Anforderungen gibt es aus experimentiertechni-
scher Sicht weitere wünschenswerte technische Aspekte, über die ein Simulationsmo-
dell verfügen sollte: 
(g) Die Anzahl beteiligter Variablen (sowohl derer, die die Vp direkt beeinflussen 
kann, als auch derer, die nur indirekt zu verändern sind) soll manipulierbar sein. 
(h) Das Zusammenhangsgefüge zwischen den beteiligten Variablen soll einfach be-
schreibbar und bei konstant gehaltener Variablenzahl leicht modifizierbar sein. 
(i) Die semantischen Etiketten sollen einfach auswechselbar sein. 
(j) Zeitverzögerte Prozesse sollen einfach eingeführt werden können. 
(k) Die Systemzusammenhänge sollen beliebig verrauscht werden können. 
(l) Es soll zu jedem Zeitpunkt der zur Erreichung eines vorgegebenen Ziels optimale 
(multivariate) Eingriff in das System angebbar sein. 
Es ist klar, daß zumindest diese technischen Forderungen nicht in jedem konkreten 
Fall erfüllt sein müssen, da dies nur im Kontext experimenteller Arbeiten von Inter-
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esse sein dürfte. Die erstgenannten Forderungen (a) bis (f) dagegen sollten für alle Si-
mulationsmodelle gelten, in denen man aus dem Eingriffsverhalten von Vpn Aussa-
gen über deren Fähigkeiten zum Umgang mit unbekannten dynamischen Systemen 
ableiten möchte.  
Als eine Möglichkeit, in dem von manchen Autoren bereits als “Sackgasse” (vgl. 
HUSSY, 1985) bezeichneten Weg konstruktiv fortzufahren, kann man die experimen-
telle Untersuchung von Systemen ansehen, die unter systematischen Gesichtspunkten 
konzipiert und Vpn vorgelegt werden. Zunächst einmal ist das “Reizmaterial” solcher 
Versuche präzise zu beschreiben; hierzu eignet sich die Theorie multivariater autore-
gressiver Prozesse (ARk-Prozesse; vgl. FUNKE, 1985b, FUNKE & STEYER, 1985 
sowie Kap. 1.2), die dynamische Prozesse zwischen exogenen und endogenen Vari-
ablen über die Zeit hinweg durch Parameter sog. ARk-Matrizen beschreibt.  
Bei ARk-Prozessen handelt es sich um eine Darstellung von Zusammenhängen zwi-
schen Variablen des Systems in Matrixschreibweise (vgl. STEYER, 1982a, b), wobei 
der Index k den höchsten Grad der Differenzengleichungen angibt. Dies bedeutet, daß 
bei k=1 die Wirkungen bestimmter Maßnahmen direkt im nächsten Zeittakt eintreten, 
also keine verzögerten Auswirkungen erfolgen. Ein k=2 bedeutet, daß einige oder alle 
dieser Wirkungen nicht nur im ersten, sondern auch im zweiten Takt auftreten. In An-
lehnung an die bei FUNKE (1986b) formulierten Annahmen über subjektive Kau-
salmodelle ist anzunehmen, daß AR1-Prozesse am leichtesten erkannt und am schnell-
sten in das subjektive Kausalmodell der Versuchsperson übernommen werden. Aus 
praktischen Gründen beschränken wir uns auf die Verwendung von AR1-Prozessen. 
Bei der Darstellung wollen wir zunächst eine Differenzierung einführen: Es soll 
zwischen endogenen und exogenen Variablen unterschieden werden. Dabei sind exo-
gene Variablen solche, die höchstens von ihrem eigenen vorangegangenen Wert 
abhängig sind, während bei endogenen Variablen zu der Abhängigkeit vom vorange-
gangenen eigenen Wert noch eine Abhängigkeit von einzelnen oder allen anderen 
Variablen vorliegen kann. In der Regelungstechnik bezeichnet man die exogenen 
Variablen auch als Steuer- bzw. Stellgrößen, während die endogenen Variablen 
Meßgrößen genannt werden. 
Die Strukturgleichungen, die hier zur Modellierung herangezogen werden, sind li-
neare Differenzengleichungen. Diese haben gegenüber linearen Differentialgleichun-
gen (vgl. MÖBUS & NAGL, 1983) die Vorteile erhöhter Anschaulichkeit, einfacherer 
Methoden der Parameterschätzung sowie einfacherer Simulation auf dem Computer 
(vgl. ZWICKER, 1981, p. 30f). Die Nennung dieser Vorteile soll keineswegs 
implizieren, daß diese Modellierungsform der alternativen Form von Differential-
gleichungssystemen überlegen wäre. Für viele naturwissenschaftliche Gegenstands-
bereiche sind zeitkontinuierliche Differentialgleichungssysteme unverzichtbar und 
werden auch von einigen Modellbildungssystemen (wie z.B. DYNAMO; vgl. 
RICHARDSON & PUGH, 1981) ausschließlich verwendet. 
Die eben aufgeführten Anforderungen werden durch das Rahmenprogramm DY-
NAMIS realisiert, ein Rechnerprogramm, das multivariate autoregressive Prozesse 
simulieren kann. Dieses Rahmenprogramm wurde bei der Konstruktion der hier zu 
berichtenden eigenen Experimente zugrundegelegt. Mit diesem Ansatz steht somit ein 
flexibles Instrument zur Beschreibung multivariater linearer Abhängigkeiten zur 
Verfügung. Von den Bestandteilen dieses formalen Kalküls ist zu erwarten, daß es 
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subjektive Repräsentanten dieser Parameter in der Wissensstruktur eines Individuums 
geben muß, wenn die Systemrelationen voll durchschaut sind. Auf dem Weg dorthin 
bildet die Vp zunächst “unscharfe”, unvollständige Vorstellungen über das zu 
bearbeitende System, die dann durch Erfahrung modifiziert werden. Bevor diese 
Repräsentationen näher dargestellt werden, folgt zunächst die Beschreibung des 
Standard-Untersuchungsszenarios, das den in Kapitel 4 beschriebenen Experimenten 
zugrundeliegt. 
 
3.2.2 Das SINUS-Szenario 
Unterschieden wird im DYNAMIS-Programm – wie eben erwähnt – zwischen endo-
genen Zustandsvariablen (y), die auf bestimmte Werte gebracht werden sollen, und 
exogenen Eingriffsvariablen (x), deren Werte der Pb zur Steuerung des Systems belie-
big festsetzen kann. Formal kann das in mehreren Experimenten verwendete System 
SINUS daher durch die folgenden linearen Differenzengleichungen beschrieben 
werden: 
 y1t+1 = 1 · y1t + 10 · x1t      (3.1) 
 y2t+1 = 1 · y2t + 0.2 · y3t + 3 · x3t   (3.2) 
 y3t+1 = 0.9 · y3t + 2 · x2t + 0.5 · x3t   (3.3) 
 wobei: yit+1 die endogene Variable i zum Zeitpunkt t+1 bezeichnet, 
  xit die Ausprägung exogener Variablen i zum Zeitpunkt t, 
  yit die Ausprägung endogener Variablen i zum Zeitpunkt t . 
Die exogenen Variablen x1, x2 und x3 sind dabei als “Olschen”, “Mukern” und “Ras-
keln”, y1, y2 und y3 als “Gaseln”, “Schmorken” und “Sisen” bezeichnet. Abb. 3.1 

















Abb. 3.1: Kausalstruktur des Standard-Systems SINUS. 
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Das Standard-System wird in einer numerischen Form präsentiert, die dem Pb alle sy-
stemzugehörigen Variablen und alle “Rohdaten” zum Systemzustand zugänglich 
macht, um die Gedächtnisbelastung bei der Systembearbeitung so weit wie möglich 
zu reduzieren. Es werden fünf Durchgänge mit jeweils sieben Takten präsentiert. Abb. 
3.2 gibt das Display des SINUS-Systems exemplarisch wieder, wie es dem Pbn auf 
dem Bildschirm erscheint. 
Der Pb kann durch mehrmaliges Drücken der Leertaste beliebige Maßnahmen an-
steuern, frei wählbare numerische Werte eingeben und gegebenenfalls Korrekturen  
vornehmen. Nach Abschluß der Maßnahmen wird der Pb aufgefordert, Prognosen 
über den Zustand der exogenen Variablen nach seinem Eingreifen abzugeben. An-
schließend erhält der Pb Rückmeldung über den resultierenden Systemzustand, wobei 
er die Möglichkeit hat, sich die Differenzen der Zustandswerte zum vorangegangenen 
Takt ausgeben zu lassen. Danach kann der Pb erneut eingreifen. Im übrigen ist es den 
Pbn freigestellt, ob und in welchem Umfang sie sich Aufzeichnungen zum 
Systemablauf, ihren Hypothesen etc. machen. 
Den Pbn stellt sich das verwendete dynamische System namens SINUS wie folgt 
dar (Ausschnitt aus der Instruktion): 
Stellen Sie sich vor, Sie befinden sich auf dem Planeten SINUS eines anderen 
Sonnensystems. Dort haben Forscher bereits vor Ihrer Ankunft entdeckt, daß es 
sechs verschiedene Arten von Lebewesen gibt. Zum einen befinden sich dort 
GASELN, SCHMORKEN und SISEN. Sie sind der unbekanntere Teil der Bewoh-
ner. Von den OLSCHEN, den MUKERN und den RASKELN ist bekannt, wie sie 
zu vermehren und zu vermindern sind. 
Ihre Aufgabe ist es nun, durch die genaue Beobachtung der Entwicklung auf 
dem Planeten herauszubekommen, nach welchen Regeln das Zusammen-
SINUS Durchgang 1 
Woche...  1 2 3 4 5 
Zustand: 
Gaseln..... 1600 1700 1800 1900 2000 
Schmorken.. 900 957 1013 1055 1096 
Sisen...... 300 293 286 281 306 
 
Maßnahmen: 
Olschen.... 10 10 10 10  
Mukern..... 12 11 13 28  
Raskeln.... -1 -1 -5 -5  
 
Durch Drücken der Leertaste eine der Maßnahmen 
auswählen, evtl. einen neuen Wert eingeben und dann 
“return” drücken 
Abb. 3.2:  Möglicher Bildschirmaufbau von DYNAMIS bei der Präsentation des 
Systems SINUS nach vier Takten. 
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leben der Bewohner verläuft. Eine Eingabe von negativen Zahlen bedeutet hier 
die Verminderung des vorher vorgefundenen Bestandes. Es können also 
sowohl negative als auch positive Werte vorkommen. 
Insbesondere ist es ihre Aufgabe, sowohl das Verhältnis der OLSCHEN, MU-
KERN und RASKELN zu den GASELN, SCHMORKEN und SISEN als auch den 
Zusammenhang der GASELN, SCHMORKEN und SISEN untereinander 
herauszufinden.  
Auf Grund der bisherigen, umfangreichen Untersuchungen auf dem Planeten 
wurde es möglich, mit relativ einfachen Mitteln eine Simulation zu konstruieren, 
die die dortigen Verhältnisse gut abbildet. Jedem Takt der Simulation entspricht 
eine Woche auf dem Planeten. Wichtig ist: jede Maßnahme bei den OLSCHEN, 
MUKERN oder RASKELN wirkt sich nur im nächsten Takt auf die GASELN, 
SCHMORKEN und SISEN aus. 
Während der ersten vier Durchgänge sollen Sie herausfinden, wie sich die 
Maßnahmen auf den Zustand des Planeten auswirken. Jeder dieser Durchgänge 
geht über sieben Wochen. Nach diesen vier Durchgängen gibt es einen weiteren, 
in dem Sie die GASELN, SCHMORKEN und SISEN auf bestimmte Zielwerte 
bringen sollen, die Sie vorher genannt bekommen. Dies können sie erreichen, 
indem sie die Werte der OLSCHEN, MUKERN und RASKELN entsprechend 
Ihren Erkenntnissen festlegen. Diese Zielwerte sollen Sie möglichst schnell er-
reichen, um sie dann zu halten. Da die Zielannäherung schwierig ist, ist es 
schon gut, wenn Sie es schaffen sollten, sich ihnen zu nähern. 
Nach diesen fünf Durchgängen können Sie dann in einer abschließenden Pro-
gnosephase Ihre Erkenntnisse zur Anwendung bringen. Eine genauere Instruk-
tion erhalten Sie nach dem fünften Durchgang. Sie würde jetzt wohl nur 
verwirren. Machen sie sich bewußt, daß es sich um eine ”Welt am Draht” 
handelt, nicht um tatsächliche Lebewesen. Sie können also auch ohne morali-
sche Skrupel eingreifen. 
Damit Sie sich eine Vorstellung des zeitlichen Rahmens machen können, sei 
darauf hingewiesen, daß Sie sich bei der Bearbeitung auf etwa zwei Stunden 
einstellen können. Noch einen letzten Hinweis: Es ist kaum möglich, die exakten 
Regeln des Zusammenlebens bereits in den ersten Takten der Bearbeitung zu 
bestimmen. 
Wir wünschen Ihnen nun viel Spaß beim Kennenlernen des unbekannten 
Planeten SINUS! 
Aufgabe der Pbn ist es also, die auf SINUS geltenden Regeln mit Hilfe des ihnen vor-
liegenden Simulationsprogramms herauszufinden (=Wissenserwerb) und durch ge-
schicktes Eingreifen auf dem fiktiven Planeten einen bestimmten Zielzustand herzu-
stellen (=Wissensanwendung).  
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3.3 Grundlagen der Repräsentation dynamischer Systeme 
Betrachtet man Wissen – wie weiter oben ausgeführt – als Sammlung interner, subjek-
tiver Repräsentationen über Teile der Außenwelt, als Sammlung von Gedächtnis-
inhalten also, kann man im Kontext dynamischer Systeme genauer angeben, welche 
Arten von Wissen eine Rolle spielen, da die Teile der Außenwelt, auf die sich die in-
ternen Repräsentationen beziehen müssen, genau spezifiziert werden können. 
Wollte man ein künstliches System erzeugen, das die von uns beschriebene Aufga-
benstellung zu lösen hätte (also einen Automaten zur Identifikation der zugrundelie-
genden Prozesse eines dynamischen Systems und zur gezielten Steuerung solcher Pro-
zesse), sind im Symbolverarbeitungsansatz mindestens folgende drei Bereiche aus der 
Sicht der Repräsentationsfrage voneinander zu trennen: (1) die Repräsentation der 
Rohdaten sowie daraus abgeleiteter Daten (die Datenbasis), (2) Hypothesen über die 
Variablenzusammenhänge (das subjektive Kausalmodell bzw. das mentale Modell) 
sowie (3) Regeln über den Umgang mit einem dynamischen System (das Regelwis-
sen). Bei allen drei Bereichen handelt es sich um verschiedene Formen von Wissen im 
eben angeführten Sinn, wobei allerdings manche dieser Gedächtnisinhalte – (1) und 
Teile von (2) – erst aktuell während der Bearbeitung eines Systems entstehen, andere 
dagegen – (3) und Teile von (2) – schon vor Beginn der Bearbeitung vorliegen. 
Kommen wir wieder auf die eingangs genannte Idee zurück, einen Automaten zur 
Identifikation dynamischer Systeme zu konstruieren. Nachfolgend sollen die minima-
len Voraussetzungen für einen solchen Automaten genannt werden mit der Zielset-
zung, aus diesen Informationen Hinweise über die Minimalausstattung eines mensch-
lichen Problemlösers zur Bewältigung derartiger Problemstellungen zu erhalten. Diese 
theoretischen Überlegungen können zugleich als Fortentwicklung einer Theorie der 
Repräsentation dynamischer Systeme gelten, deren erste Fassung bei FUNKE (1986b, 
Kapitel 5) unter dem Titel “subjektive Kausalmodelle” dargestellt wurde. 
Was hier als Minimalausstattung eines Automaten bezeichnet wird, stellt nichts an-
deres als den Versuch dar, präzisere Aussagen über Wissensformen zu machen, die 
natürlich für den Menschen Gültigkeit besitzen sollen. Ein Prüfschritt derartiger theo-
retischer Überlegungen stellt deren Implementierbarkeit auf einem Rechner dar. Daß 
daraus keinerlei Schlüsse auf die Validität solchermaßen geprüften Annahmen für den 
Kontext menschlicher Wissensverarbeitung gezogen werden dürfte, braucht nicht son-
derlich betont werden. Ernstzunehmende Prüfinstanzen stellen experimentell kontrol-
lierte Situationen dar, in denen empirisch prüfbare Annahmen mit der Realität kon-
frontiert werden. Darauf gehe ich an späterer Stelle noch ein. 
Der Umgang mit einem dynamischen System soll einem Pb Wissenserwerb ermög-
lichen, es findet also Lernen statt. Folglich muß der Prozeß des Wissenserwerbs durch 
eine Lerntheorie beschreibbar sein, die das Zustandekommen von Erfahrung auf der 
Grundlage äußerer Ereignisse bzw. Kontingenzen charakterisiert. In diesem Abschnitt 
soll daher auch der Versuch unternommen werden, die beim Umgang mit 
unbekannten dynamischen Systemen auftretenden Lernprozesse zu präzisieren. Diese 
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beziehen sich vor allem auf Hypothesen über die Zusammenhänge von Sy-
stemvariablen.  
3.3.1 Repräsentation von Daten 
Zunächst geht es um (1) die Repräsentation der Daten, die die Grundlage für jede 
weitere Verarbeitung darstellt. Daten sind das Ausgangsmaterial, auf das sich alle 
Überlegungen des Problemlösers beziehen. Neben Rohdaten sind hierzu auch abgelei-
tete Daten zu rechnen. Dem Problemlöser in einem dynamischen (Klein)-System 
stehen prinzipiell folgende Rohdaten zur Verfügung: 
(1.1) Zustandsdaten des Systems zu t verschiedenen Zeitpunkten. Als Zustand wird 
die Ausprägung einer endogenen Variable zu einem bestimmten Zeitpunkt be-
zeichnet. Hierbei ist jedoch zu berücksichtigen, daß neben der (exakten) nume-
rischen Repräsentation der Zustandswerte auch eine Repräsentation in Form 
qualitativer Angaben (wenig – viel, niedrig – hoch, usw.) berücksichtigt werden 
sollte. 
(1.2) Eingriffsdaten zu t verschiedenen Zeitpunkten in das System. Als Eingriff wird 
der vom Pb für eine bestimmte exogene Variable festgelegte Wert bezeichnet.  
(1.3) Zusatzdaten in Form von Angaben, die in der Instruktion gemacht wurden. 
Hierzu sind etwa die zu erreichenden Zielwerte zu nennen oder auch andere 
Konstanten. 
Diese Rohdaten bilden die Grundlage für die Repräsentation abgeleiteter Daten, die 
vor allem für die Konstruktion und Prüfung von Hypothesen von Bedeutung sind. 
Hierzu sind zu zählen: 
(1.4) Differenzwerte als Maße der (durch Eingriffe) erzielten Zustandsveränderun-
gen. Hierbei dürfte es sich überwiegend um Differenzen erster Ordnung han-
deln, was als Erklärung dafür angesehen werden könnte, warum die Einschät-
zung exponentieller Variablenverläufe schwer fällt.  
(1.5) Prognosedaten über die Entwicklung des Systemzustands auf der Basis des 
jetzigen Zustands und der Kenntnis der getroffenen Eingriffe. Derartige Pro-
gnosedaten müssen nicht in quantitativer Form vorliegen, sondern hier sind – 
zumal in den Anfangsphasen – qualitative Daten zu erwarten (“wird steigen”, 




Die Repräsentation der Daten bildet die Grundlage für (2) die Entwicklung von Hypo-
thesen über Variablenzusammenhänge, die in ihrer Gesamtheit als “subjektives Kau-
salmodell” (FUNKE, 1986a) oder “mentales Modell” (z.B. OPWIS, 1985) des Pro-
blemlösers über das dynamische System bezeichnet werden. Dieser Teil der Reprä-
sentation des Variablengefüges betrifft in entscheidender Weise Wissenserwerb und 
Wissensanwendung. Wie kein anderer ist er Gegenstand permanenter Veränderung 
durch den Problemlöser – ja man kann sagen: an dieser Stelle spiegelt sich der Prozeß 
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der Informationsverarbeitung am deutlichsten! Daher sei erlaubt, hierauf etwas aus-
führlicher einzugehen. 
Unter Hypothesen versteht man Erwartungen über bestimmte Zusammenhänge. 
Solche Erwartungen begegnen einem häufig in Form von “wenn-dann”-Aussagen, ge-
wichtet mit einer Angabe über die Sicherheit dieser Aussage. In den von uns durchge-
führten Untersuchungen kommen etwa Hypothesen derart vor: “Wenn ich Olschen 
hinzufüge, erhöht sich die Zahl der Gaseln”. Solche Hypothesen bilden das Grundge-
rüst für das mentale Modell, das “operative Abbild”, die interne Repräsentation des 
beobachteten Systems. Repräsentiert werden die Zusammenhänge zwischen Varia-
blen; das Repräsentat dieser Zusammenhänge nennt man Hypothese. 
Aus dieser Sicht kann man den Vorgang des Wissenserwerbs über ein zunächst un-
bekanntes dynamisches System als Prozeß der Hypothesengenerierung und der Hypo-
thesenprüfung bezeichnen. Um zu empirisch gehaltvollen Aussagen vorzudringen, 
müssen die beiden Aspekte der Erzeugung und der Prüfung jedoch präzisiert werden, 
zusätzlich zu den Angaben über das Repräsentationsformat und über darauf zulässigen 
Operationen. Eine Theorie über den Prozeß des Wissenserwerbs – Wissen hier als Hy-
pothesenkonglomerat verstanden – muß also zu folgenden vier Fragen Stellung bezie-
hen: 
(1) Welche Form nehmen derartige Hypothesen an, genauer gesagt: aus welchen Be-
standteilen setzt sich eine Hypothese zusammen? 
(2) Wie kommt es zur Bildung einer einzelnen Hypothese? Aufgrund welcher Beob-
achtungen/äußerer Ereignisse kommt eine derartige Abstraktionsleistung zu-
stande? 
(3) Wie können verschiedene Einzelhypothesen zu einem Hypothesen-“Ensemble” 
zusammengefaßt werden, das wir unter dem Begriff des mentalen Modells fas-
sen? 
(4) Welche kognitiven Operationen sind auf derartigen Hypothesen bzw. Hypothe-
sen-Ensembles erlaubt? Wie erfolgen z.B. Modifikation und Löschung? 
Zumindest zu (1) soll bereits jetzt ein Antwortversuch unternommen werden. Nach 
den bisherigen Ausführungen wird angenommen, daß Hypothesen über Zusammen-
hänge zwischen den Variablen eines dynamischen Systems die Grundlage für das 
mentale Modell des Akteurs bilden. Die einfachste Form einer Hypothese H besteht 
aus vier Komponenten (“Quadrupelmodell”): 
 H := < V1, V2, Z, S >      (3.4) 
Die in Definition (3.4) dargestellten Komponenten V1 und V2 bezeichnen zwei Vari-
ablen, über die in Hypothese H ein Zusammenhang Z mit Sicherheit S formuliert 
wird. Diese paarweise Verknüpfung von Variablen wird auch als bivariate Repräsen-
tationshypothese bezeichnet. 
Die Variablenangaben V stammen aus der Menge der vorgegebenen bzw. vom Pb 
als wirksam angenommenen Variablen. In aller Regel – sofern keine Intransparenzbe-
dingung vorliegt – handelt es sich um eine Kombination einer exogenen mit einer en-
dogenen Variable oder um eine von einer endogenen Variablen mit einer anderen en-
dogenen Variable. Die an erster Stelle genannte Variable V1 stellt dabei die mögliche 
Ursache, die an zweiter Stelle genannte V2 die mögliche Wirkung dar. Eine Kom-
bination von endogener V1 mit exogener V2 widerspräche zwar der Definition einer 
exogenen Variablen (als von nichts anderem abhängig als höchstens ihrem eigenen 
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vorherigen Zustand), könnte aber empirisch realisiert werden, da nicht jeder Problem-
löser ein entsprechendes Kausalitätsprinzip befolgen muß. 
Die Zusammenhangsangabe Z stammt aus der Menge aller möglichen Zusammen-
hangsformen, die ein Individuum kennt bzw. in einer gegebenen Situation für möglich 
hält. Diese Zusammenhangsformen können vielfältiger Art sein: neben abstrakten 
Zusammenhangsbeschreibungen etwa in Form mathematischer Modelle können auch 
konkrete Angaben in Form von Propositionen sowie Mischformen aus quantitativen 
wie qualitativen Beschreibungen vorliegen. Angaben zu zeitlichen Qualitäten des Zu-
sammenhangs (z.B. zeitverzögerter Effekt) finden sich ebenfalls an dieser Stelle. Die 
Annahme verschiedener Stufen der Repräsentation (z.B. bei PLÖTZNER et al., 1990: 
qualitativ, semiquantitativ-relational, quantitativ-relational und quantitativ-numerisch) 
trägt zum einen dem schrittweisen Aufbau von Wissen Rechnung, andererseits auch 
der Flexibilität bei der Nutzung bereits vorliegenden Wissens. 
Die Sicherheitsangabe S einer Hypothese H hebt auf ihren Bewährungsgrad ab: Je 
mehr empirische Instanzen gegeben sind, die sich mit der fraglichen Hypothese in 
Einklang bringen lassen, umso sicherer ist die Annahme ihrer Richtigkeit. Dabei spielt 
der Präzisionsgrad der Zusammenhangsform Z eine wichtige Rolle: Je präziser Z 
formuliert ist – unter sonst gleichen Bedingungen –, umso leichter dürfte die Gültig-
keit der Hypothese H überprüft werden können. Die Angabe S setzt also die Existenz 
eines (impliziten oder expliziten) Feedbacks voraus, einer Bewertung also, die den 
Grad der Richtig- bzw. Falschheit einzuschätzen hilft. 
Aus schematheoretischer Sicht könnte man sagen: Eine Hypothese ist ein Schema 
mit vier “slots” – den oben angeführten Bestandteilen V1, V2, Z und S – wobei die 
Kenntnis der semantischen Etiketten von V1 und V2 Standardwerte (“defaults”) für 
die Zusammenhangsform Z und die dafür anzunehmende Sicherheit S bereitstellt. 
Gibt man etwa die Etiketten “Umsatz” und “Gewinn” vor, so wird die vermutete Zu-
sammenhangsform (z.B. “positiv verknüpft”) zugleich eine hohe Sicherheit besitzen; 
diese könnte etwa abnehmen, wenn man Z präzisierte (z.B. “linear wachsend”), da 
mit wachsender Präzision empirische Ereignisse denkbar sind, die der Vermutung 
widersprechen könnten. 
Ausgehend vom “Quadrupel”-Format von Hypothesen stellen sich wiederum Fra-
gen, auf die eine Theorie des Wissenserwerbs in unbekannten dynamischen Systemen 
antworten können sollte: 
(1) Wie erfolgt die Auswahl einer aktuell vorliegenden Hypothese Hakt aus dem Ge-
samtrepertoire aller möglichen Hypothesen Htot (“Strategiefrage”)? 
(2) Wie kommt für ein bestimmtes Paar (V1, V2) von Variablen die vermutete Zu-
sammenhangsform Z zustande (“Detektionsfrage”)? 
(3) Wie bestimmt sich der Sicherheitsgrad S, der an eine bestimmte Hypothese H 
geknüpft ist (“Bekräftigungsfrage”)? 
Darauf wird im folgenden Abschnitt einzugehen sein, der sich mit den Regeln zur 
Modellbildung und -prüfung beschäftigen wird. Hypothesen der eben beschriebenen 
Art können in verschiedener Form anfallen: 
(2.1) Bivariate Zusammenhangshypothesen. Diese beziehen sich auf den Zusammen-
hang zwischen je zwei Systemvariablen (wobei es sich auch um eine Variable 
zu zwei Zeitpunkten handeln kann) und stellen die einfachste Form der Zusam-
menhangsrepräsentation dar. V1 und V2 aus Definition (3.4) stellen dabei je-
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weils eine einzige Variable dar. Es wird zu zeigen sein, daß aus diesen Basishy-
pothesen unter Verwendung geeigneter Regeln komplexere Hypothesen 
gebildet werden können, wie sie der nächste Punkt beschreibt.  
(2.2) Multivariate Zusammenhangshypothesen, bei denen V1 und/oder V2 Mengen 
von Variablen sein dürfen. Diese können in der Form von Dependenzhypothe-
sen (“von welchen Variablen hängt eine endogene Variable y ab?”, zielorien-
tierte Perspektive) oder in Form von Effektanzhypothesen (“auf welche Vari-
ablen wirkt eine exogene Variable x ein?”, maßnahmenorientierte Perspektive) 
vorliegen. Die Klassifikation greift auf die bei DÖRNER et al. (1983, p. 420) 
dargelegte Unterscheidung von Dependenz- und Effektanzanalysen zurück, die 
dort als Kausalanalysen “vorwärts” bzw. “rückwärts” bezeichnet wurden. 
Der gesamte Bereich sonstiger Hypothesen (etwa über die Untersuchungsabsichten 
des Forschers) wird hier ausgeklammert, da er nur schwer eingrenzbar ist und für die 




Neben den unter (1) und (2) beschriebenen Repräsentationen muß der Problemlöser 
über (3) Regeln zur Modellbildung und -prüfung verfügen. Dieses Regelwissen kann 
in verschiedene Formen unterteilt werden, wobei die Unterscheidung eher akzentuie-
renden als klassifizierenden Charakter besitzt: 
(3.1) Regeln zur Modellbildung. Diese dienen in einem Zustand von Unsicherheit zur 
Erzeugung von Daten, die für die Modellbildung (genauer: die Hypothesenbil-
dung) brauchbar sind. Diesen Teil könnte man daher als Hypothesenge-
nerierung bezeichnen. 
(3.2) Regeln zur Modellprüfung. Diese dienen dazu festzustellen, wie groß der Ab-
stand zwischen erwarteten und beobachteten Zustandsdaten ausfällt. Da unter-
stellt wird, daß die Prüfung sich auf Ausschnitte des Modells bezieht, könnte 
man hier präziser von Hypothesenprüfung sprechen.  
(3.3) Regeln zur Modellkorrektur. Diese Regeln beschreiben, wie im Anschluß an 
eine festgestellte Abweichung mit der als unzureichend erkannten Hypothese zu 
verfahren ist. 
Diese Regeln könnten in Anlehnung an ANDERSON (1983) in Form von Produktions-
regeln gefaßt sein. Auch die von HOLLAND, HOLYOAK, NISBETT und THAGARD 




Exkurs: Zum Vorschlag von DÖRNER et al. (1983) über die Dominanz von Depen-
denzanalysen 
Für die in Kapitel 3.3.2 beschriebenen Zusammenhangshypothesen findet man bei 
DÖRNER et al. (1983, p. 423 f.) auch eine Regel, die die Richtung der Kausalanalyse 
und zugleich die Dominanz der Dependenzanalyse gegenüber der Effektanzanalyse si-
cherstellen soll: 
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“Setze die Dependenzanalyse solange fort, bis befriedigende Manipulationsmög-
lichkeiten für die kritische Variable gefunden sind. Sodann betreibe eine Effek-
tanzanalyse, um etwaige unerwünschte Nebenwirkungen festzustellen. Werden 
solche gefunden, ändere das Maßnahmenspektrum zur Minimierung der uner-
wünschten Nebenwirkungen und führe dafür u.U. weitere Dependenzanalysen 
durch.” 
Leitlinien für den Abbruch solcher Kausalanalysen sehen DÖRNER et al. (1983) vor 
allem darin, angesichts der zumeist begrenzten Zeit den Kausalbeziehungen mit den 
stärksten Gewichten zu folgen.  
“Da in komplexen Realitätsausschnitten direkt oder indirekt fast immer alles mit al-
lem zusammenhängt, erhebt sich die Frage, wie weit die Dependenz- und Effek-
tanzanalysen jeweils zu treiben sind. Eine Fortsetzung dieser Analysen bis zur 
völligen Aufklärung des gesamten Netzes wird sich meist aus Zeitgründen verbie-
ten. Wie weit ist die Analyse zu treiben? Bei der Beantwortung dieser Frage ist zu 
beachten, daß gewöhnlich in einem Netzwerk von Variablen von Station zu Sta-
tion eine gewisse Wirkungsabschwächung stattfindet.” (DÖRNER et al., 1983, p. 
422). 
Während die Autoren 1983 eine Abschwächung der Wirkung über die Zeit hinweg als 
“gewöhnlich” gegeben betrachten, wird genau die Beachtung dieser Regel von DÖR-
NER (1986b, p. 7) am Beispiel der AIDS-Erkrankungsraten kritisiert:  
“Man sieht die jetzt vorhandene Zahl (von Erkrankten, J.F.) und hat nur eine vage 
Vorstellung von der tatsächlichen Entwicklung. Diese bekommt man allerdings 
auch nicht intuitiv – hier muß man rechnen!”.  
Der Autor, der hier Kausalanalyse in aller Breite und Ausführlichkeit betreibt (“die 
sich aus Zeitgründen meist verbietet”, siehe oben), wirft damit der Öffentlichkeit vor, 
nicht ebensolche Kausalanalysen zu betreiben, deren Ausführlichkeit er drei Jahre zu-
vor für nicht unbedingt erforderlich hielt. Interessant ist in diesem Zusammenhang 
eine Bemerkung von KAHNEMAN und TVERSKY (1973), die sich im Zusammenhang 
mit der von Ihnen postulierten Verfügbarkeitsheuristik mit der Frage nach der Anwen-
dung dieser Heuristik in “real-life”-Situationen beschäftigen. Sie stellen dabei fest, 
daß alltägliche Szenarien ebenfalls nach dem Grad ihrer Plausibilität beurteilt werden: 
“Many of the events whose likelihood people wish to evaluate depend on several 
interrelated factors. Yet it is exceedingly difficult for the human mind to apprehend 
sequences of variations of several interacting factors. We suggest that in evalua-
ting the probability of complex events only the simplest and most available scena-
rios are likely to be considered. In particular, people will tend to produce scenarios 
in which many factors do not vary at all, only the most obvious variations take 
place, and interacting changes are rare. Because of the simplified nature of imagi-
ned scenarios, the outcomes of computer simulations of interacting processes are 
often counter-intuitive...” (KAHNEMAN & TVERSKY, 1973, p. 229). 
Vielleicht erklärt diese, von KAHNEMAN und TVERSKY bereits 1973 geäußerte Ver-
mutung über die Unzulänglichkeit menschlicher Bewertungsprozesse das Unbehagen 
Dörners über die unzulängliche Einschätzung der AIDS-Problematik. 
(Ende des Exkurses) 
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3.4 Entwicklung von Maßen für die Güte von Strukturwissen 
Untersuchungen zum Wissenserwerb beim Umgang mit dynamischen Computersimu-
lationssystemen der eben beschriebenen Art machen es erforderlich, den Grad der 
Übereinstimmung zwischen der objektiv richtigen und der subjektiv angenommenen 
Zusammenhangsstruktur zu ermitteln. Der vorliegende Abschnitt behandelt zunächst 
grundsätzliche Fragen und herkömmliche Formen einer Diagnostik von Wissen, be-
handelt dann die Methode der Kausaldiagramm-Analyse sowie einige der bei dieser 
Art von Wissensdiagnostik auftretenden Probleme und schildert schließlich Lö-
sungsmöglichkeiten. 
 
3.4.1 Traditionelle Zugänge zur Wissensdiagnostik 
TERGAN (1986, p. 4) stellt fest, daß die Wissensdiagnostik derzeit über kein ausrei-
chendes Inventar an Methoden verfüge, das der kognitiven Theorieentwicklung ge-
recht werde und das zur empirischen Erfassung von Wissensstrukturen herangezogen 
werden könnte. Dies liege vor allem an den meist pragmatischen Zielsetzungen bei 
der Entwicklung derartiger Erhebungsverfahren. Dieses Desiderat einer theorie-
orientierten Wissensdiagnostik dürfte unumstritten sein. In seiner Monographie über 
“Modelle der Wissensrepräsentation als Grundlage qualitativer Wissensdiagnostik” 
geht TERGAN (1986) auf drei Typen von Repräsentationssystemen ein, aus denen 
diagnostische Bemühungen ableitbar sind: (1) semantische Raum-Modelle (psycho-
metrischer, Netzwerk- und Schema-Ansatz), (2) Produktionssysteme und (3) analoge 
Repräsentationssysteme. Eine ähnliche Struktur legen OPWIS und LÜER (im Druck) 
ihrem Beitrag über Repräsentationssysteme zugrunde. 
In einem Übersichtsreferat beschreibt KLUWE (1988) vier prinzipiell verschiedene 
diagnostische Zugänge zu Wissensbeständen: (a) die Methode des Lauten Denkens, 
(b) Befragungsmethoden, (c) Kategorisierungsverfahren und (d) die mittels freier Re-
produktion feststellbaren Organisationsformen von Wissenselementen. Alle vier Zu-
gänge entsprechen mit ihren derzeitig vorliegenden Instrumenten im übrigen nur ent-
fernt den hochgesteckten Anforderungen, die SPADA und REIMANN (1988) an eine 
“Wissensdiagnostik auf kognitionswissenschaftlicher Basis” stellen: dort wird die au-
tomatisierte Erfassung von deklarativen Wissensstrukturen und prozeduralen Wissens-
komponenten auf der Grundlage von formalen computerisierten Modellen verlangt, 
mittels derer die beobachteten Leistungen nicht nur beschrieben, sondern auch erzeugt 
werden können. Kriterium für die Güte einer derartigen Wissensdiagnostik ist – so 
SPADA und REIMANN – die Vorhersagbarkeit von Antworten der diagnostizierten 
und modellierten Pbn auf Fragen des jeweiligen Gegenstandsbereichs. Auf diese 
Grundsatzfragen soll hier nicht näher eingegangen werden. Auch wenn die 
nachfolgend vorgestellten diagnostischen Bemühungen nicht den strengen Anforde-
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rungen dieser Autoren folgen, halten wir unsere Überlegungen damit nicht für wert-
los. Da es sich bei der von mir verwendeten Kausaldiagramm-Analyse um eine 
standardisierte Befragungstechnik handelt, soll dieser Bereich etwas näher dargestellt 
werden. 
Befragungstechniken sind ein häufig verwendetes Instrument der Diagnostik von 
Strukturwissen (vgl. KLUWE, 1988). BERRY und BROADBENT (1987) verwenden 
z.B. im Kontext ihrer Untersuchungen mit der Simulation SUGAR FACTORY einen 
Fragebogen über Systemzusammenhänge als Instrument der Wissensdiagnostik. Ein 
qualitativer Teil der Fragen fragt nach Veränderungen des Systemzustands unter 
wohldefinierten Bedingungen (z.B. “Wenn die Arbeitskraft erhöht wird und ansonsten 
alles gleich bleibt, erhöht sich die Zuckerproduktion / bleibt gleich / vermindert sich / 
keine Ahnung”). Im quantitativen Teil werden die gleichen Fragen gestellt, allerdings 
ist hier die Situationsbeschreibung numerisch spezifiziert und der Pb gibt eine nume-
rische Antwort, aus der sich letztlich der subjektiv verwendete Parameter ermitteln 
läßt. Das zuletzt genannte Vorgehen entspricht der Methode “Vorhersage von System-
zuständen”, wie sie bei FAHNENBRUCK, FUNKE und MÜLLER (1987) beschrieben 
wird. Im Vergleich zu Techniken des lauten Denkens bietet die gezielte Befragung 
nach Ansicht von MELCHIOR (1988, p.76) die Vorteile beschränkter, aber relevanter 
Informationsgewinnung wie auch die Verhinderung des auf seiten des Pbn möglichen 
“Vergessens” ihm bekannter Wissensinhalte. 
JUNGERMANN, SCHÜTZ und THÜRING (1988) erfassen im Rahmen von Untersu-
chungen über Arznei-Beipackzettel die bereichsspezifischen mentalen Modelle von 
Lesern dieser Beipackzettel. Dabei verwenden sie das von LUGTENBERG (1989) ent-
wickelte Computerprogramm GETMO, bei dem der Benutzer zunächst bereichsspezi-
fisch relevante Konzepte eingibt, deren Relationen untereinander dann in einer 
zweiten Phase mittels eines vollständigen Paarvergleichs abgefragt werden. Über die 
mit dieser Technik erzielten Ergebnisse wird in der zitierten Arbeit allerdings nicht 
berichtet (vgl. hierzu LUGTENBERG & PFISTER, 1987). Für unsere Zwecke ist der 
erhebungstechnische Aufwand allerdings zu hoch, daher kommt dieses Verfahren aus 
praktischen Erwägungen nicht in Frage. 
STROHSCHNEIDER (1988) beschäftigte sich mit der möglichst reinen Untersu-
chung von Wissenserwerbsprozessen beim Umgang mit einem komplexen Problem 
namens VEKTOR (eine Variante der SIM00X-Systeme aus der Hamburger Arbeits-
gruppe um KLUWE), das folgenden Anforderungen entsprach: (a) es war semantik-
frei, um Vorwissenseffekte zu reduzieren; (b) Handlungsziele waren den Pbn vor-
gegeben; (c) es handelte sich um ein Kleinsystem mit bekannten Eigenschaften; (d) es 
sollte Diagnostik ermöglichen. Diese bestand zum einen in freien Befragungen, die 
dreimal im Abstand von einer Stunde während der Bearbeitung vorgenommen 
wurden, zum anderen in der Bestimmung von zwei Gütekriterien (Sollwerterreichung 
und Systemstabilität) über jeweils ein halbstündiges Intervall zu Versuchsbeginn, -
mitte und -ende. Aus gruppenstatistischen Analysen über die Daten von 20 Pbn 
ergeben sich mangelnde Korrelationen zwischen der Menge verbalisierbaren Wissens 
und dem Handlungswissen, wie es sich in Steuerung und Stabilität niederschlägt. In 
Einzelfallbetrachtungen kann STROHSCHNEIDER allerdings dokumentieren, daß der-
artige Zusammenhänge sehr wohl vorliegen können, aber durch individuelle Variation 
im Vorgehen (aktions- vs. wissenserwerbsorientiert) verwischt werden. Die Dissozia-
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tionseffekte beschreibt er daher als Scheinphänomen aufgrund der Nichtbeachtung un-
terschiedlicher Steuerungsstrategien. Diesem Hinweis wird in Analysen zum Zusam-
menhang zwischen Systemwissen und Steuerungsleistung nachgegangen werden 
müssen. 
ROUSE und MORRIS (1986) halten Befragungsmethoden (“verbalization methods” 
wie Verbalprotokoll, Interview, Fragebogen) dort für angezeigt, wo die Aufgabenstel-
lung explizite Manipulation erfordert. Dabei verweisen sie auf die Schwierigkeit, die 
nach COHEN und MURPHY (1984) darin besteht, daß man “Approximationen von 
Approximationen der Realität” untersucht, eine Unterscheidung, die LE NY (1988) als 
das Problem der Repräsentation zweiten Grades bezeichnet. Der Hinweis auf die 
explizite Manipulation ist für uns bedeutsam: da die Pbn eine gezielte System-
steuerung vornehmen sollen, scheint eine Datenerhebung via Befragung gerecht-
fertigt. 
Die Erfassung von Verbaldaten stellt nicht erst heutzutage einen gewichtigen Zu-
gang zur Diagnostik individuellen Wissens dar. In ihrer umfangreichen Monografie 
“Protocol analysis – Verbal reports as data” gehen ERICSSON und SIMON (1984) 
auch auf die Geschichte dieses diagnostischen Zugangs ein (p. 48-61). Allerdings be-
ginnt diese Geschichte für ERICSSON und SIMON erst mit dem Ende des 19. Jahr-
hunderts und beschränkt sich – mit Ausnahme eines kurzen Absatzes über WUNDT – 
ausschließlich auf die Stellungnahmen amerikanischer Autoren wie COMSTOCK, 
JAMES, TITCHENER, WATSON und WOODWORTH zu dieser Thematik. Doch auch 
die im deutschen Sprachraum ausgetragene Diskussion um die methodischen 
Probleme introspektiver Verfahren ist zu erwähnen. Die zwischen WUNDT (1907, 
1908) und BÜHLER (1908) ausgeführte Kontroverse zu diesem Thema wurde 
durchaus lebhaft geführt und mit einem Eklat beendet. WUNDT schreibt abschließend:  
“Also, es bleibt dabei: 'Man muß nicht jeden Autor, der über einen Gegenstand ge-
schrieben hat, lesen; aber wenn man ihn kritisiert, so sollte man ihn immerhin 
auch gelesen haben.' Doch, wie es auch andere mit diesem probaten Sprüchlein 
halten mögen, ich gedenke es zu befolgen. Nach den Aufschlüssen, die ich aus 
den seitherigen Ausfrageexperimenten geschöpft habe, werde ich mir die Lektüre 
künftiger Arbeiten dieser Gattung erlassen; ich glaube mich aber auch fernerer 
kritischer Erörterungen über diesen Gegenstand enthalten zu können.” (WUNDT, 
1908, p. 459). 
Worin bestand die genannte “Ausfragemethode” und was waren die Argumente 
WUNDT's gegen sie? BÜHLER beschreibt das Verfahren so: 
“... es handelt sich in den meisten Fällen um Fragen, die der Vp. zur Beantwortung 
vorgelegt wurden: Verstehen Sie? oder: Ist es richtig? dann folgte ein Satz, den 
der Versuchsleiter vorlas. Die Vp. antwortete mit 'ja' oder 'nein' und beschrieb dar-
auf die Erlebnisse, die zu dem 'ja' oder 'nein' geführt hatten.” (BÜHLER, 1907, p. 
93/94). 
Es handelt sich also um die retrospektive Schilderung kognitiver Vorgänge aus der 
Sicht des Pb. Hiergegen führt Wundt vor allem gedächtnispsychologische Argumente 
an: in der Retrospektion sei den “Erinnerungstäuschungen Tür und Tor geöffnet” 
(p.452). Gemäß seiner Typologie (WUNDT ,1907, p.311f.) von Experimenten in 
“vollkommene”, “unvollkommene” und “Scheinexperimente” könne die Bezeichnung 
der BÜHLER’schen Studien eigentlich nur unter dem Begriff des Scheinexperiments 
74  Rahmenvorstellungen  
erfolgen. Nach WUNDT’S Ansicht seien derartige Untersuchungen nur unter Heran-
ziehung objektiver Kontrollmittel sinnvoll, was für ihn gleichbedeutend ist mit Reak-
tionszeitmessung und Erfassung physiologischer Indikatoren (Sphygmo- und Pneu-
mographie), letztere zur Feststellung begleitender “Ausdruckssymptome der Gefühle 
und Affekte in Puls und Atmung” – ein recht moderner Standpunkt, der eine Verbin-
dung zwischen Kognition und Emotion impliziert. 
Zusammenfassend: Es gibt keine Standard-Diagnostik zur Erfassung von Wissen. 
Allerdings hat sich die Verwendung von Verbaldaten trotz der Kritik von WUNDT 
weitgehend etabliert. Dabei kommen fast ausschließlich direkte Meßverfahren zum 
Einsatz; indirekte Meßverfahren, wie sie bevorzugt in der neueren Gedächtnispsycho-
logie eingesetzt werden (siehe z.B. RICHARDSON-KLAVEHN & BJORK, 1988), sind 
für dynamische Systeme nur insofern als erprobt zu bezeichnen, als die Messung der 
Steuerungsleistung (vgl. Kapitel 3.5) hierunter subsumiert werden könnte.  
 
3.4.2 Diagnostische Möglichkeiten bei dynamischen Kleinsystemen: 
Allgemeines 
Verwendet man conputersimulierte dynamische Kleinsysteme der bezeichneten Art, 
stellt sich auch die Frage nach den neuen diagnostischen Möglichkeiten dieses Instru-
ments. Aus dieser Sicht heraus interessiert man sich weniger für die allgemeinen Ge-
setzmäßigkeiten, nach denen der “kognitive Apparat” des Menschen beim Umgang 
mit derartigen Systemen funktioniert, als vielmehr für diejenigen Merkmale, hinsicht-
lich derer sich Pbn unterscheiden. Diagnostisch erscheinen vor allem diejenigen 
Merkmale interessant, die mit anderen Verfahren nicht diagnostizierbar sind. In erster 
Linie handelt es sich hierbei um strategische Momente, die den Prozeß des 
Wissenserwerbs charakterisieren sollen. DÖRNER (1986a) nennt diesen Gesichtspunkt 
“operative Intelligenz”. 
Was sind nun die Leistungen, die nach DÖRNER (1986a) zum Bearbeiten eines dy-
namischen Szenarios erforderlich sind und die er unter dem Begriff der operativen In-
telligenz zusammenfaßt? Hierzu liefert er zwar keine Definition, aber wenigstens wer-
den einige notwendige Bestandteile aufgeführt: 
“Umsicht  (als Antizipation von Neben- und Fernwirkungen), Steuerungsfähigkeit 
der kognitiven Operationen ..., Verfügbarkeit   über Heurismen  (hängt natürlich 
eng mit der Steuerungsfähigkeit zusammen) ...” (DÖRNER, 1986a, p. 294). 
Hinzu kommen für ihn “Weisheit” im Sinn von DITTMANN-KOHLI (1984) sowie 
“Verlaufsqualitäten von Elementaroperationen” im Sinn von LOMPSCHER (1976). 
Die operative Intelligenz sei das, was auf der durch Intelligenztests gemessenen Ge-
schwindigkeit und Genauigkeit elementarer Intelligenzprozesse aufbaue: diese seien 
zwar notwendige, aber keineswegs hinreichende Bedingungen für Intelligenz. Opera-
tive Intelligenz entspräche einem “strategischen Moment” (DÖRNER, 1986a, p. 293). 
Daß mit diesen Ausführungen keineswegs ein neues Intelligenzkonzept entworfen ist, 
sieht der Autor selbst:  
“Ich bin mir darüber im klaren, daß sowohl der Begriff der 'operativen Intelligenz' 
noch weiterer Elaboration bedarf, als auch, daß die Frage, welche Parameter man 
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zur Messung derselben am besten benutzt, keineswegs erschöpfend beantwortet 
werden kann.” (DÖRNER, 1986a, p. 294f.). 
Traditionelle Leistungsdiagnostik im Bereich kognitiver Funktionen richtet sich auf 
Genauigkeit und Geschwindigkeit bestimmter, isolierter Teilleistungen. STERNBERG 
(1982, 1983) bezeichnet letztere als “Komponenten”. Für deren Diagnostik ist u.a. die 
Reaktionszeit-Methodologie von entscheidender Bedeutung, wobei die Annahme seri-
eller Verarbeitung nicht notwendig gemacht werden muß. Die Zeitvariable ist im 
Kontext der Bearbeitung dynamischer Systeme zum einen nicht einfach erfaßbar in 
Hinblick auf eine feine Auflösung (hier könnten Blickbewegungsstudien interessante 
Daten liefern, die sich allerdings nicht nur auf Zeiten, sondern auch auf Abfolgen 
richten müßten), zum anderen ist ihr Stellenwert ein anderer: natürlich wird die zur 
Verfügung stehende Zeit bei der Identifikation etwa der zugrundeliegenden 
Systemstruktur von maßgeblicher Bedeutung sein, wegen der vielen ablaufenden 
Teilprozesse liefert aber eine Beschreibung bestimmter Leistungen in termini von 
Zeiteinheiten häufig nur unzureichende Angaben über die zu diagnostizierenden 
Vorgänge. 
Ein Zugang zur Beschreibung neuer diagnostischer Möglichkeiten durch den Ein-
satz dynamischer Systeme besteht darin, möglichst explizit die zu erbringenden 
Leistungen aufzuführen. Eine derartige Aufgabenanalyse hat PUTZ-OSTERLOH 
(1981, p. 83) für komplexe Systeme in allgemeiner Form durchgeführt. Sie nennt als 
charakteristisch für diese Art von Problemstellungen (1) das Aufstellen und Ableiten 
von Problemlösezielen, (2) die Auswahl von Handlungen zum Erreichen der Ziele 
sowie (3) die aktive Suche nach Informationen über relevante Systemvariablen. 
Weiterhin zählt sie die – im Unterschied zu den eben genannten auch bei 
Intelligenztests geforderten – Leistungen hinzu: (4) die Analyse der Veränderung von 
Variablen, (5) die Analyse des Zusammenhangs zwischen Variablen, (6) das Ziehen 
von Analogieschlüssen sowie (7) das Aufstellen von Regeln zur Beschreibung von 
Veränderungen.  
Generell gesehen bieten sich bei dynamischen Systemen somit vielfältige Aspekte 
zur Diagnostik an. Um hier Ordnung zu schaffen, scheint die vorgeschlagene Be-
schränkung auf die beiden großen Klassen “Wissensdiagnostik” und “Könnensdiagno-
stik” zunächst einmal sinnvoll. Der folgende Abschnitt geht auf die standardisierte Er-
fassung des Wissens ein, Kapitel 3.5 dann auf die Erfassung des Könnens. 
 
3.4.3 Methode und Zielsetzung der Kausaldiagramm-Analyse 
Im Kontext von (dynamischen) Systemen lassen sich wie oben bereits dargestellt zwei 
Klassen von Systemvariablen unterscheiden, die als exogene und endogene Variablen 
bezeichnet werden. Exogene Variablen (=Eingriffsvariablen) können von außen belie-
big festgesetzt werden, stehen somit unter völliger Kontrolle eines Pbn. Auf die en-
dogenen Variablen (=Zustandsvariablen) kann nicht direkt zugegriffen werden; ihre 
Ausprägungen hängen von ihren eigenen früheren Zuständen, vom Wert anderer 
endogener Variablen sowie vom Wert der exogenen Variablen ab. Die Aufgabe eines 
Pbn, der ein ihm unbekanntes Strukturgleichungssystem mit exogenen und endogenen 
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Variablen identifizieren soll, läßt sich somit in folgende drei Teilaufgaben zerlegen: 
(1) Erfassung der Effekte der exogenen Variablen auf die endogenen Variablen (“exo-
gene Einfach- und Mehrfachwirkungen”); (2) Erfassung der Effekte endogener Varia-
blen auf sich selbst (“Eigendynamik”); (3) Erfassung der Effekte von endogenen 
Variablen auf andere endogene Variablen (“Nebenwirkungen”). 
Die verschiedenen kausalen Effekte müssen vom Pbn durch entsprechende Analy-
sen seiner Eingriffe und deren Wirkungen ermittelt werden. Auf diese Art und Weise 
entsteht im Verlauf der Bearbeitung eine subjektive Kausalstruktur über Ursache-Wir-
kungs-Verhältnisse, die zu erfassen und mit der tatsächlich vorhandenen Struktur zu 
vergleichen ist. 
Die spezielle Form der Strukturwissensdiagnostik, die in allen Untersuchungen des 
DYNAMIS-Projekts Verwendung findet, ist die “Kausaldiagramm-Analyse”. Dies 
heißt: Pbn werden zu verschiedenen Zeitpunkten der Bearbeitung eines dynamischen 
Systems gebeten, die von ihnen vermutete Kausalstruktur zwischen den beteiligten 
Variablen in graphischer Form anzugeben. Grafische Form bedeutet: Für jede betei-
ligte exogene und endogene Variable steht auf einem Formblatt ein Kästchen zur Ver-
fügung, zwischen den Kästchen können Pfeile eingezeichnet und bei Bedarf auch 
noch mit näheren Angaben zur Art der Beziehung beschriftet werden. Die Instruktion 
zu diesem Verfahren macht den Pbn deutlich, daß (1) entweder bloß Pfeile gemalt 
werden, wenn man die Art der Beziehung noch nicht genau kennt, aber einen 
Zusammenhang vermutet, oder daß (2) bereits die Richtung einer Wirkung (positiv 
bzw. negativ) erkannt wurde, was durch Vorzeichen an den Pfeilen symbolisiert 
werden kann, oder daß (3) der genaue Wirkfaktor bekannt ist und neben den Pfeil 










Abb. 3.3: Leeres Formblatt für die graphische Angabe 
von Kausalbeziehungen im System SINUS. 
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kompakter Weise die nach dem Quadrupelmodell der Hypothesen postulierten Größen 
V1, V2 sowie Z erfaßt. Abb. 3.3 zeigt ein Beispiel für ein leeres Kausaldiagramm. 
Per definitionem können Kausalbeziehungen nur von exogenen (Olschen, Mukern, 
Raskeln) auf endogene (Gaseln, Schmorken, Sisen) oder von endogenen auf endogene 
Variablen ausgehen, nie aber von endogenen auf exogene. – In neueren Programm-
Varianten wird die Erfassung des Kausaldiagramms on-line vorgenommen: auf einem 
zweiten, zusätzlich zu den Simulationsdaten verfügbarem Fenster wird das aktuelle 
Kausaldiagramm des Pbn angezeigt, das über Funktionstasten einfach erstellt werden 
kann und wie in der Papierform von der einfachen Relationsanzeige über die Vorzei-
chenanzeige auch vermutete Wirkstärken anzeigt. Das zunächst leere Bildschirm-For-
mular entspricht ziemlich exakt dem in Abb. 3.3 gezeigten Bild. 
Kausaldiagramme der hier beschriebenen Form stellen somit eine spezielle Reprä-
sentation eines linearen Strukturgleichungsmodells dar: Um den Pbn eine formale ma-
thematische Schreibweise zu ersparen, sollte die grafische Form eine erleichterte An-
gabe der verschiedenen linear additiven Komponenten ermöglichen. Natürlich ist 
diese Wissenserfassung alles andere als non-reaktiv; KLUWE (1988, p. 370) macht 
darauf aufmerksam, daß diese Art des Befragens die Aufmerksamkeit der Pbn auf 
genau die Aspekte richtet, um die es dem Untersucher geht – nicht zwangsläufig 
müssen dies die natürlichen Kategorien sein, mit denen jemand an derartige Auf-
gabenstellungen herangeht. Insbesondere im Fall wiederholter Erfassungen von 
subjektiven Kausalstrukturen ist ein Instrumenten-Effekt nicht auszuschließen. Dieser 
Einwand gilt aber prinzipiell für alle Verfahren, die wiederholt appliziert werden und 
zu einer “set”-Bildung bei den Pbn führen können. 
 
3.4.4 Probleme 
Die auf den ersten Blick einfache Aufgabe der Erfassung einer subjektiven Kausal-
struktur und ihre Bewertung hinsichtlich der tatsächlich geltenden Verhältnisse wird 
bei näherer Betrachtung durch eine Reihe unangenehmer Probleme erschwert: 
(1) Pbn sind unterschiedlich auskunftsfreudig bzw. risikobereit. Bei gleichem Wis-
sensstand gibt es Pbn, die nur das absolut sichere Wissen preisgeben, während 
für andere Pbn bereits schwächste Vermutungen mitteilenswert erscheinen. 
Dieses Phänomen ist aus Untersuchungen zur Schwellenmessung in der Psy-
chophysik bestens bekannt; unter dem Stichwort “Antworttendenz” bzw. “Reak-
tionsneigung” wird diese Person-Eigenschaft durch signalentdeckungstheoreti-
sche Auswertungsverfahren kontrolliert. 
(2) Pbn sind in der Lage, auch mit einem inkorrekten Modell, das vom objektiv im-
plementierten abweicht, innerhalb gewisser Grenzen korrekte Vorhersagen zu 
treffen und das betreffende System gut zu steuern. Dieses Problem beruht auf der 
möglichen Äquivalenz verschiedener Modelle, ein Problem, das aus dem 
Kontext der statistischen Modellanpassung bekannt ist. Der Vergleich zwischen 
dem subjektiven Modell und einem normativ vorgegebenen reflektiert daher 
nicht die Funktionalität eines subjektiven Modells. 
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(3) Es gibt nicht nur eine Art von strukturellem Wissen, sondern eine ganze Palette 
unterschiedlichster Differenzierungen. Pbn können einen Zusammenhang zwi-
schen zwei Variablen als “vorhanden” betrachten, sie können von einer “positi-
ven Relation” der Beziehung sprechen, wenn sie einen Anstieg bei Variable x 
mit einem Anstieg bei Variable y in Verbindung bringen, oder gar sagen, “Va-
riable x wirke mit Faktor z auf Variable y ein”. Das Auflösungsniveau, auf dem 
über eine Variablenbeziehung gesprochen wird, kann also sehr unterschiedlich 
ausfallen und sollte bei einer Bewertung differenziert werden. 
(4) Es gibt bestimmte “Selbstverständlichkeiten”, die von Pbn im Rahmen der Wis-
sensdiagnostik nicht verbalisiert werden, aber als vorhanden unterstellt werden 
müssen. Hierzu zählen insbesondere Gewichte von 1 für eigendynamische Ef-
fekte (ein Gewicht von 1 bedeutet, daß sich der Wert der betreffenden endogenen 
Variable – ceteris paribus – von einem zum nächsten Takt nicht ändert), die Pbn 
durchgängig nicht explizieren. Lediglich Abweichungen von 1 werden an-
gegeben. 
(5) Es ist keineswegs sicher, ob zu einem gegebenen Zeitpunkt nur ein Modell vom 
Bearbeiter verfolgt wird oder ob er nicht mehrere konkurrierende Modelle (mit 
jeweils unterschiedlichen Wahrscheinlichkeiten) simultan verfolgt. Letzteres 
könnte sich auch darin niederschlagen, daß einzelnen Relationen unterschiedliche 
Wahrscheinlichkeiten zugeordnet werden. Im Rahmen unserer theoretischen 
Überlegungen entspräche dies der Sicherheit, die einzelnen Teilen eines 
komplexen Hypothesengefüges zugeordnet würde. 
Angesichts der geschilderten Probleme (und angesichts bisheriger Lösungsversuche) 
soll noch einmal stichwortartig festgehalten werden, über welche Eigenschaften ein 
ideales Maß für das Ausmaß strukturellen Wissens – erfaßt mit dem Instrument der 
Kausaldiagramme – verfügen soll: 
(a) Elimination etwaiger Antworttendenzen auf seiten des Pb, Berücksichtigung von 
Ratewahrscheinlichkeiten und etwaigen Selbstverständlichkeiten; 
(b) Vergleichbarkeit über verschiedene Systeme hinweg, unabhängig von der Anzahl 
exogener und endogener Variablen sowie von der Zahl realisierter Relationen; 
(c) simultaner Einbezug verschiedener Stufen von Wissen (im Sinne von Genauigkeit 
der Angaben: quantitativ, qualitativ, relational; eventuell mit fragestellungs-
abhängiger Gewichtung der verschiedenen Komponenten). 
Im folgenden Abschnitt werden Lösungsvorschläge dargestellt, die einige dieser kriti-




Zur Abhilfe der oben erwähnten Probleme (1) und (3) wurden folgende Lösungen vor-
geschlagen: 
(a) Um dem Problem (1) – Antworttendenzen – zu entgehen, wurde ein Maß GS 
(“Güte des Systemwissens”) vorgeschlagen, bei dem die Anzahl der richtigen 
Annahmen ins Verhältnis zur Gesamtzahl aller angenommenen Beziehungen und 
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die Zahl richtiger Beziehungen zur Gesamtzahl möglicher richtiger Relationen 
ins Verhältnis gesetzt wird (vgl. FUNKE, 1985b, p. 456): 
  GS = Fehler!· Fehler!     (3.5) 
 wobei  R = Anzahl richtiger Elemente, 
  F = Anzahl falscher Elemente, 
  Rmax = maximale Zahl richtiger Elemente. 
GS kann Werte zwischen Null (=kein richtiges Element erkannt) und Eins (=alle rich-
tigen Elemente ohne zusätzliche Fehlerelemente erkannt) annehmen. Gibt jemand gar 
kein Element an, ist GS nicht definiert bzw. wird auf Null gesetzt. Das Maß GS be-
straft “Viel-Anstreicher” durch die erste von zwei multiplikativ verknüpften Kompo-
nenten, die die richtigen im Verhältnis zu den insgesamt gemachten Angaben relati-
viert. Um Vergleichbarkeit zwischen Systemen mit unterschiedlich vielen objektiv 
richtigen Relationen herzustellen, führte die zweite Komponente von GS eine Relati-
vierung der Anzahl korrekt erkannter Pfeile an der Gesamtzahl möglicher zu erken-
nender Pfeile durch. 
Simulationsstudien ergaben jedoch, daß mit dem eben beschriebenen Maß das Pro-
blem der Antworttendenzen nicht gelöst wurde, da gezeigt werden kann, daß das Maß 
zu einer ungerechtfertigten positiven Bewertung von “Viel-Anstreichern” führt, wenn 
die Zahl korrekter Relationen in einem Modell steigt. Eine Maß-Bildung, die von die-
sen Antworttendenzen frei ist, wird weiter unten beschrieben.  
(b) Zur Lösung des Problems (3) – Auflösungsniveau – bestand das Vorgehen von 
FUNKE (1985b) darin, drei verschiedene Arten von Wissen zu unterscheiden 
(Relations-, Vorzeichen- und Wirkstärkenwissen) und die Auswertung jeweils 
unter einer der drei Sichtweisen vorzunehmen. Bei Relationswissen erhielt ein Pb 
einen Punkt, wenn es eine Korrespondenz zwischen einem (wie auch immer ge-
arteten) Pfeil des subjektiven Kausaldiagramms und einer objektiv existierenden 
Relation gab. Bei Vorzeichenwissen wurde der Punkt nur vergeben, wenn zu-
sätzlich das Vorzeichen der Relation übereinstimmte, Stärkewissen wurde nur 
identifiziert, wenn auch noch der Parameter exakt übereinstimmte. So konnte es 
vorkommen, daß ein Pb ein hohes Relationswissen, aber nur geringes Wirkstär-
kenwissen aufwies. Hohes Wirkstärkenwissen implizierte umgekehrt hohes 
Relations- und Vorzeichenwissen. 
Zur Lösung von Problem (2) – Funktionalität falscher Modelle – haben MÜLLER, 
FUNKE und RASCHE (1988) erste Vorschläge sowie empirische Prüfungen unterbrei-
tet: 
(c) In der erwähnten Arbeit wird eine “Kompensationshypothese” vorgestellt, nach 
der falsche Annahmen über endogene Wirkungen zumindest partiell (für einen 
bestimmten Wertebereich) durch falsche Annahmen über exogene Effekte ausge-
glichen werden können. Empirisch konnte nachgewiesen werden, daß sich Ver-
suchsbedingungen (unterschiedliche Grade von Nebenwirkung und Eigendyna-
mik) auch an solchen Stellen auswirken, die überhaupt nicht verändert wurden. 
Ein Maß für die Funktionalität falscher Modelle liegt bis jetzt jedoch nicht vor. 
Allenfalls kann die erreichte “Güte der Systemsteuerung” als ein indirekter 
Indikator betrachtet werden. 
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Für das Problem (4) – Selbstverständlichkeiten – wurde in der bisherigen Arbeit eben-
falls eine Lösung entwickelt, die jedoch noch Optimierungsmöglichkeiten enthält: 
(d) MÜLLER, FUNKE, FAHNENBRUCK und RASCHE (1987, p. 20) weisen darauf 
hin, daß der Begriff der Wirkung im Alltag meistens mit Veränderungen ver-
knüpft wird, eine Eigendynamik von 1 daher nicht als Wirkung, sondern als 
selbstverständliche Erhaltung über die Zeit wahrgenommen werde. Als Konse-
quenz daraus wird eine nicht geäußerte Eigendynamik als Gewicht von 1 in-
terpretiert, während ansonsten nicht geäußerte Relationen als Null-Gewichte 
gedeutet werden. Dieses Vorgehen hat sich insofern nicht als optimal 
herausgestellt, als nach dem bisher beschriebenen Auswertungsverfahren dem 
Pbn damit schon vor jeder weiteren Überlegung Treffer “geschenkt” werden, die 
sein Gütemaß bereits vor jeder Leistung positiv beeinflussen, sofern im System 
Eigendynamiken mit Wert 1 vorkommen. Dieser Nachteil der Geschenke ver-
schärft sich, wenn – wie etwa in Experiment 2 geschehen – Eigendynamiken zu 
experimentell manipulierten Größen werden: Je nach Bedingung würden dadurch 
unterschiedlich viele Treffer bereits apriori verschenkt. Eine Lösung dieses 
Problems besteht darin, Treffer nur für Eigendynamik-Angaben von ungleich 
Eins zu vergeben. 
Problem (5) – unterschiedliche (Teil-)Modelle – ist eher theoretischer Natur: soll man 
annehmen, daß zu einem bestimmten Zeitpunkt das vom Bearbeiter angegebene Mo-
dell tatsächlich das einzige Modell ist, das er derzeit verfolgt? Kommt jeder einzelnen 
Angabe des Bearbeiters die gleiche Bedeutung zu oder gibt es nicht vielmehr Relatio-
nen, hinsichtlich der sich ein Bearbeiter völlig sicher ist, während andere Relationsan-
gaben noch mit Unsicherheiten verbunden sind? Dieses Problem läßt sich nur dadurch 
lösen, daß eine andere Form der Kausaldiagramm-Diagnostik gewählt wird, in der ne-
ben der Angabe über Vorliegen oder Nicht-Vorliegen von einzelnen Relationen auch 
zugleich eine Information über die subjektive Sicherheit eingeholt wird. Dies würde 
gut zum Quadrupelmodell der Hypothesen passen, ist aber in der Vergangenheit von 
uns noch nicht geleistet worden. 
3.4.6 Das Maß “Güte der Kausaldiagramme” (GdK) 1 
Zum Zweck der differenzierten Bewertung von Angaben, die ein Pb über vermutete 
Zusammenhangsstrukturen macht, kann eine Zerlegung dieser Angaben vorgenom-
men werden. Die bei x exogenen und y endogenen Variablen resultierenden (x+y)·y 
möglichen Zellen der Systemmatrix (die Parameter des Strukturgleichungssystems) 
werden in Trefferzellen und Fehlerzellen unterteilt. Als Trefferzelle zählt jeder 
Parameter ungleich Null (mit Ausnahme der Eigendynamik: bei den 
Diagonalelementen der Ayy-Teilmatrix sind Trefferzellen auch bei Null-Einträgen 
möglich), als Fehlerzellen der verbleibende Rest. Das in mehreren Untersuchungen 
verwendete Standard-System SINUS besitzt somit acht Treffer- und zehn Fehlerzellen 
                                                           
1
 Die in diesem Abschnitt dargelegten Überlegungen entstammen großenteils aus Dis-
kussionen mit Horst MÜLLER, dem ich an dieser Stelle für seine Diskussionsfreude noch einmal 
danken möchte. 
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(vgl. Tabelle 3.2 weiter unten). Die Pbn-Angaben werden nach drei Komponenten hin 
ausgewertet: 
(1) Richtige und falsche Relationen. Richtige Relationen werden kodiert, wo ein Pb 
eine nicht näher spezifizierte Angabe über das Vorliegen einer Variablenbezie-
hung macht und eine Beziehung auch tatsächlich existiert. Falsche Relationen 
sind Angaben sowohl über Relationen, Vorzeichen als auch Wirkstärken, die sich 
auf die Fehlerzellen des objektiven Modells beziehen, also Relationen betreffen, 
die nicht realisiert wurden (die entsprechenden Parameter sind im objektiven 
Modell Null). Eine falsche Relation ist einem falschen Alarm vergleichbar, 
während der Entscheid für eine Trefferzelle einer korrekten Entscheidung 
entspricht. 
(2) Richtige und falsche Vorzeichen. Diese Angaben beziehen sich nur noch auf 
Trefferzellen: Die Kategorie “richtiges Vorzeichen” betrifft diejenigen Pb-
Angaben, die nur die Richtung einer Relation charakterisieren, dies aber korrekt.  
(3) Richtige und falsche Wirkstärken. Auch hier werden nur die Trefferzellen be-
trachtet: Richtige Wirkstärken liegen dann vor, wenn ein Pb den entsprechenden 
Parameter numerisch exakt angegeben hat. Derartige Treffer werden auch als 
Numeriktreffer  bezeichnet. 
Die nachfolgende Tabelle zeigt, welche Angaben überhaupt vorkommen können. Er-
kennbar wird daraus, daß jede Angabe des Pb eindeutig einer von insgesamt acht 
Kategorien zugeordnet werden kann. 
 
 
Während die Bedingungen (1) bis (3) in jeweils verschärfter Form Fehler repräsentie-
ren, geben Bedingungen (4) bis (8) in aufsteigender Reihenfolge die korrekten Iden-
tifikationsleistungen wieder. Die allgemeine Formel (3.6) zur Bestimmung einer 
Komponente – Relation, Vorzeichen bzw. Wirkstärken – lautet wie folgt: 
 GdKkomp = (1-p)·Treffer/Max(Treffer) - p·Fehler/Max(Fehler), (3.6) 
   -p • GdKkomp • (1-p), 
 wobei  p=Ratewahrscheinlichkeit, 
  Treffer=Übereinstimmung in Trefferzelle, 
  Fehler=Angabe in Fehlerzelle, 
  Max(Treffer,Fehler)=maximale mögliche Zahl an Treffern  
  bzw. Fehlern. 
 
Tabelle 3.1: Kategorisierungsmöglichkeiten für die von Pbn gemachten Anga-
ben in einem Kausaldiagramm. 
 
Fehlerzellen  Trefferzellen 
(1) Relationsangabe  (4) Relationsangabe 
(2) Vorzeichenangabe  (5) Vorzeichenangabe falsch 
(3) Wirkstärkenangabe  (6) Vorzeichenangabe richtig 
 (7) Wirkstärkenangabe falsch 
 (8) Wirkstärkenangabe richtig 
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Der Ratewahrscheinlichkeit p kommt in dieser Formel eine besondere Bedeutung zu: 
Mit ihr wird festgelegt, welches Vertrauen man in entsprechende Angaben des Pbn 
setzt. In gewisser Hinsicht reflektiert (1-p) so etwas wie die Reliabilität der Pbn-An-
gaben. Mit p wird zugleich der mögliche Wertebereich des Maßes festgelegt: Der 
mögliche Range beträgt immer 1, jedoch ist das Minimum je nach p anders. Nur wenn 
p=0 gesetzt ist, liegt das Minimum tatsächlich bei Null und der Maximalwert bei 1; je 
größer p gewählt wird, umso mehr wird das Minimum in den negativen Bereich ver-
schoben. 
Die eben vorgestellte allgemeine Formel (3.6) nimmt für die drei verschiedenen 
Komponenten “Relationen”, “Vorzeichen”, “numerische Angaben” jeweils eine leicht 
veränderte Form an: 
 
 GdKrel = (1-prel)·Relationstreffer/Max(Relationstreffer) (3.7) 
    - prel·Relationsfehler/Max(Relationsfehler) 
 
 GdKvor = (1-pvor)·Vorzeichentreffer/Max(Vorzeichentreffer) (3.8) 
    - pvor·Vorzeichenfehler/Max(Vorzeichenfehler) 
 
 GdKnum = (1-pnum)·Numeriktreffer/Max(Numeriktreffer) (3.9) 
    - pnum·Numerikfehler/Max(Numerikfehler) 
 
Für Relations- und Vorzeichentreffer wird beim Standard-System SINUS eine Rate-
wahrscheinlichkeit von 0.5 unterstellt; es wird dabei angenommen, daß bei zufälliger 
Entscheidung darüber, ob in einer Zelle eine Relation vorliegt oder nicht, kein “bias” 
zugunsten einer bestimmten Form vorliegt. Ähnlich ist die Argumentation hinsichtlich 
der Ratewahrscheinlichkeit von 0.5 für die Vorzeichen: auch hier ist anzunehmen, daß 
beide Vorzeichenarten vom Pb als gleichwahrscheinlich angesehen werden. Dagegen 
wird für Numeriktreffer angesichts des Universums möglicher Werte diese Rate-
wahrscheinlichkeit auf Null gesetzt wird. Somit resultieren die Werte prel=0.5, 
pvor=0.5 und pnum=0.0. 
Das resultierende Maß GdKsum wird dann als gewichtete Summe der insgesamt 
drei Komponenten wie folgt bestimmt: 
 
 GdKsum = G1 · GdKrel + G2 · GdKvor + G3 · GdKnum   (3.10) 
   wobei G1, G2, G3 = Gewichtungen. 
Als Gewichtung der jeweiligen Komponenten im Standard-System SINUS wird für 
G1, G2 und G3 jeweils der Wert 1 gewählt. Diese Gewichtung bewirkt, daß jede 
Komponente mit maximal einem Punkt in den Summenwert einfließt, eine Ratewahr-
scheinlichkeit von p=0 vorausgesetzt; somit ist die vorgeschlagene Gewichtung eine, 
die die Gleichbehandlung aller drei Komponenten impliziert. Dies gilt im übrigen 
auch dann, wenn eine von 0 abweichende Ratewahrscheinlichkeit gewählt wird. 
Ein Beispiel möge die Berechnung der beschriebenen Maße illustrieren. Wir 
nehmen hierfür an, daß ein Pb die Standard-Version des Systems SINUS zu 
bearbeiten hat, dessen Treffer- und Fehlerzellen in Tabelle 3.2 aufgeführt sind 
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Wie weiter oben bereits erwähnt, besteht dieses System aus acht Treffer- und zehn 
Fehlerzellen. Man nehme nun weiter an, ein Pb habe das in Tabelle 3.3 wiedergege-
bene subjektive Kausalmodell auf dem Formblatt eingezeichnet.  
 
 
Für das in der Tabelle gezeigte Zahlenbeispiel gibt es auf der Relationsebene 7 von 
maximal 8 Treffern und 1 von maximal 10 Fehler; auf der Vorzeichenebene liegen 6 
von maximal 8 Treffern in der richtigen Richtung, keiner in der falschen Richtung; 
auf Numerikebene sind 3 von maximal 8 Angaben Treffer und 1 von 8 ein Fehler. 
Aufgrund der Logik des Maßes sind – wie hieran erkennbar ist – numerische Treffer 
auch zugleich Vorzeichen- und Relationstreffer, Vorzeichentreffer sind immer auch 
zugleich schon Relationstreffer. Diese Eigenschaft des GdK-Maßes wird im folgen-
den Kapitel näher dargelegt.  
Die Werte für die drei Komponenten GdKrel, GdKvor und GdKnum für den Bei-
spielsfall betragen somit nach Formeln 3.7 bis 3.9 und unter Zugrundelegung der ge-
nannten p-Werte (0.5, 0.5 und 0.0): 0.39 (max: 0.50), 0.37 (max: 0.50) und 0.37 (max: 
1.0). GdKsum beträgt für das Beispiel also 1.15 von maximal 2.0 Punkten. 
In Kapitel 4 wird – solange keine differenzierteren Analysen mit den Komponenten 
vorgenommen werden – der Variablenname GdK abkürzend für die gewichtete 
Tabelle 3.2: Treffer- und Fehlerzellen im Standard-System SINUS: Die leeren 
Tabelleneinträge sind Fehlerzellen, die mit Parametern ungleich 
Null gefüllten sind Trefferzellen. 
 
 (t+1) Olschen (t) Mukern (t) Raskeln (t) Gaseln (t) Schmorken (t) Sisen (t) 
Gaseln  10   1   
Schmorken    3  1 0.2 
Sisen  2 0.5   0.9 
Tabelle 3.3: Beispiel für ein subjektives Kausaldiagramm des Systems “SI-
NUS”: die vom Pb auf das Formblatt (vgl. Abb. 3.3) eingezeichne-
ten Pfeile wurden in Tabelleneinträge umkodiert (ein “*” bedeutet 
Relations-, ein “+” bzw. “-” Vorzeichenangabe, Zahlen bedeuten 
angegebene Wirkstärken; die Buchstaben qualifizieren die Angaben 
als Treffer bzw. Fehler auf den Ebenen Relation, Vorzeichen und 
Numerik). 
 
 (t+1) Olschen (t) Mukern (t) Raskeln (t) Gaseln (t) Schmorken (t) Sisen (t) 
Gaseln  10 TN   1 TN  2 FR 
Schmorken    + TV  1 TN  
Sisen  2.5 TV * TR   + TV 
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Summe GdKsum verwendet.2 Diese gewichtete Summenbildung über verschiedene 
Repräsentationsebenen reflektiert nach unseren Erfahrungen das globale 
Wissensniveau eines Pbn recht gut und erweist sich nach Untersuchungen von 
MÜLLER (in press) als reliabler Indikator (vgl. Kap. 3.6). Je nach 
Untersuchungsabsicht ist zu entscheiden, ob mit dem globalen GdKsum-Indikator oder 
den differenzierten Indices für die drei Ebenen gearbeitet werden soll. 
3.4.7 Implikationen 
Mit der vorgeschlagenen Komponentenzerlegung wird zugleich eine Theorie der Wis-
sensrepräsentation wie auch eine Theorie des Wissenserwerbs impliziert. Hinsichtlich 
Repräsentation wird unterstellt, daß es (mindestens) drei verschiedene Arten von Wis-
sen über strukturelle Abhängigkeiten gibt (Relations-, Vorzeichen- und numerisches 
Wissen). Hinsichtlich des Wissenserwerbs wird unterstellt, daß jeder Bearbeiter eines 
dynamischen Systems bei der Identifikation von Systemrelationen die drei Wissens-
stufen in einer klaren Sequenz durchläuft: zunächst wird das Vorliegen einer wie auch 
immer gearteten Relation zwischen zwei Variablen erkannt, dann kann die Richtung 
dieser Wirkbeziehung und schließlich ihre absolute Stärke identifiziert werden. Diese 
Entwicklungslogik ist sachlogisch notwendig. Wissenserwerb über dynamische Sy-
steme muß aus logischen Gründen diese drei Stufen in der angegebenen Folge durch-
laufen, wobei über das Verweilen in den verschiedenen Stadien allerdings keine ver-
bindlichen Angaben gemacht werden können. In einigen Fällen mag das Entdecken 
einer Relation fast direkt auch zur Identifikation eines Vorzeichens führen; logischer-
weise kann aber nie erst ein Vorzeichen erkannt und dann auf die Existenz einer Rela-
tion geschlossen werden. Somit sind die drei Komponenten voneinander in der be-
schriebenen Art abhängig und sollten entsprechend positiv korrelieren.  
Die vorgestellte Entwicklungslogik besitzt Parallelen zu der von SPADA (1989, vgl. 
auch PLÖTZNER et al., 1990) vorgestellten. Dort wird folgende Progression von 
Stufen von Bereichswissen im Realitätsbereich “elastische Stoßvorgänge” (Mikrowelt 
DiBi, “Disk Billiard”) unterschieden: (1) qualitative Stufe (“welche Variable hängt 
von welcher anderen ab?”), (2) semi-quantitative Stufe (Repräsentation monoton zu-
nehmender bzw. fallender Beziehungen), (3) quantitative relationale Stufe (Reprä-
sentation unter Verwendung proportionaler und invers proportionaler Beziehungen), 
(4) quantitative Stufe (Repräsentation in Form quantitativer Gleichungen). 
“The main instructional idea with regard to the computerized microworld DiBi is that 
different levels of mental representation are adressed by different levels of pre-
sentation of information.” (SPADA, 1989, p. 2). 
Der Pb kann in DiBi entsprechend seinem Wissensstand unterschiedlich differenzierte 
Informationen anfordern und so sein Wissen erweitern. Die von SPADA beschriebene 
Stufenfolge differenziert den quantitativen Bereich stärker als die von uns vorgeschla-
gene Entwicklungslogik. Vor dem Hintergrund seiner experimentellen Studie zum 
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 Die in früheren Arbeiten (z.B. FAHNENBRUCK, FUNKE & MÜLLER, 1987) eingeführten 
Maße GdKa und GdKm werden genauso wie das Maß GS durch das hier vorgestellte Maß GdK 
abgelöst. 
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System APFELBAUM kommt BECKMANN (1990) ebenfalls zu dem Gedanken, zwi-
schen der Stufe des Vorzeichen- und Wirkstärkenwissens noch eine Stufe des 
“semiquantitativen Relationswissens” einzuführen. Diese Überlegungen zeigen, daß 
die Idee einer Komponentenzerlegung der subjektiven Repräsentation über ein 
dynamisches System sehr naheliegend scheint. Was die angemessene Stufung 
darstellt, ist dagegen nicht leicht zu entscheiden. Je nach Gegenstandsbereich und 
Fragestellung können unterschiedlich feine Auflösungen sinnvoll sein. 
 
3.5 Maße für die Güte von Steuerungswissen 
Das klassische Maß für die Steuerungsleistung ist der Abstand zwischen Ist- und Soll-
Zustand. Das hier verwendete Maß GdS (“Güte der Systemsteuerung”) gibt daher den 
über Takte und abhängige Variablen gemittelten Abstand zwischen vorgegebenem 
und erreichten Wert in der Steuerungsphase wieder. Während in früheren Aus-
wertungen die Abstände ungewichtet in dieses Maß eingingen (City-Block-Metrik), 
führten neuere Überlegungen zu einer Revision dieser Vorgehensweise. 
Ausgangspunkt dieser Revision war die Beobachtung, daß die so ermittelten Roh-
werte eine linksschiefe Verteilung mit Ausreißern im oberen Skalenbereich aufwiesen 
(vgl. MÜLLER, FUNKE & RASCHE, 1988, p.10f.). Dies ist nicht nur für die Anwen-
dung parametrischer Verfahren problematisch, sondern reflektiert auch die Tatsache, 
daß große Abweichungen unreliablere Messungen darstellen könnten: je ungenauer 
das Wissen eines Pbn, umso größer wird der Range möglicher Abstandswerte; umge-
kehrt: bei hohem Wissensstand dürfte das Abstandsmaß ein ungleich zuverlässigerer 
Indikator sein. Diese Argumentation differentieller Reliabilität der Messung legt eine 
von uns gewählte Prozedur nahe, nämlich die Logarithmierung des Abstandsmaßes. 
Dadurch werden – übrigens im Gegensatz zum “root-mean-squares”-Kriterium 
(RMS-Kriterium; vgl. BÖSSER, 1983) – unreliable große Abweichungen abge-
schwächt, während die zuverlässigeren kleineren Distanzen stärker bewertet werden. 
MÜLLER (1989) hat darauf hingewiesen, daß man nicht den über Variablen und 
Takte gemittelten Abstandswert logarithmieren sollte, sondern diese Transformation 
bereits auf der Ebene jedes einzelnen Abstandes vornehmen und anschließend die ge-
mittelten logarithmierten Abstände als Indikator für die Steuerungsqualität verwenden 
sollte. Mit diesem Vorgehen wird der Grundgedanke, der hinter dieser Transformation 
steht, direkt am “Ort des Geschehens” umgesetzt. Dies scheint mir die derzeit beste 
Bestimmung der Steuerungsleistung zu ermöglichen. Der naheliegende Gedanke3, an-
stelle des logarithmierten Abstandes das logarithmierte Verhältnis zwischen erreich-
tem und vorgegebenem Wert als Maß zu verwenden (analog etwa zu in der Psycho-
physik gebräuchlichen Täuschungsmaßen; vgl. z.B. BREDENKAMP, 1984), erweist 
sich zumindest in den Fällen als problematisch, wo Zielwerte von Null zu erreichen 
sind, da ein derartiges Maß dann nicht definiert wäre. 
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 Dieser Vorschlag wurde von Jürgen BREDENKAMP gemacht. 
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Ein letzter Gedanke zur Gütebestimmung bei der Steuerungsleistung (vgl. BECK-
MANN, 1990): Neben einer auf die Zielwerte fixierten Abstandsbestimmung (GdSy) 
ist natürlich auch eine Abstandsbestimmung in Hinblick auf den jeweils “idealen Ein-
griff” möglich (GdSx). Dieses letztgenannte Maß dürfte insbesondere in den Fällen zu 
bevorzugen sein, wo durch eine Beschränkung des Wertebereichs für die 
Steuergrößen ein Zustand erreicht wird, aus dem eine direkte Zielerreichung nicht 
mehr möglich ist. Die an den Meßgrößen orientierte Abstandsbestimmung GdSy 
würde in einem derartigen Fall Abweichungen anzeigen, obwohl aus Sicht der 
Steuergrößen der Pb das Optimum gewählt haben kann. Eine Bewertung mittels GdSx 
zeigte dann die Optimalität des Eingriffs an. 
3.6 Zur Reliabilität und Validität der Maße 
Reliabilität und Validität sind zwei in der Forschung zum komplexen Problemlösen 
schon frühzeitig diskutierte Konzepte. Der von DÖRNER und Mitarbeitern aufgestell-
ten These mangelnder Validität traditioneller Intelligenztests (vgl. KREUZIG, 1979, 
1983) wurde recht bald die These mangelnder Reliabilität der Indikatoren des komple-
xen Problemlösens (vgl. FUNKE, 1983) und der noch nicht nachgewiesenen Validität 
von Bearbeitungsmaßen computersimulierter Szenarien entgegengestellt (“...Schecks, 
deren Deckung noch aussteht...”; vgl. JÄGER, 1986). Ein paar Zitate sollen diese z.T. 
lebhaft geführte Kontroverse unterstreichen: 
“... die Tatsache des völligen Versagens der klassischen Intelligenzdiagnostik bei 
der Vorhersage komplexer Problemlöseleistungen ... sollte ... zu einer kritischen 
Überprüfung des Intelligenzkonzeptes Anlaß geben.” (KREUZIG, 1979, p. 209). 
“Methoden, die ihre Validitätsansprüche nur aus theoretischen Überlegungen, oder 
ihrer mutmaßlichen Ähnlichkeit mit Real-Life-Situationen beziehen (Assessment-
Center, Arbeitsproben, Simulationen komplexer Problemstellungen, etc.), können 
bis zum empirischen Nachweis ihrer Validität nur als face-valide gelten. Augen-
scheinliche Situationsähnlichkeit und andere Evidenzen sind prinzipiell kein Ersatz 
für empirische Validitätsbelege.” (JÄGER, 1986, p. 274). 
“Die Computersimulation eröffnet zunächst einmal der Beliebigkeit Tür und Tor: 
beliebiger als relevant erachteter Realitätsausschnitte bei der Konstruktion des 
Systems, beliebiger Kriterien für die Fragestellung, bei beliebiger Namensgebung. 
Die schon bislang mageren Angaben zur Validität in den Testmanualen läßt nichts 
Gutes ahnen für die – ungleich aufwendigeren – Simulationen.” (KREUZIG, 1983, p. 
150f). 
Die in der Vergangenheit vorgelegten Reliabilitäts- und Validitätsstudien sind nicht 
sonderlich zahlreich (vgl. HASSELMANN & STRAUß, 1988; MÜLLER, 1989; SCHOP-
PEK, 1991; STROHSCHNEIDER, 1986) und nicht durchgängig ermutigend.  
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Aufbauend auf den Arbeiten in der Bonner Arbeitsgruppe haben FAHNENBRUCK und 
STRELOW (1991) im Rahmen der Flugzeugführerauswahl einen “Instrument Failure 
Simulator” konstruiert, bei dem ein Bewerber am Bildschirm ein simuliertes Flugzeug 
nach Instrumenten steuern muß. Insgesamt fünf ca. dreiminütige Durchgänge gibt es, 
jeder Durchgang besteht aus zwei Teilabschnitten (Geradeaus- bzw. Kurven- und 
Sinkflug). Während die ersten zwei Durchgänge ohne Störung ablaufen, fallen in drei 
restlichen Durchgängen jeweils vier von insgesamt dreizehn Instrumenten aus; dies 
muß der Bewerber so schnell wie möglich entdecken. Gemessen wird die “Güte der 
Systemsteuerung” (GdS) und die “Güte der Fehlererkennung” (GdF) analog zu dem 
hier vorgestellten GdS- und GdK-Maß. Die Reliabilität dieser Indikatoren erreicht 
nach vorläufigen Untersuchungen an 60 Bewerbern Werte oberhalb von 0.80, 
Validitätshinweise ergeben sich aus Korrelationen zu anderen Testverfahren der 
Auswahlbatterie wie auch durch Untersuchung unterschiedlicher Gruppen (erfahrene 
Flieger, Bewerber mit Privatpilotenschein). 
Horst MÜLLER, der im Rahmen des DYNAMIS-Projekts maßgeblich an der Indi-
katorkonstruktion mitgewirkt hat, untersuchte im Rahmen des Modells von STEYER 
(1987) zur Konsistenz und Stabilität von Merkmalen die von uns verwendeten Güte-
maße (vgl. MÜLLER, 1989, in press). Seine experimentelle Untersuchung bestand 
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Abb. 3.4: Design von MÜLLER (1989, in press) in Anlehnung an STEYER (1987) 
zur Ermittlung von Konsistenz (“Trait”) und Spezifität (“State”) der 
Gütemaße durch Messung zu zwei Zeitpunkten (t1, t2) mit je zwei 
unterschiedlichen Parallelformen (F1, F2 und F1´, F2´). Die manifesten 
Variablen sind y11, y21, y12 und y22 benannt. 
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darin, zu zwei Meßzeitpunkten t1 und t2 den gleichen 78 Pbn (Luxemburger Schüler) 
je zwei Parallelformen (F1 und F2 zum Zeitpunkt 1 sowie F1´ und F2´ zum Zeitpunkt 
2) eines dynamischen Systems vorzulegen, die präsentiert wurden als abstraktes 
System von Reglern, mittels derer Instrumente beeinflußt werden konnten. Jede der 
insgesamt vier Formen realisierte ein System bestehend aus den beiden folgenden 
Strukturgleichungen: 
 y1t+1 = y1t + a · x1t + b · x2t     (3.11) 
 y2t+1 = y2t + c · x2t + d · y1t     (3.12) 
Für jedes der vier Systeme wurden leicht veränderte Werte für die Parameter a bis d 
verwendet. Dieses Design liefert für jeden Pb und für jede Art von Gütemaß (hier: 
GdS und GdK) vier Datenpunkte y11, y12, y21 und y22 (der erste Index steht für die 
Parallelform, der zweite für den Meßzeitpunkt). Abb. 3.4 veranschaulicht diesen Plan, 
wobei die obere Hälfte die Empirie-Ebene anzeigt, darunter die Konstrukt-Ebene. 
Mit diesem Design können auf der Basis von Kovarianzen sowohl trait- (“Konsi-
stenz”) als auch state-spezische (“Spezifität”) Anteile des gemessenen Konstrukts ge-
schätzt werden. Zugleich kann auch die Reliabilität über die Korrelation der Parallel-
formen für jeden Zeitpunkt geschätzt werden. Erste Datenanalysen weisen auf sehr 
zufriedenstellende Kennwerte hin, die in Tabelle 3.4 summarisch dargestellt sind. 
 
 
Aus dieser Tabelle ist ersichtlich, daß vergleichsweise gut ausgeprägte Konsistenz-
werte vorliegen, die auf einen zugrundeliegenden Trait verweisen. Die 
situationsspezifischen Anteile, die im Spezifitätsmaß abgebildet werden, sind zwar 
nicht null, aber doch eher gering. Die Reliabilitätskennwerte sowohl für GdK als auch 





Die in diesem Kapitel vorgestellten Rahmenvorstellungen betreffen zunächst einmal 
forschungsstrategische Fragen. Es wird dargelegt, daß anstelle einer unsystematischen 
Systemkonstruktion und ungebremsten Datenerhebungen ein planvolles Vorgehen zu 
setzen ist. Hierfür wird der Ansatz linearer Strukturgleichungssysteme vorgeschlagen 
und am Beispiel des Standard-Szenarios SINUS das untersuchungstechnische Vorge-
hen illustriert. Im Sinne einer minimalen Repräsentation werden sodann die verschie-
denen Gedächtnisinhalte differenziert, über die ein Problemlöser verfügen sollte: Da-
tenbasis, subjektives Kausalmodell und Regelwissen werden zu diesem Zweck unter-
Tabelle 3.4: Konsistenz, Spezifität und Reliabilität für die Gütemaße GdS und 
GdK zu zwei Meßzeitpunkten mit jeweils zwei Parallelformen nach 
den Analysen von MÜLLER (in press). 
 GdK GdS 
 
t1 t2 t1 t2 
Konsistenz .78 .61 .58 .49 
Spezifität .14 .25 .28 .34 
Reliabilität .92 .86 .86 .83 
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schieden. Die als Quadrupelmodell der Hypothesen vorgestellte Repräsentationsform 
leitet über zu den Möglichkeiten ihrer Erfassung etwa mittels Befragungstechniken. 
Für die Methode der Kausaldiagramm-Analyse wird dann genauer beschrieben, 
welche Probleme sich bei der Diagnostik subjektiver Kausalstrukturen ergeben und 
welche Lösungsmöglichkeiten hierfür in Frage kommen. Das vorgestellte Maß “Güte 
der Kausaldiagramme” (GdK) erfaßt Wissen auf drei qualitativ verschiedenen 
Ebenen. Es wird dargelegt, daß es sich dabei nicht nur um verschiedene Arten der 
Repräsentation handelt, sondern daß dadurch eine sachlogisch begründete Theorie des 
Wissenserwerbs impliziert wird. Schließlich werden Hinweise zur Bestimmung der 
“Güte der Systemsteuerung” (GdS) gegeben und Angaben zur Reliabilität und 
Validität dieser Maße vorgestellt. 
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4 Experimentelle Untersuchungen zum 
Einfluß von Systemmerkmalen auf 
Wissenserwerb und -anwendung 
Im Rahmen eines von der DFG geförderten Vorhabens innerhalb des Schwerpunkt-
programms “Wissenspsychologie” wurden in der Zeit von Juli 1986 bis Oktober 1989 
von meiner Forschungsgruppe fünf Experimente zur Frage der Wirkung bestimmter 
Systemeigenschaften auf den Umgang mit diesen Systemen konzipiert und durchge-
führt (zum Forschungsprogramm vgl. FUNKE, 1986a, sowie Kapitel 3.1), über die 
hier zusammenfassend berichtet werden soll. Die im Rahmen des Vorhabens 
erstellten Projektberichte bilden die Grundlage dieses Kapitels. Im Zentrum des Inter-
esses stand dabei die Frage, wie Individuen Wissen über ein ihnen zunächst unbe-
kanntes dynamisches System erwerben, wie sie dieses Wissen in Abhängigkeit von 
Systemeigenschaften ausbilden und wie sie es für eine nachfolgende 
Steuerungstätigkeit verwenden. 
 
4.1 Experiment 1: Eingreifen vs. Beobachten 
Das erste Experiment befaßt sich mit den Effekten unterschiedlicher Aktivitätsanfor-
derungen an Pbn bei der Identifikation und Steuerung dynamischer Systeme. Im Un-
terschied zu vielen realen Systemen, die von ihren Bedienern lediglich Überwachung 
und Prozeßkontrolle erwarten (und damit besondere Probleme aufwerfen, vgl. BAIN-
BRIDGE, 1987), wird in den meisten Simulationsstudien denkpsychologischer Her-
kunft der aktive Eingriff in das System verlangt. Es dürfte unbestritten sein, daß derar-
tige Aktivitäten eine wichtige Voraussetzung für die Bildung eines adäquaten menta-
len Modells über den simulierten Realitätsbereich darstellen. In welcher Form jedoch 
Individuen die Möglichkeiten zum Testen von Zusammenhangshypothesen nutzen, ist 
weniger klar. Auch das Verhältnis zwischen Wissen und Können bedarf näherer Klä-
rung. 
 4.1.1 Methodisches Vorgehen 
Zunächst wird das eingesetzte Simulationssystem beschrieben. Darauf folgen die Dar-
stellungen des realisierten Versuchsplans, der handlungsleitenden Hypothesen, der un-
tersuchten Stichprobe sowie der konkreten Versuchsdurchführung. 
Simulationssystem. Zum Einsatz kam das bereits beschriebene Standardsystem SI-
NUS (vgl. Kapitel 3.2.2), das für die speziellen Erfordernisse dieses Experiments an-
gepaßt wurde (vgl. dazu die Beschreibungen weiter unten). 
Versuchsplan. In diesem Abschnitt wird zunächst der Versuchsplan des Experi-
ments skizziert. Dies geschieht durch eine ausführliche Beschreibung der unab-
hängigen und abhängigen Variablen.  
Unabhängige Variablen. Geprüft werden soll der Zusammenhang zwischen der Ak-
tivität des Pb bei der Systembearbeitung und seinen Leistungen bei der Systemerken-
nung und der Systemsteuerung. Die beiden ausgewählten unabhängigen Variablen 
(UVn) realisieren jeweils zwei unterschiedliche Aktivitätsanforderungen bzw. -mög-
lichkeiten.  
(1) UV “Eingriffsmöglichkeit”: Eine Versuchsbedingung (E+) erlaubt bzw. verlangt 
den aktiven Eingriff in das System, die andere Bedingung fordert bzw. gestattet 
nur Systembeobachtung (E-).  
(2) UV “Prognoseforderung”: Eine Versuchsbedingung (P+) verlangt vom Pb nach 
dem Durchführen bzw. Beobachten von Systemeingriffen die Vorhersage des re-
sultierenden Systemzustands, die andere Bedingung (P-) fordert keine expliziten 
Prognosen. 
Die Wahl der UVn begründet sich folgendermaßen. In fast allen bekannten Untersu-
chungen zu dynamischen Systemen sollen Pbn in Szenarios eingreifen, wobei meist 
implizit oder mitunter auch explizit angenommen wird (sofern das Lernen des Pbn 
überhaupt thematisiert wird), daß der aktive Umgang mit dem System eine entschei-
dende Lernbedingung ist, also “learning by doing” stattfindet (vgl. KLUWE, MISIAK, 
RINGELBAND & HAIDER, 1986). Ob die aktive Handlungsmöglichkeit tatsächlich so 
entscheidend ist, ist eine der Fragen, die unser Experiment beantworten soll. Es sei 
darauf verwiesen, daß EYFERTH et al. (1982) diese Frage bereits mit ihrem System 
WELT untersuchten, jedoch – wohl aufgrund von System- und Darbietungsmöglich-
keiten – diesbezüglich zu keinem interpretierbaren Ergebnis kamen. 
Das Interesse an der Wirkung von Prognosen, die der Pb machen soll, ist pragmati-
scher begründet. In einigen Experimenten sollen Vorhersagen des Pb als prozeßdia-
gnostischer Zugang zu seinem aktuellen Wissen verwendet werden. Hier ist vorab zu 
prüfen, inwieweit eine so beschaffene Prozeßdiagnostik die Güte und Art der System-
bearbeitung verändert und inwieweit Prognosen zur Abbildung des Wissenserwerbs 
geeignet sind. Ein sehr ähnliches Vorgehen verwenden übrigens SPADA, REIMANN 
und HÄUSLER (1983) bei der Erhebung der Erwartungskomponente ihrer “WEIV”-
Sequenzen. 
Entsprechend den geforderten Versuchsbedingungen wurden neben der bereits kurz 
beschriebenen Standard-Ausführung zwei Varianten des DYNAMIS-Programms er-
stellt, die mit ihren Besonderheiten nachfolgend dargestellt werden. 
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Die (E-)-Bedingung: Das DYNAMIS-Programm ist normalerweise so konzipiert, 
daß die Pbn in das System eingreifen können und somit das Systemgeschehen selbst 
steuern. Diese (Standard-)Version entspricht also der (E+)-Bedingung. Die (E-)-
Bedingung wird dadurch realisiert, daß den zugehörigen Pbn je eines der Systeme 
vorgegeben wird, die von der (E+)-Gruppe produziert wurden. So gibt es zu jedem 
Pbn der (E+)-Gruppe einen “experimentellen Zwilling” der (E-)-Gruppe, der die Sy-
stemeingriffe seines Vorgängers als experimentelle Bedingung antrifft. Ein derartiges 
Vorgehen wird im allgemeinen als Parallelisieren oder auch als Zwillingsmethode be-
zeichnet (“yoked control design”; vgl. auch HAGER, 1987, p. 63f.). Die Systemab-
läufe von je zwei Pbn in (E+)- und (E-)-Gruppe sind somit identisch und vergleichbar: 
Die Pbn der (E-)-Bedingung werden nicht mehr zum Eingriff aufgefordert, sondern 
beobachten stattdessen zu jedem Zeittakt die drei Maßnahmen ihres experimentellen 
Zwillings aus der (E+)-Bedingung. Nach der Darstellung des Systemzustands und der 
Differenzwerte werden also auf Tastendruck die drei Eingriffe des Zwillings 
angezeigt, anschließend – wiederum auf Tastendruck des Pbn – der resultierende 
Systemzustand, der natürlich identisch ist mit dem Verlauf, den der Zwilling erzeugt 
und beurteilt hat, und so fort. 
Die (P+)-Bedingung: Diese Versuchsbedingung verlangt vom Pb nach Eingabe 
oder Beobachtung von Maßnahmen, daß er den Zustand der endogenen Variablen im 
kommenden Takt prognostiziert, ehe er die Resultate des Eingreifens beobachten 
kann. Während der ersten Systemtakte können von den Pbn keine exakten numeri-
schen Vorhersagen erwartet werden. Daher erhalten sie die Möglichkeit, auf einer 
dreistufigen Skala anzugeben, in welcher Richtung sie Änderungen der endogenen 
Variablen erwarten. Wenn der Pb es wünscht, kann er natürlich den erwarteten Wert 
der AV exakt angeben; will oder kann er überhaupt keine Vorhersage machen, teilt er 
dies durch die Eingabe eines Fragezeichens mit. 
Abhängige Variablen. Verwendet werden drei abhängige Variablen, die den zwei 
Leistungsbereichen Systemerkennung und Systemsteuerung zuzuordnen sind: einmal 
interessiert – wie bei Untersuchungen mit komplexen dynamischen Systemen üblich – 
die “Güte der Systemsteuerung” (GdS), also wie gut ein Pb das System zielgerichtet 
steuern kann; zum anderen ist es wichtig, den zweifellos stattfindenden Wissens-
erwerb zu erfassen und Zusammenhänge zwischen Wissens- und Handlungsqualität 
aufzuzeigen. Im durchgeführten Experiment werden dafür zwei Maße verwendet, die 
das Wissen der Pbn einschätzen sollen: die “Güte des Kausaldiagramms” (GdK) und 
die “Güte der Vorhersagen” (GdV). Da die Maße GdK und GdS bereits in den Ka-
piteln 3.3 und 3.4 vorgestellt wurden, muß hier nur kurz auf die Güte der Vorhersagen 
eingegangen werden. 
Die AV “Güte der Vorhersagen” (GdV). Dieser Indikator ist neben GdK ein 
weiteres Maß der Systemerkennung, bei dem der Pb sein Wissen nicht wie beim 
Pfeildiagramm in Form eines Wirkungsgefüges äußern muß, sondern in Form von 
quantitativen Vorhersagen des Systemverhaltens. So werden allen Pbn in diesem 
Experiment nach der Bearbeitung des Systems SINUS und nach der Erhebung der 
Maße GdS und GdK zehn mal verschiedene Systemzustände und -eingriffe 
vorgegeben und jeweils Vorhersagen der Ausprägung der Zustandsvariablen zum 
nächsten Takt verlangt. In dieser abschließenden Vorhersage-Phase erhalten die Pbn 
keine Rückmeldung über das Systemverhalten, so daß ein weiteres Lernen ausge-
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schlossen werden kann. Aus den resultierenden Daten wird ein Maß GdV abgeleitet, 
das analog zum oben beschriebenen Maß GdS den Abstand der taktweise 
abgegebenen Vorhersagen von den wahren, tatsächlich resultierenden Zustandswerten 
repräsentiert und das möglicherweise implizite Wissen des Systembearbeiters ohne 
die beim Pfeildiagramm erforderliche Identifikation der Kausalstruktur erfassen soll. 
Da GdK zeitlich vor GdV erhoben wird und eine gute Leistung im Kausaldiagramm 
auch zu einer guten Vorhersage-Leistung führen sollte, wird GdV als ein von GdK ab-
hängiges Maß betrachtet. 
Hypothesen. Die Kreuzung der beiden genannten zweistufigen Faktoren “Eingrei-
fen” und “Prognostizieren” führt zu einem Versuchsplan mit vier Zellen, wobei die 
beiden folgenden Hypothesen formuliert werden, die sich varianzanalytisch gesehen 
jeweils auf Haupteffekte der UVn beziehen. 
Bezüglich des Haupteffekts “Eingriffsmöglichkeit”  besteht folgende Hypothese. 
Die Möglichkeit des Eingreifens in das Szenario (E+) erlaubt es, individuelle Annah-
men über Systemeigenschaften zu testen. Auch wenn die Pbn über keine idealen ex-
perimentellen Strategien verfügen, so können sie doch “naive” Experimente 
durchführen, einfach etwas ausprobieren. Die Möglichkeit, während der Wissens-
erwerbs-Phase durch Eingriffe in das System aktiv eigene Erfahrungen zu sammeln, 
sollte zu einer besseren Systemerkennung und Systemsteuerung führen als eine reine 
Systembeobachtung (E-), bei der aktive Datenerzeugungs-Strategien nicht 
angewendet werden können. Unter dieser passiven Bedingung kommt der Auswertung 
der präsentierten Daten entscheidende Bedeutung zu, strategische Überlegungen 
können zwar angestellt, jedoch nicht in die Tat umgesetzt werden. Die Eingriffs-





















Abb. 4.1: Pfadmodell der Hypothesen von Experiment 1. 
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bessere Steuerung sollte nicht allein aufgrund elaborierteren explizierbaren Wissens 
zustandekommen, sondern auch durch direktes “learning by doing”.1 
Hinsichtlich des Haupteffekts “Prognosebedingung” wird angenommen, daß sich 
die Aufforderung zu Vorhersagen in erster Linie auf das Systemwissen der Pbn 
positiv auswirkt. Die geforderte Formulierung von Hypothesen und die Möglichkeit 
ihrer anschließenden empirischen Prüfung sollte den Pbn unter der Versuchsbedin-
gung mit Prognoseanforderung zu einem besser elaborierten kognitiven Modell von 
den Verhältnissen auf SINUS verhelfen. Einen direkten Effekt auf die Qualität der 
Systemsteuerung sollte diese Variable nicht ausüben, wohl aber einen indirekten über 
die elaboriertere Systemrepräsentation. Zusammenfassend lassen sich diese 
Erwartungen in dem in Abb. 4.1 angegebenen Pfadmodell darstellen. 
Stichprobe. Untersucht wurden 32 Pbn, so daß pro Zelle des Versuchsplans 8 Pbn 
zur Verfügung standen. Bei diesem Stichprobenumfang können nur große Effekte 
nach herkömmlichen Signifikanz-Kriterien (α=β=0.10) bestätigt bzw. verworfen wer-
den (vgl. BREDENKAMP, 1980). Wir beschränkten uns darauf, bei allen Pbn das Abi-
tur vorauszusetzen. Männer und Frauen sollten in jeder Zelle des Versuchsplans 
gleich häufig und in jeder Zelle die Paarungen Frau-Frau, Frau-Mann, Mann-Frau und 
Frau-Frau als Zwillingspaare Eingreifer-Beobachter gleich häufig, also jeweils 
zweimal, vorkommen. Außerdem sollte keiner der Pbn älter als 30 Jahre alt sein. So 
setzt sich die hier untersuchte Stichprobe aus 16 Frauen und 16 Männern zusammen, 
ein großer Teil waren Studenten und Studentinnen der Psychologie in niedrigen 
Semestern. Diese wurden durch Bescheinigungen über abgeleistete 
Versuchspersonen-Stunden entlohnt, die restlichen Pbn erhielten eine Auf-
wandsentschädigung in Höhe von zehn DM. 
Durchführung der Untersuchung. Das Experiment wurde in Einzelsitzungen durch-
geführt. Bis zu zwei Pbn konnten von der Versuchsleiterin (Vl) simultan im gleichen 
Raum betreut werden. Nach kurzer Information über den Versuchsablauf wurden 
einige Kontrollvariablen erhoben. Jeder Pb bearbeitete zunächst das erste Set des 
APM (“Advanced Progressive Matrices”) von RAVEN und anschließend den PLF 
(Problemlöse-Fragebogen) von KÖNIG, LIEPMANN, HOLLING und OTTO (1985). 
Die Handhabung des Systems SINUS erfolgte am Personalcomputer. Die Vl erklärte 
den Gebrauch der Tastatur, gab dem Pb die schriftlich gefaßte Instruktion zum Lesen 
und beantwortete etwaige Fragen. Auch beim weiteren Verlauf blieb die Vl anwesend 
und legte dem Pb nach jedem der insgesamt fünf Durchgänge ein leeres Kausal-
diagramm zur Bearbeitung vor. Nach Beendigung des fünften Durchgangs wurden 
schließlich die Vorhersage-Daten zur Bestimmung von GdV erhoben. 
Die Pbn wurden den einzelnen Versuchsbedingungen randomisiert zugeordnet mit 
der Einschränkung, daß ein Pb der Bedingung “Beobachten” erst dann zugewiesen 
werden konnte, wenn mindestens ein anderer Pb vorher die Bedingung “Eingreifen” 
bearbeitet hatte und damit als experimenteller Zwilling zur Verfügung stand. Die 
Dauer des Versuchs bestimmten die Pbn selbst durch die Geschwindigkeit ihrer 
Systembearbeitung. Im Schnitt dauerte dies etwa zwei Stunden. 
                                                           
1
 Die in diesem Abschnitt beschriebenen Varianten (E+) bzw. (E-) entsprechen im übrigen – 
so ein Hinweis von Jürgen BREDENKAMP – dem Selektions- bzw. Rezeptionsparadigma der 
klassischen Konzeptforschung. 
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Hypothesenprüfung. Wenn man das Pfadmodell aus Abb. 4.1 in die Sprache der Re-
gressionsanalyse übersetzen will, um es einer statistischen Prüfung unterziehen zu 
können, müssen die bisher noch ungenau spezifizierten Effekte präziser formuliert 
werden. 
Aus einer ersten Datenanalyse für N=20 Pbn ergab sich der Hinweis, daß die Ver-
suchsdauer sich möglicherweise negativ auf GdS auswirkt. So wurde die Variable 
“Zeit” als weiterer Prädiktor in das Pfadmodell aufgenommen. Die erhobenen Kon-
trollvariablen (APM-Wert, PLF-Werte, Alter, Geschlecht und Vorerfahrung der Pbn) 
erbrachten im Zusammenhang mit der hier vorgestellten Pfadanalyse keine zusätzli-
chen Aufschlüsse und bleiben daher im weiteren unerwähnt (vgl. dazu genauer MÜL-
LER et al., 1987). 
Die beiden unabhängigen Variablen Eingriffs- und Prognosebedingung wurden als 
Dummy-Variablen E und P kodiert. Das Systemwissen wurde mit der oben beschrie-
benen Variablen GdK erfaßt. Da GdS-Werte Abweichungen von einem Optimalwert 
darstellen, wir jedoch von Güte-Maßen sprechen, wurden alle Werte von GdS für die 
statistische Auswertung mit negativen Vorzeichen versehen, so daß Abbildungen und 
Tabellen leichter verständlich werden. – Der Datensatz ist vollständig, so daß sich 
Probleme bei der Behandlung fehlender Werte von vornherein nicht stellten. 
 
4.1.2 Ergebnisse 
Zunächst werden die Ergebnisse der pfadanalytischen Auswertung unserer Hypo-
thesen berichtet. Daran schließt sich eine Analyse der “experimentellen Zwillinge” so-
wie eine Betrachtung des Verlaufs der drei verschiedenen Wissenskomponenten. 
Tabelle 4.1: Ergebnisse von drei Regressionsanalysen mit unterschiedlichen Prä-
diktoren für die AVn “Güte des Kausaldiagramms” (GdK aus vier-
tem bzw. fünftem Durchgang) und “Güte der Systemsteuerung” 
(GdS). In Klammern sind hinter den standardisierten Pfadkoeffi-
zienten die zugehörigen t-Werte aufgeführt. Für alle Analysen gilt 
N=32. 
 abhängige Variable 
Prädiktor GdK4 GdK5 GdS 
Eingriff (E) -.17 (-1.04) - 
  .29 ( 1.79)* 
Prognose (P) 
-.47 (-2.92)* - - 
GdK4 - 
.81 (7.47)*   .54 ( 3.29)* 
Zeit 
- - -.02 (-0.12) 
df 29 30 28 
F 4.78 55.76 6.33 
adj. mult. R2 .20 .64 .34 
*p     
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Ergebnisse der Pfadanalyse. Die numerischen Ergebnisse der Pfadanalyse sind in 
Tabelle 4.1 dargestellt. Im Unterschied zu früheren Auswertungen (z.B. FUNKE & 
MÜLLER, 1988) werden hier wie auch nachfolgend die Ergebnisse für die gemäß Ka-
pitel 3.4.6 revidierten GdK-Maße mitgeteilt. – In Abb. 4.2 sind die Ergebnisse der 
Pfadanalyse in grafischer Form veranschaulicht. 
Wie aus der Ergebnisdarstellung hervorgeht, muß das hypothetisch angenommene 
Pfadmodell aus Abb. 4.1 angesichts der Befunde verworfen werden. Die nach dem 
Pfadmodell formulierte Hypothese (vgl. Abb. 4.1), wonach die Prognosebedingung 
einen positiven Effekt auf das Systemwissen hat, wurde nicht bestätigt: bezüglich 
GdK zeigt sich im Gegenteil ein starker negativer Effekt. Die Eingriffsbedingung er-
weist sich nicht wie erwartet als signifikanter Prädiktor von GdK. Das Gewicht für die 
Wirkung der Bearbeitungszeit auf GdS wird nicht signifikant. Konform mit unseren 
Annahmen zeigt sich, daß GdK4 ein starker Prädiktor von GdK5 ist. Der standardi-
sierte Pfadkoeffizient ß beträgt 0.81 und ist damit mit Abstand der höchste Gewich-
tungsfaktor in unserem Modell. Weiter finden wir den für unser Experiment zentralen 
Eingriffseffekt auf GdS bestätigt. Auch das Regressionsgewicht für die Wirkung von 
GdK4 auf GdS ist hypothesenkonform deutlich positiv von 0 verschieden. 
Damit finden wir unser hypothetisches Pfadmodell nicht bestätigt: auf GdK scheint 
das Treatment “Prognoseforderung” gegenüber unseren Erwartungen umgekehrt zu 
wirken. Wir werden in der Diskussion eine plausible Interpretation dieses überra-
schenden Ergebnisses zu geben versuchen.  
Der Vergleich experimenteller Zwillinge. Wie oben dargelegt realisierten wir unsere 
UV Eingriffsmöglichkeit so, daß zu jedem Eingreifer genau ein Beobachter existiert, 
also für jeden objektiven Systemverlauf der ersten vier Durchgänge zwei Ver-
suchspersonen vorliegen, denen exakt gleiche Informationen über das System zur Ver-
fügung standen. Für diese beiden Vpn verwenden wir den Begriff “Zwillinge”, so daß 
bei 32 Vpn 16 Zwillingspaare vorliegen. Wir gehen davon aus, daß der objektive Sy-
stemverlauf und damit auch Eingriffsstrategien für den Wissenserwerb von Relevanz 

















Abb. 4.2: Ergebnisse der pfadanalytischen Auswertung von Experiment 1. 
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schickte und weniger geschickte, informationsträchtige und redundante Eingriffe ge-
ben, es sollte schwer zu analysierende Systemverläufe – z.B. bei zufälligen Eingriffen 
– und leicht zu analysierende Systemverläufe geben.  
Da die Zwillinge nun während der ersten vier Durchgänge genau die gleiche Se-
quenz von Eingriffen und Systemzuständen als Informationsgrundlage besaßen, 
verfügen wir in unserem Experiment über einen direkten Weg, die Annahme zu 
überprüfen, daß Strategien einen Einfluß auf den Wissenserwerb haben: Wir können 
Zwillinge mit Nicht-Zwillingen hinsichtlich verschiedener Maße vergleichen und 
erwarten, daß sich die Zwillinge ähnlicher sind als die Nicht-Zwillinge, da sie auf 
einer identischen Sequenz von Eingriffen und Zuständen beruhen. 
Eine zunächst naheliegende Möglichkeit des Vergleichs besteht darin, die Korrela-
tion zwischen den oben bereits verwendeten drei Güte-Maßen GdV, GdK und GdS 
unter den Zwillingen zu berechnen, wobei wir annehmen, daß ein gutes Kausal-
diagramm des Eingreifers ein gutes Kausaldiagramm des Beobachters nach sich 
ziehen sollte und das Analoge für GdV und GdS gilt. Da bei diesem Vergleich Werte 
innerhalb eines Zwillingspaares verglichen werden, schrumpft unser N auf 16 
Zwillingspaare bei 32 Pbn. Wir errechneten die in Tabelle 4.2 wiedergegebenen 
Korrelationen. 
 
Von den Korrelationen in Tabelle 4.2 ist lediglich die Korrelation zwischen GdK des 
Eingreifers und GdS des Beobachters auf dem 10%-Niveau signifikant. Da wir vorher 
keine entsprechende Hypothese formuliert hatten und es bei neun berechneten Korre-
lationen und einem α-Risiko von 0.10 recht wahrscheinlich ist, daß eine dieser Korre-
lationen “zufällig” signifikant wird, wird auf eine Interpretation dieses Befundes ver-
zichtet. 
Bezüglich unserer vorher formulierten drei Hypothesen, wonach die Diagonalele-
mente in Tabelle 4.2 signifikant positiv von 0 verschieden sein sollten, können wir 
zunächst festhalten, daß die entsprechenden Korrelationen nicht signifikant sind; an-
dererseits sind sie nicht klein genug, um die H0 annehmen zu können, die besagen 
würde, daß diese Korrelationen in der Population 0 betragen. Immerhin sind alle drei 
Korrelationen positiv und haben damit das erwartete Vorzeichen. Insbesondere die 
Korrelationen von 0.26 zwischen GdS des Eingreifers und GdS des Beobachters 
könnte durchaus “substantiell” sein und nur wegen des kleinen N nicht signifikant 
werden. So liefert uns die durchgeführte Korrelationsanalyse wenig befriedigende 
Tabelle 4.2: Korrelationen der Güte-Maße GdV, GdK und GdS zwischen den 
experimentellen Zwillingen (N=16 Pbn-Paare von jeweils einem 
Eingreifer und dem zugehörigen Beobachter). 
 
 Gütemaß des Beobachters 
  GdV GdK GdS 
Gütemaß GdV 0.24 0.03 0.01 
des GdK 0.21 0.10 0.46* 
Eingreifers GdS 0.02 0.35 0.26 
*
 p      
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Resultate: mit Hilfe dieser Methode kann weder für noch gegen Ähnlichkeit zwischen 
den Zwillingen entschieden werden.  
Aufgrund dieser Überlegungen führten wir eine Reihe von weiteren statistischen 
Analysen durch, in denen wir prüften, ob die Kausaldiagramme in ihrer Struktur bei 
Zwillingspaaren ähnlicher ausfallen als bei anderen Paarungen. Die genaue Beschrei-
bung unseres Vorgehens würde an dieser Stelle zu viel Platz einnehmen, so daß wir 
hier nur darauf verweisen möchten, daß auch diese Analysen keinen Beleg für eine 
“Zwillings-Ähnlichkeit” erbrachten (vgl. dazu genauer MÜLLER et al., 1987). 
 
 
Analyse des Wissenserwerbs auf verschiedenen Stufen. Der aufmerksame Leser 
wird sich fragen, warum im Verlauf der bisherigen Analysen nur das Gesamtmaß für 
die Güte des Strukturwissens (GdKsum) berücksichtigt wurde, nicht aber die 
Teilkomponenten GdKrel, GdKvor und GdKnum, die in Kapitel 3.4.6 dargestellt 
wurden. Wir haben jede der Teilkomponenten isoliert in die oben durchgeführten 
Tabelle 4.3: Korrelation der drei drei Komponenten untereinander und mit dem 
Summenmaß (Daten aus Experiment 1, N=32). 
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Abb. 4.3: Wissenserwerb auf Relationsebene über fünf Durchgänge 
(N=160 Kausaldiagramme aus Experiment 1). 
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Regressionsanalysen eingesetzt und in keinem Fall signifikante Ergebnisse erhalten. 
Ein solcher Befund hätte auch gegen die Verwendung des summarischen Maßes 
gesprochen: wenn eine oder mehrere Teilkomponenten den gleichen oder einen 
annähernden Prädiktionswert besitzen, wäre die Verwendung eines mehrstufigen 
Maßes sachlogisch nicht gerechtfertigt. Tabelle 4.3 zeigt die Pearson-Korrelationen 
der drei Komponenten untereinander sowie mit dem Summenmaß. 
Um den Verlauf des Wissenserwerbs wenigstens exemplarisch zu belegen, wird in 
den drei Abb. 4.3, 4.4 und 4.5 der Zuwachs der drei Teilkomponenten über den Ver-












Exp. 1: Wissenserwerb Vorzeichen








Abb. 4.4: Wissenserwerb auf Vorzeichenebene über fünf Durch-
gänge (N=160 Kausaldiagramme aus Experiment 1). 
Abb. 4.5: Wissenserwerb auf Numerikebene über fünf Durchgänge (N=160 Kau-








Exp. 1: Wissenserwerb Numerik
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 Auf allen drei Ebenen findet ein allmählicher Zuwachs statt, der jedoch mit hohen 
Streuungen einhergeht (vgl. die in den Abb. 4.3 bis 4.5 eingezeichneten senkrechten 
Linien). Solange es um die generellen Fragen der Auswirkungen experimenteller 
Treatments auf die Güte des Wissenserwerbs geht, scheint daher die Verwendung des 




Die Diskussion der berichteten Befunde wird sich zum einen auf die Ergebnisse der 
Pfadanalyse beziehen, zum anderen auf die Ergebnisse der Zwillingsanalyse. 
Diskussion “Pfadmodell”: Der Variable GdK4 scheint in obigem Modell eine ge-
wisse Schlüsselrolle zuzufallen. Sie steht in einem positiven Zusammenhang mit der 
Kriteriumsvariable GdS. Das Prognose-Treatment wirkt jedoch negativ auf GdK4. 
Dies bedarf weiterer Erklärung. Alle anderen Wirkungen in obigem Modell decken 
sich mit unseren ursprünglichen Annahmen.  
Da die Begründungen für die positiven Wirkungen bereits im Zusammenhang mit 
den Hypothesen gegeben wurden, soll im folgenden eine plausibel erscheinende 
Erklärung der negativen Treatmenteffekte auf GdK versucht werden. Dies ist viel-
leicht möglich, wenn man sich fragt, welchen Vorteil ein “Nicht-Eingreifer” und ein 
“Nicht-Prognostiker” möglicherweise haben. Das negative Vorzeichen für Progno-
stiker entsteht ja erst im Vergleich mit diesen Referenzgruppen. Wir halten es für 
wahrscheinlich, daß unsere Pbn ihr Aufgabenverständnis nicht nur aus der Instruktion 
konstruieren, sondern auch während des Versuchsablaufs modifizieren. Unter dieser 
Annahme liegt folgende Interpretation nahe: 
(1) Eingreifer messen der Steuerung des Systems hohen Wert bei – es ist dies die 
Aufgabe, die sie während jedes Durchgangs bei jedem der sieben Takte zu erfül-
len haben. 
(2) Prognostiker sehen im Erstellen guter Prognosen ihre Hauptaufgabe. 
(3) Beobachter und Nicht-Prognostiker schenken der Erstellung der Kausaldia-
gramme vermehrt Aufmerksamkeit. Für Pbn, die weder eingreifen noch progno-
stizieren können, sind die Kausaldiagramme während der ersten vier System-
durchgänge von durchschnittlich zwei Stunden Dauer die einzige Leistung, die 
ihnen abverlangt wird. 
Obige Interpretation bedeutet, daß Pbn ihre Ziele und damit die Art der Bearbeitung 
von SINUS möglicherweise entscheidend am jeweiligen Präsentationsmodus orientie-
ren. 
Wenn die eben ausgeführten Überlegungen richtig sind, so sollten sich bei Eingrei-
fern wie Prognostikern auch Unterschiede in der Art der Bearbeitung von Kausaldia-
grammen finden lassen, nicht nur in der Güte. Da Eingreifer nach unseren Erwartun-
gen die Kausaldiagramme nicht so gründlich bearbeiten wie Beobachter, stellen wir 
also die Hypothese auf, daß in der Eingriffsbedingung mehr nicht-numerische Anga-
ben im Kausaldiagramm gemacht werden als in der Beobachterbedingung und 
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weniger numerische. Wir können annehmen, daß sich auch die Prognostiker durch 
einen spezifischen Bearbeitungsstil der Kausaldiagramme auszeichnen, können 
diesbezüglich jedoch vorerst keine exakte Hypothese formulieren. Tabelle 4.4 gibt die 
mittlere Anzahl numerischer und nicht-numerischer Angaben und deren Quotient für 
jede Kombination der beiden unabhängigen Variablen Eingriff und Prognose wieder. 
Dabei wurde für jeden Pbn die entsprechende Anzahl über alle fünf erhobenen 
Kausaldiagramme hinweg aufsummiert und anschließend die Werte in den einzelnen 
Gruppen gemittelt. 
Tabelle 4.4 zeigt im oberen Teil mit den Haupteffekt-Befunden deutliche Unter-
schiede zwischen Eingreifern (E+) und Beobachtern (E-), die in der erwarteten Rich-
tung ausfallen: Eingreifer machen häufiger nicht-numerische und damit nicht exakte 
Angaben, Beobachter bestimmen demgegenüber häufiger numerische Faktoren. 
Besonders deutlich wird dieser Unterschied im Quotienten, der so zu interpretieren ist, 
daß bei den Eingreifern mit einem Wert von 0.53 gegenüber den numerischen 
Angaben fast doppelt so viele nicht-numerische Relationen angegeben werden und bei 
den Beobachtern mit einem Wert von 1.17 deutlich mehr numerische Angaben als 
nicht-numerische gemacht werden. Man kann dieses Ergebnis so interpretieren, daß 
Eingreifer möglicherweise auf eine exakte numerische Ausarbeitung ihrer Kausaldia-
gramme verzichten und demgegenüber verstärkt ihr Steuerungsgeschick verbessern. 
Die Prognostiker machen insgesamt weniger Angaben in den Kausaldiagrammen 
(Summe numerischer und nicht-numerischer Angaben: 17.38) als Nicht-Prognostiker 
(22.56), was möglicherweise als reduziertes Bemühen der Prognostiker um die 
Kausaldiagramme verstanden werden kann. 
 numerisch nicht-numerisch   
 x s x s QUOT N 
E+ 7.19 5.4 13.63 8.5 0.53 16 
E- 10.31 6.7 8.81 6.2 1.17 16 
P+ 7.00 5.8 10.38 5.6 0.67 16 
P- 10.50 6.2 12.06 9.5 0.87 16 
E-P- 11.50 5.66 8.75 7.29 1.31 8 
E+P- 9.50 6.99 15.38 10.77 0.62 8 
E-P+ 9.13 7.74 8.88 5.41 1.03 8 
E+P+ 4.88 1.55 11.88 5.77 0.41 8 
 
Im unteren Teil von Tabelle 4.4 befinden sich die Ergebnisse detailliert für die vier 
Zellen des Versuchsplans. Betrachtet man die Zelle “E+P-” als “reine Eingreiferbe-
dingung”, die Zelle “E-P+” als “reine Prognosebedingung”, lassen sich deren 
Kennwerte auf die Zelle “E-P-” als einer Kontrollbedingung beziehen, in der keines 
Tabelle 4.4:  Unterschiede in der Bearbeitung der Kausaldiagramme zwischen 
den je zwei Stufen der Haupteffekte “Eingriffsmöglichkeit” (E+, E-
) und “Prognoseforderung” (P+, P-; oberer Teil) sowie zwischen 
den vier Zellen des Versuchsplans im Detail (unterer Teil): Mittel-
werte (x) und Streuungen (s) für die Anzahl numerischer (NUM) 
und nicht-numerischer (N-NUM) Angaben sowie Quotient der 
Mittelwerte (QUOT). 
 
102  Experimentelle Untersuchungen 
der beiden Treatments vorliegt. Auch unter dieser Betrachtungsweise zeigt sich: (a) 
reine Eingreifer machen im Mittel deutlich mehr nicht-numerische und weniger nu-
merische Angaben als die Kontrollgruppe, (b) reine Prognostiker machen annähernd 
gleichviele numerische wie nicht-numerische Angaben und insgesamt weniger 
Angaben als die Kontrollgruppe und die reinen Eingreifer. 
Diskussion “Zwillingsbefunde”: Die erwartete Ähnlichkeit zwischen Zwillingen 
konnte nicht demonstriert werden. Dies gilt sowohl für die Korrelationen der Güte-
maße als auch für den Vergleich der Struktur der Kausaldiagramme. An diese Be-
obachtung muß sich die Frage anschließen, wie dies zu erklären sei. Wir können an 
dieser Stelle keine empirisch gesicherte Interpretation vorlegen, wollen aber vier 
Argumentationslinien darlegen, die unseres Erachtens den beobachteten Phänomenen 
Rechnung tragen könnten, wieso gleiche objektive Information über das System (und 
damit gleiche Eingriffsstrategie) keine Ähnlichkeit der Kausaldiagramme von 
Zwillingen zwingend nach sich zieht. 
Argumentation 1: Eingriffsstrategien und Systemverläufe sind von entscheidender 
Bedeutung für die Entwicklung subjektiver Kausalmodelle; in der vorliegenden Unter-
suchung waren lediglich Novizen am Werk, so daß die Unterschiede in den Strategien 
und Verläufen so gering waren, daß das Ausbleiben eines Zwillingseffekts nicht als 
Bedeutungslosigkeit von Strategien interpretiert werden kann. 
Argumentation 2: Eingriffsstrategien und Systemverläufe haben einen systemati-
schen Einfluß auf die Systembearbeitung. Allerdings nicht auf die vorgelegten Kau-
saldiagramme. Kausaldiagramme bilden sehr spezielle explizierbare kognitive 
Modellstrukturen ab, die im wesentlichen eine abstrahierende Eigenleistung des Pbn 
darstellen, die durch Strategie und Systemablauf nicht determiniert ist. Argumentation 
2 verweist darauf, daß die aus den Kausaldiagrammen abgeleiteten Maße GdK und 
das oben nicht näher beschriebene Maß der Strukturähnlichkeit nicht die 
Meßverfahren sind, in denen sich eine Zwillingsähnlichkeit niederschlagen sollte.  
Argumentation 3: Die ausbleibende Ähnlichkeit der Zwillinge in der Struktur der 
Kausaldiagramme bei einer natürlichen Variation dieses Merkmals ist zur Kenntnis zu 
nehmen. Zu fragen ist, ob bei der Bearbeitung dynamischer Systeme interpretative, 
schlußfolgernde und evaluierende Prozesse im Pbn nicht wichtiger sind als seine Ein-
griffsweise. Argumentation 3 betont den internen Prozeß der Datenverarbeitung 
gegenüber dem externen, beobachtbaren Prozeß der Datengenerierung. 
Argumentation 4: Ähnlichkeit zwischen Zwillingen ist nur dann zu erwarten, wenn 
die Daten jedem Individuum eine bestimmte Interpretation nahelegen. Möglicher-
weise verfügt jeder Pb über eigene Interpretationsmuster, die nur durch für speziell 
dieses Individuum geeignete Eingriffsstrategien und Systemverläufe optimal genutzt 
werden, so daß unterschiedliche Deutungen gleicher Reizvorlagen nicht verwundern. 
Argumentation 4 betont die notwendige Passung von Eingriffsstrategie und 
subjektivem Modell. 
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4.2 Experiment 2: Eigendynamik 
Häufig wird berichtet, daß Pbn Schwächen beim Umgang mit der Eigendynamik eines 
Systems zeigen. Es existieren aber auch gegenteilige Befunde und es fehlt eine präzi-
sere Beschreibung dieses angeblichen Phänomens (vgl. FUNKE, 1986a, p. 12). Das 
folgende Experiment zur Wirkung von Eigendynamik soll klären, inwieweit bei der 
Bearbeitung eigendynamischer Systemkomponenten Schwierigkeiten auftreten und 
wo möglicherweise Ursachen dieser Probleme zu suchen sind. 
Wie beim vorangegangenen Experiment wird auch hier das Standard-System SI-
NUS mit entsprechenden experimentellen Variationen verwendet, auf die weiter unter 
genauer eingegangen wird. 
 
4.2.1 Hypothesen 
Wenn man wie im ersten Experiment (vgl. MÜLLER et al., 1987) zwischen Wissen 
und Können, spezieller formuliert zwischen Systemerkennung und Systemsteuerung, 
unterscheidet, so stellt sich die Frage, ob eigendynamische Komponenten eines Sy-
stems schlechter identifiziert und/oder schlechter gesteuert werden. Damit sind neben 
der UV “Eigendynamik” wie im Experiment 1 als AV die bekannten Indikatoren des 
Wissens und Könnens zu unterscheiden: Als Wissensmaße dienen wiederum die Güte 
der Kausaldiagramme (GdK) und die Güte der Vorhersagen (GdV), die Steuerungslei-
stung des Pb wird als Güte der Systemsteuerung (GdS) bezeichnet.  
Das Maß GdK (=“Güte der Kausaldiagramme”) resultiert aus dem Kau-
saldiagramm, das jeder Pb nach jedem Durchgang auf einem vorgegebenen Formular 
erstellt und das seine Annahmen über die Systemzusammenhänge erfassen soll. Wir 
verfügen damit über prozeßbegleitende Informationen über die Modellentwicklung 
der Pbn (“Prozeßdiagnostik” im Sinne von SPADA & MANDL, 1988, p. 3f; in der 
Terminologie von KLUWE, 1988, p. 369f, handelt es sich um eine 
Befragungsmethode). 
Vier Durchgänge mit jeweils sieben Takten dienen der Exploration des Systems, im 
fünften Durchgang ist das System auf vorgegebene Zielwerte hinzusteuern. Die nega-
tive Abweichung von den Zielwerten im fünften Durchgang bezeichnen wir mit GdS 
(=“Güte der Systemsteuerung”). 
Nach dem letzten Durchgang der Systembearbeitung werden den Pbn zehn isolierte 
Systemzustände und Eingriffe vorgegeben, wobei es Aufgabe der Pbn ist, den im 
nächsten Takt resultierenden Systemzustand vorherzusagen (eine Variante der bei 
KLUWE, 1988, p. 371, erwähnten Methode der Zustands-Eingriffs-Diagramme). GdV 
(=“Güte der Vorhersagen”) bezeichnet die negative Abweichung der vorhergesagten 
von den tatsächlich resultierenden Werten. 















Analog zum Vorgehen im ersten Experiment stellen wir ein Pfadmodell zur Wir-
kung der UV Eigendynamik auf die abhängigen Variablen GdK, GdV und GdS auf. 
Bezüglich GdK unterscheiden wir GdK4, mit dem das Kausalwissen nach der Experi-
mentierphase (nach dem vierten Durchgang) erfaßt wird, und GdK5, mit dem das 
Kausalwissen nach der Steuerphase (fünfter Durchgang) erhoben wird. Wenn man 
davon ausgeht, daß eigendynamische Komponenten eine adäquate Modellbildung des 
Pbn erschweren, so ist zu erwarten, daß sich die UV in erster Linie auf das Wissen um 
kausale Zusammenhänge nach der Treatmentphase und damit auf GdK4 direkt und 
negativ auswirkt. Die Güte der Steuerung (GdS) sollte in unserem experimentellen 
Design mit zunehmender Eigendynamik ebenfalls schlechter werden, wir nehmen 
jedoch an, daß dieser Effekt der UV über GdK4 vermittelt eintritt. GdS sollte demnach 
nicht direkt von der UV Eigendynamik abhängen, sondern allein von GdK4. Die Güte 
der Kausaldiagramme am Ende der Bearbeitung von SINUS (GdK5) sollte durch 
GdK4 gut prädiziert werden. Eine zusammenfassende grafische Darstellung dieser 
Annahmen gibt Abb. 4.6 wieder. 
Neben dieser Pfadanalyse mit relativ globalen Variablen, die sich im ersten Experi-
ment bis zu einem gewissen Grad bewährt hat, sollen jedoch auch wiederum differen-
ziertere Analysen vorgenommen werden.  
4.2.2 Stichprobe und Durchführung der Untersuchung 
Insgesamt 24 Pbn wurden untersucht, so daß für jede der drei nachfolgend beschriebe-
nen Versuchsbedingungen acht Pbn zur Verfügung standen. Da aufgrund der Ergeb-
nisse des ersten Experiments ein Effekt der Variable “Geschlecht” auf die erhobenen 
Abb. 4.6: Pfeildiagramm der Hypothesen des zweiten Experiments: Die Wirkung 








4.2 Experiment 2: Eigendynamik  105 
Gütemaße nicht grundsätzlich auszuschließen war, entschieden wir uns für eine 
diesbezüglich homogene Stichprobe männlicher Pbn. Desweiteren war es unser 
Anliegen, eine nicht-studentische Gruppe zu untersuchen. 
So wählten wir als Stichprobe 21 Zivildienstleistende, von denen 14 zum Zeitpunkt 
der Untersuchung an einem Rettungssanitäterlehrgang des Malteser-Hilfsdiensts 
(MHD) teilnahmen bzw. sieben in einer Bonner Klinik tätig waren; drei weitere Pbn 
waren Studenten. Das Alter der Pbn schwankte bei einem Mittelwert von 23,5 Jahren 
zwischen 19 und 31 Jahren. Kein Pb verfügte über Vorerfahrung im Umgang mit dy-
namischen Systemen. 
Bei den 14 Lehrgangsteilnehmern wurden die Versuche in den Schulungsstätten des 
MHD in den Abendstunden durchgeführt. Die anderen Versuche fanden im Psycho-
logischen Institut statt. Die Versuchsleiterin (Vl) betreute in der Regel zwei Pbn im 
gleichen Raum.  
Den drei experimentellen Bedingungen wurden die Pbn vollständig randomisiert zu-
geteilt. Jeder Pb erhielt zunächst einen Code und bearbeitete die begleitend eingesetz-
ten Instrumente PLF (vgl. KÖNIG, LIEPMANN, HOLLING & OTTO, 1985) und RA-
VEN. Nach Vorgabe der Instruktionen bearbeitete jeder Pb das System SINUS in di-
rekter Interaktion mit einem Personal-Computer. Die Vl erklärte den Gebrauch der 
Tastatur, betreute das Ausfüllen der Kausaldiagramme und stand für Fragen der Pbn 
zur Verfügung. Die Dauer des Versuchs bestimmten die Pbn mit ihrer Ge-
schwindigkeit der Systembearbeitung selbst. 
Im Anschluß an die Bearbeitung erhielten die Pbn eine Aufwandsentschädigung in 
Höhe von zehn DM. Außerdem wurde ihnen eine kurze Erklärung des Untersuchungs-
hintergrundes gegeben. Einige Pbn äußerten spielerische Freude am Umgang mit dem 
System SINUS, bei anderen Pbn wiederum hatte die Vl Frustration und Unmut aus-
zugleichen. 
 
4.2.3 Realisierung der unabhängigen Variablen 
Das Konzept der Eigendynamik eines Systems wurde im vorliegenden Experiment 
wie folgt operationalisiert und in seiner Ausprägung variiert: 
(1) Operationalisierung: Eigendynamische Komponenten des System SINUS sind 
dadurch gekennzeichnet, daß eine Zustandsvariable auf sich selbst verändernd 
wirkt. Dies ist genau dann der Fall, wenn Diagonalelemente der Ayy-Matrix (vgl. 
FUNKE, 1986a; in Kapitel 1.2, Gleichung 1.2, als B-Matrix bezeichnet) ungleich 
1 sind. Werte kleiner als 1 führen zu eigendynamischer Verringerung, Werte grö-
ßer als 1 führen zu eigendynamischem Wachstum (vgl. MÜLLER et al., 1987, p. 
6). 
(2) Bedingungsvariation: Zur Prüfung des Einflußes der Eigendynamik auf die Sy-
stembearbeitung wurde die Anzahl eigendynamischer Komponenten im System 
SINUS variiert. Drei experimentelle Bedingungen wurden geschaffen, in denen 
keine (ED=0), eine (ED=1) und zwei (ED=2) eigendynamische Komponenten in 
das System SINUS aufgenommen wurden. In der (ED=0)-Bedingung sind die 
Parameter a und b (siehe Abb. 4.7) gleich eins. In der (ED=1)-Bedingung erhält 
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Faktor b den Wert 0.9, in der (ED=2)-Bedingung zusätzlich Faktor a den Wert 
1.1. 
Abb. 4.7 gibt die drei Systeme der unterschiedlichen experimentellen Bedingungen in 
Form eines Kausaldiagramms wieder, das die unveränderten Gewichte als numerische 
Konstanten und die experimentell manipulierten Gewichte als Parameter a und b an-
zeigt.  
 
4.2.4 Deskriptive Ergebnisse 
Da GdS und GdV den mittleren Abstand der Zustände von einem Idealzustand er-
fassen, ist die Skala dieser Werte ursprünglich bei 0 abgeschnitten und nach oben of-
fen. In solchen Fällen resultiert häufig eine linksschiefe Verteilung der Rohwerte mit 
Ausreißern im oberen Bereich der Skala, die die statistische Ermittlung von Mittel-
wert und Streuung bis hin zur Regressionsanalyse entscheidend und fragwürdig beein-
flußen. Eine sinnvolle Korrektur besteht darin, die Rohdaten logarithmisch zu trans-
formieren. Dies ist kein Allheilmittel, entschärft jedoch die angesprochene Problema-
tik zumindest. Daher wählten wir dieses Vorgehen und versahen die resultierenden 
Werte zusätzlich mit einem negativen Vorzeichen, um die Polung der Skalen für GdS 






















Abb. 4.7: Kausaldiagramm der in Experiment 2 implementierten Wirkungen. 
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Exkurs: Prognosedaten und ihre Interpretierbarkeit  
 
Der aufmerksame Leser vermißt vielleicht Daten zu den während der einzelnen 
Durchgänge von den Pbn abgegebenen Prognosen. Wir möchten hier kurz unsere 
Gründe dafür angeben, auf eine ausführlichere Darstellung dieser Daten zu ver-
zichten. 
Wir erlaubten den Pbn, während der Systembearbeitung entweder qualitative Pro-
gnosen oder exakte und quantitative Angaben zu machen; unsere Intention dabei war 
es, durch diese Antwortmöglichkeiten der Tatsache Rechnung zu tragen, daß ein Pb 
zu Beginn des Experiments die exakte numerische Entwicklung der Variablen kaum 
abschätzen kann, wohl aber Prognosen zur groben Richtung der Zustandsentwicklung 
abgeben können dürfte. Mit zunehmender Dauer des Experiments sollten sich dann 
zunehmend mehr quantitative Prognosen finden lassen. Diese naheliegende 
Vermutung ließ sich anhand der Prognosedaten allerdings nicht bestätigen. Eine 
genauere Inspektion individueller Daten zeigte den Grund: Etliche Pbn gaben 
zunächst qualitative Prognosen, dann quantitative und richtige Prognosen und 
schließlich wieder qualitative Prognosen ab. Offensichtlich griffen viele Pbn im Laufe 
des Versuchs zu der Möglichkeit qualitativer Prognosen, um sich die mühevolle 
Berechnung exakter numerischer Werte zu ersparen und sich auf andere Aspekte der 
Systembearbeitung zu konzentrieren; eine durchaus sinnvolle Strategie der Pbn, die 
für uns jedoch die Brauchbarkeit der Prognosedaten erheblich reduzierte: aus der 
Abgabe qualitativer Prognosen darf nun nicht mehr geschlossen werden, daß der Pb 
nur über qualitatives Wissen verfügt. 
Angesichts dieser Problematik beschränkten wir uns auf eine qualitative Auswer-
tung der Prognosedaten, bei der es allein entscheidend war, ob ein Pb die Richtung ei-
nes Variablenverlaufs richtig prognostizierte – unabhängig davon, ob seine Angabe 
numerisch oder qualitativ war. Ein daraus resultierendes Gütemaß (vgl. FAHNEN-
BRUCK et al., 1987, p. 21) lieferte zwar insofern befriedigende Ergebnisse, als es mit 
den anderen Wissensindikatoren GdS und GdK korrelierte. GdK erwies sich jedoch in 
den durchgeführten Regressionsanalysen als der wesentlich stärkere Prädiktor, über 
den hinaus GdV kaum Varianz aufklären konnte. 
Es stellt sich natürlich die Frage, ob die Prognosen, die ja im Gegensatz zu GdK 
taktweise vorliegen, bei einer einzelfallanalytischen Betrachtungsweise nicht wert-
volle Indikatoren sind. Wir wollen dies im allgemeinen keinesfalls bestreiten, jedoch 
muß dann nach unseren Erfahrungen darauf geachtet werden, daß die Pbn die 
Prognosen als wesentlichen Bestandteil des Experiments betrachten und bestmöglich 
zu antworten versuchen. Selbst unter diesen Umständen bleibt es wohl schwierig 
genug, Rückschlüsse auf die Kognitionen der Pbn zu gewinnen. Im eben geschilderten 
wie auch im nachfolgenden Experiment erwiesen sich die Prognosedaten jedenfalls 
trotz etlicher Bemühungen als schwer interpretierbar. 
(Ende des Exkurses) 
 
Betrachtet man die von den Pbn angefertigten Kausaldiagramme daraufhin, wie 
häufig die eigendynamischen Komponenten erkannt werden, so ist festzustellen, daß 
nur etwa die Hälfte der Pbn die eigendynamischen Wirkungen erkennt und im Kausal-
diagramm angibt (die exakte Angabe des numerischen Faktors war dabei nicht erfor-
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derlich). Diese Beobachtung deckt sich mit Daten aus einem vorangegangen Experi-
ment, in dem ein System verwendet wurde, das identisch mit der (ED=1)-Bedingung 
ist. Von den 32 Pbn dieses Experiments erkannten 15 bis zum Schluß der Bearbeitung 
von SINUS die implementierte Eigendynamik nicht. Bei einem nicht zeitverzögerten 
System mit sechs Variablen, achtzehn möglichen und nur sechs vorliegenden Wirkun-
gen belegt dies die Schwierigkeit der Identifikation eigendynamischer Komponenten. 
Im folgenden Abschnitt sollen nun die weiter oben in Form eines Pfadmodells for-
mulierten Hypothesen statistisch geprüft werden. 
 
4.2.5 Ergebnisse der Pfadanalyse 
Tabelle 4.5 enthält die Ergebnisse von drei Regressionsanalysen, die einer Prüfung 
des in Abschnitt 4.2.1 dargestellten Pfadmodells entsprechen. Als Prädiktoren dienen 
die Versuchsbedingung (Eigendynamik, ED) und der Wissensindikator GdK4, 
während als AVn sowohl GdK4, GdK5 als auch GdS Verwendung finden. 
Aus Tabelle 4.5 ist kein signifikanter linearer Zusammenhang zwischen dem Grad 
der Eigendynamik und GdK im vierten Durchgang (=vor der Steuerungsphase) zu 
konstatieren. Damit ist eine zentrale Hypothese nicht bestätigt (im Unterschied zu 
Analysen mit den alten Maßen, wo ein ED-Effekt auftrat; vgl. MÜLLER et al., 1987). 
GdK4 ist erwartungsgemäß ein signifikanter Prädiktor für GdK5 und für GdS. Das po-
stulierte Pfadmodell wurde damit wiederum nur teilweise bestätigt: Eigendynamische 
Komponenten eines dynamischen Systems führen nicht zwangsläufig zu einer 
schlechteren Systemsteuerung und schlechteren Prognoseleistungen. Zu vermuten ist, 
daß die während der Versuchsdurchführung beobachtete Schwierigkeit der Modellbil-
dung, die sich nicht in den hier untersuchten Gütemaßen niederschlägt, mit der Not-
wendigkeit komplexerer Identifikationsprozesse zusammenhängt, die hohe Anforde-
rungen an die heuristische Kompetenz stellen und das Arbeitsgedächtnis vermehrt be-
lasten (vgl. Kapitel 4 und 5).  
Tabelle 4.5: Ergebnisse von drei Regressionsanalysen mit unterschiedlichen Prä-
diktoren für die AVn “Güte des Kausaldiagramms” (GdK4 und 
GdK5) und “Güte der Systemsteuerung” (GdS). In Klammern sind 
hinter den standardisierten Pfadkoeffizienten die zugehörigen t-
Werte aufgeführt. Für alle Analysen gilt N=24. 
 abhängige Variable 
Prädiktor GdK4 GdK5 GdS 
EDa .00 -.19 (-.92) - 
GdK4 -   .95 (14.8)* .73 (4.94)* 
df 22 22 22 
F 0.85 219.1 24.47 
adjust. R2 .00 .91* .50* 
*p a ED = Eigendynamik  
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4.3 Experiment 3: Nebenwirkung 
Wir sind der Ansicht, daß es psychologisch sinnvoll ist, Nebenwirkungen (Wirkungen 
einer Zustandsvariable auf eine andere Zustandsvariable) von eigendynamischen Wir-
kungen (Wirkungen einer Zustandsvariable auf sich selbst) zu unterscheiden. Daher 
führten wir ein weiteres Experiment durch, in dem wir aufzuhellen versuchen, in wel-




In Experiment 3 wurde die Anzahl von Nebenwirkungen variiert. Dazu verwenden 
wir das System SINUS, das in der Variante mit einer Nebenwirkung (y3➔y2 = 0.2) 
identisch ist mit dem Standard-System des Experiments 1 (vgl. MÜLLER et al., 1987) 
und der (ED=1)-Bedingung des oben beschriebenen Experiments 2. Eine zweite Va-
riante des gleichen Systems enthielt keine Nebenwirkung (y3➔y2 = 0) und eine dritte 
Version wurde mit zwei Nebenwirkungen ausgestattet (y3➔y1 = 0.5 und y3➔y2 = 
0.2). Die in den drei experimentellen Bedingungen verwendeten Systeme stellt Abb. 
4.8 als Kausaldiagramm dar. Es resultiert ein Versuchsplan mit der unabhängigen Va-
riable “Nebenwirkungen” (NW), die in drei verschiedenen Ausprägungen von null bis 
Nebenwirkung:



















Abb. 4.8: Kausaldiagramm der in Experiment 3 implementierten Wirkungen. 
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zwei vorliegt (NW=0, NW=1 und NW=2). 
Der Versuchsablauf wurde gegenüber den ersten beiden Experimenten modifiziert. 
In den ersten beiden Experimenten hatte sich die Versuchsdauer als kritische Größe 
erwiesen: in Experiment 1 war sie entgegen unseren Erwartungen in der erhobenen 
Stichprobe ein negativer Prädiktor für GdS (vgl. MÜLLER et al., 1987); in Experiment 
2 war dieser Effekt der Zeit auf GdS nicht replizierbar, jedoch schien sie diesmal mit 
der Güte der Kausaldiagramme in positivem Zusammenhang zu stehen (wegen der 
fragwürdigen Relevanz dieser post-hoc-Analysen verzichteten wir oben auf eine Dar-
stellung im Einzelnen). Die uneinheitlichen Befunde und fehlende theoretische Inter-
pretationsmöglichkeiten veranlaßten uns, die problematische Größe “Zeit” in Expe-
riment 3 konstant zu halten und mit einer zeitkonstanten Darbietung zu arbeiten. In 
Experiment 3 gab es demzufolge pro Durchgang der Experimentalphase ein Zeitlimit 
von 15 Minuten, wobei wir auf eine fixe Taktzahl pro Durchgang verzichteten. Im 
fünften Durchgang, der Steuerphase, hatten die Pbn wie in den Experimenten vorher 
die Aufgabe, innerhalb von sieben Takten das System so schnell wie möglich auf be-
stimmte Zielwerte zu steuern. Die fixe Taktzahl in der Steuerphase ist notwendig, um 
die Steuerungsleistungen verschiedener Pbn ohne zusätzliche Annahmen miteinander 
vergleichen zu können. 
 
4.3.2 Stichprobe und Durchführung der Untersuchung 
Die Untersuchungsdurchführung erfolgte analog zum eben beschriebenen Experiment 
2. Die Stichprobe setzte sich aus 24 männlichen Studenten verschiedener Fachrich-
tungen zusammen. Ausgenommen waren Studenten der Informatik und Mathematik, 
da sie möglicherweise mit ihrem Wissen zu Differenzengleichungen über positive 
Voraussetzungen für die Systembearbeitung verfügen. Das Alter der Pbn lag zwischen 
20 und 27 Jahren bei einem Mittelwert von 23,9 Jahren. Alle Versuche fanden im 
Psychologischen Institut statt. 
Die Dauer eines Versuchs ergab sich aus der vorgegebenen Zeiteinheit für die er-
sten vier Durchgänge (15 Minuten jeweils) und dem individuellen Zeitbedarf für die 
weitere Systembearbeitung sowie das Ausfüllen der Kausaldiagramme. 
 
4.3.3 Hypothesen 
Aufgrund des geänderten Versuchsablaufs mit einer zeitkonstanten Systempräsen-
tation ergibt sich die Frage, ob die Anzahl der bearbeiteten Takte einen Einfluß auf 
die Güte der Systembearbeitung hat. Denkbar wäre etwa die Annahme, daß Pbn, 
denen mehr Takte, also mehr Datenmaterial, zur Verfügung stehen, insgesamt besser 
abschneiden. Wir bezweifeln jedoch, daß unter den gegebenen Umständen die Zahl 
bearbeiteter Takte ein Faktor ist, der in linearer oder auch nur monoton steigender 
Beziehung zu GdK und/oder GdS steht. Die Qualität der Systembearbeitung sollte 
primär von einer geschickten Strategie und Informationsverwertung des Pbn 
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abhängen. Die bloße Menge an Information, die ja auch nicht identisch mit der 
Taktzahl ist, sollte im vorliegenden Experiment eine untergeordnete Rolle spielen. 
Wir erwarten also keinen globalen Effekt der Zahl bearbeiteter Takte auf unsere 
Gütemaße.  
Ansonsten sollte es für einen Pbn umso schwieriger werden, die zugrundeliegende 
Systemstruktur zu ermitteln, je größer die Anzahl an Nebenwirkungen im System ist 
(vgl. die Argumentation zu Experiment 2). Folglich sollte sich die Variable NW pri-
mär auf GdK als Wissensmaß und vermittelt über GdK auf GdS auswirken. Ein direk-
ter Effekt auf GdS sollte nicht vorliegen. Abb. 4.9 gibt das postulierte Pfadmodell in 
einer grafischen Darstellungsform wieder. 
 
 
4.3.4 Ergebnisse der Pfadanalyse 
Tabelle 4.6 zeigt die pfadanalytische Auswertung für Experiment 3 gemäß den in 
Abb. 4.9 dargestellten Hypothesen. 
Aus Tabelle 4.6 ist zu entnehmen, daß unsere Erwartungen bezüglich der Konse-
quenzen von Nebenwirkungen für die Systemerkennung, der Wirkung der Systemer-
kennung auf die Systemsteuerung und auf die Vorhersagen bestätigt wurden. Die UV 
Nebenwirkung wirkt sich bedeutsam auf die Güte der Kausaldiagramme aus. Die 
Güte der Kausaldiagramme ist ein starker Prädiktor für GdS. Wenn die in Tabelle 4.6 
durch “–” gekennzeichneten Prädiktoren in die Regressionsanalysen aufgenommen 
werden, so resultieren lediglich sehr geringe Anteile an zusätzlich erklärter Varianz, 
so daß das geprüfte Modell insgesamt als gut bestätigt gelten kann. Damit sind die 
Effekte von Nebenwirkungen auf die Qualität der Systembearbeitung stärker als die 
Abb. 4.9: Pfeildiagramm der Hypothesen des dritten Experiments: Die Wirkung 
der Anzahl Nebenwirkungen im System SINUS auf Systemwissen 
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Wirkung von Eigendynamik im zweiten Experiment. In beiden Experimenten konnte 
jedoch demonstriert werden, daß geringfügige Änderungen der Systemstruktur im 
Sinne einer Erschwerung die Qualität der von den Pbn konstruierten Modelle deutlich 
negativ beeinflußen und in der Konsequenz die Steuerung der Zustandsvariablen 
schlechter erfolgt. Dies ist umso erstaunlicher, als es sich bei dem verwendeten 
System um ein kleines Sechs-Variablen-System handelt, alle Wirkungen sofort und 
ohne Zeitverzögerung einsetzen, es keine latenten Variablen und keine Zufallseffekte 
gibt sowie alle Wirkungen relativ einfache Funktionen der wirkenden Variablen sind 




Weiter wurde die Annahme geprüft, daß die Zahl der bearbeiteten Takte (mittlere 
Taktzahl: 28.6 Takte in vier Durchgängen) keine einfachen linearen Auswirkungen 
auf die Qualität der Systembearbeitung hat. Dabei zeigte sich, daß weder Güte der 
Systemsteuerung noch Güte des Kausaldiagramms in bedeutsamer Weise durch die 
Taktzahl beeinflußt werden. 
4.4 Fehler beim Erkennen von Eigendynamik und Nebenwirkungen 
Die in den beiden vorangegangenen Teilkapiteln dargestellten Experimente zeigen nur 
den pauschalen Effekt der Treatment-Variable “Nebenwirkung”. In diesem Teilkapi-
tel sollen spezielle Effekte in Form typischer Fehler bei der Modellspezifikation be-
leuchtet werden. Weiterhin ist zu prüfen, ob die Konzepte “Eigendynamik” und “Ne-
benwirkung” auch konsistent von Pbn genutzt werden bei ihrer individuellen Mo-
dellkonstruktion. Schließlich geht es um Annahmen über die relative Schwierigkeit 
dieser beiden Abhängigkeitsformen. 
Tabelle 4.6: Ergebnisse von drei Regressionsanalysen mit unterschiedlichen Prä-
diktoren für die AVn “Güte des Kausaldiagramms” (GdK4 und 
GdK5) und “Güte der Systemsteuerung” (GdS). In Klammern sind 
hinter den standardisierten Pfadkoeffizienten die zugehörigen t-
Werte aufgeführt. Für alle Analysen gilt N=24. 
 
 abhängige Variable 
Prädiktor GdK4 GdK5 GdS 
NWa -.35 (-1.77)* - - 
GdK4 - .92 (10.8)* .73 (4.97)* 
df 22 22 22 
F 3.12 117.5 24.69 
adjust. R2 .08* .84* .51* 
*p a NW = Nebenwirkung. 
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4.4.1 Spezielle Effekte von Eigendynamik und Nebenwirkung 
Welche speziellen Umstände sind dafür verantwortlich, daß die Kausaldiagramm-
Werte umso geringer werden, je höher die Anzahl an Nebenwirkungen in einem Sy-
stem ist? Zeigen sich möglicherweise bei einer differenzierteren Analyse Effekte von 
Eigendynamik, die bei pauschaler Betrachtung nicht nachweisbar sind? Wir nehmen 
an, daß bei den von uns verwendeten Systemen Wirkungen der endogenen Variablen 
auf andere endogene Variablen für den Pbn wesentlich schwerer zu identifizieren sind 
als Wirkungen der exogenen auf die endogenen Variablen. Die Wirkungen von Maß-
nahmevariablen, die vom Pbn beliebig festgesetzt werden können, sind durch Ex-
perimentieren und Ausprobieren relativ leicht zu erkunden. Die Wirkungen von Zu-
standsvariablen auf andere Zustandsvariablen sind schwieriger einzuschätzen. Eine 
Möglichkeit besteht darin, zunächst einen Teil der XY-Wirkungen zu spezifizieren 
und dieses Wissen zu einer gezielten Manipulation von Y-Variablen zu nutzen. 
Wenn die Nebenwirkungen einer Y- auf eine andere Y-Variable erkundet werden 
sollen, sollte demnach bekannt sein, 
(a) wie die wirkende Variable zu beeinflussen ist (Wissen um XY-Wirkungen), und 
(b) wie sich die potentiell beeinflußten Y-Variablen ohne die Manipulation der wir-
kenden Y-Variable entwickelt hätten (Wissen um Eigenentwicklung der Y-Vari-
ablen). 
Liegt Wissen zu den Punkten (a) und (b) vor, so kann der Pb zunächst eine bestimmte 
Y-Variable gezielt verändern und anschließend prüfen, ob und an welchen Stellen sich 
dann das Verhalten anderer Y-Variablen ändert. Wenn seine Annahmen zu (a) und (b) 
korrekt sind und es sich um ein deterministisches System handelt, so kann er Abwei-
chungen von der “base-line” einer Y-Variable als Resultat der Wirkung der mani-
pulierten Y-Variable interpretieren. Dies gilt allerdings nur dann, wenn andere X- und 
Y-Variablen nicht als Wirkfaktoren in Frage kommen. 
Ähnliche Überlegungen gelten für das Erkennen von Eigendynamik. In diesem Fall 
muß der Pb erkennen, daß eine Y-Variable sich von selbst (d.h. ohne Eingriffe von 
außen) verändert und darüber hinaus, daß diese Veränderung durch eine Wirkung des 
vorangegangen Zustands derselben Variable zu erklären ist.  
Ein heikles Problem bei der Systembearbeitung besteht nun darin, daß umgekehrt 
das Wissen zu den Punkten (a) und (b) abhängig ist von den Annahmen über Neben-
wirkungen und Eigendynamik im System. Ohne ein methodisch relativ anspruchsvolles 
Vorgehen kann so vor allem der Fehler auftreten, daß beim Übersehen von Neben-
wirkungen und Eigendynamik in einem System auch falsche X-Wirkungen postuliert 
werden.  
Diese Gedanken führen zu zwei weiteren Hypothesen, die wir unter dem Stichwort 
“Fehlerkompensation” aufführen:  
(1) Ungeachtet der Tatsache, daß die Axy-Matrix in allen experimentellen Bedingun-
gen identisch ist, erwarten wir, daß die Kausaldiagramme der Pbn mit zuneh-
mender Eigendynamik und zunehmender Zahl von Nebenwirkungen auch 
vermehrt Fehler bezüglich der XY-Wirkungen enthalten. 
(2) Weiter sollten häufig falsche XY-Wirkungen postuliert werden, wenn YY-Wir-
kungen nicht erkannt werden. So können falsche Annahmen über die YY-Wir-
kungen durch falsche Annahmen über die XY-Wirkungen unter Umständen kom-
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pensiert werden: das “fehlerhaftere” Gesamtmodell kann in einem betimmten 
Wertebereich für X- und Y-Variablen durchaus zu einer besseren Steuerung und 
Prognose führen.  
Diese beiden Hypothesen lassen sich prüfen, indem wir zunächst neben dem globalen 
GdK-Wert separate GdK-Werte für die XY-Matrix (GdK-xy) und die YY-Matrix 
(GdK-yy) berechnen. Die Berechnung erfolgt vollkommen analog zur Berechnung 
von GdK, nur daß statt vom gesamten Kausaldiagramm des Pb nun von den 
entsprechenden Ausschnitten des Kausaldiagramms ausgegangen wird. Es liegen 
demnach für jeden Pb bei fünf Versuchsdurchgängen fünf GdK-xy- und GdK-yy-
Werte vor. Diese geben an, wie gut einerseits der Zusammenhang zwischen X- und 
Y-Variablen bzw. andererseits der Zusammenhang innerhalb der Y-Variablen erkannt 
wurde. 
Prüfung der ersten Hypothese: Wir nehmen an, daß Eigendynamik und Anzahl der 
Nebenwirkungen einen negativen Effekt auf GdK-xy haben. Um dies zu prüfen, be-
rechneten wir je eine Regressionsanalyse für jede UV und jeden Durchgang. Prädikto-
ren sind dabei jeweils “Anzahl der Nebenwirkungen” (NW) oder “Anzahl eigendyna-
mischer Y-Variablen” (ED), abhängige Variable ist GdK-xy. Bei einseitiger Frage-
stellung – die entsprechenden Regressionskoeffizienten sollten negativ und von 0 ver-
schieden sein – wählten wir ein α-Risiko von 0.05. Die Ergebnisse der resultierenden 





Neun der zehn berechneten standardisierten Regressionskoeffizienten sind signifi-
kant negativ von 0 verschieden. Die Hypothese, daß sich die unabhängigen Variablen 
auch auf die Erkennung der über alle Versuchsbedingungen konstanten XY-
Wirkungen und damit der nicht variierten Systembestandteile auswirken, ist damit 
hinreichend belegt. 
Prüfung der zweiten Hypothese: Nicht erkannte YY-Wirkungen implizieren nied-
rige GdK-yy-Werte und falsche Annahmen über die XY-Wirkungen implizieren nie-
drige GdK-xy-Matrix-Werte. So sollte, wenn die zweite Hypothese gilt und eine Feh-
lerkompensation stattfindet, eine positive Korrelation zwischen GdK-xy und GdK-yy 
resultieren. Wenn wir diese Korrelation über die Durchgänge hinweg betrachten, so 
Tabelle 4.7: Regressionsanalysen für die Wirkung von Eigendynamik (ED) und 
Nebenwirkungen (NW) auf die Erkennung nicht manipulierter Sy-
stemkomponenten (GdK-xy): standardisierte Regressionsgewichte 




 in   ED   NW  
Durchgang ß R2 t ß R2 t 
1 -.52  .23  -2.86 * -.38 .15 -1.94 * 
2 -.46  .21  -2.42 * -.07 .01 -0.33 
3 -.62  .38  -3.70 * -.36 .13 -1.80 * 
4 -.42  .18  -2.17 * -.46 .21 -2.41 * 
5 -.47  .23  -2.53 * -.45 .20 -2.34 * 
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sollte sie mit der Durchgangszahl ansteigen: Während der ersten Durchgänge sollte 
die Bearbeitung des Systems noch nicht so weit fortgeschritten sein, daß es aufgrund 
der Fehlerkompensation zu einer nennenswerten Korrelation zwischen GdK-xy und 
GdK-yy kommt. Da eine beobachtete bivariate Korrelation zwischen GdK-xy und 
GdK-yy im vorliegenden Fall auch durch eine gleichgerichtete Wirkung der UV 
“Eigendynamik” und “Anzahl der Nebenwirkungen” auf GdK-xy und GdK-yy 
produziert werden kann – und wie oben gezeigt wirken sich diese UVn auf GdK-xy 
aus –, erfordert es die Prüfung der zweiten Hypothese, die Wirkung des Treatments 
auf GdK-xy und GdK-yy auszupartialisieren. Tabelle 4.8 gibt die Partialkorrelationen 





Durchgang z = Eigendynamik 
(Exp. 2) 
z = Nebenwirkung 
(Exp. 3) 
1 .31 -.03 
2 -.10 .43 * 
3 .16 .50 * 
4 .36 .50 * 




Tabelle 4.8 zeigt, daß die empirisch beobachteten Partialkorrelationen in Experi-
ment 3 mit der UV “Nebenwirkungen” vollständig mit unseren Erwartungen überein-
stimmen: die um den Effekt des Treatments bereinigte Partialkorrelation zwischen 
GdK-xy und GdK-yy steigt von -.03 im ersten Durchgang bis auf .66 im fünften 
Durchgang. Ab dem zweiten Durchgang sind die Partialkorrelationen bei einem 5%-
Alpha-Fehlerrisiko (einseitig geprüft) signifikant. Im zweiten Experiment mit der UV 
“Eigendynamik” sind alle beobachteten Partialkorrelationen zwischen GdK-xy und 
GdK-yy nicht signifikant und die Korrelation für den ersten Durchgang ist wider Er-
warten höher als die Korrelationen für den zweiten und dritten Durchgang. Gemäß un-
seren Erwartungen steigen die Partialkorrelationen zwischen GdK-xy und GdK-yy ab 
dem zweiten Durchgang an (von -.10 auf .36). Das Ausbleiben signifikanter Korrela-
tionen in Experiment 2 könnte dadurch begründet sein, daß Eigendynamik leichter er-
kannt wird als Nebenwirkungen (vgl. Kapitel 6) und damit weniger “Kompensations-
notwendigkeit” besteht. Die relativ hohe Partialkorrelation von .31 im ersten Durch-
gang ist überraschend, könnte bei der relativ geringen Pbn-Zahl und der Fülle mögli-
cher Störvariablen jedoch auch zufallsbedingt sein. Dennoch bleibt festzuhalten, daß 
die Kompensationshypothese für Experiment 2 nicht überzeugend belegt werden 
kann. 
Kritisch anzumerken ist, daß die referierten Zusammenhänge zwischen GdK-xy und 
GdK-yy auch anders interpretiert werden können. So liegt es etwa nahe, eine hohe 
Korrelation zwischen diesen Variablen auf einen allgemeinen Faktor “Problemlösefä-
higkeit” zurückzuführen: “gute” Pbn bearbeiten beide Teilmatrizen gut, “schlechte” 
Tabelle 4.8: Partialkorrelationen (rab.z) zwischen GdK-xy (=a) und GdK-yy 
(=b) bei Auspartialisierung der Treatment-Variablen z, N=24. 
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Pbn beide weniger gut. Diese Interpretation kann allerdings nicht ohne weitere Zu-
satzannahmen erklären, wieso ein Anstieg der Korrelationen im Verlauf des Expe-
riments beobachtet werden sollte.  
Um unsere Aussagen weiter zu unterstützen, werden wir empirische Evidenz dafür 
vorlegen, daß bei Nichterkennen einer bestimmten Wirkung auch sehr typische Fehler 
auftreten können. Nebenwirkungen stellen unter den von uns benutzten Wirkungsfor-
men wohl die schwierigste Systemkomponente dar. Lassen sich typische Fehler er-
warten, wenn ein Pb eine implementierte Nebenwirkung nicht erkennt? Das Erschei-
nungsbild einer Nebenwirkung ist dem einer Eigendynamik zunächst sehr ähnlich: 
eine Y-Variable verändert sich von selbst, ohne daß eine X-Wirkung als Ursache in 
Frage kommt. Solange die wirkende Y-Variable nicht stark verändert wird, wird sich 
auch die beeinflußte Y-Variable relativ gleichmäßig verändern. Dies legt die Vermu-
tung nahe, daß bei der sich gleichmäßig ändernden Y-Variable eine Eigendynamik 
vorliegt. Somit nehmen wir an, daß das Nichterkennen einer Nebenwirkung häufig zur 
falschen Annahme einer Eigendynamik führt.  
 
Wirkung von Experiment 2 (ED) Experiment 3 (NW) 
x1 (falsch) 25.0 % (80 %) 7.5 % (100 %) 
x2 (falsch) 27.5 % (64 %) 32.5 % (92 %) 
x3 60.0 % - 70.0 % - 
y1 (falsch) 0.0 % (0 %) 12.5 % (80 %) 
y2 (falsch) 35.0 % (93 %) 30.0 % (100 %) 
y3 20.0 % - 32.5 % - 
 
Wir prüften diese Annahme anhand der von den Pbn angefertigten Kausaldia-
gramme. In der (ED=1)- und der (NW=1)-Bedingung der beschriebenen Experimente 
liegen identische Systeme mit einer Nebenwirkung von y3 auf y2 vor. In Tabelle 4.9 
ist für die jeweils 40 vorliegenden Kausaldiagramme prozentual angegeben, in 
wievielen Kausaldiagrammen der Pbn eine bestimmte Wirkung angenommen wird. 
Betrachtet man die letzte Zeile von Tabelle 4.9, so ist festzustellen, daß in Experi-
ment 2 nur 20 % der Kausaldiagramme richtigerweise die Nebenwirkung von y3 auf 
y2 enthalten, in Experiment 3 immerhin 32.5 %. Dagegen wird die Wirkung von x3 
auf y2 mehr als doppelt so häufig richtig erkannt. In beiden Experimenten wird sehr 
häufig eine falsche Eigendynamik von y2 angegeben (35.0 % bzw. 30 %). Diese Feh-
ler sind insgesamt sogar häufiger als das korrekte Erkennen der Nebenwirkung und 
treten nahezu immer nur dann auf, wenn die Nebenwirkung nicht erkannt wird (93 % 
bzw. 100 %). Bemerkenswert selten wird dagegen eine falsche Nebenwirkung von y1 
auf y2 postuliert (0.0 % bzw. 12.5 %). Etwas häufiger wird irrigerweise eine Wirkung 
von x1 auf y2 angenommen (25.0 % bzw. 7.5 %), eine falsche Wirkung von x2 auf y2 
kommt dagegen recht häufig vor (27.5 % bzw. 32.5 %). Damit zeigen diese Daten, 
Tabelle 4.9: Die Häufigkeit aller auf y2 angenommenen Wirkungen in der 
(ED=1)-Bedingung von Experiment 2 und der identischen (NW=1)-
Bedingung von Experiment 3 (jeweils N=40). Bei falschen Wirkun-
gen ist in Klammern angegeben, wie häufig die jeweiligen Fehler 
sind, wenn die Nebenwirkung von y3 nicht erkannt wurde. 
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daß besonders häufig zwei Fehler auftreten: Einmal wird die Nebenwirkung oft mit 
einer Eigendynamik von y2 verwechselt und das andere mal wird häufig eine Wirkung 
von x2 auf y2 angenommen. Der erste Befund deckt sich mit unseren oben ausgeführ-
ten Überlegungen, der zweite war für uns zunächst überraschend. Jedoch vermuten 
wir folgende Ursachen für die häufige und falsche Annahme einer Wirkung von x2 
auf y2: (1) die Art der Systempräsentation – es liegt vielleicht nahe, die zweite X-Va-
riable mit der zweiten Y-Variable zu verknüpfen, zumal eine Verknüpfung von x1 und 
y1 implementiert ist und fast immer bereits im ersten Durchgang erkannt wird; (2) es 
besteht eine indirekte Wirkung von x2 auf y2, denn x2 wirkt auf y3 und y3 wiederum 
auf y2; möglicherweise erkennen unsere Pbn richtig einen Zusammenhang zwischen 
x2 und y2, können die Kausalkette jedoch nicht mit dem fehlenden Zwischenglied y3 
vervollständigen.  
Es läßt sich festhalten, daß die schwierig zu erkennende Nebenwirkung häufig mit 
einer – einfacheren – Eigendynamik verwechselt wird. Dabei ist zu betonen, daß diese 
Verwechslung unter Umständen für die Qualität der Systemsteuerung nur gering-
fügige Konsequenzen hat: solange y3 sich in einem bestimmten Wertebereich bewegt, 
kann es relativ belanglos sein, ob die Nebenwirkung korrekt erkannt wird oder eine 
“passende” Eigendynamik bei y2 angenommen wird. 
4.4.2 Zur Relevanz der Konzepte “Eigendynamik” und “Nebenwir-
kungen” 
Man kann annehmen, daß Konzepte wie “Eigendynamik” und “Nebenwirkungen” 
nicht nur relevant für die objektive Beschreibung eines Systems sind, sondern auch 
psychologische Implikationen hinsichtlich der Erkennbarkeit und Steuerbarkeit eines 
Systems besitzen. So stellt sich etwa die Frage, ob “Eigendynamik” und “Nebenwir-
kungen” Konzepte sind, die auch von unseren Pbn verwendet (möglicherweise im Ex-
periment erworben) werden. Ist es mit anderen Worten sinnvoll, von Pbn zu sprechen, 
die ein Verständnis von “Eigendynamik”, “Nebenwirkungen” etc. haben, oder sind 
diese Begriffe untauglich, das individuelle Verhalten zu beschreiben, weil die sub-
jektiven Modelle der Pbn eine ganz andersartige Struktur aufweisen? 
Einen empirischen Hinweis für die Tauglichkeit dieser Konzepte kann man anhand 
der vorliegenden Daten gewinnen, indem man prüft, ob Pbn eigendynamische und 
Nebenwirkungskomponenten jeweils konsistent erkennen. In den schwierigsten 
Bedingungen der beiden vorgestellten Experimente müssen die Pbn jeweils zwei 
eigendynamische bzw. Nebenwirkungskomponenten identifizieren. Wenn die Pbn 
beispielsweise über ein Konzept “Nebenwirkungen” und über Strategien zur Iden-
tifizierung von Nebenwirkungen verfügen, so sollten sie jeweils beide Nebenwir-
kungen erkennen. Nicht – oder selten – sollte eintreten, daß ein Pb die eine Ne-
benwirkung erkennt und die andere nicht. Die gleiche Überlegung gilt für das Konzept 
“Eigendynamik”.  
Geprüft wurde diese Annahme anhand der von den Pbn angefertigten Kausaldia-
gramme. Alle in Frage kommenden sechzehn Pbn erkannten “Eigendynamik” und 
“Nebenwirkungen” jeweils konsistent oder nicht: fünf von acht Pbn der (ED=2)-Be-
dingung des zweiten Experiments erkannten beide eigendynamischen Komponenten, 
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drei Pbn konnten beide Zusammenhänge nicht identifizieren und keiner erkannte nur 
eine der eigendynamischen Wirkungen; zwei von acht Pbn der (NW=2)-Bedingung 
des dritten Experiments erkannten beide Nebenwirkungen, sechs Pbn konnten beide 
nicht spezifizieren und keiner gab nur eine der Nebenwirkungen an. 
Es ist bei den sechzehn untersuchten Pbn, an denen die Konsistenzhypothese ge-
prüft werden konnte, und dem vorliegenden System also möglich, jeden dieser Pbn 
hinsichtlich seiner Erkennung von Eigendynamik und Nebenwirkungen eindeutig zu 
klassifizieren.  
 
4.4.3 Zur Schwierigkeit unterschiedlicher Systemkomponenten 
In einem vorangegangenen Projektbericht (MÜLLER et al., 1987) hatten wir einige 
Annahmen zur Schwierigkeit verschiedener Systemkomponenten aufgestellt, die an-
hand des bisher gesammelten empirischen Materials nun geprüft werden sollen. 
Eine erste Hypothese besagte, daß Nebenwirkungen ceteris paribus schwieriger zu 
erkennen sind als Eigendynamiken. In den drei bisher durchgeführten Experimenten 
gibt es 48 Pbn, die ein System gleicher Struktur mit je einer Nebenwirkung (y3➔y2 = 
0.2) und einer eigendynamischen Komponente (y3➔y3 = 0.9) bearbeitet haben (das 
System ist identisch mit der (ED=1)- und der (NW=1)-Bedingung). Dabei war die Ne-
benwirkung vom Betrag her stärker als die Eigendynamik (y2 verändert sich um je-
weils 20% des Betrages von y3, y3 um jeweils 10% des eigenen Betrages), was eher 
ungünstige Bedingungen für die Bestätigung der Hypothese schafft. Das empirische 
Material für die Hypothesenprüfung liefern uns wiederum die von den Pbn angefertig-
ten Kausaldiagramme. Wir hielten für jeden Pbn fest, ab welchem der fünf Versuchs-
durchgänge er im Kausaldiagramm Eigendynamik bzw. Nebenwirkung konsistent er-
kannte. Die entsprechende Wirkung mußte auch in allen zeitlich folgenden Kausaldia-
grammen konsistent angegeben sein, um zufällige Treffer wenigstens zum Teil elimi-
nieren zu können. Mit diesem Vorgehen verfügt man über eine grobe Abschätzung 
des Zeitpunkts, zu dem ein Pb die implementierte Eigendynamik bzw. Nebenwirkung 
erkannt hat. Da eine quantitative Auswertung dieses Datenmaterials fraglich erscheint, 
bietet sich eine qualitative Auswertung in der folgenden Form an: Vergleicht man den 
Zeitpunkt der Erkennung der Eigendynamik mit dem Zeitpunkt der Erkennung der 
Nebenwirkung, so sind sinnvollerweise folgende vier Ereigniskategorien zu 
unterscheiden: 
(1) die Eigendynamik wird vor der Nebenwirkung erkannt (hypothesenkonforme Ka-
tegorie); 
(2) die Eigendynamik wird nach der Nebenwirkung erkannt (hypothesenwiderspre-
chende Kategorie); 
(3) die Eigendynamik wird gleichzeitig mit der Nebenwirkung erkannt (hypothesen-
irrelevante Kategorie); 
(4) Eigendynamik und Nebenwirkung werden beide nicht erkannt (hypothesenirrele-
vante Kategorie). 
Die Auszählung ergab folgende Ergebnisse: zwanzig Ereignisse fielen in die Kate-
gorie 1 (hypothesenkonform), zehn Ereignisse in die Kategorie 2 (hypothesenwider-
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sprechend), ein Ereignis in Kategorie 3 und siebzehn Ereignisse in die Kategorie 4 
(hypothesenirrelevant). Läßt man die hypothesenirrelevanten Kategorien außer acht, 
so kann man mit dem verbleibenden N=30 die Null-Hypothese prüfen, daß 
p(Kategorie 1) = p(Kategorie 2) = 0.50. Wir nahmen diese Prüfung mittels Bi-
nomialtest bei einem Alpha-Fehlerrisiko von 0.05 vor. Die Nullhypothese war zu 
verwerfen, so daß wir von einem signifikanten Unterschied zwischen den Kategorien 
1 und 2 im Sinne unserer Ausgangshypothese sprechen können. – Für das vorliegende 
System konnte damit gezeigt werden, daß die eigendynamische Komponente leichter 
zu erkennen ist als die Nebenwirkungskomponente. 
Eine zweite Hypothese besagt, daß “subdominante” X-Wirkungen schwerer zu iden-
tifizieren sind als “dominante” X-Wirkungen (vgl. MÜLLER et al., 1987): Wenn eine 
X-Variable auf zwei Y-Variablen wirkt, so sollte ceteris paribus die X-Wirkung mit 
dem kleineren numerischen Gewicht schwerer zu erkennen sein (die Ceteris-Paribus-
Klausel setzt hier insbesondere voraus, daß die beiden Y-Variablen ähnliche Stabili-
täts-Charakteristika aufweisen). Die Prüfung dieser Hypothese wurde genauso vorge-
nommen, wie wir dies für die erste Hypothese beschrieben haben, wobei diesmal ver-
glichen wird, zu welchem Zeitpunkt die beiden X-Wirkungen (x3➔y2 = 3, dominant; 
x3➔y3 = 0.5, subdominant) erkannt werden. Die vier möglichen Ereignis-Kategorien 
lauten diesmal: 
(1) die dominante Wirkung wird vor der subdominanten erkannt (hypothesenkon-
forme Kategorie); 
(2) die dominante Wirkung wird nach der subdominanten erkannt (hypothesenwider-
sprechende Kategorie); 
(3) dominante und subdominante Wirkung werden gleichzeitig erkannt (hypothesen-
irrelevante Kategorie); 
(4) dominante und subdominante Wirkung werden beide nicht erkannt (hypothesen-
irrelevante Kategorie). 
Die Auszählung ergab folgende Ergebnisse: 28 Ereignisse fielen in die Kategorie 1 
(hypothesenkonform), sechs Ereignisse in die Kategorie 2 (hypothesenwiderspre-
chend), elf Ereignisse in Kategorie 3 und drei Ereignisse in die Kategorie 4 (hypothe-
senirrelevant). Eine statistische Absicherung des Unterschieds zwischen Kategorie 1 
und 2 erübrigt sich wegen der Eindeutigkeit des Effekts. – Die leichtere Erkennbarkeit 
der dominanten X-Wirkung gegenüber der subdominanten konnte für das untersuchte 
System somit eindrucksvoll bestätigt werden.  
 
4.5 Experimente 4 und 5: Vorwissen, Steuerbarkeit, Steueran-
forderungen sowie Systempräsentation 
Die Experimente 4 und 5 behandeln den Einfluß von Vorwissen, Steuerbarkeit eines 
Systems, Steueranforderungen an den Pbn sowie die Rolle der Systempräsentation. Da 
beide Experimente mit einer anderen als der SINUS-Simulation durchgeführt wurden 
und da beide Experimente sich nur durch die Variation eines Faktors – Präsentations-
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form – unterscheiden, sollen sie zusammen dargestellt werden, obwohl sie zeitlich 
nacheinander realisiert wurden. 
 
4.5.1 Fragestellung 
Die beiden Experimente 4 und 5 mit der Simulation “Umweltverschmutzung durch 
Altöl” sollten im wesentlichen vier Fragen klären: 
(1) In welchem Ausmaß behindert Vorwissen die Identifikation eines Systems, das 
von diesem abweichend modelliert ist? 
In bisherigen Untersuchungen wurde die Frage behandelt, inwieweit eine semantische 
Einbettung die Bearbeitung eines Problems beeinflußt. Dabei wurden verschiedene 
semantisch gehaltvolle Einbettungen gegeneinander kontrastiert (vgl. BHASKAR & 
SIMON, 1977;  im deutschsprachigen Bereich FUNKE & HUSSY, 1984; HESSE, 1982; 
JÜLISCH & KRAUSE, 1976). Wir wählten für unser Vorgehen einen anderen Weg: 
Wir behielten ein und dieselbe semantische Einkleidung bei, änderten aber die 
systeminternen Beziehungen. Die uns interessierende Frage war die: Was passiert bei 
der Bearbeitung eines Systems, das semantisch bedeutungsvoll eingekleidet ist (hier: 
Umweltverschmutzung durch Altöl), wenn die simulierten Zusammenhänge nicht den 
tatsächlichen Gegebenheiten entsprechen? Wir kontrastierten also die Bearbei-
tungsleistungen zweier semantisch gleicher Systeme, wobei die Simulation einmal 
dem Vorwissen der Pbn entsprach und einmal nicht. 
(2) Um wieviel besser gelingt die Zielerreichung, wenn nicht alle beteiligten endo-
genen Variablen zu steuern sind? 
In den vorangegangenen Experimenten wurde die Aufgabenschwierigkeit durch 
Variationen der Systemstruktur geändert. Dies diente der Klärung der Frage, welchen 
Einfluß eine Änderung der Systemeigenschaften auf die Bearbeitung des Systems 
durch die Pbn hat. In der hier vorzustellenden Untersuchung interessierte die Frage, 
was passiert, wenn zwar die gesamte Simulation dargeboten, aber nur Teile von ihr 
gesteuert werden müssen. 
(3) Verbessert sich die Zielerreichung, wenn die Zielvariablen durch mehrere exo-
gene Variablen beeinflußt werden können? 
In der Automatentheorie (ASHBY, 1958) wird die Steuerbarkeit eines Systems als 
Verhältnis steuernder zu gesteuerten Variablen verstanden. Ein System ist um so bes-
ser zu steuern, je mehr steuernde Variablen zur Verfügung stehen. Ob diese Überle-
gung grundsätzlich auch im Bereich des komplexen Problemlösens berechtigt ist, 
sollte geklärt werden. 
(4) Welchen Einfluß hat die Darbietungsform (grafisch vs. numerisch) auf die Bear-
beitung der Simulation? 
In den vorangegangenen Untersuchungen wurde die Problemstellung jeweils nume-
risch dargeboten. Unsere Annahme war, daß diese Darbietungsform keinen wesentli-
chen Einfluß auf die Bearbeitung der Simulation hat. Zwar wußten wir aus einer un-
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veröffentlichten Untersuchung mit einer AQUARIUM-Simulation (beschrieben bei 
FUNKE, FAHNENBRUCK & MÜLLER, 1986, p. 14f.), daß bei der grafischen Darbie-
tung die Zahl der besonders guten und besonders schlechten Pbn abnehmen sollte, die 
Treatmenteffekte sollten aber erhalten bleiben. 
 
4.5.2 Versuchsplan 
Um die oben gestellten Fragen zu beantworten, verwendeten wir einen 2x2x2x(3)-
Versuchsplan, bei dem der Faktor “Vorwissensverträglichkeit” (die Simulation ent-
spricht dem Vorwissen oder nicht), der Faktor “Aufgabenschwierigkeit” (alle Varia-
blen sind zu steuern oder nur ein Teil) und der Faktor “Darbietungsform” (grafische 
oder numerische Darbietung) jeweils in zwei Stufen interindividuell variiert wurden. 
Der Faktor “Steuerbarkeit” wurde von uns in drei Stufen intraindividuell variiert 
(Verhältnis der beeinflußbaren zu den zu steuernden Variablen 2:1, 1:1 und 1:2).  
Das jeweilige apriori ermittelte N von 10 pro Zelle, also ein Gesamt-N von 80 Pbn, 
reicht aus, um bei einer varianzanalytischen Auswertung und einem liberalen α-Ni-
veau von 0.10 “große” Effekte im Sinne von COHEN (1977) aufzudecken. In diesem 
Fall liegt ß ebenfalls bei 0.10 und damit die Power bei 0.90. 
Voruntersuchung. Bei der Entscheidung über den Gegenstandsbereich der Simula-
tion und die Etikettierung der Variablen war es uns wichtig, ein Szenario zu wählen, 
das bei den Pbn vergleichbares Vorwissen aktiviert und auf ähnliches Interesse und 
Grundverständnis trifft. Dieser Anforderung entspricht der Gegenstandsbereich “Um-
weltverschmutzung durch Altöl”. Als Grundlage für die Ausarbeitung des Szenarios 
ALTÖL dienten uns die Arbeit von MÜLLER (1982) sowie ein Beratungsgespräch mit 
Ulrich HILLEJAN (vgl. MOSCHKE & HILLEJAN, 1988).  
Nachdem die Entscheidung über das Szenario gefallen war, befragten wir in einer 
Voruntersuchung 32 studentische Pbn über deren Vermutungen und Wissen über die 
Zusammenhänge zwischen den verschiedenen Variablen. Die von uns vorher erarbei-
tete sinnvolle Kausalstruktur entsprach in weiten Teilen den subjektiven Vorstellun-
gen der befragten Studenten; die von uns angenommenen Beziehungen wurden von 
jeweils mindestens 23 der Befragten ebenfalls genannt. 
Ein sich daraus ergebendes mittleres Modell über die Verhältnisse bei der Umwelt-
verschmutzung durch Altöl erlaubt uns ein Modell zu simulieren, das sowohl dem 
Vorwissen der Pbn über die Verhältnisse entspricht als auch die Realität (so wie sie 
vom Experten eingeschätzt wird) wiedergibt. Die Aufarbeitung der Literatur (im we-
sentlichen MÜLLER, 1982) hat schließlich die Formulierung einer sachgerechten In-
struktion für die Pbn möglich gemacht. 
Stichprobe. Die Stichprobe von 80 Pbn mit einem Durchschnittsalter von 23 Jahren 
setzte sich vorwiegend aus Erstsemesterinnen und Erstsemestern der Psychologie zu-
sammen. Hinzu kamen Studentinnen und Studenten vorwiegend geisteswissen-
schaftlicher Fächer sowie fünf Berufstätige mit abgeschlossener Ausbildung. Es 
wurde versucht, die Stichprobe möglichst homogen zu halten, um eventuelle Effekte 
besser erkennen zu können. Die nach den bisherigen Experimenten zu erwartenden 
interindividuellen Differenzen würden sonst jeglichen Treatmenteffekt überlagern. 
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Untersuchungsmaterial. Die Simulation gliederte sich für die Pbn in vier Durch-
gänge mit je sieben simulierten Jahren. Dabei dienten die ersten drei Durchgänge der 
Exploration der Simulation. Im vierten Durchgang waren die vorher angegebenen 
Zielwerte zu erreichen. Zu Beginn jeden Durchgangs wurde je ein Item zur Anstren-
gungsbereitschaft (“Um die Aufgabe zu schaffen, werde ich mich anstrengen”), zur 
Mißerfolgsorientiertheit (“Ich befürchte, daß ich es nicht schaffen werde”), zur 
Schwierigkeitsempfindung (“Ich finde die Aufgabe schwierig”) und zur Erfolgsorien-
tiertheit (“Ich bin zuversichtlich, die Zusammenhänge zu erkennen”) gestellt. Be-
antwortet wurden diese Fragen jeweils auf einer Skala von 1 (= “gar nicht”) bis 8 (= 
“sehr”). 
Die Simulation war so programmiert, daß sich staatliche Kontrollmaßnahmen so-
wohl positiv auf die Meeresverschmutzung als auch positiv auf die Luftverschmut-
zung auswirkten. Das individuelle Verhalten verbesserte die Grundwasserverschmut-
zung, wenn es verbessert wurde, und sowohl die Einführung von technischen Verbes-
serungen als auch die Erhöhung des Rohölpreises erhöhten den Anteil der Zweitraffi-
nation. Werden keine Eingriffe vorgenommen, nimmt die Luft-, die Meeres- und die 
Grundwasserverschmutzung von simuliertem Jahr zu Jahr von alleine zu. Die 
+   (-)



























Abb. 4.10: Struktur der Simulation. Die in Klammern gesetzten Vorzeichen kom-
men bei der nicht vorwissensverträglichen Versuchsbedingung zur An-
wendung. Die römischen Ziffern geben die Nummer der untereinander 
unabhängigen Teilsysteme an. 
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Zweitraffination nimmt hingegen ab, wenn nicht eingegriffen wird. Abb. 4.10 veran-
schaulicht die Verhältnisse grafisch. 
Wie aus der Abbildung hervorgeht, läßt sich das Gesamtsystem in drei voneinander 
unabhängige Teilsysteme zerlegen: TS I sieht eine 1:2-Kontrolle vor, bei TS II ist das 
Verhältnis 1:1, bei TS III 2:1. 
Die grafische bzw. numerische Variante des Experiments waren streng paralleli-
siert. Wurde beispielsweise den Pbn der numerischen Variante mitgeteilt, in welchem 
Wertebereich sich die Zustandsvariablen bewegen können, dann wurde in der grafi-
schen Bedingung entsprechend erklärt, daß die Zustandswerte den durch einen 
Rahmen angegebenen Bereich nicht verlassen können.  
 
ALTÖL Durchgang 
Jahr 1 2 3 4 5 
Zustand: 
 
Meeresverschmutzung 33 32 29 26 25 
Zweitraffination 78 73 71 69 67 
Luftverschmutzung 56 57 56 55 56 
Grundwasserverschmutzun
g 




Kontrollaufwand 20 30 30 20  
individuelles Verhalten 0 20 40 35  
technische Verbesserung 30 20 20 20  
Rohölpreis -30 -10 0 0  
 
Durch Drücken der Leertaste eine der Maßnahmen 
auswählen, eventuell einen neuen Wert eingeben und 
dann “return” drücken 
Bei der Festlegung des Wertebereichs der Variablen ist von uns darauf geachtet 
worden, daß die numerische Auflösung nicht besser ist als die grafische Auflösung 
des Bildschirms: während in der numerischen Variante der Wertebereich 80 Einheiten 
bei jeder Variablen beträgt, beträgt die Anzahl der Bildpunkte auf dem Bildschirm pro 
Spalte ebenfalls 80. Abb. 4.11 zeigt einen möglichen Verlauf in der numerischen Be-
dingung, Abb. 4.12 einen möglichen Verlauf in der grafischen Versuchsbedingung 
nach jeweils fünf simulierten Jahren. 
 
Abb. 4.11: Möglicher Bildschirmaufbau im fünften simulierten Jahr der Bearbei-
tung; numerische Variante. 
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Im Experiment wurde die Aufgabenschwierigkeit durch die Zahl der Zielwerte vari-
iert. In der leichteren Versuchsbedingung waren nur die Luft- und die Grundwas-
serverschmutzung zu steuern, während in der schwierigen Bedingung alle vier Zu-
standsvariablen kontrolliert werden mußten. 
Die Übereinstimmung mit dem Vorwissen wurde variiert, indem zwar die Struktur 
der Zusammenhänge beibehalten wurde, die Wirkungsweise einzelner Variablen (in-
dividuelles Verhalten und Rohölpreis) jedoch umgekehrt wurde. 
Die bisherige Form der Prognosephase zum Schluß des Experiments, in der die Pbn 
Eingriffe vorgegeben bekamen und angeben mußten, welche Konsequenzen ein 
solcher Eingriff ihrer Vermutung nach hätte, wurde modifiziert. Die Zahl der bisher 
geforderten Prognosen erhöhten wir in diesem Experiment von 10 auf 15. Außerdem 
wählten wir die Vorgaben für die Eingriffe so, daß die Varianz möglichst groß wurde. 
Dadurch lassen sich die Pbn, die etwas über die Simulation wissen, deutlicher von de-
nen trennen, die sie nicht verstanden haben. 
Versuchsdurchführung. Alle Pbn hatten zu Beginn, genau wie in den vorhergehen-
den Experimenten, den Problemlösefragebogen (PLF) von KÖNIG et al. (1985) zu be-
arbeiten. Hypothesen über Zusammenhänge zwischen PLF und der Fähigkeit, mit dy-
namischen Systemen umzugehen, wurden nicht formuliert. 
Anschließend waren, wie vor jedem Durchgang, die vier Fragen zur Anstrengungs-
bereitschaft, zur Mißerfolgs- bzw. Erfolgsorientiertheit und zur Schwierigkeitsemp-
findung zu beantworten. Es folgte die Bearbeitung der Simulation, wobei die Pbn 
nach jedem Durchgang ihr Wissen über die Zusammenhänge zwischen den Variablen 
in Form von Kausaldiagrammen anzugeben hatten. Im vierten Durchgang waren je 
nach Versuchsbedingung entweder zwei oder vier Zielwerte zu erreichen. 
Durchgang 1
Meeresverschmutzung Zweitraffination Luftverschmutzung Grundwasserverschm.
Rohölpreistechn. Verbesserungenindividuelles VerhaltenKontrolle
 
Abb. 4.12: Möglicher Bildschirmaufbau im fünften simulierten Jahr der Bearbei-
tung; grafische Variante. 
4.5 Experimente 4 und 5  125 
Nach der Bearbeitung der Simulation wurde in einer Prognosephase noch einmal 
das Wissen der Pbn abgefragt. Hier wurde unter Vorgabe verschiedener Maßnahmen 
und Zustände eine Prognose über die Zustände im folgenden simulierten Jahr erwar-
tet. 
Die gesamte Versuchsdurchführung nahm durchschnittlich etwa 2 1/2 Stunden in 
Anspruch, wobei jeweils zwei Pbn gleichzeitig untersucht wurden. Nach dieser Zeit 
wurde ihnen entweder eine Bescheinigung über abgeleistete Versuchspersonenstunden 
(Pflichtnachweis zum Vordiplom) oder eine Aufwandsentschädigung von 10 DM aus-
gehändigt. 
Für die Durchführung des Experiments standen eine Versuchsleiterin (Vlin; UG) 
und zwei Versuchsleiter (Vl; GF und RK) zur Verfügung. Einer der Versuchsleiter 
(GF) führte alle Experimente in der numerischen Variante durch. In der grafischen 
Variante erfolgte die Zuordnung der Pbn sowohl auf die Versuchsbedingungen als 
auch auf die Vlin UG und den weiteren Vl RK randomisiert. Es wurde lediglich dar-
auf geachtet, daß beide in jeder Versuchszelle gleich viele Pbn zu betreuen hatten. 
Damit bestand die Möglichkeit, in der grafischen Variante Versuchsleitereffekte zu 
testen.  
4.5.3 Abhängige Variablen 
Auch in diesem Experiment wurden die drei bekannten abhängigen Variablen verwen-
det. Zum einen die “Güte der Kausaldiagramme” (GdK), die angibt, wie gut jemand 
die Struktur der Simulation erkannt hat. Zum anderen diente die “Güte der Sy-
stemsteuerung” (GdS) als abhängige Variable. Sie wird als mittlerer Abstand der er-
reichten Werte von den vorgegebenen Zielwerten über alle Variablen und alle Takte 
des letzten Durchgangs hinweg bestimmt. Die “Güte der Prognosen” (GdP) wird 
analog zur Güte der Systemsteuerung bestimmt. Anstatt eines mittleren Abstandes 
zum Zielwert wird hier der mittlere Abstand (gemittelt über alle Variablen sowie über 
alle Prognosen) zu dem Wert bestimmt, den das System angenommen hätte, wenn die 
Eingriffe so wie angegeben getätigt worden wären. 
 
4.5.4 Hypothesen 
Zunächst werden die wissenschaftlichen Hypothesen unserer Untersuchung genannt. 
Daran schließt sich die Darstellung ihrer Umsetzung in statistische Hypothesen an 
(vgl. zu diesem Vorgehen etwa HAGER, 1987). 
Wissenschaftliche Hypothesen. Im folgenden werden alle Hypothesen beschrieben, 
die wir für dieses Experiment formuliert haben. Darunter fallen jene, die sich auf die 
manipulierten Variablen beziehen, aber auch diejenigen, welche sich unabhängig vom 
Versuchsplan bzw. den Versuchsbedingungen (d.h. ohne Bezug auf die UVn) beant-
worten lassen.  
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H1: Die Simulation, die dem Vorwissen der Pbn nicht entspricht, wird von diesen 
schlechter erkannt, schlechter gesteuert und die Prognosen dieser Gruppe sind 
schlechter.  
In dem Moment, in dem die Pbn mit einer Simulation, insbesondere einer semantisch 
eingekleideten, konfrontiert werden, wird Vorwissen aktiviert. Ist dieses Vorwissen 
auf die Situation in angemessener Weise anwendbar, dann sollte sich dies bereits zu 
Beginn des Experiments bei der Bewertung der Kausaldiagramme niederschlagen. Im 
weiteren Verlauf der Bearbeitung wird der Unterschied erhalten bleiben, weil diejeni-
gen, die eine Simulation bearbeiten, die ihrem Vorwissen entspricht, nichts prinzipiell 
Neues erlernen, sondern lediglich zu ihrem bisherigen Wissen etwas hinzukommt. 
Hingegen interferiert in der Gruppe, in der die Simulation dem Vorwissen der Pbn 
nicht entspricht, dieses Vorwissen mit der neuen Erfahrung. Dies sollte dazu führen, 
daß das Wissen über die Simulation und die Fähigkeit im Umgang mit dieser hinter 
dem der anderen Gruppe zurückbleibt. 
H2: Pbn, die nur zwei Zielwerte zu erreichen haben, erreichen dies besser als Pbn, 
die alle vier endogenen Variablen auf einen definierten Zielzustand hin ver-
ändern sollen. 
Die Pbn, die nur zwei Zielwerte zu erreichen haben, brauchen sich bei der Steuerung 
nur auf einen Teil der Simulation zu konzentrieren. Diese Konzentration sollte zu bes-
seren Leistungen in diesem Bereich führen. 
H3: Zwischen der grafischen und der numerischen Variante des Experiments gibt es 
keine signifikanten Unterschiede bei den verschiedenen Gütemaßen. 
Auf Grund früherer Erfahrungen mit unterschiedlichen Darbietungsformen (grafische 
vs. numerische Variante bei einem unveröffentlichten AQUARIUM-Experiment) ha-
ben wir die Vermutung, daß sich die Gütemaße nicht unterscheiden. Zwar kamen in 
der grafischen Variante besonders gute und besonders schlechte Ergebnisse seltener 
vor. Gruppenmittelwerte bzw. Mediane unterschieden sich aber nicht. 
H4: Die Teilsysteme, die im technischen Sinne besser steuerbar sind, werden auch 
von menschlichen Akteuren besser gesteuert. 
Im technischen Sinn sind die Systeme besonders gut steuerbar, bei denen das Verhält-
nis beeinflußbarer zu gesteuerten Variablen besonders groß ist. Ob dieser Sachverhalt 
auch in Simulationen gilt, die von Menschen bearbeitet werden, zumal in semantisch 
eingebetteten Systemen, ist zu überprüfen. 
H5: Alle motivationalen Fragen werden zu Beginn des Experiments von allen Pbn in 
gleicher Weise beantwortet.  
Solange die Pbn noch nichts über die Simulation erfahren haben, sollten sich weder 
Unterschiede bei der Erfolgsorientiertheit noch bei der Mißerfolgsorientiertheit 
einstellen. Auch in der Anstrengungsbereitschaft und der Schwierigkeitsempfindung 
sollten keine Unterschiede zwischen den Gruppen auftreten, da sonst die zufällige 
Zuordnung zu den Gruppen in Frage zu stellen wäre und außerdem nicht mehr klar 
wäre, wie die Unterschiede in den Ergebnissen zwischen den Gruppen zu erklären 
wären.  
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H6: Sowohl die Mißerfolgsorientiertheit als auch die Schwierigkeitsempfindung wird 
in der Versuchsbedingung, die dem Vorwissen nicht entspricht, gegen Ende der 
Untersuchung gegenüber der anderen Bedingung zunehmen. 
Die zu erwartenden schlechteren Ergebnisse in der Gruppe, die die nicht-vorwissens-
konforme Simulation zu bearbeiten hat, müssen von den Pbn emotional bewältigt wer-
den. Eine Möglichkeit, die Bewältigungsform zu erfassen, besteht in der Beurteilung 
der Aufgabe hinsichtlich ihrer Schwierigkeit bzw. der Einschätzung des Erfolgs oder 
Mißerfolgs. Beurteilt man die Aufgabe als schwierig, dann braucht man nicht an 
seinen Fähigkeiten zu zweifeln. Der zu erwartende größere Mißerfolg wird ebenfalls 
dazu führen, daß die Pbn diesen Mißerfolg antizipieren, was eine höhere Mißerfolgs-
orientierung erwarten läßt. 
H7: Bei der Anstrengungsbereitschaft gibt es keine Unterschiede zwischen den ver-
schiedenen Versuchsgruppen. 
Aus früheren Experimenten haben wir den Eindruck, daß die Anstrengungsbereit-
schaft unabhängig von der Versuchsbedingung ist. Diese Vermutung sollte in diesem 
Experiment überprüft werden. Wäre dies nicht der Fall, wäre unklar, ob die Er-
gebnisse auf die Treatments oder mangelnde Anstrengung zurückzuführen sind. 
H8: Bei keinem der Gütemaße tritt ein Versuchsleitereffekt auf. 
Die Versuchsdurchführung ist so standardisiert, daß wir annehmen, daß keine Ver-
suchsleitereffekte auftreten werden, weder bei GdK noch bei GdS noch bei GdP. Alle 
notwendigen Informationen zur Bearbeitung des Experiments, die die Pbn benötigen, 
liegen ihnen in schriftlicher Form vor. Die Versuchsleiter sind angewiesen, keine In-
formationen zu geben, die darüber hinausgehen. Lediglich Verständnisfragen dürfen 
beantwortet werden. Treten keine Effekte auf, besteht überhaupt erst die Möglichkeit, 
die grafische und die numerische Versuchsbedingung zu vergleichen, da hier die Vl 
mit der Versuchsbedingung konfundiert sind. 
Statistische Hypothesen. Die oben formulierten wissenschaftlichen Hypothesen 
müssen, damit sie überprüft werden können, in statistische Hypothesen übersetzt wer-
den. Sind sie übersetzt, dann können Entscheidungsregeln angegeben werden, nach 
denen über die entsprechende wissenschaftliche Hypothese entschieden werden kann 
(vgl. hierzu WESTERMANN & HAGER, 1982). 
Für die ausgewählten abhängigen Variablen lassen sich Varianzanalysen berechnen, 
die den Test von Haupteffekt- und Wechselwirkungshypothesen ermöglichen.2 Die 
strenge Annahme der Normalverteiltheit der Residuen muß bei gleichem N pro Zelle 
– wie im vorliegenden Fall gegeben – nicht erfüllt sein, da die Varianzanalyse auf 
Verletzungen in diesem Fall robust reagiert. 
4.5.5 Ergebnisse 
In diesem Abschnitt werden die Ergebnisse der varianzanalytischen Auswertungen 
mitgeteilt, auf die sich die acht formulierten Hypothesen beziehen lassen. Dabei wer-
                                                           
2
 Die in den Hypothesen implizierte Richtung des Effekts läßt sich – da die Faktoren 
zweistufig sind – leicht durch Inspektion der Mittelwerte prüfen. 
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den zunächst die Ergebnisse der drei zentralen abhängigen Variablen GdS, GdP und 
GdK vorgestellt, ehe dann die Befunde zu den Motivations- und zum Vl-Effekt 
berichtet werden. 
Tabelle 4.10 zeigt die Ergebnisse der zweifaktoriellen Varianzanalyse über die AV 
“Güte der Systemsteuerung” (GdS), wobei nur die Pbn berücksichtigt wurden, die alle 
vier Zielwerte anzusteuern hatten. 
Es zeigt sich, wie mit H1 postuliert, ein deutlicher Effekt der Vorwissenskompati-
bilität auf die Steuerungsqualität: unter der konformen Bedingung wird ein mittlerer 
GdS-Wert von 4.10 erzielt, unter der nicht-konformen Bedingung steigt dieser Wert 
auf 8.28, wird also erheblich schlechter.  
 
Einen genaueren Aufschluß über diesen Effekt gibt die folgende Tabelle 4.11, in der 
die GdS-Werte für die drei Teilsysteme TS 1, TS 2 und TS 3 als Meßwiederholung 
betrachtet werden, womit zugleich H4 (bessere Steuerungsleistung bei den leichter 
steuerbaren Teilsystemen) geprüft werden kann. Wiederum konnten nur diejenigen 40 
Pbn berücksichtigt werden, die alle drei Teilsysteme zu bearbeiten hatten (=Be-
dingung mit vier Zielwerten). Das Maß GdS wurde hierbei getrennt für jedes der drei 
Teilsysteme ausgewertet. 
 
                                                           
3
 Die in dieser und den folgenden Tabellen vorkommende Spalte “signif?” gibt an, ob die F-
Statistik das gewählte Kriterium der Irrtumswahrscheinlichkeit a 
	
nicht (=ns). 
Tabelle 4.10: Ergebnisse der zweifaktoriellen Varianzanalyse für die AV “Güte 
der Systemsteuerung” (GdS; N=40 Pbn).3 
 
Quelle: df: Sum of Squares: Mean Square: F-Test: signif?
Präsentation (A) 1 21.86 21.86 1.735 ns
Vorwissen (B) 1 174.599 174.599 13.86 s
AB 1 25.202 25.202 2.001 ns
Fehler 36 453.505 12.597
 
 
Tabelle 4.11: Ergebnisse der 2x2x(3)-Varianzanalyse für die AV “Güte der Sy-
stemsteuerung” (GdS für die drei Teilsysteme; N=40 Pbn). 
 
Quelle: df: Sum of Squares: Mean Square: F-Test: signif?
Präsentation (A) 1 126.157 126.157 2.359 ns
Vorwissen (B) 1 769.525 769.525 14.392 s
AB 1 109.443 109.443 2.047 ns
subjects w. groups 36 1924.935 53.47
Repeated Measure (C) 2 221.995 110.997 5.261 s
AC 2 135.035 67.518 3.2 s
BC 2 231.074 115.537 5.476 s
ABC 2 76.421 38.211 1.811 ns
C x subjects w. groups 72 1519.093 21.099
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Es zeigt sich erneut der aus Tabelle 4.10 bereits bekannte Vorwissenseffekt, aber 
zugleich auch einen Effekt der drei verschiedenen Teilsysteme (Faktor C).  
Abb. 4.13 zeigt in grafischer Form diesen Haupteffekt der drei Teilsysteme auf die 
Steuerungsleistung sowie die ebenfalls bedeutsame Interaktion der Teilsysteme mit 
der Präsentationsform. 
Wie aus Abb. 4.13 zu erkennen ist, sinkt die Steuerungsqualität von TS 1 über TS 2 
zu TS 3 in völligem Widerspruch zu H4 ab: TS 1 als das am schwierigsten zu steu-
ernde (Verhältnis exogen-endogen 1:2) erzielt den geringsten Abweichungswert, TS 3 
den schlechtesten. Dieser Effekt tritt unter der numerischen Bedingung bereits bei TS 
2 in Erscheinung, für die grafische Variante kommt es dagegen erst bei TS 3 zu einer 
Verschlechterung. 
Abb. 4.14 zeigt analog zur eben erfolgten Darstellung des Präsentations-
formeneffekts nunmehr den Vorwissenseffekt auf die Steuerbarkeit der Teilsysteme. 
Die Abbildung macht deutlich, daß der Teilsystemeffekt völlig zu Lasten der nicht-
vorwissenskonformen Bedingung geht: während sich unter der konformen Bedingung 
keine Auswirkung auf die Steuerbarkeit der Teilsysteme zeigt, ist dieser Effekt unter 
der nicht-konformen Bedingung umso stärker und wohl ausschließlich für den Haupt-

















Abb. 4.13: Veranschaulichung des bedeutsamen Haupteffekts “Teilsysteme” und 
die Interaktion “Teilsystem x Präsentationsform”. 
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Um die mit H2 postulierten Effekte unterschiedlicher Zielwertvorgaben auf die 
Steuerungsleistung prüfen zu können, muß man sich verständlicherweise auf die zwei 

















Abb. 4.14: Veranschaulichung des bedeutsamen Haupteffekts “Teilsysteme” und 






























Abb. 4.15: Veranschaulichung der Interaktion “Zielwerte x Präsentationsform” für 
die mittlere Steuerungsleistung der zwei vergleichbaren Teilsysteme. 
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Entgegen der Hypothese ergibt sich kein Haupteffekt für die beiden unterschiedlichen 
Zielvorgaben, wohl aber eine Interaktion “Zielwerte x Präsentation” (F=7.87, 
df=1,72), die in Abb. 4.15 illustriert wird. 
Aus Abb. 4.15 ist zu erkennen, daß der vorhergesagte Effekt nur bei der numeri-
schen Bedingung eingetreten ist, durch ein entgegengesetztes Ergebnismuster für die 
Grafik-Bedingung jedoch kompensiert wird. Die Grafik-Bedingung erzielt insgesamt 
schlechtere Resultate. 
Als weitere abhängige Variable diente die “Güte der Prognosen” (GdP), die unter 
allen Bedingungen erhoben wurde. Tabelle 4.12 zeigt die Ergebnisse für diese AV. 
 
Es ergeben sich bei dieser Analyse keine auf dem zuvor festgelegten Niveau signifi-
kanten Effekte, wenngleich zwei Effekte (Faktor B und Interaktion AC) nur knapp da-
von entfernt liegen. Logarithmiert man diese AV (und überträgt somit das für GdS 
konzipierte Auswertungsrationale auch auf GdP), zeigen sich Ergebnisse wie in Ta-
belle 4.13 berichtet. 
Auf dieser Analyseebene gibt es einen bedeutsamen Präsentationseffekt (numerisch: 
0.50, grafisch: 0.69; in H3 als ausbleibend vorhergesagt), einen Vorwissenseffekt 
(konform: 0.53, nicht-konform: 0.67; wie in H1 vorhergesagt), einen Zielwerteffekt 
(zwei Zielwerte: 0.53, vier: 0.66; nicht erwartet) und eine Interaktion “Präsentation x 
Zielwert” (ebenfalls nicht erwartet), die in Abb. 4.16 veranschaulicht ist. 
 
Tabelle 4.12: Ergebnisse der dreifaktoriellen Varianzanalyse für die AV “Güte 
der Prognosen” (GdP; N=80 Pbn). 
 
Quelle: df: Sum of Squares: Mean Square: F-Test: signif?
Präsentation (A) 1 2.934 2.934
.075 ns
Vorwissen (B) 1 105.524 105.524 2.693 ns
AB 1 38.116 38.116 .973 ns
Zielwerte (C) 1 56.886 56.886 1.452 ns
AC 1 104.059 104.059 2.656 ns
BC 1 94.178 94.178 2.403 ns
ABC 1 72.314 72.314 1.845 ns
Fehler 72 2821.255 39.184
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 Der Interaktionseffekt in Abb. 4.16 besagt, daß die logarithmierten Prognosen für 
die Vier-Zielwerte-Bedingung relativ unabhängig von der Präsentationsform ausfallen 
(und zwar insgesamt schlechter als für die Zwei-Zielwerte-Bedingung); der Vorteil 
der zwei Zielwerte besteht aber nur in der numerischen Version. 
Ein letzter Bereich vorhergesagter Effekte besteht in bezug auf die “Güte der Kau-
saldiagramme” (GdK). Die entsprechenden varianzanalytischen Befunde zeigt Ta-
belle 4.14. 
Wie die Inspektion der Tabelle 4.14 zeigt, liegt der von H1 vorhergesagte signifi-
kante Haupteffekt “Vorwissen” vor (konform=0.31, nicht-konform=0.17), genauso 
Tabelle 4.13: Ergebnisse der dreifaktoriellen Varianzanalyse für die AV “loga-
rithmierte Güte der Prognosen” (log(GdP); N=80 Pbn). 
 
Quelle: df: Sum of Squares: Mean Square: F-Test: signif?
Präsentation (A) 1 .742 .742 7.117 s
Vorwissen (B) 1 .406 .406 3.899 s
AB 1 .144 .144 1.382 ns
Zielwerte (C) 1 .334 .334 3.209 s
AC 1 .520 .520 4.994 s
BC 1 .027 .027 0.261 ns
ABC 1 .000 .000 0.003 ns



















Abb. 4.16: Veranschaulichung der Interaktion “Präsentation x Ziel-
werte” und des Haupteffekts “Präsentation”. 
4.5 Experimente 4 und 5  133 
wie der mit Hypothese 3 erwartete ausbleibende Präsentationsformeneffekt. Zusätz-
lich ist ein Interaktionseffekt “Präsentation x Zielwerte” vorhanden wie auch eine 
bedeutsame Dreifachinteraktion. Abb. 4.17 veranschaulicht zunächst die AxC-Interak-
tion. 
 
Die Kausalstruktur wird besser erkannt unter der Numerik-Bedingung mit zwei 
Zielwerten bzw. der Grafik-Bedingung mit vier Zielwerten, ansonsten schlechter er-
kannt. Die folgende Abb. 4.18 zeigt, daß dieser Effekt wesentlich durch die 
Vorwissens-Bedingung moderiert wird. 
Tabelle 4.14: Ergebnisse der dreifaktoriellen Varianzanalyse für die AV “Güte 
der Kausaldiagramme” (GdK4; N=80 Pbn). 
 
Quelle: df: Sum of Squares: Mean Square: F-Test: signif?
Präsentation (A) 1 .026
.026 .251 ns
Vorwissen (B) 1 .399 .399 3.92 s
AB 1 .159 .159 1.565 ns
Zielwerte (C) 1 .003
.003 .029 ns
AC 1 1.36 1.36 13.359 s
BC 1 .051 .051 .496 ns
ABC 1 .533
.533 5.236 s

















Abb. 4.17: Veranschaulichung der Interaktion “Präsentation x Zielwerte” bei 
GdK4. 
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Bei vorwissenskonformer Struktur ist die Identifikationsleistung in der numerischen 
Variante mit zwei Zielwerten auf dem absolut höchsten Wert und fällt bei nicht-kon-
former Struktur ab; für zwei Zielwerte ist bei der grafischen Version dagegen die Er-
kennung der nicht-konformen Struktur besser  Bei der Vier-Zielwerte-Bedingung 
(rechter Teil von Abb. 4.18) zeigt die Grafik-Bedingung generell bessere Identifika-
tion, dieser Vorteil verschwindet im Vergleich zur numerischen Variante jedoch dann, 
wenn die Struktur nicht vorwissenskonform ist. 
Nun zu den Motivationseffekten. Mit H5 wurde gefordert, daß keine bedeutsamen 
Motivationsunterschiede zu Beginn des Versuchs vorliegen sollten. Analysen zeigen 
jedoch, daß sowohl für Anstrengungsbereitschaft (numerisch=6.07, grafisch=6.62; 
F=3.21, df=1,72) als auch für Mißerfolgsorientierung (numerisch=4.47, gra-
fisch=3.72; F=3.52, df=1,72) bedeutsame Unterschiede der Präsentationsbedingung 
vorlagen, die der grafischen Variante jeweils Vorteile (höhere Anstrengungsbereit-
schaft, geringere Mißerfolgserwartung; jeweils Daten vor dem ersten Simulationstakt) 
einräumen. Schwierigkeitsempfindung und Erfolgsorientierung des ersten Durchgangs 
unterscheiden sich nicht. 
Mit H6 wurde die Hypothese von unter nicht-vorwissenskompatiblen Bedingungen 
auftretenden Mißerfolgs- und Schwierigkeitsempfindungen formuliert. Die jeweils 
vier Datenpunkte dieser beiden Motivationsvariablen wurden daher als Meßwie-
derholungen betrachtet und in einer 2x2x2x(4)-Varianzanalyse ausgewertet. Für die 
Mißerfolgsorientierung liegt neben einem Haupteffekt “Präsentation” (nume-
risch=4.67; grafisch=3.39; F=5.10, df=1,72) auch ein Haupteffekt “Meßwiederho-
lung” vor (F=2.74, df=3,216), der zusammen mit einer “Vorwissen x Meßwiederho-




















Abb. 4.18: Veranschaulichung der Dreifach-Interaktion “Präsentation x Vorwissen 
x Zielwerte” bei GdK4. 
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Zu erkennen ist ein durchgängiger Anstieg der Mißerfolgsorientierung, der aller-
dings im Unterschied zur Hypothese nicht auf die nicht-konforme Bedingung be-
schränkt bleibt, während die Schwierigkeitseinschätzung wie in H6 vermutet in der 
Vorwissensbedingung “nicht-konform” ansteigt. – Die in H7 prognostizierten 
ausbleibenden Anstrengungsunterschiede über die Zeit hinweg treten in der Tat nicht 
ein (auf die zu Beginn vorliegenden Anstrengungsunterschiede in den beiden 
Präsentationsbedingungen wurde bereits hingewiesen; diese bleiben aber auf den 
ersten Durchgang beschränkt). 
Ein letzter zu prüfender Bereich betrifft mögliche Versuchsleitereffekte. Diesbezüg-
lich wurde auf das Vorliegen eines Versuchsleiter-Haupteffekts bei den AVn GdS, 
GdP und GdK getestet. In allen drei Fällen blieb das Ergebnis erfreulicherweise ne-
gativ. Gleiches gilt für die durchschnittlichen Werte der vier Motivationsvariablen. 
Den einzig bedeutsamen Vl-Effekt findet man mit der AV “log(GdP)”: die 40 Vpn 
von Vl GF prognostizieren mit einem Wert von 0.50 signifikant besser als die 20 Pbn 
von Vl RK mit 0.73. Dies kann allerdings damit zusammenhängen, daß alle Pbn von 
Vl GF in der (guten) Numerik-Gruppe sind, während RK die insgesamt schlechter 

















Abb. 4.19: Veranschaulichung von Meßwiederholungseffekten bei “Mißerfolgs-
orientierung” und “Schwierigkeitseinschätzung”. 
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 4.5.6 Interpretation und Diskussion 
Insgesamt wurden die formulierten Hypothesen nur teilweise bestätigt. Die verschie-
denen Einflußgrößen werden nachfolgend noch einmal in systematischer Weise be-
trachtet, wobei der Versuch unternommen wird, abweichende Befunde zu erklären. 
Vorwissenseffekte. Hypothese H1 prognostizierte einen generellen Vorwissenseffekt 
auf die drei abhängigen Variablen GdS, GdP und GdK. Dieser konnte durchgängig 
gefunden werden: Die Simulation, die dem Vorwissen der Pbn nicht entspricht, wird 
unter allen drei Leistungsaspekten auch schlechter bearbeitet. Damit zeigt sich, daß 
geringfügige Änderungen nicht an der Struktur der Beziehungen, sondern in diesem 
Fall “lediglich” am Vorzeichen, also der Richtung von zwei der insgesamt neun rea-
lisierten Effekte merkbare Auswirkungen nach sich zieht. 
Zielwerte. Die mit H2 getroffene Vorhersage verbesserter Steuerung im Fall gerin-
gerer Steueranforderungen hat sich in dieser generellen Form nicht bestätigt. Ledig-
lich für die numerische Bedingung tritt der vorhergesagte Effekt ein (vgl. Abb. 4.15), 
dort also, wo exakte Analysen und Berechnungen überhaupt möglich sind. Dies ist zu 
berücksichtigen, da die drei abhängigen Variablen hohe Präzision bei der Steuerung, 
der Prognose und der Strukturerkenntnis prinzipiell ebenfalls hoch gewichten. Nicht 
vorhergesagt, aber eingetreten ist ein Effekt der Zielwerte auf die Prognoseleistung: 
hier wurden bessere Prognosen gegeben, wenn nur zwei Zielwerte zu steuern waren. 
Möglicherweise konnten sich Pbn in dieser Bedingung mehr auf die Systemverände-
rungen aller Variablen konzentrieren, da ihre Aufmerksamkeit durch die geringere 
Anforderung weniger belastet war. 
Präsentationsform. H3 sagt fehlende Präsentationseffekte auf die drei Gütemaße 
vorher. Diese treten als Haupteffekt auch nur bei GdP (in der logarithmierten Vari-
ante: Numerik-Bedingung ist besser) und nicht bei GdS sowie GdK auf, sind aber an 
einer Reihe von Interaktionseffekten beteiligt. Der auf GdP durchschlagende Effekt 
hängt sicher mit der Tatsache zusammen, daß GdP in einer numerischen Modalität 
erhoben wurde, mit der die Pbn der Grafik-Bedingung keine Erfahrung gemacht 
hatten. Damit relativiert sich dieser Befund und erlaubt die generalisierende 
Vermutung, daß die Präsentationsform hinsichtlich Steuerung und Identifikation von 
untergeordneter Rolle ist. Dies stünde im Gegensatz zu einer Reihe von Befunden, 
wonach grafische Präsentationen gerade komplexer Zusammenhänge einen besseren 
Umgang mit dem System bewirken sollten. 
Steuerbarkeit. Der mit H4 erwartete Effekt verbesserter Steuerbarkeit durch Pbn bei 
wachsender technischer Steuerbarkeit ist nicht nur nicht eingetroffen, sondern hat sich 
sogar als Zusammenhang in umgekehrter Richtung erwiesen. Nach den hier vorlie-
genden Befunden erzielt das Teilsystem, in dem eine exogene Variable zwei Zielvari-
ablen beeinflußt, die günstigste Steuerleistung. Dies ist überraschend und kann mög-
licherweise nur unter Rekurs auf die konkreten Details dieses Teilsystems erklärt wer-
den: Bei der betreffenden exogenen Variable handelt es sich um die staatlichen Kon-
trollmaßnahmen, mit denen Luft- und Meeresverschmutzung gleichsinnig beeinflußt 
werden können; gleichzeitig verlangt die Zielvorgabe die gemeinsame Reduktion, wo-
durch die Einfachheit dieser Teilaufgabe erklärlich wird. Warum allerdings die eben-
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falls leichte Teilaufgabe “Erhöhung der Zweitraffination”, für deren Bewältigung 
gleich zwei Einflußmöglichkeiten (technische Verbesserungen und Rohölpreis) vorge-
sehen sind, schlechter bewältigt wird, bleibt dadurch unerklärt. 
Motivationseffekte. H5, H6 und H7 machen in unterschiedlicher Form Vorhersagen 
über zu Beginn nicht bestehende, aber im Verlauf unter verschiedenen Bedingungen 
auftretende Motivationsunterschiede, die nicht alle eingetroffen sind. Bedauerlicher-
weise lagen zum einen bereits zu Versuchsbeginn unter der numerischen Bedingung 
ungünstigere Motivationsverhältnisse (geringere Anstrengungsbereitschaft, erhöhte 
Mißerfolgsorientierung) vor. Diese haben allerdings – wie oben gezeigt wurde – keine 
erkennbaren negativen Auswirkungen auf die Leistungen gehabt. Andererseits lagen 
Mißerfolgsorientierung und Schwierigkeitsempfindung nicht nur in der nicht-konfor-
men Bedingung höher, sondern auch in Abhängigkeit von der Präsentationsform. Er-
freuliches Ergebnis: Hinsichtlich des Verlaufs der Anstrengungsbereitschaft gab es 
keine Unterschiede zwischen den verschiedenen Treatments. Insgesamt kann konsta-
tiert werden, daß mit der Variation der Leistung auch eine entsprechende Ver-
änderung der Motivationslage einhergeht. Diese soll aber nicht ins Zentrum des In-
teresses gerückt werden, da die Frage, in welchem ursächlichen Zusammenhang Lei-
stungsresultate und Motivationslagen stehen, Gegenstand gezielterer motivations-
psychologischer Untersuchungen sein sollte. In diesem Experiment wurden Motiva-
tionsdaten lediglich zu Kontrollzwecken erhoben. 
Versuchsleitereffekte. Mit H8 waren ausbleibende Vl-Effekte erwartet worden. Nur 
an einer Stelle (sinkende log(GdP)-Leistung bei einem Vl in der Grafik-Bedingung) 
ließen sich schwache, wenngleich bedeutsame Effekte nachweisen. Diese betreffen 
die abschließende Prognose-Phase, die nach ca. zweistündiger Systembearbeitung in 
der Tat von einigen Pbn nur nach gutem Zureden absolviert wurde. Hier hat ein Vl 
möglicherweise weniger Druck ausgeübt, wodurch der Effekt zustandegekommen 
sein dürfte. Dies ist jedoch kein Anlaß zur Beunruhigung, da alle übrigen Maße frei 
von derartigen Effekten sind. 
 
4.5.7 Abschließende Bemerkungen 
Wie in den vorangegangenen Experimenten hat sich auch diesmal bestätigt, wie er-
heblich sich geringfügige Änderungen auf die Bearbeitungsqualität beim Umgang mit 
einem dynamischen System auswirken. Die Verwendung unterschiedlicher 
Präsentationsformen wie auch unterschiedliche Anforderungen führen vermutlich 
dazu, daß unterschiedliche subjektive Repräsentationen der Systemzusammenhänge 
erzeugt werden. Diese Form von Abhängigkeit einer Repräsentation von der Präsen-
tation und den Anforderungen gilt unabhängig von der Tatsache, daß auch bei gleicher 
Präsentationsform (etwa je nach Instruktion) unterschiedliche Enkodierungen gewählt 
werden können bzw. müssen. 
Wesentlich scheint uns ferner die Vorwissensproblematik: in fast allen bisherigen 
Untersuchungen zum Wissenserwerb in derartigen Situationen lassen sich Effekte nur 
unter der äußerst zweifelhaften Annahme homogenen Vorwissens interpretieren. 
Sollte diese Annahme verletzt sein (und dafür spricht sehr viel: selbst Experten be-
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sitzen von ihrem Gegenstandsbereich keineswegs ein über alle Fachleute konstantes 
Abbild), muß verstärkt der Wissenserwerb und die Wissensanwendung einer einzel-
nen Person vor dem Hintergrund ihres je spezifischen Vorwissens untersucht werden. 
Die Annahme eines modalen Gedächtnisses (und damit die Annahme einheitlicher 
Wirkungen von Treatment-Bedingungen) dürfte in den meisten Fällen nicht zutreffen 
(vermutlich auch nicht bei der ALTÖL-Simulation). Dies hat unseres Erachtens nach 
erheblich Auswirkungen für Untersuchungen auf dem Feld der Wissenspsychologie 
(vgl. MANDL & SPADA, 1988). 
4.6 Zusammenfassung 
Die in diesem Kapitel berichteten Experimente dienten dazu, in systematischer Weise 
die Wirkung bestimmter Systemeigenschaften auf die Identifikation und Kontrolle der 
gewählten Systeme festzustellen.  
In Experiment 1 wurden zum einen die Auswirkungen von aktiven Steuerungsmög-
lichkeiten (Eingreiferstatus vs. Beobachterstatus) und zum anderen die Effekte von 
Prognoseanforderungen (Prognose des nächsten Systemzustandes gefordert vs. keine 
Prognoseanforderung) untersucht. Bei Anwendung des Szenarios SINUS ergaben sich 
auf der Grundlage von 32 studentischen Pbn folgende Ergebnisse: 
• “Eingreifer” steuern das System besser als “Beobachter”, besitzen aber anderes 
Wissen als diese. 
• “Prognostiker” scheinen ein spezielles Wissen zu erwerben, das sich nur in einer 
prognosenahen Erfassungsform ausdrückt. 
• Mit wachsendem Wissen steigt die Qualität der Systemsteuerung. 
Experiment 2 hatte die Auswirkungen des Grades der Eigendynamik des Systems 
(=Wirkung einer Variable auf sich selbst) zum Gegenstand. Dieser Faktor wurde in 
der Weise variiert, daß das dargebotene System Eigendynamik auf keiner, einer oder 
zwei der drei endogenen Variablen aufwies. Für jede der genannten Stufen wurden 
Daten von 8 Pbn mit dem System SINUS erhoben. Mit den nach den alten Kriterien 
bestimmten Gütemaßen ergab sich ein signifikanter negativer linearer Effekt 
wachsender Eigendynamik auf die Güte des Kausalwissens und vermittelt darüber ein 
indirekter Effekt auf die Güte der Systemsteuerung. Mit den in der vorliegenden 
Arbeit verwendeten revidierten Maßen tritt allerdings kein Eigendynamik-Effekt auf. 
In Experiment 3 wurde die Systemeigenschaft “Nebenwirkung” untersucht. Analog 
zu Experiment 2 wurden auch hier drei verschiedene Stufen gewählt (Nebenwirkung 
einer exogenen Variablen auf keine, eine oder zwei der drei endogenen Variablen) 
und wiederum Daten von je 8 männlichen studentischen Pbn mit dem System SINUS 
erhoben. Es ergaben sich folgende Ergebnisse: 
• wachsende Nebenwirkungen haben einen negativen linearen Effekt auf die Güte 
des Kausalwissens und wiederum indirekt vermittelt auf die Güte der Systemsteue-
rung. 
• Tendenz zur Fehlerkompensation: “Nebenwirkungen” (und ebenfalls die in Experi-
ment 2 untersuchte “Eigendynamik”) führen dazu, daß Pbn Fehler bei der 
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Identifikation von nicht experimentell manipulierten Systemelementen machen, um 
Fehler bei der Identifikation von manipulierten Systemteilen auszugleichen. 
Experiment 4 befaßte sich mit den unabhängigen Variablen “Vorwissenskompatibili-
tät” (konform vs. nicht-konform), “Zielvariablenmenge” (zwei vs. vier Zielvariablen) 
und “Steuerbarkeit” (gering vs. hoch). Hierfür wurde ein neues Szenario namens 
ALTÖL implementiert, das aus jeweils vier exogenen und endogenen Variablen be-
stand und nachweislich bereichsspezifisches Vorwissen aktivierte. Die Realisation 
dieses Versuchsplans an insgesamt 40 studentischen Pbn ergab: 
• Vorwissenskonträre Systeme werden erheblich schlechter erkannt, prognostiziert 
und gesteuert. 
• Bei nur zwei zu kontrollierenden Zielvariablen zeigt sich eine bessere Steuerlei-
stung als bei vier Zielvariablen, allerdings nur in der numerischen Präsentations-
form.  
• Unterschiedliche Grade der Steuerbarkeit zeitigen bedeutsame Unterschiede, aller-
dings entgegen den Erwartungen: leichter steuerbare Systeme erzielen schlechtere 
Resultate. 
Experiment 5 entsprach hinsichtlich der Versuchsbedingungen Experiment 4. Aller-
dings wurde der Systemverlauf nunmehr in grafischer anstatt numerischer Form den 
erneut 40 studentischen Pbn dargeboten. Die unterschiedliche Darbietungsform er-
brachte einen Effekt bei der Prognoseleistung: unter grafischer Darbietung 
verschlechtert sie sich. Hinsichtlich Identifikation und Steuerung scheint die 
Präsentationsform jedoch überraschenderweise nicht bedeutsam. 
Insgesamt kann konstatiert werden, daß bereits geringfügige Änderungen der Sy-
stemstruktur zu deutlichen Effekten auf den verschiedenen AVn führen. Dies zeigt, 
daß – unabhängig davon, ob Pbn derartige Unterschiede subjektiv erkennen können – 
Systemmerkmale verhaltenssteuernd wirksam werden. 
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5 Systematik von Einflußgrößen 
Nachdem die experimentellen Befunde berichtet wurden, ist es nun an der Zeit, ein 
wenig Ordnung zu stiften. Die Darstellung meiner Taxonomie lehnt sich dabei an eine 
eigene Arbeit (1991a) an und versucht einige Ergänzungen dort vorzunehmen, wo sie 
nach Lektüre der kritischen Einwände von STROHSCHNEIDER (1991) offenbar 
unklar geblieben sind.  
Taxonomien oder Klassifikationen sind wichtige Schritte wissenschaftlicher Be-
mühungen, insofern als durch sie unser Blick auf die Dinge gerichtet wird. Taxono-
mien dienen zur Strukturierung eines Gegenstandsbereichs. Sie klären die Abhängig-
keiten bzw. Unabhängigkeiten zwischen verschiedenen theoretischen Konstrukten. 
Von daher sind Taxonomien nie theorielos, sondern reflektieren das explizite bzw. 
implizite Ordnungsschema, durch das eine Domäne betrachtet wird. Dies Begriffsge-
füge gibt zudem verschiedene Auflösungsebenen an, auf denen Phänomene gesehen 
werden, zeigt Forschungslücken auf und besitzt daher heuristischen Wert.
5.1 Grundlegende Kategorien 
Beschäftigt man sich mit einem beliebigen Gegenstand der Psychologie (sei es Wahr-
nehmung, Problemlösen, Hilfehandeln, etc.), kommt man zu der trivialen Erkenntnis, 
daß es einerseits Merkmale der Person sind, die einschlägig wirken, andererseits 
Merkmale der Situation und des Gegenstands, um den es geht. Die Persönlichkeits-
psychologie hat dies spät erkannt, um dann umso lebhafter unter dem Stichwort “Per-
son-Situation-Interaktion” eine große Debatte darüber zu entfachen, in welcher Weise 
diese beiden Facetten zusammenwirken. In der Allgemeinen Psychologie war es zu-
mindest für die Wahrnehmungspsychologen frühzeitig klar, daß gesetzmäßige Aussa-
gen (etwa über Empfindungsstärken) neben Reizcharakteristika auch personenspezifi-
sche Parameter enthalten müssen, um zutreffende Vorhersagen machen zu können. 
Bezogen auf den Gegenstandsbereich “Umgang mit (unbekannten) dynamischen 
Systemen” liegen somit aufgrund logischer Erwägungen schon vor jeder näheren Be-
schäftigung mit dem Gegenstandsbereich zwei Kategorien – “Personmerkmale” und 
“Situationsmerkmale” – fest, die als Determinanten in Frage kommen. Eine dritte Fa-
 
cette – “Aufgaben- bzw. Systemmerkmale” – kann meines Erachtens abgegrenzt wer-
den, die sich aus der Natur des betrachteten Gegenstands ergibt. Dies bedarf näherer 
Erläuterungen. 
Die Erweiterung der beiden Facetten Person und Situation um diejenige der Auf-
gabe ist nicht ganz selbstverständlich: so könnte man geneigt sein, die Aufgaben-
merkmale der Situation zu subsumieren. Man könnte auch genau umgekehrt 
argumentieren und behaupten, die Aufgabenfacette, die ja auch gelegentlich als 
Systemfacette benannt wird, schließe qua Systembegriff die Situation als Teil des 
Systems mit ein. Ein solch umfassender (und damit auch wieder nichtssagender) 
Systembegriff ist hier nicht gemeint. Als Systemmerkmale werden hier ausschließlich 
Eigenschaften der verwendeten Simulationssysteme bezeichnet, die sich aus der 
formalen Struktur des Systems wie auch deren semantischer Einbettung ergeben. 
Daß Aufgabenmerkmale den Situationsmerkmalen hier gleichberechtigt nebenge-
ordnet werden, soll auch an Traditionen anderer Forschungsgebiete (z.B. Motivations-
psychologie) anknüpfen, die mit der bloßen Zweiteilung von Person und Situation 
nicht Schluß machen. Bei HECKHAUSEN (1980, p. 42) etwa werden neben dem Or-
ganismus die Kategorien “Situation” und “Handlung” unterschieden.4 Die drei Facet-
ten machen folgenden Aussagentyp möglich: eine bestimmte Person (z.B. ein 
kreativer Politiker) bearbeitet eine bestimmte Aufgabe (z.B. eine Kontrollaufgabe) in 
einer bestimmten Situation (z.B. unter Zeitdruck). Je nach Situation können gleiche 
Aufgaben ganz unterschiedliche Dispositionen derselben Person freisetzen. – Die 
Trennung von Aufgabe und Situation entspricht im wesentlichen der Unterscheidung 
von Untersuchungsmaterial und Untersuchungssituation. In der klassischen Problem-
löseforschung entspräche dies der Unterscheidung von “task environment” und “pro-
blem space” (vgl. NEWELL & SIMON, 1972). Diese Autoren verweisen im übrigen 
auf die Notwendigkeit einer klaren Trennung zwischen “the environment itself (the 
Kantian Ding an sich, as it were), the internal representation of the task environment 
used by the subject (the problem space), and the theorist's 'objective' description of 
that environment.” (p.56). EYFERTH, SCHÖMANN und WIDOWSKI (1986) haben in 
ihrer Kritik bisheriger Forschungen zum komplexen Problemlösen vor allem den 
“problem space” als untersuchungsbedürftig bezeichnet, da er Interaktionen zwischen 
Aufgaben- und Personmerkmalen aufkläre. Genauso fordern MISIAK, HAIDER und 
KLUWE (1989) die Unterscheidung von formalen und subjektiven Pro-
blemparametern. Auch diese Argumente liefern weitere Gründe für die vorge-
schlagene dreistufige Gliederung. 
Die für diese Arbeit zugrundegelegte Taxonomie aus Person-, Situations- und Auf-
gaben-Merkmalen wird im folgenden näher dargelegt. Sie soll in der Lage sein, die in 
diesem Forschungsfeld durchgeführten (und noch durchzuführenden) Studien hinrei-
chend genau zu beschreiben. Der Leser ist aufgefordert, ihm bekannte Studien einmal 
                                                           
4
 “Im allgemeinsten Sinne wird unter Situation die gegenwärtige Umgebung eines Le-
bewesens verstanden, soweit dieses davon momentan beeinflußt wird.” (HECKHAUSEN, 1980, p. 
42). Diese Sicht hat jedoch, wie HECKHAUSEN einräumt, Probleme: (1) Wieviel registriert ein 
Lebewesen von seiner Umwelt? (2) Wie elementar oder komplex ist die aufgenommene 
Information? (3) Ist die physikalische, intersubjektive oder die subjektive Beschreibung 
maßgeblich? (4) Wo ist die Grenze zwischen Lebewesen und Umgebung, wenn 
innerorganismische Zustände als Situation zählen? 
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durch die Brille dieser Taxonomie zu betrachten und zu prüfen, ob es Merkmale gibt, 
die nicht klassifizierbar sind und eine Erweiterung nötig machen. 
(1) Personmerkmale. Unter diese Rubrik fallen alle Eigenschaften und Kenntnisse, 
die eine Person in die Situation mitbringt, sowie solche, die sie in der Situation 
erwirbt.  
(1.1) Kognitive Merkmale. Diese sollten eine bedeutsame Rolle beim Umgang mit 
einem dynamischen System spielen: Die von DÖRNER (1976) eingeführte Unter-
scheidung von epistemischen und heuristischen Gedächtnisstrukturen und das 
darauf beruhende Konzept einer heuristischen bzw. epistemischen Kompetenz 
sind hierunter zu subsumieren. Auch die Verwendung bereits vorhandener bzw. 
die Ausbildung neuer mentaler Modelle, über deren Diagnostik nach wie vor 
Unklarheiten bestehen (vgl. ROUSE & MORRIS, 1986; KLUWE, 1988), zählen 
hierzu. Der Bereich kognitiver Stile (Impulsivität/Reflexivität) gehört ebenso 
unter diesen Punkt wie derjenige der Intelligenz (gleichgültig in welcher Varian-
te; vgl. z.B. DÖRNER & KREUZIG, 1983; FUNKE, 1983; HÖRMANN & 
THOMAS, 1989; HUSSY, 1989; PUTZ-OSTERLOH & LÜER, 1981). 
(1.2) Emotionale und motivationale Merkmale. Auf den Stellenwert dieses Bereichs 
haben die von DÖRNER, REITHER und STÄUDEL (1983) berichteten Notfall-
reaktionen des kognitiven Systems hingewiesen. Die isolierte Betrachtung rein 
kognitiver Leistungsmerkmale beim Bearbeiten komplexer Probleme ist danach 
keineswegs ausreichend, um das beobachtbare Verhalten angemessen zu be-
schreiben (vgl. z.B. SPIES & HESSE, 1986; STÄUDEL, 1987). 
(1.3) Persönlichkeitsmerkmale im engeren Sinn. Hierzu sind die in der persönlich-
keitspsychologischen Forschungstradition eruierten Dimensionen (“traits”) zu 
rechnen, von denen anzunehmen ist, daß sie einen Einfluß auf den Umgang mit 
dynamischen Systemen haben könnten (z.B. Selbstsicherheit, Ängstlichkeit, etc.; 
siehe z.B. DÖRNER et al., 1983). 
(2) Situationsmerkmale. Diese Kategorie erweist sich als erforderlich, um die unter-
schiedlichen Kontexte zu charakterisieren, in die ein System untersuchungs-
technisch eingebettet werden kann.  
(2.1) Ein wichtiges Merkmal ist die Transparenz des präsentierten Systems, d.h. der 
Grad an Zugänglichkeit zu (a) den beteiligten Variablen, (b) ihren vergangenen 
(wie aktuellen) Zuständen und (c) ihren Vernetzungen. Hierunter kann etwa die 
Vorgabe einer Grafik mit den Relationen zwischen den Variablen verstanden 
werden, aber auch die Art und Weise des Zugriffs auf die Systeminformation 
(direkt vs. Versuchsleiter-vermittelt, siehe z.B. PUTZ-OSTERLOH & LÜER, 
1981).  
(2.2) Die Aufgabenstellung, mit der eine bestimmte Person an ein bestimmtes System 
gesetzt wird. Hierunter fällt die Frage, ob ein Pb das System nur steuern oder 
auch identifizieren soll, ob Zielvorgaben gemacht werden oder nicht, ob 
Zeitdruck besteht, etc. Die Aufgabenstellung wird wesentlich durch die Instruk-
tion vermittelt; fehlt eine solche bzw. ist sie nur unzureichend expliziert, wird 
das Individuum sich eine eigene Aufgabenstellung generieren. 
(3) Aufgaben- bzw. Systemmerkmale. Dieser Bereich dient zur Charakterisierung 
des verwendeten dynamischen Systems. Dabei werden formale und inhaltliche 
Gesichtspunkte unterschieden. 
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(3.1) Formale Aspekte. Diese dienen zur Beschreibung abstrakter Eigenschaften 
eines Systems unabhängig von seiner Einkleidung. Diese bestimmen auf einer 
objektiven Ebene ganz wesentlich die Schwierigkeit der Aufgabe. 
(3.2) Inhaltliche Aspekte. Diese beziehen sich auf die semantische Einbettung eines 
Systems: neben den Variablenetiketten gehört hierzu z.B. die Rahmenge-
schichte, die allesamt Vorwissen beim Akteur aktivieren, das wiederum die 
Problemschwierigkeit reduzieren kann. 
Obwohl Situations- und Aufgabenmerkmale gemeinsam die objektiv bestimmbaren 
Anforderungen an einen Akteur definieren, wird eine Abgrenzung der beiden Facetten 
leicht möglich, wenn man fragt, welche Merkmale einer Aufgabe bzw. einem System 
bereits unabhängig von einem Untersuchungskontext zukommen bzw. umgekehrt: in 
welchen verschiedenen situativen Einbettungen man eine bestimmte Aufgabe unab-
hängig von den Aufgabenmerkmalen präsentieren kann. 
5.2 Systematik von Systemmerkmalen 
Liest man einschlägige Arbeiten über den Einsatz dynamischer Systeme, begegnen ei-
nem häufig Adjektive wie träge, rückgekoppelt, komplex, vernetzt, instabil, etc. als 
charakterisierende Merkmale des verwendeten Versuchsmaterials. Derartige Be-
schreibungen vermitteln allenfalls subjektive Ansichten des Untersuchers über sein 
System,5 aber keinesfalls allgemein verbindliche Charakteristika des Untersuchungs-
materials. Der unzufriedene Leser erhält allerdings auch in einschlägigen system-
theoretischen Werken keine Hinweise darauf, was denn nun etwa aus Sicht der 
Systemtheorie die entscheidenden Merkmale von Systemen sein sollen. Dies ist nicht 
verwunderlich, hängt die Auswahl derartiger Merkmale doch im wesentlichen von 
den Absichten des Untersuchers ab. Diese bestimmen die Wahl einer Begrifflichkeit 
und des entsprechenden Auflösungsniveaus. ASHBY (1956/1974, p.22) schrieb 
optimistisch: Kybernetik “verwirft die willkürlichen, vagen Eindrücke, die wir bei der 
Benutzung so einfacher Mechanismen, wie es ein Wecker oder ein Fahrrad ist, in uns 
aufnehmen, und setzt es sich zur Aufgabe, für den gesamten Bereich strenge Regeln 
festzulegen.” Dieser Optimismus über die vereinheitlichende Kraft der Kybernetik ist 
erfreulich, wenngleich er sich meines Erachtens noch nicht bestätigt hat. 
5.2.1 Formale Merkmale eines dynamischen Systems 
Über formale Aspekte dynamischer Systeme zu sprechen ist nicht einfach, herrscht 
doch – wie bereits erwähnt – keineswegs Klarheit über verbindliche formale Be-
schreibungsmerkmale dynamischer Systeme. Wichtige Begriffspaare sind die Unter-
scheidungen “linear vs. nicht-linear” sowie “diskret vs. kontinuierlich”. Mit der erst-
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 Auf einem groben Auflösungsniveau betrachtet können diese Beschreibungen natürlich 
gewählt werden, sind aber für genaue Analysen bei weitem zu pauschal. 
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genannten Unterscheidung wird der generelle Funktionstyp der Modellierung fest-
gelegt, mit der zweitgenannten geht es um die Modellierung der Zeit. Hinsichtlich des 
Funktionstyps ist anzumerken, daß mit linearen Systemen sehr wohl nicht-lineare 
Zusammenhänge modelliert werden können: so entspricht etwa ein taktweise kon-
stanter Zuwachs um zehn Prozent einem stark exponentiellen Wachstum über die Zeit 
hinweg. Hinsichtlich der Modellierung von Zeit ist zu bedenken, daß jedes 
zeitkontinuierliche System durch ein zeitdiskretes mit entsprechend hoher Auflösung 
approximiert werden kann. 
Wenn man formale Aspekte von Systemen behandelt, sollte prinzipiell zwischen 
Angaben zur Stabilität und solchen zur Konnektivität unterschieden werden. Beide 
Bereiche sind weitgehend unabhängig voneinander. Während die Stabilität sich auf 
das zeitliche Verhalten des Systems bezieht, behandeln Angaben zur Konnektivität 
die Verbindungsdichte zwischen den beteiligten Variablen. Unter Rückgriff auf 
frühere Arbeiten sollen hier einige Kategorien angeboten werden, die für lineare 
Strukturgleichungssysteme gelten und auf den in Kapitel 1.2 dargestellten 
Formalismus linearer Gleichungssysteme Bezug nehmen. 
Die Zeitverzögerung eines Systems resultiert aus der Größe des Parameters k aus 
Gleichung 1.1 (vgl. Kapitel 1.2). Dieser Parameter gibt an, bis zu welchem Zeittakt 
zurückgegangen werden muß, um den aktuellen Zustand maximal gut zu prädizieren. 
Je größer k ist, umso weiter reichen die zeitlichen Folgen momentaner Eingriffe (Xt) 
und des gegenwärtigen Systemzustands (Yt). Dies bewirkt erschwerte Identifikation 
und Kontrolle insofern, als die zum Zeitpunkt t getroffenen Maßnahmen nicht die al-
leinigen Determinanten des Zustands t+1 darstellen, sondern sich noch bis zum Takt 
t+k auswirken. 
Als Wirkungen können alle Elemente der A- und B-Matrizen verstanden werden, 
die verschieden von 0 sind. Dabei beinhalten A- und B-Matrizen allerdings ver-
schiedene – unseres Erachtens auch psychologisch unterschiedliche – Wirkungs-
formen, die als exogene und endogene Wirkungen bezeichnet werden. 
Endogene Wirkungen umfassen alle Wirkungen, die von Zustandsvariablen auf sich 
selbst oder auf andere endogene Variablen ausgehen; dabei sind Eigendynamiken von 
Nebenwirkungen zu unterscheiden.  
Eigendynamik geht aus von den Diagonalelementen der B-Matrix, die verschieden 
von 1 sind. Sind diese Gewichte größer 0 und kleiner als 1, so nimmt die entspre-
chende Y-Variable “von selbst”, d.h. abhängig von eigenen früheren Ausprägungen, 
ab6; sind sie größer als 1, so nimmt das jeweilige y von sich aus zu; sind sie negativ, 
oszilliert der jeweilige Werteverlauf. Wenn die Diagonalelemente gleich 1 sind, so 
sind die betreffenden Y-Variablen stabil. 
Nebenwirkungen konstituieren sich im Bereich endogener Variablen als Nicht-Dia-
gonalelemente der B-Matrix, die verschieden von 0 sind. Als (endogene) Nebenwir-
kungen verstehen wir also Wirkungen, die von einer Y-Variable auf eine andere Y-
Variable ausgeübt werden. Wir bezeichnen sie deshalb so, da diese Wirkungen häufig 
als unbeabsichtigte Folgen eines Eingriffs in Erscheinung treten. Natürlich gibt es 
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 Diese Aussage gilt wie alle folgenden nur unter der ceteris-paribus-Klausel, also be-
stimmten Randbedingungen, die keiner Änderung unterzogen werden; eine genauere Spezi-
fikation dieser Randbedingungen ist an dieser Stelle verzichtbar. 
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auch unbeabsichtigte (Neben-)Wirkungen, die nicht auf endogene Variablen zurück-
zuführen sind; diese, von exogenen Variablen ausgehenden Wirkungen werden weiter 
unten unter dem Konzept “subdominante Wirkung” beschrieben. Dennoch wollen wir 
am Begriff Nebenwirkung in der oben festgelegten Form festhalten, da uns Wir-
kungen von Y-Variablen auf andere Y-Variablen subjektiv besonders schwierig 
erkennbar zu sein scheinen und der Begriff Nebenwirkung dies nahelegt. 
Exogene Wirkungen sind demgegenüber alle Wirkungen, die von exogenen Vari-
ablen ausgeübt werden. Wir nehmen an, daß diese Wirkungen im allgemeinen einfa-
cher zu erkennen und zu handhaben sind als endogene Wirkungen, da die Eingriffs-
variablen ja beliebig festgesetzt werden können und von daher mit diesen Variablen 
nach eigenen Vorstellungen experimentiert werden kann. 
Sowohl bei endogenen wie bei exogenen Variablen können Mehrfachwirkungen je-
weils endogener oder exogener Art auftreten, d.h. eine Y- oder eine X-Variable wirkt 
auf mehr als eine Y-Variable. Wir nehmen an, daß insbesondere endogene Mehrfach-
wirkungen (und damit Nebenwirkungen wie oben definiert) das System schwieriger 
gestalten. Bei exogenen Mehrfachwirkungen sollte ceteris paribus das numerisch 
größte Gewicht am leichtesten zu identifizieren sein, wobei wir die betreffende 
Wirkung dominant nennen und die übrigen numerisch geringeren Mehrfachwirkungen 
subdominant. Eine ähnliche Unterscheidung treffen BERRY und BROADBENT 
(1987b, 1988), die in einem dynamischen Vier-Variablen-System, einer simulierten 
Zuckerfabrik, offensichtliche und nicht-offensichtliche (“salient” vs. “nonsalient”) Ei-
genschaften hervorheben. BERRY und BROADBENT begründen diese Unterscheidung 
unter anderem damit, daß bei offensichtlichen Eigenschaften das Steuerungsverhalten 
mit dem verbalisierbaren Wissen korrelieren soll, bei nicht-offensichtlichen Eigen-
schaften des Systems dagegen verbalisierbares Wissen und Steuerung sogar negativ 
korrelieren. Dieser Befund hat Ähnlichkeit mit einigen unserer Beobachtungen 
(“Fehlerkompensation”, vgl. Kapitel 4.5). Wir vermuten daher, daß die Unter-
scheidung zwischen dominanten und subdominanten Wirkungen wesentliche Im-
plikationen birgt (zur Kritik an der Unterscheidung explizit vs. implizit siehe HAI-
DER, 1989).  
Analog verwenden wir den Begriff Mehrfachabhängigkeit einer Variable, wobei 
eine Y-Variable von mehr als einer Variable abhängig ist; dabei sind rein exogene, 
reine endogene und gemischt exogen-endogene Abhängigkeiten möglich.  
Unabhängigkeit zwischen zwei Variablen ist dann gegeben, wenn das entspre-
chende Element der Wirkstärkenmatrix 0 beträgt. Dieses Merkmal unserer Systeme 
ist insofern von Bedeutung, als Pbn, die von hochvernetzten Systemen ausgehen, 
möglicherweise gerade bei der Identifikation von Nicht-Wirkungen auf Schwierig-
keiten stoßen können. Außerdem bilden die Null-Elemente der Matrizen gewisser-
maßen den wichtigen Hintergrund, vor dem man alle oben dargestellten Wir-
kungsformen als Figuren verstehen kann. 
146  Systematik von Einflußgrößen 
 5.2.2 Inhaltliche Merkmale eines dynamischen Systems 
In erster Linie zählt die semantische Einbettung (Variablen-Etikettierung; Rahmenge-
schichte; Instruktion) zu den inhaltlichen Merkmalen eines Systems; daneben ist aber 
auch auf den Aspekt der Vorwissenskompatibilität als einem inhaltlich bedeutsamen 
Gesichtspunkt einzugehen. 
Über die Bedeutung der semantischen Einbettung zu sprechen ist vergleichsweise 
müßig; trivialerweise wird durch eine gewählte Einbettung eines Systems ein dazuge-
höriger – und jeweils individueller – Gedächtnisausschnitt des Akteurs aktiviert und 
führt so zu einer (im übrigen schwer meßbaren) Reduktion von Komplexität. Für 
LOHHAUSEN beschreiben deren Konstrukteure diesen Reduktionsschritt so: “Da al-
len Vpn irgendwelche kommunale Institutionen bekannt waren, konnten sie in der 
Form von Analogieschlüssen ihre Erfahrungen und Kenntnisse über die Struktur von 
Gemeinden verwenden, um Hypothesen über die Struktur von Lohhausen aufzustel-
len.” (DÖRNER et al., 1983, p. 136f.). Diese Unterstellung dürfte im übrigen nicht 
unproblematisch sein. Experimentelle Belege hierzu liegen in Form von Systemen mit 
isomorpher Struktur bei unterschiedlicher Einbettung vor (vgl. z.B. FUNKE & 
HUSSY, 1984; HESSE, 1982). 
Interessant dagegen ist der Punkt der Vorwissenskompatibilität. Selbst für die Fälle 
nämlich, in denen die Systemeinbettung nicht verändert wurde, treten Vorwissensef-
fekte dadurch ein, daß die semantische Einkleidung von Individuum zu Individuum 
auf unterschiedliches Vorwissen stößt. 
 
5.3 Systemeigenschaften, Anforderungen und Kompetenzen 
Nachdem einige Systemeigenschaften im vorangegangenen Kapitel nun in Hinblick 
auf ihre psychologische Bedeutung untersucht wurden und sich dabei deren differen-
tielle Wirksamkeit auf Wissenserwerb und Wissensanwendung gezeigt hat, bleibt die-
sem Teil die Aufgabe überlassen, das Verhältnis zwischen den Systemeigenschaften, 
den Anforderungen an einen Akteur und dessen Kompetenzen zu klären. Aus der blo-
ßen Angabe von Systemeigenschaften folgt zunächst einmal wenig. Diese Eigenschaf-
ten entfalten nämlich erst in Kombination mit den Anforderungen, die an einen Ak-
teur gestellt werden, ihre Wirkung. Erst dadurch wird ja überhaupt ein Bezug zwi-
schen Systemeigenschaften, der Situation und der handelnden Person hergestellt!  
Die zwei wesentlichen Anforderungen sind im vorangegangenen Teil schon wieder-
holt angesprochen worden, sollen hier aber noch einmal genannt werden: (1) die Iden-
tifikation einer Systemstruktur sowie (2) die steuernde Kontrolle eines Systems in 
Hinblick auf bestimmte Vorgaben. Auf beide Anforderungen soll näher eingegangen 
werden, da sie jeweils differenzierte Teilanforderungen stellen. 
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Die Identifikation eines Systems läßt sich logisch unterteilen7 in (1.1) die Identi-
fikation der beteiligten Variablen sowie (1.2) die Identifikation von Relationen zwi-
schen diesen Variablen. Die Identifikation beteiligter Variablen wird nur unter be-
stimmten Situationsbedingungen gefordert (“Intransparenz”), stellt aber dennoch eine 
eigenständige Anforderung dar, die parallel zur zweiten Anforderung durchgeführt 
werden kann (in transparenten Situationen ist nur diese zweite Anforderung zu er-
füllen). Die Identifikation von Relationen verlangt das Erkennen kausaler (bzw. funk-
tionaler) Zusammenhänge zwischen beteiligten Variablen. Hierbei wird unterstellt, 
daß es unterschiedliche Präzisionsgrade gibt, in denen über eine vermutete Relation 
berichtet werden kann (vgl. Kapitel 3.4.6): neben dem bloßen Erkennen eines Zusam-
menhangs (“Relationswissen”) kann die Richtung eines Zusammenhangs bekannt sein 
(“Vorzeichenwissen”) oder – noch präziser – der exakte Gewichtungsfaktor genannt 
werden (“Wirkstärkenwissen”).  
Die Kontrolle eines Systems läßt sich logisch unterteilen in (2.1) die Hinführung 
des Systemzustands von einem gegebenen zum gewünschten Zustand sowie (2.2) das 
Beibehalten eines erreichten Zielzustands über mindestens zwei Zeitpunkte. Die Hin-
führung besteht darin, daß von einem beliebigen Zustand aus der Eingriffsvektor ge-
funden wird, der zielführend ist. Bei einem linearen autoregressiven Prozeß erster 
Ordnung ist dies jederzeit in einem Schritt möglich, sofern keine Beschränkungen bei 
den Eingabevariablen vorliegen. Für jeden Systemzustand kann hier ein jeweils 
anderer Eingriffsvektor benötigt werden. Das Beibehalten des erreichten 
Systemzustands erfordert die Eingabe eines Eingriffsvektors, der eventuell vorhan-
dene Eigendynamiken bzw. Nebenwirkungen “kompensiert”. Dieser bleibt – sofern er 
erfolgreich ist – immer gleich. 
Inwiefern für beide Teilaspekte explizites Wissen erforderlich ist, wird derzeit noch 
diskutiert. Daß Strukturwissen beide Anforderungen bewältigen hilft, dürfte dagegen 
klar sein. Je mehr Ähnlichkeiten in der Versuchssituation gegeben sind (z.B. wieder-
holte Möglichkeit, die Ansteuerung genau eines Zielzustands zu üben), umso eher 
dürfte implizites Wissen entstehen können. Wird dagegen mit ständig neuen Startwer-
ten und ständig neuen Zielwerten gearbeitet, dürfte explizites Wissen unverzichtbar 
sein. 
In welchem Verhältnis stehen die hier beschriebenen Anforderungen zu den Kom-
petenzen8, die ein Akteur besitzt bzw. die er erwerben muß? Für die erste Anforde-
rung – Identifikation – geben KLAHR und DUNBAR (1988, p. 2) den Hinweis, daß 
etwa erfolgreiche Wissenschaftler, die ja ebenfalls ihnen unbekannte Systeme identifi-
                                                           
7
 ISERMANN (1988, p. 1) unterscheidet “Prozeßidentifikation” (Analyse der Umformung bzw. 
des Transports von Materie, Energie und/oder Information), “Systemidentifikation” (Fest-
stellung einer abgegrenzten Anordnung von aufeinander einwirkenden Gebilden) sowie bei 
stochastischen Systemen zusätzlich die “Signalidentifikation” (Trennung von Signal und 
Rauschen). 
8
 Der Begriff der Kompetenz wird hier verstanden als objektive Fähigkeit bzw. Vermögen 
(vgl. DUDEN, 1982), und unterscheidet sich damit wesentlich von dem Kompetenzverständnis, 
das etwa in der Arbeit von STÄUDEL (1987) zum Ausdruck kommt, wo Kompetenz als 
subjektive Einschätzung der Erfolgswahrscheinlichkeit (p. 43) verstanden wird. Hier wird m.E. 
eine fälschliche Gleichsetzung objektiv nachprüfbarer Fähigkeiten mit subjektiven 
Einschätzungen vorgenommen. 
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zieren wollen, sowohl über die Fähigkeit zum Entwurf experimenteller Untersu-
chungen verfügen müssen als auch über die Fähigkeit, die gemachten Beobachtungen 
auszuwerten (Hypothesenbildung). In diesem Sinne ist der Akteur, der ein ihm 
unbekanntes System identifizieren will, ein “naiver Wissenschaftler”, der sowohl 
experimentieren muß als auch aus seinen Experimenten entsprechende Schlüsse 
ziehen muß. 
Die Anforderung der Kontrolle setzt beim Akteur die Kompetenz voraus, erworbe-
nes Wissen über das System in einen Anwendungszusammenhang zu stellen. Es 
genügt nicht mehr zu wissen, daß X auf Y wirkt (wobei X und Y jeweils Vektoren 
sein können). Nunmehr muß rückwärts gerichtet gefragt werden (Dependenzanalyse 
sensu DÖRNER et al., 1983; vgl. Exkurs hierzu in Kapitel 3.2.3): wie muß X beschaf-
fen sein, damit ein gewünschtes Y eintritt? 
Hat man Anforderungen auf der einen Seite festgestellt, Kompetenzen auf der ande-
ren Seite dagegengestellt, sollte die Performanz im Sinne der tatsächlich erbrachten 
Leistung damit verglichen werden. Wie aus anderen Bereichen (z.B. Metakognition) 
bekannt ist, ergeben sich häufig Fälle, in denen entsprechende Kompetenzen in einer 
konkreten Situation nicht eingesetzt werden. Über die Gründe dafür soll hier nicht 
spekuliert werden, allein den Sachverhalt möglicher Diskrepanzen zwischen Kompe-
tenz und Performanz gilt es zu konstatieren. Daraus folgt im übrigen die Notwendig-
keit einer differenzierten Fähigkeits- und Leistungsbeurteilung, um Kompetenz und 
Performanz getrennt voneinander bewerten zu können. 
Zusammenfassend läßt sich festhalten: Der Umgang mit dynamischen Systemen ist 
abhängig von objektiven Systemeigenschaften, Anforderungen an den Problemlöser 
(wie sie sich aus den Aufgabenmerkmalen ergeben) sowie dessen individuellen Kom-
petenzen.  
 
5.4 Abschließende Bemerkungen zur Systematik 
Auf den ersten Blick mag das Ergebnis unserer Überlegungen enttäuschen: Was bleibt 
übrig außer der (trivialen) Erkenntnis, daß das Verhalten von Menschen, die mit com-
putersimulierten komplexen Szenarien konfrontiert werden, multiple Determinanten 
aufweist, die in Wechselwirkung miteinander stehen? Andererseits: ein begriffliches 
Gefüge zu entwickeln, mit dem verschiedene Untersuchungen eingeordnet werden 
können, mit dem Lücken im Sinn noch zu erforschender Zusammenhänge bzw. zu re-
alisierender Versuchspläne deutlich werden, ist von nicht geringem Wert. So fällt z.B. 
auf, daß Forschungsschwerpunkte einmal im Bereich der Personmerkmale, zum ande-
ren im Bereich der Aufgabenmerkmale gesetzt wurden. Hierfür wurden im Text 
empirische Belege angeführt. Der Bereich der Situationsmerkmale wie auch das Feld 
der Wechselwirkungen zwischen den drei Facetten ist dagegen bislang weniger gut 
untersucht worden. Daß die vorgeschlagene Taxonomie nicht noch mehr Dimensionen 
berücksichtigt, liegt am Sparsamkeitsprinzip: Zum Zwecke einer vergleichenden Be-
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schreibung verschiedenster Experimente und Systeme scheinen diese drei Aspekte 
einen hinreichenden Auflösungsgrad zu besitzen, der ihre Auswahl rechtfertigt. 
STROHSCHNEIDER (1991) sieht den Wert taxonomischer Bestrebungen schon 
allein dadurch eingeschränkt, daß einige Pbn “in einem hochvernetzten dynamischen 
System nichts weiter sehen als einen Haufen unabhängig zu beeinflussender 
Variablen". Dies scheint mir ein schwacher Einwand: daß ein naiver Betrachter einer 
bunten Sommerwiese nicht die verschiedenen Arten von pflanzlichen und tierischen 
Organismen wahrnimmt, die ein Biologe in der Tradition von LENNÉ identifiziert, tut 
dem Wert der biologischen Taxonomie doch keinen Abbruch! Von der Biologie ist 
ein weiteres zu lernen: Klassifikationen, durch Taxonomien möglich gemacht, 
beruhen auf Homologie (informativer Gleichheit) und nicht auf Analogie 
(irreführender Gleichheit). Die Flügel eines Käfers und der Schnabel einer Kröte 
mögen auch bei Vögeln vorkommen – dennoch wird keines der genannten Tiere als 
Vogel bezeichnet (dies Beispiel stammt von GREGORY, 1987, p. 235; zu Problemen 
bei der Unterscheidung zwischen Analogien und Homologien in der Psychologie siehe 
ASENDORPF, 1990, p.142f.). 
STROHSCHNEIDER meint, die für die psychologische Analyse entscheidende Frage 
sei, wie der Pb das System wahrnehme, welchen Anforderungen er sich ausgesetzt 
sehe. Genau dies kann nicht die zentrale Perspektive sein, die wir uns zu eigen ma-
chen sollten! Was Pbn denken, fühlen, sehen, soll nicht geringschätzig vom Tisch ge-
fegt werden, aber es weisen doch eine Menge an Befunden darauf hin, daß in vielen 
Fällen Pbn gar nicht wissen (jedenfalls nicht im Sinne bewußt mitteilbarer Informa-
tion), was mit und in ihnen passiert. 
Natürlich ist es wichtig, wie sich System und Situation konkret beim einzelnen Pro-
blemlöser manifestieren. Es kommt also – wie weiter oben im Heckhausen-Zitat 
schon angesprochen – auf den individuellen Bedeutungsgehalt von System und Situa-
tion an. Man darf jedoch nicht in den alten Irrglauben der Introspektionisten zurück-
fallen, daß wir über diesen individuellen Bedeutungsgehalt – über die im Individuum 
real wirksamen Situations- und Systemmerkmale – etwas erfahren, indem wir den Pb 
fragen, wie er/sie die Situation sieht, erlebt, etc. Zwischen der Kommunikation über 
Gedanken, Gefühle, Empfindungen und den Gedanken, Gefühlen, Empfindungen 
selbst muß unterschieden werden. 
Zweifel an den subjektiven Einsichten von Pbn im Bereich des Konzeptlernens und 
Hypothesentestens hat WILSON (1975) durch eine einfache Untersuchung belegt. 
NISBETT und WILSON (1977) haben ebenfalls Zweifel an der Glaubwürdigkeit 
verbaler Beschreibungen angemeldet. BREDENKAMP (1990) konnte bei 
experimentellen Untersuchungen eines Rechenkünstlers zeigen, daß die 
Selbstbeschreibung dieses Experten nicht in Einklang mit seinem tatsächlichen 
Vorgehen stand. Täuschungen der Wahrnehmung wie auch kognitive Täuschungen 
(hindsight-bias, overconfidence, etc.) tun ein übriges, dem Forscher Skepsis 
gegenüber Pb-Aussagen abzuverlangen und nicht auf die subjektive Karte zu setzen. 
Zuviel an Informationen dürfte auch ohne unser Zutun aufgenommen werden bzw. 
aus Erfahrungen extrahiert werden, ohne daß man sich dessen bewußt wäre (vgl. 
PERRIG, 1990).  
Wie bedeutsam objektive Systemmerkmale sind, hat nicht nur meine Arbeitsgruppe 
nachgewiesen. STERMAN (1989) etwa hat kürzlich demonstriert, daß bei der Steue-
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rung eines völlig transparenten makroökonomischen Systems die Pbn zwar höchst 
idiosynkratische Systemverläufe produzieren; dennoch lassen sich einfache Heu-
ristiken finden, die das (Eingriffs-)Verhalten der Pbn recht gut beschreiben und eine 
Funktion der lokal verfügbaren Systemeigenschaften darstellen. — Ebenfalls ein-
drucksvolle Effekte objektiver Systemeigenschaften findet man z.B. in Arbeiten von 
BREHMER und ALLARD (1991) oder KLUWE, MISIAK und SCHMIDLE (1985) 
beschrieben. Die letztgenannte Gruppe hat ähnlich wie STERMAN gezeigt, daß mit 
relativ einfachen Annahmen bereits eine befriedigende Steuerung von Systemen 
gelingen kann (vgl. RINGELBAND, MISIAK & KLUWE, 1990). Solche Effekte 
können natürlich nur dort beobachtet werden, wo überhaupt Systemmerkmale 
systematisch variiert wurden. 
Auch wenn die vorgelegten Bemerkungen zunächst nur heuristischen Wert besitzen 
– die Empirie kann auf der Ebene konzeptueller Rahmenvorstellungen nicht als Prüf-
instanz auftreten –, ist es dennoch nützlich, ordnungsstiftende Begriffe und Kate-
gorien bereitzustellen. Diese sollten auch die Grundlage abgeben können für theore-
tische Modelle, die Zusammenhänge bzw. Wechselwirkungen zwischen den verschie-
denen, hier abgehandelten Ebenen genau beschreiben. Derartige Wechselwirkungen 
werden von vielen Forschern unterstellt (z.B. DÖRNER, 1989a, b; EYFERTH, SCHÖ-
MANN & WIDOWSKI, 1986; FUNKE, 1991b; HÖRMANN & THOMAS, 1989; 
HUSSY, 1989; MISIAK, HAIDER & KLUWE, 1989), auch wenn in der konkreten For-
schungspraxis jeweils deutliche Akzente in der einen oder anderen Richtung gesetzt 
werden. Die empirische Prüfung der Gültigkeit derartiger Zusammenhangs- und 
Wechselwirkungsaussagen wird dann über die Brauchbarkeit der aus der Taxonomie 
abgeleiteten Modellvorstellungen entscheiden. 
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