Let A be a positive bounded operator on a Hilbert space H, ·, · . The semi-inner product x, y A := Ax, y , x, y ∈ H, induces a seminorm · A on H. Let w A (T ) denote the A-numerical radius of an operator T in the semi-Hilbertian space H, · A . In this paper, for any semi-Hilbertian operators T and S, we show that w A (T R) = w A (SR) for all (A-rank one) semi-Hilbertian operator R if and only if A 1/2 T = λA 1/2 S for some complex unit λ. From this result we derive a number of consequences.
Introduction
Let H and K be complex Hilbert spaces with inner product ·, · . By B(H, K) we denote the space of all bounded linear operators from H to K, and we abbreviate B(H) = B(H, H). For every T ∈ B(H, K) its range is denoted by R(T ), its null space by N (T ), and its adjoint by T * . If M is a linear subspace of H, then M stands for its closure in the norm topology of H. Given a closed subspace M of H, P M denotes the orthogonal projection onto M. Throughout this paper, we assume that A ∈ B(H) is a positive operator (i.e. Ax, x ≥ 0 for all x ∈ H). Such an A induces a semi-inner product on H defined by x, y A = Ax, y for all x, y ∈ H. We denote by · A the seminorm induced by ·, · A . Observe that x A = 0 if and only if x ∈ N (A). Then · A is a norm if and only if A is one-to-one, and the seminormed space (H, · A ) is a complete space if and only if R(A) is closed in H. For T ∈ B(H), the quantity of A-operator seminorm of T is defined by T A = sup T x A : x ∈ R(A), x A = 1 . Notice that it may happen that T A = +∞ for some T ∈ B(H). For example, let A be the diagonal operator on the Hilbert space ℓ 2 given by Ae n = en n! , where {e n } denotes the canonical basis of ℓ 2 and consider the left shift operator T ∈ B(ℓ 2 ). From now on we will denote B A (H) := T ∈ B(H) : T A < ∞ . It can be verified that B A (H) is not a subalgebra of B(H) in general and T A = 0 if and only if AT A = 0. For T ∈ B(H), an operator R ∈ B(H) is called an A-adjoint operator of T if for every x, y ∈ H, we have T x, y A = x, Ry A , that is, AR = T * A. Generally, the existence of an A-adjoint operator is not guaranteed. The set of all operators that admit A-adjoints is denoted by B A (H). If T ∈ B A (H), then the "reduced" solution of the equation AX = T * A is a distinguished A-adjoint operator of T , which is denoted by
Note that B A (H) and B A 1/2 (H) are two subalgebras of B(H) which are neither closed nor dense in B(H). Moreover, the inclusions B A (H) ⊆ B A 1/2 (H) ⊆ B A (H) ⊆ B(H) hold with equality if A is one-to-one and has a closed range. For an account of results, we refer the reader to [1, 6, 8] .
The A-numerical range of T ∈ B(H) is a subset of the set of complex numbers C and it is defined by W A (T ) = T x, x A : x ∈ H, x A = 1 . It is known as well that W A (T ) is a nonempty convex subset of C (not necessarily closed), and its supremum modulus, denoted by w A (T ) = sup |ξ| : ξ ∈ W A (T ) , is called the A-numerical radius of T (see [2] ). It is a generalization of the concept of numerical radius of an operator: recall that the numerical radius of T ∈ B(H) is defined as w(T ) = sup | T x, x | : x ∈ H, x = 1 . Notice that it may happen that w A (T ) = +∞ for some T ∈ B(H). For example, consider operators A = 1 0 0 0 and T = 0 1 1 0 . It has recently been shown in [9, Theorem 2.5] that
In the special case A = I, we have
. For proofs and more facts about Anumerical radius of operators, we refer the reader to [2, 9] and the references therein.
If T, S ∈ B A 1/2 (H) and A 1/2 T = λA 1/2 S for some complex unit λ, then for every
However, the converse implication is not obvious and hence it is natural to consider the problem of characterizing all operators T,
In the next section, by using a construction from [1, 3] , for any
Results
In order to achieve the goals of the present section, we need some prerequisites. For the positive operator A ∈ B(H), the semi-inner product ·, · A induces on the quotient H/N (A) an inner product which is not complete unless R(A) is closed. A canonical construction due to de Branges and Rovnyak [3] (see also [4, 5, 7] ) shows that the completion of H/N (A) is isometrically isomorphic to R(A 1/2 ), with the inner product
The Hilbert space R(A 1/2 ), [·, ·] will be denoted by R(A 1/2 ). Moreover, it can be checked that R(A) is dense in R(A 1/2 ) and by (2.1) we have
3)
The following results can be found in [1] .
Let us recall that by [ 
Proof. The statements (i)-(ii) follow directly from the definition of ⊗ A . To prove (iii), from Proposition 2.2 and (i) it follows that x ⊗ A y ∈ B A 1/2 (H) and so, by Proposition 2.3, there is a unique x ⊗ A y ∈ B(R(A 1/2 )) such that x ⊗ A yM A = M A (x ⊗ A y). Now, let z ∈ H. By Proposition 2.1, (2.2) and (2.5), we have
Thus Ax ⊗ A Ay M A = M A (x ⊗ A y). Since x ⊗ A y is unique, therefore we conclude that x ⊗ A y = Ax ⊗ A Ay. Now we are able to establish the following result.
Proof. By (1.1) we have 
by (2.2) and (2.3)
Hence
The following lemma will be useful in the proof of the next result.
Lemma 2.6. Let T, S ∈ B A 1/2 (H). If A 1/2 T x and A 1/2 Sx are linearly dependent for every A-unit vector x ∈ H, then there exists λ ∈ C \ {0} such that A 1/2 T = λA 1/2 S.
Proof. The proof is elementary and so we omit it. Now we are in a position to prove our main result in this paper. In the following, as usual, T is the unit cycle of the complex plane, i.e. T = {|α| : α ∈ C}. Theorem 2.7. Let T, S ∈ B A 1/2 (H). Then the following conditions are equivalent: 
(2.6)
Let x ∈ H with x A = 1 and y = T x. So, by (2.6) and the Cauchy-Schwarz inequality, we obtain
, and hence T x A ≤ Sx A . By symmetry, therefore,
On the other hand, for any A-unit vector x ∈ H with y = Sx, by (2.6), we get | T x, Sx A | + T x A Sx A = 2 Sx 2 A . Therefore, by (2.7), we infer that | T x, Sx A | = T x A Sx A , or equivalently, | A 1/2 T x, A 1/2 Sx | = A 1/2 T x A 1/2 Sx . Thus A 1/2 T x and A 1/2 Sx are linearly dependent for every A-unit vector x ∈ H. So, it follows from Lemma 2.6 that there exists λ ∈ C \ {0} such that A 1/2 T = λA 1/2 S. Finally, by (2.7), we conclude that |λ| = 1 and the proof is completed.
As an immediate consequence of Theorem 2.7, we have the following result.
Then the following conditions are equivalent:
A particular case of Theorem 2.7 can be stated:
Theorem 2.9. Let T ∈ B A 1/2 (H). Then the following conditions are equivalent: (i) A 1/2 T = λA 1/2 for some λ ∈ T. On making use of Theorem 2.9, we reach the next result.
Corollary 2.10. Let T ∈ B A 1/2 (H). Then the following conditions are equivalent:
for all x, y ∈ H \ {0}.
Remark 2.11. By Proposition 2.4(ii) and an argument similar to that given in the proof of Theorem 2.7, for T, S ∈ B A 1/2 (H) it can be seen that the following conditions are equivalent:
