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Let G be a simple graph of order n with t triangle(s). Also let λ1(G), λ2(G), . . . , λn(G) be
the eigenvalues of the adjacency matrix of graph G. X. Yong [X. Yong, On the distribution
of eigenvalues of a simple undirected graph, Linear Algebra Appl. 295 (1999) 73–80]
conjectured that (i)G is complete if and only if det(A(G)) = (−1)n−1(n−1) and also (ii)G is
complete if and only if |det(A(G))| = n− 1. Here we disprove this conjecture by a counter
example.Wang et al. [J.F.Wang, F. Belardo, Q.X. Huang, B. Borovićanin, On the two largest Q-
eigenvalues of graphs, Discrete Math. 310 (2010) 2858–2866] conjectured that friendship
graph Ft is determined by its adjacency spectrum. Here we prove this conjecture.
The eccentricity of a vertex is the maximum distance from it to another vertex and the
average eccentricity ecc(G) of a graph G is the mean value of eccentricities of all vertices
of G. Moreover, wemention three conjectures, obtained by the system AutoGraphiX, about
the average eccentricity (ecc(G)), girth (g(G)) and the spectral radius (λ1(G)) of graphs
(see Aouchiche (2006) [1], available online at http://www.gerad.ca/~agx/). We give a proof
of one conjecture and disprove two conjectures by counter examples.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a simple and undirected graph with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G), where
|V (G)| = n is the order and |E(G)| = m is the size of G. For vi ∈ V (G), the degree (= number of first neighbors) of the
vertex vi is denoted by di. Let ∆ = ∆(G) be the maximum vertex degree of a graph G. Also let mi be the average degree of
the vertices adjacent to vi ∈ V (G). The girth g = g(G) of a graph G on n vertices with at least n edges is the length of the
smallest cycle in G. For vertices vi, vj ∈ V (G), the distance d(vi, vj) is defined as the length of the shortest path between vi
and vj in G. The eccentricity of a vertex is the maximum distance from it to any other vertex,
ε(vi) = max
vj∈V (G)
d(vi, vj).
The diameter of a graph d(G) is the maximum eccentricity of any vertex in the graph, or the greatest distance between any
pair of vertices. For an arbitrary vertex vi ∈ V (G) it holds that ε(vi) ≤ d(G). The average eccentricity of a graph G is the
mean value of eccentricities of vertices of G,
ecc(G) = 1
n

vi∈V (G)
ε(vi).
If vertices vi and vj are adjacent, we denote that by vivj ∈ E(G). The adjacency matrix A(G) of G is defined by its entries
aij = 1 if vivj ∈ E(G) and 0 otherwise. Since A(G) is symmetric, its eigenvalues are real. Without loss of generality, we can
write them as λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G) and call them the eigenvalues of G. As usual, K1,n−1 and Pn denote respectively
the star and the path on n vertices. A kite Kin,ω is the graph obtained from a complete graph Kω and a path Pn−ω by adding
an edge between a vertex from the complete graph and an end point from the path. Let Ft denote the friendship graph on
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Fig. 1. Friendship graph Ft on n = 2t + 1 vertices.
n = 2t + 1 vertices, that is, the graph consisting of t triangle(s) intersecting in a single vertex (see Fig. 1). The spectrum
of Ft is
S(Ft) =
1+√1+ 8t
2
, 1, 1, . . . , 1  
t−1
,−1,−1, . . . ,−1  
t
,
1−√1+ 8t
2
 .
In [25], Yong gave the following conjecture:
Conjecture 1 ([25]). For a simple graph G of order n, (i) G is complete if and only if det(A(G)) = (−1)n−1(n− 1) and (ii) G is
complete if and only if |det(A(G))| = n− 1.
Two graphs G and H are said to be cospectral with respect to the adjacency spectrum if they have equal adjacency
spectrum (i.e. equal adjacency characteristic polynomials). If G and H are isomorphic, they are necessarily cospectral. A
graph G is said to be determined by its adjacency spectrum if there is no other non-isomorphic graph with the same
adjacency spectrum, that is, S(H) = S(G) implies H ∼= G for any graph H . The problem ‘‘which graphs are determined
by their spectrum?’’ was posed by Günthard and Primas [15] more than 50 years ago in the context of Hückel’s theory in
chemistry. Only in most recent years have mathematicians devoted their attention to this problem and many papers are
now appearing in many journals. For additional remarks and basic results on this topic we refer the readers to the excellent
surveys [21,22]. In [23], Wang et al. gave the following conjecture:
Conjecture 2 ([23]). The friendship graph Ft is determined by its adjacency spectrum.
TheAutoGraphiX (AGX) computer systemwasdevelopedby theGERADgroup fromMontréal [1,2,8]. AGX is an interactive
software program designed to help finding conjectures in graph theory. Recently there is vast research ongoing regarding
AGX conjectures and series of papers on various graph invariants: average distance [4], independence number [3], proximity
and remoteness [6], largest eigenvalue of adjacency and Laplacian matrix [5], connectivity index [7], Randić index [16],
connectivity and distance measures [20], etc. We continue this work and resolve some conjecture (see [9–12]). Here we
mention three conjectures in the following (see [1], available online at http://www.gerad.ca/~agx/):
Conjecture 3 (A.458-L [1]). Let G be a connected graph with n ≥ 3 vertices, spectral radius λ1(G) and average eccentricity
ecc(G). Then
λ1(G)+ ecc(G) ≥
√
n− 1+

2− 1
n

with equality if and only if G ∼= K1,n−1.
Conjecture 4 (A.460-L [1]). Let G be a connected graph with n ≥ 3 vertices, spectral radius λ1(G) and average eccentricity
ecc(G). Then
λ1(G) · ecc(G) ≥
√
n− 1 ·

2− 1
n

with equality if and only if G ∼= K1,n−1.
Conjecture 5 (A.410-L and A.412-L [1]). Let G be a connected graph on n (n > 3) vertices with girth g(G) (g ≥ 3) and spectral
radius λ1(G). Then λ1(G)+ g(G) and λ1(G) · g(G) are minimum for the kite Kin,3.
The paper is organized as follows. In Section 2, we give a list of some previously known results. In Section 3, we disprove
Conjecture 1 by counter example and prove Conjecture 2. In Section 4,we disprove Conjectures 3 and 4 by counter examples.
Moreover, we give a proof of Conjecture 5.
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2. Preliminaries
In this section, we shall list some previously known results that will be needed in the next two sections.
Lemma 2.1 ([18]). Let B be a p× p symmetric matrix and let Bk be its leading k× k submatrix; that is, Bk is the matrix obtained
from B by deleting its last p− k rows and columns. Then, for i = 1, 2, . . . , k,
λp−i+1(B) ≤ λk−i+1(Bk) ≤ λk−i+1(B), (1)
where λi(B) is the i-th largest eigenvalue of B.
The following result is obtained in [13].
Lemma 2.2 ([13]). Let G be a simple graph of order n, possessing t triangle(s). Then
vivj∈E(G)
|Ni ∩ Nj| = 3t, (2)
where |Ni ∩ Nj| is the cardinality of the common neighbors of vi and vj.
We now give an upper bound on the spectral radius of graph G.
Lemma 2.3 ([14]). If G is a connected graph, then
λ1(G) ≤ max
vivj∈E(G)
√
mimj,
where mi is the average degree of the adjacent vertices of vertex vi. Moreover, the equality holding if and only if G is either a graph
with all the vertices of equal average degree or a bipartite graph with vertices of the same set having equal average degree.
Lemma 2.4 ([17]). Let G be a connected graph, and let G′ be a proper spanning subgraph of G. Then λ1(G) > λ1(G′).
Let v be a vertex in a connected graph Gwith at least two vertices and suppose that two new paths P : vukuk−1 · · · u2u1
and Q : vvmvm−1 · · · v2v1 of lengths k,m (k ≥ m ≥ 1), respectively, are attached to G at v, to form a new graph G∗k, m, where
u1u2 · · · uk and v1v2 · · · vm are distinct new vertices. Let G∗k+1, m−1 = G∗k, m − v1v2 + u1v1. Thus we have
Transformation A : G∗k, m −→ G∗k+1, m−1.
Lemma 2.5 ([17]). Let G be a connected graph with at least two vertices. Also let G∗k, m and G
∗
k+1, m−1 be the graphs defined as
above. Then
λ1(G∗k, m) > λ1(G
∗
k+1, m−1).
Let u and v be two adjacent vertices of degrees >1 of a connected graph G and suppose that two new paths
P : uukuk−1 · · · u2u1 andQ : vvmvm−1 · · · v2v1 of length k at u and lengthm at v (k ≥ m ≥ 1) are attached to G, respectively,
to form a new graph G˜k, m, where u1u2 · · · uk and v1v2 · · · vm are distinct new vertices. Let G˜k+1, m−1 = G˜k, m − v1v2 + u1v1.
Thus we have
Transformation B : G˜k, m −→ G˜k+1, m−1.
Lemma 2.6 ([17]). Let G be a connected graph with at least two adjacent vertices u and v of degrees >1. Also let G˜k, m and
G˜k+1, m−1 be the graphs defined as above. Then
λ1(G˜k, m) > λ1(G˜k+1, m−1).
The characteristic polynomial of G is det(λI − A(G)), which is denoted by Φ(G, λ) or Φ(G). For a subsetW of V (G), let
G−W be the subgraph of G obtained by deleting the vertices ofW and the edges incident with them. Similarly, for a subset
E ′ of E(G), we denote by G − E ′ the subgraph of G obtained by deleting the edges of E ′. If W = {vi} and E ′ = {vjvk}, the
subgraphs G−W and G− E ′ will be written as G− vi and G− vjvk in short, respectively.
Lemma 2.7 ([19]). Let e = vivj be an edge of G, and let C(e) be the set of all circuits containing e. ThenΦ(G) satisfies
Φ(G) = Φ(G− e)− Φ(G− vi − vj)− 2

Z
Φ(G− V (Z)),
where the summation extends over all Z ∈ C(e).
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Fig. 2. Three graphs F2,G2 and G3 .
3. Conjecture on the adjacency spectrum
In this section we discuss Conjectures 1 and 2. First we will present a counter example of Conjecture 1 and next we give
a proof of Conjecture 2.
Counter example of Conjecture 1. It is well-known that
det(A(G)) =
n
i=1
λi(G).
When t is odd, we have det(A(Ft)) =ni=1 λi(Ft) = (−1)t+12t = n− 1.
Lemma 3.1. Let G be a connected graph with t triangle(s). If each edge uv belongs to exactly one triangle in G, then the number
of vertices in G is 2t + 1.
Proof. Let n be the number of vertices in G. Since graph G has t triangle(s) and each edge belongs to exactly one triangle in
G, then the number of edges,m = 3t and hencem = 3t = n+ t − 1, that is, n = 2t + 1 as G is connected. 
Now we are ready to give the proof of Conjecture 2.
Theorem 3.2. Every friendship graph Ft is determined by its adjacency spectrum.
Proof. Suppose that graphs G and Ft are cospectral with respect to the adjacency spectrum. Then n = 2t + 1 and
S(G) =
1+√1+ 8t
2
, 1, 1, . . . , 1  
t−1
,−1,−1, . . . ,−1  
t
,
1−√1+ 8t
2
 .
Thus we have
n
i=1
λi(G) = 0,
n
i=1
λ2i (G) = 1+ 4t + t − 1+ t = 6t,
and
n
i=1
λ3i (G) =
1
4
(1+ 3+ 24t)+ t − 1− t = 6t.
We have to prove that G ∼= Ft . For any graph G, we have
n
i=1
λi(G) = 0,
n
i=1
λ2i (G) =
n
i=1
di = 2m,
and
n
i=1
λ3i (G) =
n
i=1

vj:vivj∈E(G)
|Ni ∩ Nj| = 2

vivj∈E(G)
|Ni ∩ Nj|.
From the above results, we getm = 3t andvivj∈E(G) |Ni∩Nj| = 3t . Thus we conclude that graph G has 2t+1 vertices, 3t
edges and t triangle(s), by Lemma2.2. For t = 1,we have n = m = 3with one triangle. ThenG ∼= F1 (or C3, cycle of order 3).
For t = 2, we have n = 5 and m = 6 with two triangles. Three possible graphs are F2,G2 and G3. Since S(G2) =
{2.641, 0.724, −0.589, −1, −1.776} and S(G3) = {2.686, 0.335, 0, −1.271, −1.749}, we have G ∼= F2. Otherwise,
t ≥ 3 and hence n ≥ 7,m ≥ 9.
First we assume that there exists an edge uv belonging to two triangles in G. Since n ≥ 7,m ≥ 9 and t ≥ 3, either G3
(Fig. 2) is a subgraph of G or G4 (Fig. 3) is a subgraph of G. If G3 is a subgraph of G, then by Lemma 2.1,
−1 = λn−1(G) ≤ λ4(G3) ≈ −1.271, a contradiction (by Mathematica [24]).
Otherwise, G4 is a subgraph of G and by Lemma 2.1,
1 = λ2(G) ≥ λ2(G4) ≈ 1.211, a contradiction (by Mathematica [24]).
K.C. Das / Discrete Mathematics 313 (2013) 19–25 23
Fig. 3. Two graphs G4 and G5 .
Next we assume that each edge uv belongs to at most one triangle in G. Since G has 3t edges with t triangles, then we
must have each edge belonging to exactly one triangle in G. Suppose G has r connected components with ni (i = 1, 2, . . . , r)
number of vertices and ti (i = 1, 2, . . . , r) number of triangle(s), then
n =
r
i=1
ni =
r
i=1
(2ti + 1) = 2t + r, by Lemma 3.1.
But n = 2t+ 1. Thus we have r = 1 and hence G is connected. If the maximum degree of G (∆(G)) is strictly less than n− 1,
then G5 (Fig. 3) must be a subgraph of G as n ≥ 7. By Lemma 2.1, we get
1 = λ2(G) ≥ λ2(G5) ≈ 1.732, a contradiction (by Mathematica [24]).
Otherwise, the maximum degree of G (∆(G)) is n− 1. Since n = 2t + 1,m = 3t with t triangles and each edge in G belongs
to exactly one triangle, we must have G ∼= Ft . 
4. Conjecture on the spectral radius, average eccentricity and girth
In this section we discuss Conjectures 3–5. Denote by T (a, b), is a tree of diameter equal to 4, formed by joining the
centers of ‘‘a’’ copies of K1,b−1 to a new vertex vi, that is, T (a, b)− vi = aK1,b−1. Thus we have n = ab+ 1, is the number of
vertices in T (a, b).
Lemma 4.1. Let T (a, b) be a tree of n vertices with diameter 4. Then
λ1(T (a, b)) =
√
a+ b− 1. (3)
Proof. By Lemma 2.7, we have
Φ(T (a, b)) = Φ(T (a− 1, b))Φ(K1, b−1)−

Φ(K1, b−1)
a−1
λb−1
= λb−2(λ2 − b+ 1)Φ(T (a− 1, b))− λab−2a+1(λ2 − b+ 1)a−1 asΦ(K1,b−1) = λb−2(λ2 − b+ 1)
= λ2(b−2)(λ2 − b+ 1)2Φ(T (a− 2, b))− 2λab−2a+1(λ2 − b+ 1)a−1
= · · ·
= · · ·
= λ(a−1)(b−2)(λ2 − b+ 1)(a−1)Φ(T (1, b))− (a− 1)λab−2a+1(λ2 − b+ 1)a−1
= λ(a−1)(b−2)(λ2 − b+ 1)(a−1)λb−1(λ2 − b)− (a− 1)λab−2a+1(λ2 − b+ 1)a−1
= λab−2a+1(λ2 − b+ 1)a−1(λ2 − b− a+ 1).
From the above, we get the required result (3). 
Counter example of Conjecture 3. Let T (a, b) be a tree of order n = ab+ 1, a ≥ b ≥ 5. We have
ecc(T (a, b)) = 4a(b− 1)+ 3a+ 2
ab+ 1 =
4ab− a+ 2
ab+ 1 . (4)
Since a ≥ 5, one can see easily that
√
5a ≥ √2a− 1+ 2. (5)
Now,
λ1(T (a, b))+ ecc(T (a, b)) =
√
a+ b− 1+ 4− a+ 2
ab+ 1 by (3) and (4)
<
√
a+ b− 1+ 4− 1
ab+ 1
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Fig. 4. Unicyclic graph Sn(k1, k2, k3).
≤ √2a− 1+ 4− 1
ab+ 1 as a ≥ b
≤ √5a+ 2− 1
ab+ 1 by (5)
≤ √ab+

2− 1
ab+ 1

as b ≥ 5
= √n− 1+

2− 1
n

as n = ab+ 1. 
Counter example of Conjecture 4. Let T (a, b) be a tree of order n = ab+ 1, a ≥ 4(b− 1), b ≥ 5. First we have to show that√
ab ≥ 2√a+ b− 1, that is, a(b− 4) ≥ 4(b− 1),
which, evidently, is always obeyed as a ≥ 4(b− 1), b ≥ 5. Using the above result, we get
λ1(T (a, b)) · ecc(G) =
√
a+ b− 1 ·

4− a+ 2
ab+ 1

by (3) and (4)
< 2
√
a+ b− 1 ·

2− 1
ab+ 1

≤ √ab ·

2− 1
ab+ 1

= √n− 1 ·

2− 1
n

. 
By Sn(k1, k2, k3) (see Fig. 4) we denote a unicyclic graph of order n with girth 3 which has three vertices v1, v2, v3 of
degrees 3 and having the property
Sn(k1, k2, k3)− {v1, v2, v3} = Pk1−1 ∪ Pk2−1 ∪ Pk3−1.
This unicyclic graph has k1 + k2 + k3 = n vertices and assume that k1 ≥ k2 ≥ k3 ≥ 1. We say that the unicyclic
graph Sn(k1, k2, k3) has 3 branches, the lengths of which are k1 − 1, k2 − 1, k3 − 1, respectively. We now give the proof of
Conjecture 5.
Theorem 4.2. Let G be a connected graph on n (n > 3) vertices with girth g(G) (g ≥ 3) and spectral radius λ1(G). Then
λ1(G)+ g(G) and λ1(G) · g(G) are minimum for the kite Kin,3.
Proof. Let G be non-isomorphic to kite Kin,3. By Lemma 2.3, λ1(Kin,3) ≤ 2.5. Also let m be the number of edges in G. Since
g(G) is the girth ofG (g(G) ≥ 3), wemust havem ≥ n asG is connected.We consider two cases (a)m = n, and (b)m ≥ n+1.
Case (a):m = n. In this caseG is a unicyclic connected graph. Since cycle Cg is inG, it is well-known thatλ1(G) ≥ λ1(Cg) =
2, as the spectral radius of cycle Cg is 2. If girth g(G) ≥ 4 in G, then
λ1(G)+ g(G) ≥ 6 > 5.5 ≥ λ1(Kin,3)+ g(Kin,3)
and λ1(G) · g(G) ≥ 8 > 7.5 ≥ λ1(Kin,3) · g(Kin,3) as λ1(Kin,3) ≤ 2.5.
Otherwise, g(G) = 3. Let C3 be the cycle of G with V (C3) = {v1, v2, v3}. We now show that G can be transformed to
a unicyclic graph of the form Sn(k1, k2, k3) (k1 ≥ k2 ≥ k3 ≥ 1, k1 + k2 + k3 = n) using the transformation A, several
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times. If all the vertices are of degrees 1 or 2 except v1, v2 and v3 of G, then G already has the form Sn(k1, k2, k3) (k1 ≥
k2 ≥ k3 ≥ 1, k1 + k2 + k3 = n). Otherwise, let v be a vertex with degree ≥3 different from v1, v2 and v3 in G,
which is farthest from v1. Then we use the transformation A several times on those ‘‘pendent paths’’ starting at v to
transform G into a new unicyclic graph G0 in which v is a vertex of degree 2. So by using induction on the number of
vertices of degree ≥3 different from v1, v2 and v3, we can see that G can be transformed to a unicyclic graph of the form
Sn(k1, k2, k3) (k1 ≥ k2 ≥ k3 ≥ 1, k1 + k2 + k3 = n) using the transformation A, several times. Thus we have
λ1(G) > λ1(G0) > · · · > λ1(Sn(k1, k2, k3)), by Lemma 2.5.
Moreover, we use the transformation B several times to transform Sn(k1, k2, k3) into a new unicyclic graph, kite Kin,3.
Then by Lemma 2.6, we get
λ1(Sn(k1, k2, k3)) > λ1(Sn(k1 + 1, k2, k3 − 1)) > λ1(Sn(k1 + 2, k2, k3 − 2)) > · · · >
λ1(Sn(k1 + k3 − 1, k2, 1)) > λ1(Sn(k1 + k3, k2 − 1, 1)) > · · · > λ1(Sn(k1 + k2 + k3 − 2, 1, 1)) = λ1(Kin,3).
From the above results we conclude that λ1(G) > λ1(Kin,3). Hence
λ1(G)+ g(G) > λ1(Kin,3)+ g(Kin,3).
and λ1(G) · g(G) > λ1(Kin,3) · g(Kin,3).
Case (b):m ≥ n+1. Let G′ be a spanning subgraph of Gwith n edges such that g(G′) = g(G). Since G′ is a proper spanning
subgraph of G, we have
λ1(G) > λ1(G′), by Lemma 2.4.
By Case (a), we prove that λ1(G) + g(G) > λ1(G′) + g(G′) > λ1(Kin,3) + g(Kin,3) and λ1(G) · g(G) > λ1(G′) · g(G′) >
λ1(Kin,3) · g(Kin,3). This completes the proof. 
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