In [J. Csirik, G.J. Woeginger, An on-line algorithm for multidimensional bin packing, Inform. Process. Lett. 63 (1997) 171-175] the authors study the asymptotic worst case ratio between the height of the strip needed to on-line pack a list of boxes by means of the Harmonic Shelf Algorithm and the height of the strip used by an optimal algorithm. In this note we analyze the effectiveness of the former algorithm in terms of the ratio between the unused area inside the strip and the total size of this strip, and we show that the Harmonic Shelf Algorithm is also capable of packing items so that the asymptotic worst case value of this ratio comes arbitrarily close to 1 2 .
Introduction
Given a list L of two-dimensional rectangular-shaped boxes, where each box i ∈ L is characterized by its width w i and its height h i , the strip packing problem consists in orthogonally packing these boxes, without overlapping, into a vertical strip S of width W = 1. It is assumed that the boxes cannot be guillotined, and have fixed orientation, i.e., they cannot be rotated; moreover, we assume that the width and height of item i are positive scalars, with w i W and h i 1, for every i ∈ L.
We assume an environment where the boxes in list L arrive one by one along with their dimensions. When a new box i ∈ L arrives, it has to be immediately and irrevocably placed into a free rectangular subarea of S with the same dimensions of i; the next box in L becomes known only after box i is placed into S. Such an environment is called on-line (e.g., see the survey [4] ), differently from the off-line case where a complete knowledge of the whole problem instance is assumed. Correspondingly, algorithms able to work in the on-line environment are called on-line algorithms, while the other ones are called off-line algorithms.
For the on-line version of the strip packing problem of Baker and Schwarz [1] introduced the class of shelf algorithms. As we will discuss in the next section, each shelf algorithm is based on an on-line one-dimensional bin packing algorithm, called its slave algorithm. Taking into account the height of the strip as the objective function, Csirik and Woeginger [3] showed that no shelf algorithm can have an asymptotic worst case ratio better than h ∞ ≈ 1.69103, and, in particular, they proved that by using the Harmonic Algorithm introduced by Lee and Lee [6] as slave, the (Harmonic) shelf algorithm worst case ratio comes arbitrarily close to h ∞ . For other known results on strip packing the reader is referred to [3] .
Whilst in general the objective of strip packing is minimizing the height H S of the strip needed, there are many applications in which one is concerned with the height and/or with the size of the unused area inside the strip. Examples of these practical applications arise in the cutting and packing (transportation and warehousing) industry, e.g., in cutting wood or foam rubber into smaller pieces, and in placing goods on a shelf; other important applications are newspaper paging, VLSI floor planning, scheduling, and also GRID computing [2, 5] .
In this work, we are interested in evaluating the performance of the Harmonic Shelf Algorithm with respect to the packing effectiveness ratio, i.e., the ratio between the size of the wasted (i.e., unused) area contained in the strip needed to pack the incoming boxes and the size of this strip. We show that this algorithm is also capable of on-line packing boxes so that the asymptotic worst case value of the packing effectiveness ratio comes arbitrarily close to 1 2 . Note that this result cannot be directly derived from the result of Csirik and Woeginger [3] , and, to the best of our knowledge, no such worst case analysis for on-line strip packing has been provided in the open literature.
The remainder of the paper is organized as follows: in Section 2, we give basic notations and formally define the Harmonic Shelf Algorithm for on-line strip packing; in Section 3, we analyze its asymptotic worst case performance with respect to the packing effectiveness ratio.
Basic notations and definitions
In this section, we recall the basic functionalities of shelf algorithms and Harmonic Algorithm which will be used in the next section.
Shelf algorithms
Given a vertical strip of width W (and unlimited height), let a shelf be a rectangular part of the strip of width W and height at most 1, such that:
• every box is either completely inside or completely outside the shelf, and • every vertical line through the shelf intersects at most one box (see [3] ).
The basic idea of shelf algorithms is to classify incoming boxes according to their heights. The packing is then constructed as a sequence of shelves, and boxes of similar heights are packed into the same shelves. In particular, a shelf algorithm, denoted in the following as SHELF(A, ), is based on a real parameter , with 0 < < 1, and on an on-line slave algorithm A for the one-dimensional bin packing.
Whenever a new box i of width w i and height h i arrives, SHELF(A, ) determines the integer s 0 such that s+1 < h i s , and puts box i into a class denoted C s . Boxes in C s are packed into shelves of height s . Since the total width of boxes in a shelf cannot be greater than W , boxes in C s form an instance of on-line one-dimensional bin packing with bins of capacity W , which is solved by using slave algorithm A.
The slave Harmonic Algorithm
The shelf algorithm adopting the one-dimensional Harmonic bin packing algorithm H k as slave will be denoted as SHELF(H k , ). Algorithm H k is based on a non-uniform partition of the interval . To each one of these intervals I r , with 1 r k, there always corresponds a single open bin, and only items belonging to I r are packed into this corresponding bin. If a new item belonging to I r arrives and does not fit into its corresponding bin, the latter is closed (and never re-opened); then, a new bin is opened on top of the current packing and becomes the corresponding bin of I r .
For s 0 and 1 j k, we will denote with L sj the sublist of L containing boxes with w i ∈ I j and s+1 < h i s . Moreover, we will denote with (s, j ) the type of shelves of height s and width W used to pack boxes from L sj . Therefore, SHELF(H k , ) maintains at most a single open shelf of type (s, j ) for each sublist L sj .
The asymptotic worst case result
In this section we analyze the asymptotic worst case performance of the Harmonic Shelf Algorithm A=SHELF(H k , ) for on-line strip packing with respect to the packing effectiveness ratio, defined as the ratio between the size of the wasted (i.e., unused) area inside the strip needed to pack the incoming boxes and the size of this strip.
Let H S (A(L)) be the total height of the shelves opened in strip S by A given the input list L, and let w S (A(L)) be the total size of the wasted area in these shelves.
Lemma 1. For any k 2, for any 0 < < 1, and for any list L of boxes, A(L) yields a packing in S satisfying
Proof. For k 2 and s 0, suppose that algorithm A=SHELF(H k , ) has filled and closed z sj 0 shelves of type (s, j ) in S, plus at most one shelf of the same type remained open after packing all the boxes of list L sj , with 1 j k. For these types of shelves, we have that:
• If 1 j < k, then every closed shelf contains exactly j boxes. Moreover, since the width of these boxes is at least W j +1 , and the height at least s+1 , we have that
s+1 is a lower bound on the occupied area in a closed shelf of type (s, j ),
s+1 is an upper bound on the wasted area in a closed shelf of type (s, j ).
• If j = k, in every closed shelf the total width of the boxes is at least W (1 − 
Rearranging the right-hand side, we obtain 
Since H S (A(L)) H S (OPT(L)
)
Conclusions
Shelf algorithms are known for their good performance in on-line strip packing. In this paper, we studied the effectiveness of the Harmonic Shelf Algorithm in terms of the ratio between the size of the wasted area contained in the strip needed to pack the incoming boxes and the size of this strip, showing that its asymptotic worst case value can be made arbitrarily close to 1 2 . Future work could be devoted to providing a lower bound on the asymptotic worst case ratio of the algorithm.
