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Multimodale Anwendungen bieten den blinden Benutzern neue Möglichkeiten und Chan-
cen, die durch Verlust des Sehsinnes entstandenen Defizite über andere Sinneskanäle aus-
zugleichen. Die benutzerorientierte Gestaltung ist der sicherste Weg, um interaktive Sys-
teme gebrauchstauglich zu gestalten. Dabei sind die Benutzer hauptsächlich an zwei Akti-
vitäten beteiligt. Dies sind die Nutzungsanforderungsanalyse und die Evaluation. Hinsicht-
lich dieser zwei Aktivitäten wurden in der vorliegenden Arbeit Usability-Methoden unter-
sucht bzw. neu entwickelt, um die nutzerzentrierte Gestaltung multimodaler Anwendungen 
für blinde Benutzer zu unterstützen. 
Bezogen auf die Aktivität Nutzungsanforderungsanalyse wurde ein Verfahren entwi-
ckelt, welches speziell die Besonderheiten blinder Benutzer und multimodaler Anwendun-
gen bei der Nutzungsanforderungsanalyse berücksichtigt. Zusätzlich wurden zwei Schritte 
des Verfahrens, die Erstellung mentaler Modelle und die Modalitätsauswahl, die speziell 
auf den Kontext multimodaler Anwendungen für blinde Benutzer ausgerichtet sind, weiter 
vertiefend untersucht. Für den Schritt Erstellung mentaler Modelle wurden zwei Erstel-
lungsmethoden, Teaching-Back und Retrospective Think-Aloud, mit blinden Benutzern un-
tersucht. Dabei sind sowohl die Gestaltung vom Teaching-Back als auch der Vergleich 
beider Methoden von Interesse. Für den Schritt Modalitätsauswahl stand die Analyse des 
multimodalen Nutzerverhaltens blinder Benutzer im Mittelpunkt. Vier Eingabemodalitäten, 
Sprache, Touchscreen-Gesten, Touchscreen-Tastatur und Touchscreen-Braille bzw. deren 
Kombinationen wurden unter Einfluss von acht Aufgabentypen bei der Bedienung einer 
mobilen multimodalen Navigationsanwendung untersucht. 
In Hinblick auf die Usability-Evaluationsmethoden wurde zuerst das Augenmerk auf 
die Auswertung und die Erhebung mentaler Karten von blinden Benutzern gerichtet, da sie 
eine wichtige Rolle bei der Entwicklung von Navigationssystemen spielen. Zwei Auswer-
tungsmethoden für mentale Karten hinsichtlich des Überblicks- und Routenwissens wurden 
entwickelt. Beide Methoden ermöglichen es, die mentalen Karten anhand speziell entwi-
ckelter Bewertungskriterien, wie Anzahl der Elemente und Eigenschaften der Straßen, 
quantitativ zu bewerten. Bezüglich der Erhebung mentaler Karten wurden zwei Erhebungs-
methoden – Rekonstruktion mit Magnetstreifen und verbale Beschreibung – mit blinden 
Probanden hinsichtlich unterschiedlicher Aspekten untersucht. 
In zwei weiteren Untersuchungen wurden taktiles Paper-Prototyping und computerba-
siertes Prototyping für die frühen Entwicklungsphasen bzw. Labor- und synchroner Re-
mote-Test für die späteren Entwicklungsphasen mit blinden Benutzern verglichen. Dabei 
wurden die Effektivität der Evaluation, die Erkenntnisse und Erfahrungen der Probanden 
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KAPITEL 1  
Einleitung 
1.1 Problembeschreibung 
Seit den 90er Jahren gewinnt das Produktgestaltungsprinzip User Centred Design (UCD) 
zunehmend Beachtung, besonders in der Gestaltung der Mensch-Computer Interaktion. 
Das Ziel vom UCD besteht darin, ein Produkt möglichst gebrauchstauglich für die zukünf-
tigen Benutzer zu gestalten. Gebrauchstauglichkeit, in Englisch Usability, wird in ISO 
9241 Teil 11 (ISO 9241-11, 1998) folgendermaßen definiert: 
UCD zeichnet sich durch zwei Hauptmerkmale aus: Erstens, die Benutzer, deren Be-
dürfnisse im Vordergrund stehen, werden frühzeitig in die Produktentwicklung involviert. 
Zweitens, der Produktentwicklungsprozess ist iterativ, d.h. die Anforderungsanalyse, die 
Erarbeitung sowie die Evaluierung der Gestaltungslösung können in unterschiedlichen Ent-
wicklungsphasen je nach Bedarf wiederholt werden. Bei einer benutzerorientierten Gestal-
tung sind die Benutzer hauptsächlich an zwei Aktivitäten beteiligt. Dies sind die Nutzungs-
anforderungsanalyse und die Evaluation (Abras et al., 2004). Bei der Nutzungsanforde-
rungsanalyse werden alle Anforderungen und Wünsche für die Nutzung einer Anwendung 
erhoben und analysiert. Bei der Evaluation werden konzeptionelle Entwürfe, Prototypen 
und auch die Endprodukte auf ihre Usability untersucht. Für beide Aktivitäten stehen un-
terschiedliche Methoden zur Verfügung, beispielsweise für die Nutzungsanforderungsana-
lyse Personas (Bernsen & Dybkjær, 2009), Task-Analyse und Feldbeobachtung sowie für 
die Evaluation Usability-Test, Paper-Prototyping und Think-Aloud (lautes Denken). Me-
thoden wie Interview und Fragebogen können in beiden Aktivitäten eingesetzt werden.  Im 
Folgenden werden solche Methoden als Usability-Methoden bezeichnet. 
Die Bezeichnung Benutzer bezieht sich auf den potenziellen Benutzer der zu entwi-
ckelnde Anwendung. In den meisten Fällen gehören Menschen mit speziellen Bedürfnissen 
„The extent to which a product can be used by specified users to achieve spec-






zu den sekundären oder tertiären Benutzern. Dazu zählen besonders Menschen mit Behin-
derungen und ältere Menschen. In der Praxis werden sekundäre und tertiäre Benutzer in 
der Nutzungsanforderungsanalyse und Evaluation meistens nicht oder nur wenig berück-
sichtigt. Seit April 2002 ist das Behindertengleichstellungsgesetz in Kraft getreten. In § 1 
lautet das Gesetzesziel: 
Die spezielle Nutzergruppe der blinden Menschen hat besondere Bedürfnisse an die Be-
dienung von Mensch-Computer-Schnittstellen. Sie werden primäre Benutzer, wenn für sie 
spezielle Hilfsmittel entwickelt werden. Zu solchen Hilfsmitteln gehören beispielsweise 
Bildschirmleseprogramme, auch Screenreader genannt, sowie taktile Displays, wie das im 
Rahmen des Projektes HyperBraille1 für blinde und stark sehbehinderte Benutzer entwi-
ckelte HyperBraille Display. 
Multimodale Anwendungen ermöglichen es den Benutzern, durch mehr als nur eine 
Eingabemöglichkeit (z.B. Sprache und Gesten) mit den Anwendungen zu interagieren. Sol-
che Anwendungen bieten blinden Benutzern neue Möglichkeiten und Chancen, die durch 
Verlust des Sehsinnes entstandenen Defizite über andere Sinneskanäle auszugleichen. Des-
halb sollten, wenn blinde Menschen zu den potenziellen Benutzern gehören, deren Bedürf-
nisse in der Entwicklung multimodaler Anwendungen speziell berücksichtigt werden. 
Effektive und intuitive Interaktionen sind die wichtigsten Ziele bei der Gestaltung von 
interaktiven Systemen. Was sehenden Menschen als effektiv und intuitiv erscheint, trifft 
möglicherweise für blinde Menschen nicht zu. Aus den unterschiedlichen Ein- und Ausga-
bemöglichkeiten für sehende und blinde Benutzer folgen unterschiedliche Vorgehenswei-
sen bei der Bedienung. Dadurch machen blinde Benutzer ganz andere Erfahrungen als Se-
hende. Dementsprechend haben sie auch ganz andere Anforderungen und Vorstellungen an 
Systeme hinsichtlich der Gebrauchstauglichkeit. Der sichere Weg zu einer gebrauchstaug-
lichen multimodalen Anwendung für blinde Menschen sollte dem UCD folgen. Dies be-
deutet, dass blinde Menschen an der Nutzungsanforderungsanalyse und Evaluation aktiv 
beteiligt werden sollen. Aus diesem Zusammenhang resultieren zwei Herausforderungen 
für die Entwickler und Designer – die meist Sehende sind – um eine Anwendung für blinde 
Benutzer gebrauchstauglich zu gestalten. Die erste Herausforderung besteht darin, die An-
forderungen der blinden Benutzer an die multimodale Anwendung umfangreich zu erfassen. 
Es ist bisher kein systematisches Vorgehen vorhanden, welches sich speziell an den Be-
sonderheiten der blinden Menschen und den multimodalen Anwendungen orientiert. Die 
Usability-Evaluation stellt die zweite Herausforderung dar. Die vorhandenen Usability-
Evaluationsmethoden wurden nicht speziell für blinde Menschen entwickelt . Es ist bekannt, 
dass je nach den Besonderheiten der Nutzergruppen unterschiedliche Gestaltungslösungen 
                                                 
1 http://www.hyperbraille.de/ 
„[… ] die Benachteiligung von behinderten Menschen zu beseitigen und zu 





angeboten werden sollen. Genauso besteht auch der Bedarf, die Anwendbarkeit der vor-
handenen Methoden mit blinden Benutzern zu untersuchen und sie gegebenenfalls für 
blinde Benutzer zu adaptieren. Der korrekte Einsatz der Methode ist eine der Vorausset-
zungen für valide Testergebnisse. 
 Aus den oben genannten zwei Herausforderungen heraus kann folgende Hauptthese 
abgeleitet werden: Bei der nutzerorientierten Gestaltung multimodaler Anwendungen für 
blinde Benutzer müssen die Usability-Methoden an die blinden Benutzer angepasst bzw. 
weiter entwickelt werden, um die Anwendungen für sie nutzerfreundlich zu gestalten.  Dies 
ist das zentrale Leitmotiv für die vorliegende Arbeit. 
1.2 Zielstellung und Lösungsansätze 
Das primäre Ziel der vorliegenden Arbeit besteht darin, das nutzerzentrierte Design multi-
modaler Anwendungen für blinde Benutzer durch Untersuchung, Anpassung und Entwick-
lung von Usability-Methoden zu unterstützen. Dabei konzentrieren sich die Usability-Me-
thoden auf die benutzerorientierten Methoden und die zwei UCD-Aktivitäten, die Nut-
zungsanforderungsanalyse und die Evaluation, bei denen blinde Benutzer aktiv beteiligt 
werden sollen. Dementsprechend unterteilt sich die Arbeit in folgende zwei Teilziele, um 
das primäre Ziel der Arbeit zu erreichen: 
1. Optimierung vorhandener Verfahren zur Nutzungsanforderungsanalyse, um die 
Anforderungen aus Sicht der blinden Benutzer und deren Nutzungsumgebung an 
multimodale Anwendungen besser zu identifizieren. Vollständige und qualita-
tive Nutzungsanforderungen sind die Grundlagen für die Gebrauchstauglichkeit. 
2. Untersuchung bzw. Anpassung vorhandener Usability-Evaluationsmethoden mit 
blinden Benutzern, sowie Entwicklung neuer Methoden, um die Usability-Evalu-
ation mit blinden Benutzern sinnvoll zu gestalten.  
Für die Entwicklung des Verfahrens (Teilziel 1) bildet eine gründliche Analyse der exis-
tierenden Probleme bei der Nutzungsanforderungsanalyse mit blinden Benutzern den Aus-
gangspunkt. Auf Basis vorhandener Ansätze zur Nutzungsanforderungsanalyse und unter 
spezieller Berücksichtigung der Besonderheiten blinder Benutzer und multimodaler An-
wendungen wird das Verfahren entwickelt und schließlich validiert. Um die Einsetzbarkeit 
des Verfahrens zu unterstützen, werden relevante Usability-Methoden, die in dem Verfah-
ren eingesetzt werden, vertiefend betrachtet. 
In Bezug auf die Untersuchung der Usability-Evaluationsmethoden (Teilziel 2) wird 
eine Serie von empirischen Studien durchgeführt. Dabei wird besonders darauf geachtet, 
dass die zu untersuchenden Methoden frühe und spätere Entwicklungsphasen umfassen, 





Usability-Methoden können nicht ohne Untersuchungsobjekte analysiert werden. In der 
Arbeit wird sich hinsichtlich der Untersuchungsobjekte neben den klassischen Webanwen-
dungen auch auf die multimodalen Navigationsanwendungen konzentriert, da sie zum ei-
nen im Leben der blinden Menschen eine immer wichtige Rolle spielen und zum anderen 
ein Teil der Forschungsarbeit während der vorliegenden Arbeit im Bereich des Lehrstuhls 
sind. Als Beispiel sei hier das Projekt MOBILITY2 genannt, welches sich mit der barriere-
freien Fußgängernavigation in öffentlichen Gebäuden, wie Bahnhöfen oder Flughäfen, be-
schäftigt. Weiterhin soll dabei ein besonderes Augenmerk auf die Evaluation der mentalen 
Karten von blinden Benutzern gerichtet werden, da diese bei der Evaluation von Navigati-
onsanwendungen für blinde Benutzer essentiell sind. 
1.3 Gliederung der Arbeit 
Die vorliegende Arbeit besteht aus drei thematisch zusammengehörigen Blöcken. Abbil-
dung 1.1 veranschaulicht diese drei Blöcke und deren Zusammenhänge. In Ergänzung zu 
Kapitel 1 erfolgt im zweiten Kapitel eine grundlegende thematische Einfügung. Dabei wird 
zuerst UCD aus Sicht der Benutzer vorgestellt und ein Überblick über Usability-Methoden 
bzw. Accessibility-Methoden gegeben. Danach werden die Ein- und Ausgabemodalitäten 
für blinde Benutzer sowie die Designprinzipien und Evaluationsmethoden für multimodale 
Anwendungen beschrieben. Abschließend werden die im Rahmen der Arbeit verwendeten 
statistischen Verfahren bzw. Begriffsterminologien zum Untersuchungsdesign besprochen. 
Aus der Nutzersicht des UCDs leiten sich die weiteren zwei Blöcke ab. 
 
Abbildung 1.1: Hauptbestandteile der Arbeit und deren Zusammenhänge 






Der zweite Block konzentriert sich auf die Usability-Methoden für die Nutzungsanfor-
derungsanalyse und besteht aus den Kapiteln 3, 4 und 5. In Kapitel 3 werden zuerst die 
allgemeinen Schwierigkeiten der Nutzungsanforderungsanalyse mit blinden Benutzern im 
Kontext multimodaler Anwendungen sowie die bestehenden zwei Ansätze für die Nut-
zungsanforderungsanalyse beschrieben. Vor diesem Hintergrund stellt das neu entwickelte 
Verfahren den Schwerpunkt von Kapitel 3 dar. Dieses Verfahren besteht aus acht  aufei-
nander aufbauenden Schritten. Davon sind zwei Schritte, die Erstellung mentaler Modelle 
und die Modalitätsauswahl, speziell auf den Kontext multimodaler Anwendungen für 
blinde Benutzer ausgerichtet. Aus diesem Grund werden sie in Kapitel 4 und 5 weiter ver-
tiefend untersucht. In Kapitel 4 wird eine Untersuchung zu Erstellungsmethoden für men-
tale Modelle beschrieben, wobei drei Methoden, Retrospective Think-Aloud, Teaching-
Back und Interview, mit blinden Benutzern untersucht wurden. In Kapitel 5 wird das mul-
timodale Nutzerverhalten bei der Bedienung einer mobilen multimodalen Navigationsan-
wendung von blinden Benutzern beschrieben. 
Der dritte Block der Arbeit fokussiert sich auf die Aktivitäten zur Usability-Evaluation. 
Kapitel 6 behandelt speziell das Themengebiet der Evaluation mentaler Karten von blinden 
Benutzern, was bisher sehr wenig erforscht wurde. Dabei werden zuerst die entwickelten 
Auswertungsmethoden hinsichtlich Überblicks- und Routenwissens vorgestellt und an-
schließend die Untersuchung zweier Erhebungsmethoden von mentalen Karten, Rekon-
struktion mit Magnetstreifen und verbale Beschreibung, beschrieben. In Kapitel 7 werden 
zwei Untersuchungen über vier Usability-Evaluationsmethoden, taktiles Paper-Prototy-
ping, computerbasiertes Paper-Prototyping, synchroner Remote-Test und Labor-Test, vor-





KAPITEL 2  
Thematische Einführung 
In diesem Kapitel werden die Grundlagen zur vorgelegten Arbeit vermittelt. Hierzu werden 
Erkenntnisse aus vorhandenen wissenschaftlichen Quellen zusammengefasst und bewertet. 
User Centred Design, Usability-Methoden, Nutzungsanforderungsanalysen, multimodale 
Anwendungen und statistische Verfahren bilden die Schwerpunkte dieses Kapitels. Zum 
besseren Verständnis des Themas wird im Abschnitt 2.1 User Centred Design aus zwei 
unterschiedlichen Sichten (Sicht der Entwickler und Sicht der Benutzer) vorgestellt. Ab-
schnitt 2.2 gibt eine Übersicht über die unterschiedlichen Klassifikationsmöglichkeiten von 
Usability-Methoden. Der folgende Abschnitt fokussiert auf das verwandte Thema Acces-
sibility, wobei die Beziehung von Accessibility und Usability bzw. drei relevante Accessi-
bility-Evaluationsverfahren für Webinhalte beschrieben werden. Danach wird im Abschnitt 
2.4 speziell auf multimodale Anwendungen eingegangen. Dabei werden die Ein- und Aus-
gabemodalitäten bei blinden und sehenden Benutzern, Designprinzipien und Evaluations-
methoden für multimodale Anwendungen vorgestellt. Abschließend liegt der Fokus auf den 
in der Arbeit verwendeten statistischen Verfahren und der Versuchsplanung. 
2.1 User Centred Design aus Sicht der Benutzer 
Interaktive Systeme sind unverzichtbare Bestandteile unseres Alltagslebens geworden. Es 
kann sich hierbei um ein Handy, ein Navigationsgerät, eine Computersoftware oder einen 
Fahrkartenautomaten handeln. Während der Bedienung solcher Systeme erleben wir öfter, 
dass die Menüstruktur oder die Navigation zu unübersichtlich sind. Man findet nicht die 
Funktionen, die man braucht oder das System gibt keine oder nicht ausreichende Rückmel-
dungen. All diese Dinge bringen Frustration und Verwirrung und im schlimmsten Fall ver-
weigern wir die weitere Nutzung. Woran liegt es, dass die Systeme nicht das tun, was wir, 
die Benutzer, gern hätten? Sie sollten uns doch bei der Bearbeitung der Aufgaben unter-
stützen! Sind wir als Benutzer etwa zu dumm, um die Systeme zu bedienen? Die Antwort 
ist ganz klar „Nein!“, denn die Bedürfnisse und Merkmale der Benutzer sollen bei der Ent-
wicklung eines Systems von Anfang an berücksichtigt werden, um das System nutzer-
freundlich zu gestalten. Dieses Prinzip heißt User Centred Design, in Deutsch Nutzerori-
entierte Gestaltung. 




In ISO 9241 Teil 210 (Ersatz für ISO 13407) wird ein Ansatz zur nutzerorientierten 
Gestaltung beschrieben. Es ist zu betonen, dass er keinen konkreten Entwicklungsprozess 
vorgibt, sondern zur Ergänzung bestehender Gestaltungskonzepte dient. Eine nutzerorien-
tierte Gestaltung sollte iterativ sein. Für die Iteration sind folgende Aktivitäten definiert 
(siehe Abbildung 2.1): 
1. Verstehen und beschreiben des Nutzungskontextes 
2. Spezifizieren der Nutzungsanforderungen 
3. Entwerfen der Gestaltungslösungen 
4. Testen und bewerten der Gestaltung  
Abbildung 2.1: Nutzerzentrierte Gestaltungsaktivitäten (ISO 9241-210, 2011) 
Im vierten Schritt wird es sich je nach Ergebnis der Evaluation entscheiden, ob die Ge-
staltungslösung die Nutzeranforderungen erfüllt oder ob noch Bedarf besteht, die bisheri-
gen Schritte nochmals zu wiederholen. Die Iteration kann in verschiedenen Entwicklungs-
phasen stattfinden, in der Analyse, Konzeption, Implementierung bis zur ersten Version 
eines Produktes. 
Bis jetzt wurde die nutzerzentrierte Gestaltung aus Sicht der Entwickler betrachtet. Im 
Folgenden wird auf die nutzerzentrierte Gestaltung aus Sicht der Benutzer eingegangen. 
Wie in Abbildung 2.2 darstellt, besteht die nutzerzentrierte Gestaltung für Benutzer haupt-
sächlich aus zwei Aktivitäten: Nutzungsanforderungsanalyse und Usability-Evaluation. 
Bei beiden Aktivitäten werden unterschiedliche Usability-Methoden verwendet. Beispiels-
weise werden die Benutzer in der Anforderungsanalyse per Interview nach ihren Anforde-
rungen an eine Anwendung gefragt oder in der Usability-Evaluation sollen sie laut denken. 
Die Benutzer spielen dabei eine zentrale Rolle. Sie haben unterschiedliche Merkmale, wie 
Alter, Ausbildung, Wahrnehmungsfähigkeiten oder kulturelle Ausprägungen. 





Abbildung 2.2: Nutzerzentrierte Gestaltung aus Sicht der Benutzer 
Im UCD wurde erkannt, dass für unterschiedliche Nutzergruppen unterschiedliche Ge-
staltungslösungen entwickelt werden müssen. Genauso kann man die Frage stellen: Funk-
tionieren die Usability-Methoden bei unterschiedlichen Nutzergruppen? Müssen die Usa-
bility-Methoden nicht, je nach Eigenschaften der Nutzergruppen, entsprechend adaptiert 
werden? Einige Studien (Herman, 1996; Vatrapu & Pérez-Quiñones, 2006; Yeo, 1998) ha-
ben den Einfluss kultureller Prägungen auf Usability-Methoden untersucht. So hat z.B. 
Herman (Herman, 1996) herausgefunden, dass in Singapur die subjektiven Bewertungen 
von Probanden positiver als ihre Performance waren. Das Gesicht zu verlieren ist in den 
Ländern Asiens, wie China, Japan oder Singapur, das Unangenehmste für einen Menschen 
überhaupt. I.d.R. versucht ein(e) Asiat(in) immer das Gesicht der Anderen zu wahren, auch 
wenn die Anderen etwas falsch gemacht haben (Craig, 1993). Sie bewerten ein Produkt 
positiver als es wirklich ist, weil sie die Entwickler mit ihrer Kritik nicht verletzen möchten. 
Die Konsequenz dieses Untersuchungsergebnisses ist, dass man mehr Wert auf die Be-
obachtung während der Evaluation als auf die Ergebnisse der Post-Fragebögen legen sollte, 
auch wenn die Auswertung der Fragebögen einfacher ist. 
Andere Benutzermerkmale, wie Blindheit, können genauso zu Besonderheiten der An-
wendung von Usability-Methoden führen. In (Chandrashekar & Fels, 2006) wurde die Me-
thode Think-Aloud mit blinden und sehbehinderten Personen untersucht. Es wurde heraus-
gefunden, dass diese Methode für blinde Personen nicht gut geeignet ist. Es gab bereits 
Probleme in der Vorbereitung des Tests. In der Vorbereitung sollten die blinden Benutzer 
einen Absatz laut lesen, damit sie ein Gefühl für das laute Denken bekommen. Das hat den 
blinden Teilnehmern Schwierigkeiten bereitet, weil sie für das Lesen des Textes die 
Sprachausgabe vom Screenreader benutzten. Dadurch war es ihnen nicht möglich, gleich-
zeitig zu lesen, genauer gesagt zu hören und vorzulesen. Sie haben auch ermittelt, dass die 
blinden Teilnehmer weniger Kommentare als die sehbehinderten Teilnehmer gegeben ha-
ben. Der mögliche Grund dafür ist, dass wie es in (Wickens, 1984) beschrieben wurde, der 




Mensch seine Aufmerksamkeit bei zwei unterschiedlichen Modalitäten, wie visuelle und 
auditive, besser aufteilen kann, als zwischen zwei visuellen oder zwei auditiven Kanälen. 
Das zeitgleiche Hören von Screenreader Output führt dazu, das sie weniger Kommentare 
abgeben. Als Ersatz für Think-Aloud haben Chandrashekar und Fels „retrospective verbal 
protocals“ vorgeschlagen. Dabei verbalisieren die blinden Teilnehmer direkt nach der Ab-
solvierung jeder Aufgabe und nicht während der Absolvierung. Allerdings haben sie auch 
darauf hingewiesen, dass die Effektivität der beiden Methoden noch untersucht werden 
muss. 
Außerdem wurden der asynchrone Remote-Test und der Labor-Test in (Petrie et al., 
2006) mit blinden Probanden untersucht. Die Ergebnisse werden in Kapitel 7.3 beschrieben. 
In der Literaturrecherche wurden keine anderen Untersuchungen hinsichtlich der Anwend-
barkeit von benutzerorientierten Usability-Methoden mit Einbindung von blinden Men-
schen ermittelt. 
2.2 Überblick über Usability-Methoden 
Usability-Methoden werden im UCD verwendet, um die Usability eines Produktes zu ana-
lysieren, zu evaluieren und zu verbessern. Es gibt eine Vielfalt an Usability-Methoden 
(siehe Abbildung 2.3). Sie sind die wichtigsten Werkzeuge für die Designer während des 
UCDs. 
 
Abbildung 2.3: UCD und Usability-Methoden 
Jede Methode hat ihre Stärken bzw. Schwächen und ist meistens für eine bestimmte 
Produktentwicklungsphase geeignet. Die Methode Card-Sorting (McDonald et al., 1986; 
Rugg & McGeorge, 1997; Spencer, 2009) wird beispielsweise meistens in der Konzepti-
onsphase verwendet, um die Informationsarchitektur aus Sicht der Benutzer zu analysieren. 
Dagegen wird Remote-Test meistens für eine fertige Anwendung verwendet, um die Usa-
bility der Anwendung zu beurteilen. Es gibt aber auch Methoden wie Interview und Frage-
bogen, die für alle Phasen eingesetzt werden können. Um optimale Ergebnisse zu erzielen, 




ist es sehr entscheidend, zum einen die richtigen Methoden auszuwählen, zum anderen die 
Methoden richtig einzusetzen. 
Werden Usability-Methoden als eine Gesamtheit betrachtet, gibt es zwei Möglichkeiten 
sie zu klassifizieren. Erstens, nach dem Ziel, ob die Nutzungsanforderungen analysiert oder 
ein Testgegenstand evaluiert wird, kann eine Unterteilung in Usability-Analyse- und Usa-
bility-Evaluationsmethoden erfolgen. Zweitens, nach den Beteiligten, je nachdem, ob sie 
Usability-Experten oder potenzielle Benutzer sind, kann man die Methoden in experten- 
und nutzerbasierte Methoden aufteilen. Demzufolge kann eine Methode gleichzeitig eine 
Usability-Analyse Methode und eine nutzerbasierte Methode sein, beispielsweise Benut-
zer-Interview. Betrachtet man nun nur die nutzerbasierten Methoden, kann man sie nach 
dem Ort, ob sie in einer natürlichen Arbeitsumgebung ohne Testleiter oder im Labor mit 
Testleiter stattfinden, in Remote- und Labor-Test unterteilen. Weiterhin kann man den La-
bor-Test nach der Anzahl der gleichzeitig beteiligten Probanden in Einzel- und Gruppen-
methoden unterteilen. Abbildung 2.4 stellt die Klassifikation der Usability-Methoden dar. 
 
Abbildung 2.4: Klassifikation von Usability-Methoden 
Im Weiteren werden diese Klassifikationsmöglichkeiten diskutiert und einige gängige 
Methoden vorgestellt. 
2.2.1 Usability-Analyse- und Usability-Evaluations-         
methoden 
Die Unterteilung in Usability-Analyse- und Usability-Evaluationsmethoden wird bisher nur 
selten verwendet. Usability-Analysemethoden haben das Ziel, die potenziellen Benutzer, 




die Aufgaben und die Nutzungsumgebung zu analysieren. Sie werden meistens in der An-
forderungsanalysephase verwendet, um die Nutzungsanforderungen zu erheben und zu 
analysieren. Beispielsweise sind Feldbeobachtung, Tagebuch und Personas typische Usa-
bility-Analysemethoden. Usability-Evaluationsmethoden haben das Ziel, einen Testgegen-
stand (Konzept, Prototyp oder Anwendung) hinsichtlich der Usability zu evaluieren. Dabei 
geht es hauptsächlich darum, vorhandene Usability-Probleme zu finden und Verbesse-
rungsvorschläge zu erheben. Wie schon erwähnt, ist UCD ein iterativer Prozess. Innerhalb 
einer Iteration ist die Verwendung einer Usability-Evaluationsmethode notwendig. Sie 
werden meistens ab der Konzeptionsphase bis hin zum Ende des Entwicklungsprozesses 
verwendet. 
Im Zusammenhang mit der Usability-Evaluation wird oft von formativer und summati-
ver Evaluation gesprochen. Sie unterscheiden sich in den Zielen der Evaluation und den 
Entwicklungsphasen, in denen die Evaluationen durchgeführt werden. Die formative Eva-
luation hat das Ziel, die Usability des zu evaluierenden Produktes zu verbessern. Sie findet 
während der Produktentwicklung statt. Ergebnisse der formativen Evaluation sind haupt-
sächlich gefundene Usability-Probleme und Verbesserungsvorschläge. Die summative 
Evaluation findet dagegen am Ende des Produktentwicklungsprozesses statt und hat das 
Ziel, die Usability eines Produktes zu bewerten. Als Ergebnisse bekommt man meistens 
quantitative Daten, wie z.B. die Bearbeitungszeit für die Aufgaben, die Erfolgsquote und 
die Fehleranzahl (Travis, 2006). 
2.2.2 Experten- und nutzerbasierte Methoden 
Je nachdem, ob Usability-Experten oder potenzielle Benutzer an den Methoden beteiligt 
sind, kann man Usability-Methoden in experten- und nutzerbasierte Usability-Methoden 
unterteilen. Usability-Experten haben i.d.R. Fachwissen über die Gestaltung von Mensch-
Computer Interaktionen bzw. Erfahrungen mit Usability-Analyse und -Evaluation. Bei den 
expertenbasierten Methoden haben die Experten hauptsächlich zwei Aufgaben: Erstens, sie 
versetzen sich in die Rolle potenzieller Benutzer, beurteilen eine Anwendung und ermitteln 
deren Wünsche, beispielsweise bei Cognitive Walkthrough (Lewis, 1997). Zweitens, sie 
bewerten eine Anwendung anhand einer Checkliste, Heuristiken oder Standards, wie bei 
der Heuristischen Evaluation (Heinsen & Vogt, 2003). Dagegen bearbeiten repräsentative 
Benutzer bei nutzerbasierten Usability-Methoden vordefinierte Aufgaben. Sie beurteilen 
eine Anwendung und äußern ihre eigenen Verbesserungsvorschläge. Dazu gehören Metho-
den wie Paper-Prototyping (Snyder, 2003), Card-Sorting und Usability-Test. 
Beide Arten der Methoden haben Vor- und Nachteile. In (Heinsen & Vogt, 2003) wur-
den sie nach verschiedenen Aspekten verglichen: Der Hauptvorteil der expertenbasierten 
Evaluation sind die geringeren Kosten. Die Zeit für die Planung, Durchführung und Aus-
wertung ist geringer als bei der nutzerbasierten Evaluation. Allerdings kann das Maß der 
Zufriedenheit mit einer expertenbasierten Evaluation nicht beurteilt werden. Außerdem 




wurde festgestellt, dass quantitative Daten damit nicht erhoben werden können. Im Gegen-
satz dazu können sowohl qualitative als auch quantitative Daten mit nutzerbasierten Usa-
bility-Methoden erhoben werden. Daher gilt folgender Satz von Nielsen (Nielsen, 93): 
Eine Kombination von beiden Methoden ist empfehlenswert, da eine frühzeitige Einbe-
ziehung von Experten dazu beiträgt, den Evaluationszyklus zu verkürzen. In (Heinsen & 
Vogt, 2003) wurde auch bemerkt, dass für klassische Software gut etablierte Heuristiken 
vorhanden sind, somit können dafür Experten eingesetzt werden. Allerdings, bei neuen, 
innovativen Anwendungen sind die vorhandenen Heuristiken nur teilweise übertragbar. 
Daher sind potenzielle Benutzer für die Evaluation besser geeignet. 
2.2.3 Remote- und Labor-Test 
Die Unterteilung von Remote- und Labor-Test erfolgt in der Regel unter nutzerbasierten 
Methoden. Bei einem klassischen Usability-Test werden die Probanden ins Labor eingela-
den und der Test wird im Labor durchgeführt. Diese Art von Usability-Test wird als Labor-
Test bezeichnet. Er hat aber die Nachteile, dass die Probanden Anreisekosten haben und 
nur eine kleinere Anzahl von Probanden erreicht werden kann (Tullis et al., 2002). Aus 
diesen Gründen wird der Remote-Test bevorzugt. Der Remote-Test erlaubt eine räumliche 
Trennung zwischen den Probanden und dem Testleiter. Die Probanden testen eine Anwen-
dung in realer Nutzungsumgebung, also entweder zu Hause oder am Arbeitsplatz. Somit 
fühlen sich die Probanden während des Tests wohler und verhalten sich natürlicher als im 
Labor. Ein Remote-Test kann synchron oder asynchron sein. Beim synchronen Remote-
Test kommunizieren Testleiter und Probanden während des Tests in Echtzeit. Um eine syn-
chrone Übertragung des Bildschirminhaltes vom Probanden zum Testleiter zu realisieren, 
werden meistens spezielle Screen-Sharing-Tools oder Online-Meeting-Tools, wie WebEx3 
verwendet. Beim asynchronen Remote-Test findet während des Tests keine Kommunika-
tion zwischen dem Testleiter und den Probanden statt. 
Allerdings gibt es auch Nachteile beim Remote-Test. Erstens, die reale Nutzungsumge-
bung ist keine kontrollierte Testumgebung. Dadurch können unerwartete Störungen auftre-
ten, beispielsweise unerwarteter Besuch oder ein Anruf. Zweitens, durch die räumliche 
Trennung zwischen Testleiter und Probanden können die nicht verbalen Äußerungen der 
Probanden, wie Körperbewegungen, nicht beobachtet werden (Dray & Siegel, 2004). Somit 
können möglicherweise wichtige Usability-Hinweise verloren gehen. Drittens, speziell 
beim synchronen Remote-Test sind die technischen Anforderungen an den Computer des 
Probanden sehr hoch. 
                                                 
3 http://www.webex.de 
“Usability testing with real participants is a fundamental usability evaluation 
method and is in some sense irreplaceable.” 




2.2.4 Einzel- und Gruppenmethoden 
Je nachdem, ob die Probanden einzeln oder mehrere gemeinsam einen Test durchführen, 
kann man den Labor-Test in Einzel- oder Gruppenmethoden einteilen. Diese Unterteilung 
wird in der Literatur kaum erwähnt. Die Fokusgruppe ist ein typisches Beispiel für eine 
Gruppenmethode. Außer bei der Performancemessung wird Think-Aloud in Usability-Tests 
sehr häufig eingesetzt. Dabei müssen die Probanden alles laut sagen, was sie machen, den-
ken und fühlen. Das ist für viele Probanden eine echte Herausforderung, weil das sehr 
unnatürlich wirkt. Bei Co-Discovery arbeiten zwei oder drei Probanden in einem Test zu-
sammen. Der Hauptvorteil der Gruppenmethoden gegenüber den Einzelmethoden besteht 
darin, dass durch die Kommunikation zwischen den Probanden die Verbalisierung viel na-
türlicher ist (Nielsen, 1993). 
Es gibt auch Usability-Methoden, die nicht bzw. nicht eindeutig den oben vorgestellten 
Kategorien zugeordnet werden können. Ein Beispiel dafür ist Wizard of Oz (Dahlbäck et 
al., 1993) für mobile Anwendungen. Bei einer klassischen Wizard of Oz Evaluation inter-
agiert der Benutzer mit einer Anwendung, die für ihn lauffähig zu sein scheint. In der Tat 
kommuniziert der Benutzer nicht direkt mit der Anwendung, sondern mit einer häufig in 
einem anderen Raum verborgenen Person, dem sogenannten Wizard. Die Eingaben des 
Benutzers werden an den Wizard beispielsweise per Computer übertragen und der Wizard 
gibt die Ausgaben in einer passenden Form an den Benutzer wieder zurück (Nielsen, 1993). 
Bei einer Wizard of Oz Untersuchung für eine mobile Anwendung (Völkel, 2008) sind der 
Proband und der Testleiter häufig gleichzeitig in einer natürlichen Nutzungsumgebung. 
Dadurch kann man so eine Evaluation weder dem Remote- noch dem Labor-Test zuordnen. 
Eine relativ neue Methode – Theater (Newell et. al, 2006) – wurde speziell für ältere Men-
schen und Menschen, die ängstlich mit neuen Technologien umgehen, entwickelt, um Nut-
zeranforderungen zu erfassen und auch die Usability einer Anwendung zu evaluieren. Bei 
dieser Methode werden Szenarios, die von Designern oder professionellen Drehbuchauto-
ren geschrieben wurden, von professionellen Schauspielern dargestellt. Nach der Darstel-
lung ist eine Diskussion zwischen den Zuschauern und Designern vorgesehen.  Die Szena-
rios illustrieren, wie eine Anwendung funktionieren könnte, welche Bedienfehler vorkom-
men können und die Auswirkung der Fehler. Die Scenarios werden entweder live vor künf-
tigen Benutzern aufgeführt oder aus Kostengründen zuerst auf Video aufgenommen und 
dann den zukünftigen Benutzern vorgespielt. Folgende Gründe haben die Wissenschaftler 
motiviert, diese Methode zu entwickeln: Erstens, es ist schwer repräsentative ältere Benut-
zer zu finden. Zweitens, aus ethischen Aspekten ist es besser, ältere Menschen nicht in die 
klassische Usability-Evaluation einzubinden, da sie sich schnell durch Usability-Probleme 
verunsichern lassen. Die Hauptvorteile dieser Methode bestehen darin, dass die Diskussion 
nach der Darstellung zwischen Designern und Zuschauern gefördert und die Kreativität der 
älteren Menschen stimuliert wird. 




2.3 Exkursion zur Accessibility 
In diesem Abschnitt wird zuerst die Beziehung von Accessibility und Usability in Bezug 
auf die unterschiedlichen Entwicklungskontexte diskutiert. Danach erfolgt eine Vorstel-
lung verschiedener Accessibility-Evaluationsverfahren, die speziell für Webinhalte einge-
setzt werden. 
2.3.1 Accessibility und Usability 
Der Begriff Accessibility, in Deutsch Barrierefreiheit bzw. Zugänglichkeit, wird meistens 
in Verbindung mit der Gestaltung von Webseiten bzw. Bedienungsoberflächen für behin-
derte Benutzer verwendet und hat das Ziel, Informationen und Bedienungsoberflächen für 
diese Nutzergruppe zugänglich zu gestalten. Die Web Accessibility Initiative (WAI) inner-
halb des World Wide Web Consortiums (W3C) beschäftigt sich speziell mit der Barriere-
freiheit des Webs. Accessibility und Usability sind zwei verwandte Disziplinen. Die ISO 
9241-11 definiert Usability mit drei Maßen: Effektivität (Genauigkeit und Vollständigkeit, 
mit der Benutzer ein bestimmtes Ziel erreichen), Effizienz (der im Verhältnis zur Genau-
igkeit und Vollständigkeit eingesetzte Aufwand) und Zufriedenheit. Bisher existiert leider 
keine einheitliche Definition für Accessibility. Brajnik (Brajnik, 2005) verweist auf fünf 
unterschiedliche Quellen, wobei die Bedeutung von Accessibility implizit bzw. explizit er-
läutert wurde. Er kam zu der Schlussfolgerung, dass der Begriff Accessibility in unter-
schiedlichen Quellen verschiedene Bedeutungen hat. Das führt dazu, dass Accessibility 
manchmal zur Effektivität tendiert, manchmal eher als Usability für Menschen mit Behin-
derungen verstanden wird, oder eine Webseite ist barrierefrei, weil ein Testtool keinen 
Fehler gefunden hat. Im Rahmen der Arbeit wird die Bedeutung, die zur Effektivität ten-
diert, übernommen, da sich die Accessibility hauptsächlich um den Zugang zu den Infor-
mationen und den Bedienungsoberflächen kümmert. 
Jedoch allein die Informationen und die Bedienungsoberflächen für behinderte Benutzer 
zugänglich zu gestalten hilft ihnen nur bedingt, da sie auch gebrauchstauglich gestaltet 
werden müssen. Dies bedeutet, dass für die behinderten Benutzer nicht nur die Accessibility 
gewährleistet werden soll, sondern auch die Usability. Vor diesem Hintergrund können 
behinderte Benutzer, nicht behinderte Benutzer oder alle Benutzer gleichermaßen von Usa-
bility-Problemen betroffen sein. Folgende drei Beispiele sollen die unterschiedlichen Usa-
bility-Probleme verdeutlichen: 
 Beispiel 1: Nachdem ein blinder Benutzer die notwendigen Informationen über Start- 
und Zieladresse beim Suchen nach einer Verbindungsauskunft eingegeben hat, soll 
der Button „Suchen“ mit dem nächsten „Tab“ erreicht werden und nicht erst über 
andere irrelevante Menüpunkte. Das betrifft nur blinde und keine sehenden Benutzer. 




 Beispiel 2: Der aktuelle Menüpunkt wird farbig gekennzeichnet, damit der Benutzer 
weiß, wo er sich befindet. Das betrifft nur normal sehende Benutzer. 
 Beispiel 3: Bei der Suche nach einer Verbindungsauskunft kann man nicht nur eine 
Haltestelle als Startort eingeben, sondern auch eine Adresse bzw. einen point of in-
terest (POI), um die Eingabe des Startortes flexibel zu gestalten. Das betrifft sowohl 
blinde als auch sehende Benutzer. 
Im Allgemeinen kann die bessere Accessibility einer Anwendung die Usability der An-
wendung für Menschen ohne Behinderungen in besonderen Nutzungsumgebungen fördern, 
beispielsweise bei schlechten Lichtverhältnissen oder in lauter Umgebung. Verschiedene 
Wissenschaftler haben die Beziehung zwischen Accessibility und Usability untersucht. 
Thatcher et al. (Thatcher et al., 2003) behaupten, dass Accessibility eine Teilmenge von 
Usability ist und Accessibility-Probleme besondere Usability-Probleme sind. Dahingegen 
zeigten Petrie & Kheir (Petrie & Kheir, 2007) durch empirische Untersuchungen, dass Ac-
cessibility und Usability eine Schnittmenge haben. Beide Behauptungen wurden im Kon-
text des Web-Designs getroffen. Im Folgenden wird die Beziehung zwischen Accessibility 
und Usability bei der Entwicklung interaktiver Anwendungen für unterschiedliche Ent-
wicklungsszenarien diskutiert. 
Bezogen auf die Zielgruppe kann man die Anwendungen in speziell und nicht speziell 
für Menschen mit Behinderungen entwickelte Anwendungen aufteilen. Im Fall der Ent-
wicklung einer Anwendung, die speziell für Menschen mit Behinderungen ist, ist Accessi-
bility eine Teilmenge von Usability (siehe Abbildung 2.5 oben), da Accessibility die Effek-
tivität betrifft. Die Zugänglichkeit ist die Voraussetzung für die Nutzerfreundlichkeit. 
Im Fall der Entwicklung einer Anwendung, die nicht speziell für Menschen mit  Behin-
derungen ist, gibt es zwei Möglichkeiten.  
 Möglichkeit 1: Hierbei gibt es drei Entwicklungsstufen. 
 Stufe 1: Die Anwendung wird nur nutzerfreundlich für die Menschen ohne Be-
hinderungen entwickelt, ohne dabei die Bedürfnisse der Menschen mit Behinde-
rungen zu beachten. Hierbei entsteht keine Beziehung zwischen Usability und 
Accessibility (siehe Abbildung 2.5 Mitte links).  
 Stufe 2: Die Anwendung wird zuerst nur nutzerfreundlich für die Menschen ohne 
Behinderungen entwickelt und nachträglich für Menschen mit Behinderungen 
barrierefrei gestaltet. Dabei wird die Usability durch die nachträgliche Accessi-
bility erweitert, da die nachträgliche Accessibility die Usability für die Menschen 
ohne Behinderungen bei ungünstigen Nutzungsumgebungen fördert. Aus diesem 
Grund haben Accessibility und Usability eine Schnittmenge (siehe Abbildung 2.5 
Mitte).  




 Stufe 3: Wird die Anwendung weiter für Menschen mit Behinderungen ge-
brauchstauglich entwickelt und dabei die Usability für Menschen ohne Behinde-
rungen nicht beeinträchtigt, so erreicht die Anwendung die maximale Usability 
(siehe Abbildung 2.5 unten rechts), wobei in diesem Fall auch von Universal 
Usability (Shneiderman, 2000) gesprochen wird.  
 Möglichkeit 2: Das Konzept Universal Design (Design for all) wird von Anfang an 
verfolgt. Dies bedeutet, dass eine Anwendung u.a. für Menschen mit und ohne Be-
hinderungen entwickelt wird. Hierbei werden die Bedürfnisse möglichst aller Benut-
zer von Anfang an berücksichtigt. In diesem Fall wird von Universal Accessibility 
(Obrenovic et al., 2007) und Universal Usability gesprochen, wobei Universal Ac-
cessibility eine Teilmenge von Universal Usability ist (siehe Abbildung 2.5 unten 
links). 
 
Abbildung 2.5: Beziehungen zwischen Accessibility und Usability bei unterschiedlichen Entwicklungssze-
narien (M.m.B.: Menschen mit Behinderungen, M.o.B.: Menschen ohne Behinderungen) 
Wie oben dargestellt, sind die Beziehungen von Accessibility und Usability vielfältig 
und abhängig vom Entwicklungskontext. Die Verbesserung der Accessibility bzw. Usabi-
lity ist i.d.R. ein iterativer Prozess. Es ist besonders darauf zu achten, dass bei der Verbes-
serung der Accessibility die Usability nicht beeinträchtigt wird oder umgekehrt. Im nächs-
ten Abschnitt wird auf die Accessibility-Methoden eingegangen, die speziell für die Ver-
besserung der Accessibility von Webinhalten entwickelt wurden. 





Um die Accessibility der Webseiten zu evaluieren, sind viele Methoden vorhanden. Im 
Allgemeinen kann man sie in drei Kategorien unterteilen: automatischer Test, manueller 
Test und Nutzertest. 
Für einen automatischen Test stehen zahlreiche Tools zur Verfügung4. Die Tools beru-
hen meistens auf Web Content Accessibility Guidelines (WCAG) 1.0, 2.05, Barrierefreie-
Informationstechnik-Verordnung6 (BITV) oder Section 508 (US-Standard zur behinderten-
gerechten Informationstechnologie). Diese Tools unterscheiden sich in vielerlei Hinsicht. 
Sie sind teilweise kommerziell und teilweise kostenlos. Manche bieten Online-Evaluation, 
indem man nur die URL der Webseite online eingeben muss. Andere Tools müssen dage-
gen runtergeladen und installiert werden. Neben der Evaluation der Webseite bieten man-
che Tools auch eine Korrektur bei Accessibility-Problemen an. Manche Tools testen nur 
einen Aspekt, beispielsweise nur den Farbkontrast. Die Qualität der Tools variiert stark. 
Daher ist es empfehlenswert, die Webinhalte mit unterschiedlichen Tools zu evaluieren. 
Die Accessibility-Evaluation mit Tools ist eine preiswerte Methode. Allerdings sollte sie 
nicht als die einzige Methode eingesetzt werden. 
Manuelle Tests werden von Entwicklern oder Experten durchgeführt. Sie können in si-
mulationsbasierte und heuristikbasierte Tests unterteilt werden. Bei den simulationsbasier-
ten Tests werden die Wahrnehmungsdefizite bzw. das Nutzerverhalten zum Teil unter Nut-
zung entsprechender Tools nachgebildet. Bei den heuristikbasierten Tests wird die Kon-
formität der zu testenden Inhalte anhand verschiedener Richtlinien bzw. Verordnungen ge-
prüft. Es werden beispielsweise die Tastaturbedienbarkeit, alternative Texte für Bilder oder 
der Kontrast von Grafiken geprüft. Im Folgenden werden drei relevante Methoden der heu-
ristikbasierten Tests vorgestellt.  
1. WCAG 2.0 
Häufig eingesetzt wird WCAG 2.0. Die WCAG 2.0, Nachfolger von WCAG 1.0, ent-
hält Richtlinien für die Gestaltung barrierefreier Webinhalte für Menschen mit Be-
hinderungen. Sie wurden 2008 von W3C primär für Webentwickler, Entwickler von 
Autorenwerkzeugen, Entwickler von Evaluationstools für Web-Accessibility und 
alle, die einen Standard für Web-Accessibility brauchen, entwickelt. Die WCAG 2.0 
umfassen vier Prinzipien: 
 Wahrnehmbarkeit (Prinzip 1): Informationen und Bestandteile der Benutzer-
schnittstelle müssen den Benutzern so präsentiert werden, dass diese sie wahr-
nehmen können. 
                                                 








 Bedienbarkeit (Prinzip 2): Bestandteile der Benutzerschnittstelle und Navigation 
müssen bedienbar sein. 
 Verständlichkeit (Prinzip 3): Informationen und Bedienung der Benutzerschnitt-
stelle müssen verständlich sein. 
 Robustheit (Prinzip 4): Inhalte müssen robust genug sein, damit sie zuverlässig 
von einer großen Auswahl an Benutzeragenten einschließlich assistierender 
Techniken interpretiert werden können. 
Unter den vier Prinzipien stehen 12 technikneutral formulierte Richtlinien. Darüber 
hinaus stehen für jede Richtlinie testbare Erfolgskriterien zur Verfügung. Die Er-
folgskriterien werden in drei Konformitätsstufen unterteilt, Stufe A (mit einer gerin-
gen Konformität zur WCAG 2.0), Stufe AA und Stufe AAA (mit der höchsten Kon-
formität). Sie dienen einerseits als Leitfaden zur Entwicklung von Webinhalten, an-
derseits als Prüfkriterien für die Evaluation der Webinhalte. 
2. BITV-Test 
Der BITV-Test7 des BIK-Projektes8 ist ein Verfahren für die Prüfung der Barriere-
freiheit von Webinhalten. Der Test basiert auf der BITV und umfasst 50 Prüfschritte, 
die den Anwender Schritt für Schritt anleiten. Zu jedem Schritt wird erklärt, was, 
warum und wie geprüft wird sowie die Einordnung des Prüfschritts in BITV und 
WCAG. Den BITV-Test gibt es in drei Varianten: den abschließenden BITV-Test, den 
entwicklungsbegleitenden BITV-Test und die BITV-Selbstbewertung. 
3. Barrier Walkthrough Method 
Die oben genannten zwei Verfahren basieren auf Designprinzipien, die teilweise all-
gemein und abstrakt formuliert wurden. Deshalb ist eine korrekte Anwendung der 
Verfahren schwer zu gewährleisten. Aus diesem Grund wurde das Verfahren Barrier 
Walkthrough Method entwickelt (Brajnik, 2006). Diese Methode ist eine Anpassung 
des Heuristischen Walkthrough, welcher eine Mischung von Heuristischer Evalua-
tion und Cognitive Walkthrough ist (Heinsen & Vogt, 2003). Dabei werden Barrieren 
statt Heuristiken betrachtet. Jede Barriere wird hinsichtlich folgender fünf Punkte 
beschrieben: 
 der Kategorie von Benutzern 
 der Art der verwendeten assistiven Technologien  
 des behinderten Ziels 
 den Eigenschaften der Webseite, die die Barriere beinhaltet 
                                                 
7 http://www.bitvtest.de/startseite.html 
8 http://www.bikonline.info/ 




 weitere Auswirkung der Barriere 
Die Definition einer solchen Barriere stellt Tabelle 2.1 am Beispiel von fehlenden Bild-
beschreibungen dar. 
Tabelle 2.1: Beispiel einer Barrieren-Definition für die Methode Barrier Walkthrough (Brajnik, 2006) 
barrier 
users cannot perceive nor understand the information conveyed by an infor-
mation rich image (e.g. a diagram, a histogram) 
defect 
an image that does not have accompanying text (as an ALT attribute, content of 
the OBJECT tag, as running text close to the picture or as a linked separate page) 
users  
affected 
blind users of screen readers, users of small devices 
consequences 
users try to look around for more explanations, they spend substantial time and 
effort; effectiveness, productivity, satisfaction are severely affected 
Gegenüber automatischen Tests sind manuelle Tests aufwendiger und langsamer. Au-
ßerdem ist es auch möglich, dass man bei einem manuellen Test einen Link vergisst. Jedoch 
kann man mit einem manuellen Test Aspekte testen, die mit Tools nicht getestet werden 
können. Dazu gehört beispielsweise, ob die alternativen Texte von Graphiken und Bedie-
nelemente sinnvoll und aussagekräftig sind oder ob die Texte verständlich sind. Allerdings 
spielen die subjektiven Meinungen der Tester eine große Rolle.  Aus diesem Grund sollte 
ein Nutzertest im Zweifelsfall eingesetzt werden. 
Bei einem Nutzertest werden die Webinhalte durch Benutzer evaluiert. Aufgrund der 
aufwendigen Rekrutierung der passenden Nutzergruppe und der aufwendigen Vorbereitung 
der Testumgebung wird der Nutzertest weniger bei Accessibility-Tests, sondern vielmehr 
bei Usability-Tests eingesetzt. 
2.4 Multimodale Anwendungen für blinde Menschen 
Es existieren unterschiedliche Einsatzgebiete für multimodale Anwendungen, beispiels-
weise für interaktive Karten, Graphikanwendungen, Fahrerassistenz, Entertainmentanwen-
dungen, Office-Anwendungen, mobile Anwendungen, virtual reality Systeme und auch 
neuartige Interaktionstechniken wie interaktive tabletops und surfaces (Ratzka, 2010; Ovi-
att, 2002; Dang & André, 2010). Folgende Gründe sprechen für die Entwicklung multimo-
daler Anwendungen: Multimodale Anwendungen ermöglichen multimodale Interaktionen 
zwischen der Anwendung und den Benutzern, d.h., sie haben zwei oder mehrere kombi-
nierte Eingabemodalitäten, wie z.B. Tastatur, Sprache, Gestik oder Körperbewegungen. Im 
Vergleich zu den unimodalen Anwendungen, welche nur eine Eingabemodalität unterstüt-
zen, bieten multimodale Anwendungen eine Reihe von Vorteilen. Benutzer können nach 
persönlicher Präferenz die Modalitäten auswählen. Somit können die Anwendungen besser 




an die Nutzungskontexte angepasst werden und eine große Brandbreite an Benutzergrup-
pen – besonders Benutzer mit Behinderungen oder ältere Benutzer – erreichen (Oviatt, 
2001). Oviatt (Oviatt, 2002) erwähnt weiterhin den Vorteil, dass die körperliche Überlas-
tung bei einer langen Nutzung des Computers durch unterschiedliche Modalitäten verhin-
dert werden kann. Die Interaktionen sind fehlertoleranter hinsichtlich der Fehlervermei-
dung und Fehlerbehebung. Benutzer werden automatisch die Nutzung einer Modalität ver-
meiden, wenn sie denken, dass sie mit dieser Modalität fehleranfällig sind. Benutzer wech-
seln meistens die Modalitäten, wenn sie merken, dass sie mit einer Modalität Fehler ge-
macht haben (Oviatt, 2001). 
2.4.1 Grundlegende Begriffe 
In der Mensch-Mensch Kommunikation bzw. in der Mensch-Computer Interaktion werden 
Nachrichten ausgetauscht. In Bezug auf die Gestaltung von Multimedia Interfaces hat 
Sutcliffe (Sutcliffe, 2009) die Kommunikation durch drei Komponenten beschrieben: 
Nachrichten, Medium und Modalität. Die Nachrichten werden zwischen Benutzern und 
Computern übermittelt. Medien sind die Mittel, die für die Übermittlung der Nachrichten 
verwendet werden. Unter Medien gibt es physikalische und wahrnehmbare Medien 
(Sutcliffe, 2009). Die physikalischen Medien beziehen sich auf die verwendeten Techno-
logien wie Tastatur, Lautsprecher und Monitor. Die wahrnehmbaren Medien beziehen sich 
auf die Darstellung der Information. Darunter zählen beispielsweise Text, Grafiken, Klang 
und Musik. Der Begriff Modalität wird in unterschiedlichen Disziplinen unterschiedlich 
verstanden. Dazu gibt es menschzentrierte und technologiezentrierte Erklärungen. Sutcliffe 
(Sutcliffe, 2009) verwendet die menschzentrierte Erklärung, wobei der Begriff Modalität 
als Sinnesmodalität verstanden und mit den fünf Sinnen (Sehen, Hören, Riechen, Schme-
cken und Tasten) assoziiert wird. Dementsprechend gibt es visuelle, auditive, olfaktorische, 
gustatorische und taktile Modalität (Geiser, 1990). Im Bereich der Mensch-Computer In-
teraktion, also nach technischen Gesichtspunkten, sind die taktilen, die visuellen und die 
auditiven Modalitäten für die technische Umsetzung relevant. Hierbei wird Modalität als 
Interaktionsmodalität verstanden. In dieser Arbeit werden allgemein die Begriffe Modalität 
und Interaktionsmodalität synonym verwendet. Wird die Information von Menschen zum 
Computer übertragen, spricht man von Eingabemodalität und wird die Information von 
Computern zu Menschen übertragen, spricht man von Ausgabemodalität. Auf Basis der 
Arbeit von Nigay & Coutaz (Nigay & Coutaz, 1995) haben Vernier & Nigay (Vernier & 
Nigay, 2000) die Ausgabemodalität <d, L> als die Kombination des verwendeten physi-
kalischen Ein- und Ausgabegerätes d mit einer Interaktionssprache L definiert. Diese De-
finition kann auch auf die Eingabemodalität erweitert werden und wird für diese Arbeit 
verwendet, da sie den Begriff Modalität auf eine konkrete Weise beschreibt und eine klare 
Abgrenzung zwischen Modalität und Medien zeigt. Beispiele für Interaktionssprachen sind 
Mausklick, natürliche Sprache und Grafiken. Danach können die Sprachausgabe als <Laut-
sprecher, natürliche Sprache> und die Handgesteneingabe als <Kamera, Handgesten> 




definiert werden. Mit der Maus kann man einfache Mausklicks betätigen, aber auch Grafi-
ken zeichnen. Diese werden als zwei unterschiedliche Eingabemodalitäten, nämlich <Maus, 
Mausklick> und <Maus, Mausgesten> betrachtet. 
Im Folgenden wird kurz auf die Definition multimodaler Anwendung eingegangen. In 
der Literatur ist keine einheitliche Definition dafür zu finden. Eine allgemeine Definition 
findet man in dem Buch Handbook of Human-Computer Interaction (Oviatt, 2002). 
Diese Definition wird für die vorliegende Arbeit verwendet. Laut der Definition ist es 
für eine multimodale Anwendung entscheidend, dass sie mindestens zwei unterschiedliche 
Eingabemodalitäten hat und Benutzer diese zusammen kombinieren können. Im Grunde 
genommen sind die normalen GUIs auch multimodal, da die Eingabe mittels zweier unter-
schiedlicher Modalitäten, Maus und Tastatur, erfolgt. In den wissenschaftlichen Arbeiten 
werden sie aber meistens nicht als multimodale Anwendung betrachtet, da kaum eine Kom-
bination der beiden Modalitäten vorausgesetzt wird. Im Gegensatz dazu interagieren blinde 
Benutzer mit GUIs multimodal, sobald sie mit der Navigationsleiste auf der Braillezeile 
die Textposition ändern und mit den Routing-Tasten die Position des Maus- und Eingabe-
cursors ändern, da dafür eine Kombination von der Navigationsleiste mit der Tastatur bzw. 
eine Kombination von den Routing-Tasten mit der Maus möglich sind. 
2.4.2 Ein- und Ausgabemodalitäten für blinde Benutzer 
In der Mensch-Computer Interaktion gibt es bei blinden Benutzern aufgrund des Verlustes 
des Sehsinnes Besonderheiten hinsichtlich der Nutzung der Ein- und Ausgabemodalitäten. 
Für blinde Benutzer stehen zumeist Tastatur, Braille-Tastatur, Braillezeile und Gesten auf 
einem Touchscreen als taktile Eingabemodalitäten zur Verfügung. Neben der Standard PC-
Tastatur können die Eingaben durch blinde Benutzer auch mit der Braille-Tastatur 
(Abbildung 2.6 links) erfolgen.  
 
Abbildung 2.6: Braille-Tastatur mit integrierter Braillezeile (links) und Braillezeile (rechts) 
“Multimodal systems process two or more combined user input modes (such 
as speech, pen, touch, manual gestures, gaze, and head and body movements) 
in a coordinated manner with multimedia system output.” 




Eine Braille-Tastatur kann entweder am Computer angeschlossen werden und so eine 
normale Tastatur ersetzen oder sie ist in mobilen Geräten, wie Notizgeräten, integriert. 
Damit können neben normalem Text auch Kurzschrift9 bzw. unterschiedliche Braille-No-
tationen für Musik, Mathematik oder Chemie geschrieben werden. 
Maus und Tastatur sind die von sehenden Benutzern am meisten verwendeten Eingabe-
modalitäten. Aufgrund der dabei erforderlichen Augen-Hand-Koordination bei der Bedie-
nung der Maus, ist diese für blinde Benutzer i.d.R. nicht nutzbar. Stattdessen können sie 
mit der Navigationsleiste auf der Braillezeile (Abbildung 2.6 rechts) in einem Text vor-
wärts, rückwärts, nach oben oder nach unten navigieren bzw. mit den Routing-Tasten 
(Abbildung 2.6 rechts) auf der Braillezeile die Position des Maus- und Eingabecursors än-
dern. Touchscreens sind in vielen interaktiven Systemen verbreitet, beispielsweise in 
Smartphones, Kopierern und Fahrkartenautomaten.  
Die Bedienung von Touchscreens war für blinde Benutzer aus folgenden drei Gründen 
lange nicht möglich (Kane et al., 2008):  
1. Der Inhalt und der Aufbau des Touchscreens kann nicht erfasst werden.  
2. Fehlendes Feedback nach einer Aktion  
3. Schwierigkeiten beim Auswählen eines Items auf dem Touchscreen  
Seit einigen Jahren ist das explore by touch Konzept durch iPhone (ab iPhone 3GS) im 
integrierten Screenreader VoiceOver10 bzw. durch Android Mobilgeräte (ab Version 4.0) 
im Screenreader TalkBack11 umgesetzt (Bornschein, et al., 2013). Dieses ermöglicht den 
blinden Benutzern, durch die Berührung des Touchscreens die Bildschirminhalte auditiv 
zu erkunden. Dabei löst ein einmaliger Klick keine Eingabeaktion, sondern nur den Abruf 
von Informationen aus. Zur Eingabe ist ein weiterer Klick notwendig (Bornschein, et al., 
2013). 
Als visuelle Eingabemodalitäten sind freie Handgesten, Lippenbewegungen und Silent 
Speech (Denby et al., 2009) für blinde Benutzer möglich. Blick und Mimik stehen einem 
blinden Menschen i.d.R. zur Verfügung. Allerdings sind manche nicht in der Lage, ihren 
Gesichtsausdruck, insbesondere ihr Augenverhalten, zu kontrollieren. Sprache ist für sie 
die dominante auditive Eingabemodalität und auch nicht-sprachliche Stimmeingaben kön-
nen für die Eingabe verwendet werden. Die elektroenzephalographiebasierten Brain-Com-
puter Interfaces können von blinden Benutzern ebenso bedient werden, sofern die Gehirn-
signale nicht durch visuellen Input hervorgerufen werden. 
                                                 
9 Mit Kurzschrift werden Wörter durch unterschiedliche Methoden verkürzt. Somit benötigt Kurzschrift we-
niger Platz als normaler Text. 
10 http://www.apple.com/accessibility/ 
11 http://www.google.com/accessibility/products/ 




Die Ausgabemodalitäten beschränken sich bei blinden Benutzern auf auditive und tak-
tile Modalitäten. Die visuell präsentierten Informationen können von Blinden nicht wahr-
genommen werden und müssen durch andere alternative Ausgabemodalitäten zugänglich 
gemacht werden. Als taktile Ausgabemodalitäten stehen für blinde Benutzer neben der 
Kraftrückmeldung noch Braille und taktile Grafik zur Verfügung. Hiervon haben die nor-
mal Sehenden keine Vorstellung. Sprache und Klang werden häufig als auditive Ausgabe-
modalitäten verwendet und sind sowohl für blinde als auch für sehende Benutzer wahr-
nehmbar. 
2.4.3 Design multimodaler Anwendungen 
Bei der Mensch-Computer Interaktion werden Informationen durch unterschiedliche Mo-
dalitäten abgegeben bzw. aufgenommen. Abbildung 2.7 stellt den Informationsaustausch 
zwischen Benutzer und Computer dar. 
 
Abbildung 2.7: Informationsaustausch zwischen Mensch und Computer (angelehnt an (Geiser, 1990) & 
(Althoff, 2004)) 
Im unteren Teil der Abbildung nimmt der Benutzer durch seine Rezeptoren (z.B. Augen) 
die Information auf, verarbeitet diese im Zentralnervensystem und gibt durch die Motorik 
(z.B. Handbewegung) Informationen ab. Im oberen Teil der Abbildung nimmt der Compu-
ter durch Eingabemedien (z.B. Tastatur) Informationen auf, verarbeitet diese und gibt In-
formationen über Ausgabemedien (z.B. Lautsprecher) wieder an die Benutzer zurück. Die 
Medien dienen hier zur Erfassung und Präsentation der Informationen. Jeder Informations-
austausch findet in einer bestimmten Interaktionsumgebung statt und diese kann den Infor-
mationsaustausch beeinflussen und auch umgekehrt. 




Bei der Gestaltung multimodaler Interaktionen wird häufig in zwei Aspekte unterteilt: 
die Gestaltung von Eingabemodalitäten und die Gestaltung von Ausgabemodalitäten. Die 
linke Seite der Abbildung 2.7 stellt die Informationseingabe und die rechte Seite die Infor-
mationsausgabe dar. Für beide Seiten existiert eine zentrale Frage: Welche Informationen 
sollen über welche Modalität(en) vermittelt werden? 
Für die Gestaltung multimodaler Interaktionen existieren einige Designprinzipien. Im 
Folgenden wird ein Überblick über die Designprinzipien zur Gestaltung multimodaler An-
wendungen aus unterschiedlichen Quellen gegeben. Zuerst werden die sieben allgemeinen 
Grundsätze für die Gestaltung der Mensch-Computer-Schnittstelle aus ISO 9241-110 vor-
gestellt. Danach werden die „Common Sense Suggestions for Developing Multimodal User 
Interfaces“ vom W3C und die „Multimodal interaction, communication and navigation 
guidelines“ vom European Telecommunications Standards Institute (ETSI) vergegenwär-
tigt. Anschließend werden die in (Reeves et al., 2004) beschriebenen Designprinzipien dis-
kutiert. Die Gestaltung der Ausgabemodalitäten wird meistens im Bereich der Gestaltung 
multimedialer Schnittstellen12 behandelt. Dafür gibt es umfangreiche Designprinzipien und 
Beispiele für die Medienauswahl in verschiedenen Quellen (Sutcliffe, 2009; Sarter, 2006; 
Stanney, et al., 2004) sowie in ISO Normen (ISO 14915-1, 2002; ISO 14915-3, 2002). 
Daher wird in dieser Arbeit nicht speziell auf die Designprinzipien für Ausgabemodalitäten 
eingegangen. 
Wie bei anderen interaktiven Systemen sind Benutzerschnittstellen ein Bestandteil mul-
timodaler Anwendungen. Als Designprinzipien für die Gestaltung von Mensch-Computer-
Schnittstellen auf einer übergeordneten Ebene werden in der ISO 9241-110 Grundsätze der 
Dialoggestaltung sieben allgemeine Prinzipien genannt. Diese sind: Aufgabenangemessen-
heit, Selbstbeschreibungsfähigkeit, Lernförderlichkeit, Steuerbarkeit, Erwartungskonfor-
mität, Individualisierbarkeit und Fehlertoleranz (ISO 9241-110, 2011) (siehe Anhang A). 
Anhand dieser sieben Grundsätze können die typischen Benutzerschnittstellen dahinge-
hend bewertet werden, ob sie ergonomisch und nutzerfreundlich sind. Um die Besonder-
heiten der Multimodalität zu berücksichtigen, reichen sie für die Gestaltung multimodaler 
Schnittstellen allerdings nicht aus. 
Im Jahr 2006 hat das W3C „Common Sense Suggestions for Developing Multimodal 
User Interfaces“ veröffentlicht (W3C, 2006). Aufgeteilt über vier Kategorien werden ins-
gesamt 36 Empfehlungen zur Gestaltung multimodaler Schnittstellen gegeben (siehe An-
hang A). Die vier Kategorien sind:  
1. Einschränkungen im realen Nutzungskontext sollen hinreichend berücksichtig t 
werden.  
                                                 
12 „Multimedia essentially extends the graphical user interface (GUI) paradigm by providing a richer means 
of representing information for the user by use of image, video, sound and speech.“ (Sutcliffe, 2009) 




2. Die Kommunikation zwischen dem System und den Benutzern soll eindeutig, prä-
zise und konsistent gestaltet werden.  
3. Das System soll dem Benutzer eine schnelle und effiziente Fehlerbehebung er-
möglichen.  
4. Eine komfortable Bedienung soll ermöglicht werden.  
Das ETSI stellte im Jahr 2003 „Multimodal interaction, communication and navigation 
guidelines“ bereit (ETSI, 2003). Die Besonderheit dieser Richtlinie ist, dass das Prinzip 
„design for all“ bei der Gestaltung im Vordergrund steht, um eine soziale Ausgrenzung der 
Menschen mit Behinderungen zu vermindern. Aus zwei sogenannten Metaprinzipien wur-
den insgesamt 14 Designprinzipien (siehe Anhang A) abgeleitet, die nicht speziell für eine 
Behinderungsart, sondern allgemein erstellt wurden. Das erste Metaprinzip bezieht sich auf 
die Ausgabemodalitäten. Es besagt, dass die Ausgabemodalitäten je nach Fähigkeiten, spe-
ziellen Bedürfnissen und individueller Präferenz der Dateninterpretation angepasst werden 
sollen. Das zweite Metaprinzip bezieht sich auf die multimodale Interaktion. Es besagt, 
dass die multimodalen Interaktionen so gestaltet werden sollen, dass sie auf die Präferenzen 
und die Bedürfnisse der Benutzer angepasst werden können.  
Bis jetzt wurden die Standards und Normen bezüglich der Gestaltung multimodaler An-
wendungen betrachtet. Neben den Gestaltungsrichtlinien im Gebiet Mensch-Computer In-
teraktion bieten auch zahlreiche Forschungsergebnisse aus den Kognitionswissenschaften, 
beispielsweise auf den Gebieten multisensorischer Wahrnehmung, fundamentale Grundla-
gen für das Design multimodaler Anwendungen (Oviatt, 2002). In (Reeves et al., 2004) 
wurden auch Designprinzipien für multimodale Anwendungen in sechs Punkten zusam-
mengestellt:  
1. Nutzeranforderungen und Systemeigenschaften sollen berücksichtigt werden.  
2. Bei der Gestaltung von Ein- und Ausgabemodalitäten können die Ergebnisse aus 
den Kognitionswissenschaften angewendet werden, um die Nutzerperformance 
zu optimieren.  
3. Multimodale Anwendungen sollen an die Bedürfnisse und Fähigkeiten der Be-
nutzer bzw. an unterschiedliche Nutzungskontexte angepasst werden.  
4. Die Präsentation der Information soll unabhängig von Eingabemodalitäten kon-
sistent bleiben.  
5. Das System soll dem Benutzer mitteilen, welche Ein- und Ausgabemodalität zur 
Verfügung steht. Die Mitteilungen sollen einfach gehalten werden, beispiels-
weise mit einem Icon.  
6. Um Fehler zu vermeiden, sollen die Benutzer selbst entscheiden können, welche 
Modalität sie verwenden bzw. die Modalität wechseln können, wenn Fehler auf-
treten. 




2.4.4 Evaluationsmethode für multimodale Anwendungen 
Multimodale Anwendungen zeichnen sich durch unterschiedliche Ein- und Ausgabemoda-
litäten aus. Dadurch ist der Aufwand zur Implementierung und nachträglichen Änderung 
enorm hoch. Um Designkonzepte multimodaler Anwendungen schon vor der Implementie-
rung zu evaluieren, wird häufig High-Fidelity-Prototyping verwendet. Dieses wird deshalb 
bevorzugt, weil einerseits die Entwicklung der High-Fidelity-Prototypen viel einfacher als 
die Implementierung einer multimodalen Anwendung ist, andererseits mit High-Fidelity-
Prototypen die Ein- und Ausgabemodalitäten schnell geändert werden können, um deren 
Auswirkungen zu untersuchen (Oviatt, 2002). In Bezug auf multimodale Anwendungen 
wird meistens Wizard of Oz, das ursprünglich hauptsächlich für die Simulation von Sprach-
ausgaben eingesetzt wurde (Salber & Coutaz, 1993) und zunehmend für die Untersuchung 
von Gesteneingaben eingesetzt wird (Wobbrock et al., 2009), verwendet. 
Bezogen auf normale Web- oder Desktopanwendungen interagieren Benutzer nur mit 
Maus und Tastatur. Der Wizard muss normalerweise anhand der Maus- und Tastatureinga-
ben die vorbereitete statische Bedienungsoberfläche per Mausklick als Ausgabe auslösen. 
Bei multimodalen Anwendungen stellt die Durchführung einer Wizard of Oz Untersuchung 
für den Wizard aus folgenden Gründen eine besondere Herausforderung und hohe kogni-
tive Belastung dar (Salber & Coutaz, 1993): Erstens, der Wizard muss die vielfältigen, 
übertragenen Benutzereingaben aus unterschiedlichen Modalitäten beobachten und analy-
sieren. Die Benutzereingabe kann je nach Anwendung ein Satz, ein eingetippter Text, eine 
Handgeste oder ein mit Stift geschriebenes Wort sein. All diese Eingaben werden durch 
unterschiedliche Kanäle wie Mikrofon, Videokamera oder Computer an den Wizard wei-
tergegeben. Im Extremfall muss der Wizard gleichzeitig mehrere Eingaben analysieren. 
Zweitens, die vom Wizard generierten Ausgaben sollen konsistent sein, d.h., den gleichen 
oder ähnlichen Benutzereingaben müssen gleiche Antworten vom Wizard folgen. Sollte die 
Anwendung mehrere Ausgabemodalitäten anbieten, muss der Wizard bei der Modalitäts-
auswahl darauf achten, dass die richtige Modalität verwendet wird. Drittens, die Reakti-
onszeit soll schnell und konsistent gehalten werden. Reagiert der Wizard zu langsam, denkt 
der Benutzer, dass das System überlastet ist oder bricht die aktuelle Aktion ab und wechselt 
zu einer anderen. 
Um die kognitive Belastung des Wizards bei den multimodalen Anwendungen zu ver-
ringern, werden in der Literatur folgende drei Maßnahmen vorgeschlagen: 
 Vorgefertigte Antworten: In der Testvorbereitungsphase sollen alle möglichen Ant-
worten vordefiniert werden. 
 Zusätzliche Werkzeuge: Für die Durchführung der Wizard of Oz Untersuchung wur-
den einige Werkzeuge, die den Wizard unterstützen sollen, entwickelt (Ardito et al., 
2009; Dumas et al., 2009; Salber & Coutaz, 1993; McGee-Lennon et al., 2009). 




 Multi-Wizard. Mehrere Wizards beteiligen sich an der Evaluation. Die Aufgaben der 
einzelnen Wizards können wie in (Salber & Coutaz, 1993) beschrieben, in Eingabe- 
und Ausgabemodalitäten eingeteilt werden. 
Welche Maßnahme letztendlich bevorzugt werden soll, ist situationsabhängig. Es hängt 
beispielsweise von Faktoren wie den personellen, zeitlichen und auch finanziellen Res-
sourcen bzw. dem Ziel der Evaluation ab. 
2.5 Versuchsgestaltung und Datenauswertung 
Die zahlreichen empirischen Untersuchungen sind eine wichtige Säule der Arbeit. In die-
sem Abschnitt wird sowohl auf die verwendeten statistischen Verfahren als auch auf die 




Abhängige Variable: Das sind Variablen, die in der Untersuchung gemessen werden. 
Unabhängige Variable: Das sind Variablen, deren Einfluss auf die abhängigen Variablen 
untersucht werden soll. 
Mehrfaktorielle Versuchspläne: Es gibt mindestens zwei unabhängige Variable (auch 
Faktoren genannt). Sie werden in sämtlichen Kombinationsmöglichkeiten getestet.  Ein 2 x 
2 Design bedeutet, dass es zwei unabhängige Variable gibt und sie jeweils zwei Stufen 
(zwei festgelegte Werte) haben. Die Zahlen geben jeweils die Anzahl der Stufen an und 
die Menge der Zahlen gibt Auskunft über die Menge der Faktoren. Ein 2 x 4 x 3 Design 
bedeutet entsprechend, dass es drei Faktoren (unabhängige Variable) gibt. Dabei haben sie 
jeweils 2 Stufen, 4 Stufen und 3 Stufen. 
Within-Subjects Design: Diese Art von experimentellem Design wird in der Arbeit vor-
wiegend verwendet. Dabei führen die Probanden den Test unter unterschiedlichen Kondi-
tionen durch (z.B.: alle Probanden bearbeiten die Aufgaben mit iPad und mit iPhone). Da-
her sind die Stichproben paarweise verbunden. Es wird auch von abhängigen Stichproben 
gesprochen. Die andere Art heißt Between-Subjects Design (Gravetter & Forzano, 2012), 
wobei die unterschiedlichen Konditionen zwischen den Probanden realisiert werden (z.B.: 
die Hälfte der Probanden bearbeitet die Aufgaben mit iPad und die andere Hälfte mit 
iPhone). Dadurch sind die Stichproben unabhängig voneinander und werden als unabhän-
gige Stichproben bezeichnet. 
Einflussgrößen: Einflussgrößen, auch Einflussfaktoren sind Größen, die die Versuchs-
ergebnisse möglicherweise beeinflussen (Kleppmann, 2008). 




Ausbalancierte Studie: Um die Reihenfolgeeffekt zu vermeiden bzw. zu kontrollieren, 
wurde in der Arbeit immer versucht, die Versuchspläne auszubalancieren, d.h., alle mög-
lichen Reihenfolgen sollten realisiert werden. 
Arbeitsspezifische Merkmale 
Kultureller Einfluss: Aufgrund der Tatsache, dass die Autorin aus einem anderen Kultur-
kreis als die Probanden kommt, können die dadurch verursachten kulturellen Einflüsse auf 
die Ergebnisse der Untersuchungen nicht vermieden werden. Jedoch konnte die Auswir-
kung durch den kontinuierlichen Einsatz der Autorin als Testleiterin in den einzelnen Un-
tersuchungen kontrolliert werden. Die Arbeit in (Vatrapu & Pérez-Quiñone, 2006) gibt ei-
nen Überblick über das Thema der Auswirkung des kulturellen Unterschiedes zwischen 
Testleiter und Probanden auf die Ergebnisse der Usability-Untersuchung. 
2.5.2 Statistische Verfahren 
T-Test: Aufgrund der relativ kleinen Stichproben (zwischen 5 und 30 pro Studie) bei den 
durchgeführten Studien wurden T-Tests für den Signifikanztest von Zeit und Fehlerrate 
verwendet. Der T-Test ist bei kleiner Stichprobengröße relativ robust(Rasch et al., 2010). 
Bei abhängigen und unabhängigen Stichproben wurde der T-Test unterschiedlich behandelt. 
Eine statistische Signifikanz liegt vor, wenn |t| > c, wobei c der kritische Wert für n1 + n2 
– 2 Freiheitsgrade (df) bei einem Signifikanzniveau von  = 0,05 ist. 
Wilcoxon-Rangsummen-Test: In der Studie wurde die 5-stufige Likert-Skala für die Er-
fassung subjektiver Bewertungen der Probanden benutzt. Weiterhin wurden Merkmale in 
einer Rangliste geordnet, um sie zu gewichten (Kapitel 6). Solche Daten gehören zu den 
diskreten Daten und müssen mit nicht-parametrischer Statistik behandelt werden. Dafür 
wurde das Verfahren Wilcoxon-Rangsummen-Test (Hartung, 2009) verwendet, um zu tes-
ten, ob es einen signifikanten Unterschied zwischen den subjektiven Bewertungen bzw. 
zwischen den Rängen gab. Dieses Verfahren ist speziell dann geeignet, wenn die Ausprä-
gungen eines Merkmales geordnet sind. Eine statistische Signifikanz liegt vor, wenn |W|  




KAPITEL 3  
Erweitertes Verfahren zur Nutzungsanfor-
derungsanalyse 
In diesem Kapitel wird ein Verfahren zur Nutzungsanforderungsanalyse multimodaler An-
wendungen für blinde Benutzer beschrieben. Dies stellt eine Erweiterung der vorhandenen 
Ansätze dar. Zuerst wird in Kapitel 3.1 auf den Begriff Nutzungsanforderungsanalyse ein-
gegangen und eine Abgrenzung zur Anforderungsanalyse getroffen. Weiterhin werden die 
vorhandenen Probleme in Bezug auf die Nutzungsanforderungsanalyse multimodaler An-
wendungen für blinde Benutzer vorgestellt. In Kapitel 3.2 werden zwei anerkannte Ansätze 
– ISO 9241-210 und Usability Engineering Lifecycle – beschrieben. Anschließend erfolgt 
eine detaillierte Beschreibung des neuen Verfahrens im Kapitel 3.3. Die Validierung des 
Verfahrens bildet den Abschluss des Kapitels. 
3.1 Schwierigkeiten der Nutzungsanforderungsana-
lyse 
Laut Definition der ISO 9241-11 bezieht sich die Usability immer auf einen bestimmten 
Nutzungskontext, der die folgenden drei Komponenten umfasst: die Benutzer, die Aufgaben 
und die Nutzungsumgebung (ISO 9241-11, 1998). Dies bedeutet, dass die gleiche Anwen-
dung in einem Nutzungskontext attraktiv und nutzerfreundlich sein kann, aber gleichzeitig 
in einem anderen Nutzungskontext, in dem sich vielleicht nur eine der drei Komponenten 
geändert hat, nicht mehr nutzerfreundlich sein muss. Deshalb ist es Voraussetzung für die 
Gestaltung nutzerfreundlicher Anwendungen, alle nutzungskontextbezogenen Anforderun-
gen, die aus Sicht der Benutzer, der Aufgaben und der Nutzungsumgebung stammen, zu 
identifizieren. Im Rahmen der Arbeit werden die benutzerbezogenen, aufgabenbezogenen 
und nutzungsumgebungsbezogenen Anforderungen zusammengefasst als Nutzungsanfor-
derungen bezeichnet. Der Identifizierungsprozess der Nutzungsanforderungen wird in wei-
teren Nutzungsanforderungsanalyse (NAA) genannt. 
Für ein besseres Verständnis der Begrifflichkeit ist es notwendig, die Begriffe Anforde-
rungsanalyse und NAA kurz zu erläutern und eine Abgrenzung vorzunehmen. Die NAA ist 
nicht gleich der Anforderungsanalyse im Software Engineering (Rupp & SOPHISTen, 




2007). Bei der Anforderungsanalyse werden die Anforderungen aller Beteiligten, die all-
gemeinen Richtlinien sowie projektspezifische (wie Zeit und Budget) und politische An-
forderungen ermittelt. Dahingegen bezieht sich die NAA speziell auf den Nutzungstext. 
Somit umfasst die Anforderungsanalyse die NAA. 
In der Praxis wird der NAA aus unterschiedlichen Gründen nicht genügend Aufmerk-
samkeit geschenkt. Speziell bei der Gestaltung multimodaler Anwendungen, bei der blinde 
Benutzer auch zu den potenziellen Benutzern gehören, treten diverse Probleme bzw. Her-
ausforderungen während der NAA verstärkt auf. Im Folgenden werden diese Probleme nä-
her erläutert. 
 Blinde Benutzer werden unzureichend einbezogen.  
Generell werden zukünftige Benutzer in die NAA unzureichend einbezogen. Es wird 
teilweise unterstellt und angenommen, dass die Benutzer mangelnde Fantasie haben und 
ohnehin nicht wissen, was sie wollen (Reinicke, 2004). Speziell bei der Entwicklung 
von assistiven Technologien hat man zu dem sogenannten „technology-centric ap-
proach“ tendiert, bei dem die Frage „What can we (developers) do?“ gestellt wird 
(Krishna et al., 2008) und nicht die Frage „What do you (users) need?“. Entweder wer-
den blinde Benutzer gar nicht einbezogen, oder es werden nur Teile der Zielnutzer, 
meistens nur primäre Benutzer, einbezogen. 
 Sehende Entwickler und blinde Benutzer haben unterschiedliche mentale Modelle. 
Mentale Modelle, auf die in Kapitel 3.2 näher eingegangen wird, liefern wichtige Hin-
weise, um das Nutzerverhalten zu verstehen. Sie beruhen auf den wahrgenommenen 
Informationen unterschiedlicher Sinne, d.h., die Wahrnehmung ist die Quelle der men-
talen Modelle (Johnson-Laird, 1991). Informationen unserer Umwelt werden bei sehen-
den Menschen durch die fünf Sinne – Sehen, Hören, Riechen, Schmecken und Tasten – 
wahrgenommen und im Gehirn verarbeitet. Somit werden die mentalen Modelle über 
unsere Umwelt gebildet. Durch den Verlust des Sehsinnes nehmen die blinden Men-
schen die Welt anders wahr. Dadurch können sich bei blinden Benutzern, im Vergleich 
mit sehenden Benutzern, zu gleichen Sachverhalten unterschiedliche mentale Modelle 
entwickeln. Ohne die Kenntnis der internen kognitiven Prozesse der blinden Benutzer 
ist es schwierig, die Lösungskonzepte nutzergerecht für sie zu gestalten. 
 Es ist schwer, eine realistische Einsicht in das Nutzungsumfeld blinder Benutzer zu 
bekommen.  
Das Nutzungsumfeld umfasst die physische Umgebung, die verwendeten Technologien 
und das soziale Umfeld. Die physische Umgebung ist relativ einfach zu analysieren. 
Dagegen ist eine systematische Analyse der verwendeten Technologien und des sozia-
len Umfeldes komplizierter. Für die Interaktion mit Benutzungsoberflächen brauchen 
blinde Benutzer spezielle assistive Technologien, was allgemein bekannt ist. Allerdings, 
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wie sie mit diesen assistiven Technologien arbeiten und wann sie welche benutzen, ist 
den meisten Sehenden unklar. 
 Kommunikationsprobleme zwischen blinden Benutzern und Usability-Experten bzw. 
Designer entstehen während der Erhebung.  
Zuerst ist das unterschiedliche Verständnis von Begriffen zu nennen. Beispielsweise 
bedeutet „Tab“ ab Internet Explorer 7 ein neues Fenster. Aber blinde Benutzer verstehen 
i.d.R. unter „Tab“ die Tabulatortaste (abgekürzt: Tab-Taste) auf der Tastatur. Weiterhin 
sind die Arbeitsweisen mit assistiven Technologien für Sehende oft schwer nachvoll-
ziehbar. Als Beispiel sei hier genannt, dass blinde Benutzer mit älteren JAWS-Versionen 
zuerst ein Eingabefeld mit einer zusätzlichen Tastenkombination aktivieren mussten, 
um etwas einzugeben. Dadurch werden die erhobenen Anforderungen teilweise von 
Usability-Experten und Entwicklern im Nachhinein nicht verstanden oder falsch inter-
pretiert. Daraus resultiert, dass unklare Anforderungen häufiger vorkommen. 
 Die unbewussten Anforderungen blinder Benutzer sind noch schwieriger zu entde-
cken.  
Im Allgemeinen lassen sich Nutzeranforderungen in bewusste und unbewusste Anfor-
derungen unterteilen. Bewusste Anforderungen sind Anforderungen, die Benutzer ex-
plizit an eine Anwendung stellen. Unbewusste Anforderungen werden vom Benutzer als 
selbstverständlich angesehen oder aus Gewohnheit in das Unterbewusstsein verlagert 
und deshalb nicht erwähnt. Die Entdeckung unbewusster Anforderungen blinder Benut-
zer stellt sich noch schwieriger dar, da oftmals Selbstverständlichkeiten blinder Benut-
zer für Sehende nicht selbstverständlich sind. Hierzu gehören viele kontextspezifische 
Anforderungen. Diese sind, ohne genaue Kenntnis des Nutzungskontextes, nur schwer 
zu identifizieren. Das Problem kann zwar durch erfahrene Designer in gewissem Maße 
kompensiert werden, aber nur solange man nicht auf einen neuen Nutzungskontext stößt. 
 Die NAA betrifft nicht nur Aspekte der Usability, sondern auch der Accessibility.   
Das „Seven Stages of Action“ Modell (Norman, 2002) erklärt, wie man beim Lösen von 
Problemen generell handelt. Die sieben Schritte sind:  




5. Wahrnehmung vom Zustand der Welt 
6. Interpretation der Wahrnehmung 
7. Evaluation der Interpretation 




Dabei können „Gulf of Execution“ (Kluft bei der Ausführung) und „Gulf of Evalua-
tion“ (Kluft bei der Evaluation) entstehen. Die Kluft bei der Ausführung entsteht, wenn der 
Benutzer mit den Aktionen, die ein System erlaubt oder anbietet, sein Ziel nicht erreichen 
kann. Die Kluft bei der Evaluation entsteht, wenn der Benutzer die Reaktion des Systems 
nicht erkennen und somit nicht bewerten kann, wie gut er sein Ziel erreicht hat. In Bezug 
auf blinde Benutzer werden zusätzlich assistive Technologien eingesetzt, damit sie die In-
formationen taktil, auditiv oder haptisch wahrnehmen und somit mit der Anwendung inter-
agieren können. Dementsprechend setzt sich die Interaktion aus drei Faktoren zusammen: 
Blinde Benutzer, assistive Technologien und die Anwendung. Dadurch kann es drei ver-
schiedene Gründe für die Kluft geben (siehe Abbildung 3.1). Der erste mögliche Grund für 
die Kluft kann die Anwendung (Kluft 1) selbst sein, wenn die Anwendung bestimmte Funk-
tionalitäten nicht besitzt oder sogar für blinde Benutzer nicht zugänglich ist. Die Kluft kann 
aber auch durch die assistiven Technologien (Kluft 2) entstehen, wenn die assistiven Tech-
nologien die entsprechenden Funktionalitäten nicht anbieten, um bestimmte Bedienele-
mente der Anwendung zu bedienen. Der blinde Benutzer (Kluft 3) kann selbst auch die 
Kluft verursachen, wenn er mit einer assistiven Technologie nicht vertraut ist und dadurch 
sein Ziel nicht erreichen kann. Werden keine assistiven Technologien verwendet, ist nur 
Kluft 1 möglich. 
 
Abbildung 3.1: „Gulfs of Execution“ bei der Mensch-Computer Interaktion bei blinden Benutzern 
Vor diesem Hintergrund gibt es drei Faktoren, die die von Benutzern empfundene Usa-
bility einer Anwendung beeinflussen: Die Eigenschaften der Anwendung, die Eigenschaf-
ten der assistiven Technologien und die Fähigkeiten der Benutzer. Somit sind sowohl die 
Fähigkeiten der Benutzer (wie gut sie die assistiven Technologien bedienen können), als 
auch die Eigenschaften der assistiven Technologien (was sie den blinden Benutzern anbie-
ten) relevant für die NAA.  
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3.2 Ansätze für die Nutzungsanforderungsanalyse 
In diesem Abschnitt werden zwei in der Praxis etablierte Ansätze zur NAA vorgestellt. Dies 
sind ISO 9241-210 und der Usability Engineering Lifecycle. 
3.2.1 ISO 9241-210 
Für die NAA schlägt die ISO 9241-210 zwei Aktivitäten vor (siehe Abbildung 3.2).  
 
Abbildung 3.2: Zwei Aktivitäten zur NAA aus ISO 9241-210 (ISO 9241-210, 2011) 
Zuerst muss der Nutzungskontext verstanden und beschrieben werden, dann werden die 
Nutzungsanforderungen spezifiziert. Die Beschreibung des Nutzungskontextes umfasst die 
Benutzer und sonstigen Interessengruppen, die Merkmale der Benutzer oder Benutzergrup-
pen, die Ziele und Arbeitsaufgaben der Benutzer sowie die Umgebung(en) des Systems. 
Die Beschreibung sollte ausreichend detailliert sein, um die Gestaltung zu unterstützen. 
In der Spezifikation der Nutzungsanforderungen sollte folgendes enthalten sein: 
 der vorgesehene Nutzungskontext 
 Anforderungen, die aus den Erfordernissen der Benutzer und dem Nutzungskontext 
abgeleitet wurden 
 Anforderungen, die aus relevanten Erkenntnissen zur Ergonomie oder Benutzungs-
schnittstellen, Normen oder Richtlinien stammen 
 Gebrauchstauglichkeitsanforderungen und -ziele, einschließlich messbarer Krite-
rien für Leistung und Zufriedenheit durch die Gebrauchstauglichkeit in einem be-
stimmten Nutzungskontext 




 Anforderungen, die sich aus organisatorischen Anforderungen ableiten und die den 
Benutzer direkt beeinflussen 
ISO 9241-210 bietet einen sehr hilfreichen Rahmen für die NAA. Sie legt fest, was ge-
macht werden muss. Für einen speziellen Fall, z.B. die NAA mit blinden Benutzern für 
multimodale Anwendungen, fehlen konkrete Hinweise, was zu tun ist. 
3.2.2 Usability Engineering Lifecycle 
Ein Usability Engineering Prozess zur Gestaltung von Benutzerschnittstellen wurde in 
(Mayhew, 1999) beschrieben. Der Prozess fängt mit der Anforderungsanalyse an, geht vom 
Design über Test und Entwicklung bis hin zur Installation. Die Anforderungsanalyse be-
steht aus folgenden Schritten:  
 Erstellung der Benutzerprofile  
 kontextuelle Aufgabenanalyse  
 Erstellung der Usability-Ziele  
 Beschreibung der Eigenschaften und Beschränkungen der Plattform 
 Betrachtung genereller Gestaltungsprinzipien  
In jedem Schritt wurde der Ablauf, die Beziehung mit anderen Schritten, die Beteiligten, 
der Aufwand, die geeigneten Usability-Methoden und auch Beispiele beschrieben. Das 
Vorgehen in (Mayhew, 1999) hat grundsätzlich das gleiche Prinzip wie die NAA der ISO 
9241-210. Dieser Prozess wurde am Beispiel der Gestaltung von Bürosoftware beschrieben. 
Es wurde zwar darauf hingewiesen, dass er auch für andere Anwendungen angepasst wer-
den kann, aber für die Gestaltung multimodaler Anwendungen für blinde Benutzer fehlt es 
an Hinweisen. 
Die ISO 9241-210 gibt nur einen Rahmen vor, wie eine NAA aussehen soll, während in 
(Mayhew, 1999) ein strukturiertes Vorgehen für die Anforderungsanalyse am Beispiel ty-
pischer Bürosoftware vorgeschlagen wurde. Die im Abschnitt 3.1 erläuterten Probleme 
werden bei den bekannten Ansätzen nicht ausreichend behandelt. Das betrifft hauptsäch-
lich folgende Punkte: Keine direkte Anforderungserhebung mit den Benutzern, keine spe-
zielle Betrachtung der betreffenden Usability-Methoden für blinde Benutzer, der mentalen 
Modelle blinder Benutzer und des modalitätsspezifischen Interaktionsverhaltens blinder 
Benutzer. Daher ist es notwendig, ein neues Verfahren zur NAA für multimodale Anwen-
dungen für blinde Benutzer zu entwickeln. 
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3.3 Das Verfahren zur Nutzungsanforderungsanalyse 
Um die in Kapitel 3.1 genannten Probleme zu beheben bzw. zu minimieren, wurde ein 
Verfahren, das in (Miao & Weber, 2013a) veröffentlicht wurde, auf Basis bestehender An-
sätze entwickelt. Das Verfahren berücksichtigt speziell die Besonderheiten blinder Benut-
zer und multimodaler Anwendungen. Abbildung 3.3 gibt einen Überblick über das Verfah-
ren mit den einzelnen Schritten, den zur Verfügung stehenden Usability-Methoden und den 
Ergebnissen der Schritte. 
 
Abbildung 3.3: Das erweiterte Verfahren zur NAA für die Entwicklung multimodaler Anwendungen für 
blinde Benutzer 
Dieses Verfahren besteht aus acht aufeinander aufbauenden Schritten: Nutzeranalyse, 
Nutzungsumfeldanalyse, Analyse der Designprinzipien, Erstellung mentaler Modelle, Er-
hebung bewusster Anforderungen, Analyse unbewusster Anforderungen, Modalitätsaus-
wahl und Anforderungsvalidierung. Davon sind die ersten drei Schritte durch vorhandene 
Ansätze vorgegeben. Mit den anderen Schritten werden speziell die Besonderheiten blinder 
Benutzer und multimodaler Anwendungen berücksichtigt. Im Folgenden werden die ein-
zelnen Schritte genau erläutert. Dies geschieht zum Teil am Beispiel der NAA für die Ent-
wicklung einer multimodalen Anwendung für blinde Menschen zum Suchen von POIs auf 
einem Smartphone. 
Schritt 1: Nutzeranalyse 
In diesem Schritt werden zuerst die möglichen Zielgruppen festgelegt, dann werden Nut-
zerprofile mit Hilfe von Datenerhebungsmethoden wie Interview oder Fragebogen erstellt. 
Dabei sollen alle potenziellen Nutzergruppen einbezogen werden, da unterschiedliche Be-
nutzer unterschiedliche Ausbildungen, Erfahrungen, Fähigkeiten, Ziele bzw. Aufgaben ha-
ben. Nach Definition in (Eason, 1988) werden Benutzer in drei Gruppen eingeteilt. Es han-
delt sich dabei um primäre, sekundäre und tertiäre Benutzer. 




 Primäre Benutzer: Sie sind die Hauptnutzer eines Systems. Das System wurde haupt-
sächlich für sie entwickelt und sie nutzen die Hauptfunktionen des Systems. Im Rah-
men der vorliegenden Arbeit gehören blinde Benutzer zu den primären Benutzern. 
 Sekundäre Benutzer: Sie sind gelegentliche Benutzer oder sie arbeiten direkt mit der 
Ausgabe des Systems. 
 Tertiäre Benutzer: Sie sind keine Benutzer des Systems, werden aber von der Nut-
zung des Systems beeinflusst. 
Unterschiedliche Nutzergruppe haben verschiedenartige Vorstellungen und Anforde-
rungen an eine Anwendung. Blinde Benutzer unterscheidet man wiederum je nach dem 
Zeitpunkt der Erblindung in: Geburtsblinde, Früherblindete, Späterblindete und auch Al-
tersblinde. Oft ist es notwendig, sie unterschiedlich zu betrachten, da sie über differierende 
Fähigkeiten, beispielsweise bezüglich räumlicher Wahrnehmung oder Braillekenntnisse 
verfügen können. 
Ergebnisse dieses Schrittes sind Nutzerprofile für jede Nutzergruppe, die kurz und prä-
zise die typischen Merkmale der Zielbenutzer beschreiben. Für blinde Benutzer spielen 
neben Alter, Ausbildung und Erfahrung mit dem Computer die Fähigkeiten zur Nutzung 
von assistiven Technologien eine wichtige Rolle. Nicht empfehlenswert ist, dass man die 
Nutzerprofile direkt in Form von Personas13 für die Anleitung der Konzeptentwicklung 
verwendet, ohne die weiteren Schritte zu berücksichtigen, da man in diesem Stadium, ohne 
die Einsicht in die reale Nutzungsumgebung und die mentalen Modelle blinder Benutzer, 
noch sehr geringe Detailkenntnisse über die Benutzer hat. 
Geht es um eine komplett neue Anwendung, kann eine vollständige Festlegung der Nut-
zergruppen auf Grund der geringen Kenntnis der Auswirkungen der Anwendung manchmal 
schwierig sein. Speziell betrifft das die Analyse von sekundären und tertiären Benutzern. 
Demzufolge kann die Nutzeranalyse nach Durchführung der nächsten Schritte noch mal 
wiederholt und vervollständigt werden, wodurch der Prozess iterativ wird. 
Schritt 2: Nutzungsumfeldanalyse 
Die Nutzungsumfeldanalyse dient dazu, das Nutzungsumfeld eines Produktes kennen zu 
lernen und die dadurch bedingten Anforderungen zu identifizieren. Informationen der rea-
len Arbeitsumgebung geben den Entwicklern die Möglichkeit, ein besseres Verständnis 
über die Benutzer und den Nutzungskontext, in dem das zu entwickelnde Produkt zukünftig 
verwendet werden soll, zu erhalten. Wie schon dargestellt, umfasst das Nutzungsumfeld 
die physische Umgebung, die verwendeten Technologien und das soziale Umfeld.  Zur phy-
sischen Umgebung gehören Merkmale des Arbeitsplatzes wie Räumlichkeit, Temperatur 
und Lärm. Zu den verwendeten Technologien gehören die allgemein verfügbare Hard- und 
                                                 
13 Personas ist eine Usability-Methode. Dabei werden die potenziellen Benutzer und ihre Wünsche beschrie-
ben. Diese dienen als Anleitung zur Produktentwicklung. 
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Software und speziell die assistiven Technologien. Zum sozialen Umfeld gehören bei-
spielsweise die Zusammenarbeit und der Informationsaustausch zwischen blinden Benut-
zern und anderen Beteiligten. 
Da es schwer ist, als Sehender eine realistische Einsicht in das Nutzungsumfeld blinder 
Benutzer zu bekommen, sollte die Nutzungsumfeldanalyse im realen Arbeitsumfeld durch-
geführt werden. Um das Nutzungsumfeld vollständig zu betrachten, sollte die Nutzungs-
umfeldanalyse bei jeder Nutzergruppe durchgeführt werden. Feldbeobachtung als Methode 
eignet sich sehr gut dafür. Der visuell wahrnehmbare Teil des Nutzungsumfeldes kann 
durch Fotos dokumentiert und der visuell nicht wahrnehmbare Teil kann kurz beschrieben 
werden. Das Ergebnis dieses Schrittes ist die genaue Beschreibung des Nutzungsumfeldes. 
Schritt 3: Analyse der Designprinzipien 
Die vorhandenen Ansätze empfehlen, die aus relevanten Normen und Richtlinien bzw. Er-
kenntnissen zur Ergonomie und Benutzungsschnittstellen stammenden Anforderungen bei 
der Entwicklung zu berücksichtigen. Die für die Gestaltung multimodaler Anwendungen 
relevanten Designprinzipien sind hauptsächlich, wie bereits  im Abschnitt 2.3.3 vorgestellt, 
„Grundsätze der Dialoggestaltung“, „Common Sense Suggestions for Developing Multi-
modal User Interfaces“ und „Multimodal interaction, communication and navigation gui-
delines“. In Bezug auf die Entwicklung barrierefreier Anwendungen gibt es Guidelines 
wie Techniques for Web Content Accessibility Guidelines 2.014. Domänenspezifische De-
signprinzipien müssen ebenfalls berücksichtigt werden. Entwickelt man beispielsweise 
eine Android-Anwendung, sind Prinzipien wie Android Accessibility Guidelines15 und Ba-
sic Design Principles16 relevant. 
Schritt 4: Erstellung mentaler Modelle 
Bevor die Aktivität dieses Schrittes vermittelt wird, ist es notwendig, zuerst den Begriff 
mentales Modell zu erläutern. Die mentalen Modelle wurden in unterschiedlichen Berei-
chen untersucht, beispielsweise im Bereich Textverständnis (Johnson-Laird, 1983), 
Mensch-Computer Interaktion (Norman, 1987) und Physikverständnis (Gentner & Gentner, 
1983). Dementsprechend gibt es zu dem Begriff unterschiedliche Erklärungen und Ver-
ständnisse (Rogers et al., 1992). Ein allgemeines Verständnis über den Begriff erhält man 
von Johnson-Laird (Johnson-Laird, 1991): 
Also ist ein mentales Modell eine interne Repräsentation des Wissens. Generell kann 
man zwischen prozeduralem und deklarativem Wissen unterscheiden (Sternberg, 1999). 
                                                 
14 http://www.w3.org/TR/WCAG20-TECHS/ 
15 Android Accessibility Guidelines: http://developer.android.com/design/patterns/accessibility.html  
16 Basic Design Principles: http://developer.android.com/design/get-started/principles.html 
„… a mental model can be defined as a representation of a body of knowledge 
- either long-term or short-term …” 




Prozedurales Wissen liefert Informationen darüber, wie eine Reihe von Handlungsschritten 
ausgeführt werden müssen. Deklaratives Wissen ist das Wissen über Fakten (Objekte, Ka-
tegorien, Schemata und Ereignisse) der Umwelt. Die zwei wichtigsten Funktionen der men-
talen Modelle sind einerseits, das Verstehen von Sachverhalten der Umwelt zu ermöglichen 
und anderseits, eine Grundlage zur Planung und Steuerung von Handlungen bereitzustellen 
(Dutke, 1994). Mentale Modelle beeinflussen, wie man die Welt sieht, versteht und dem-
entsprechend reagiert. In Bezug auf die Mensch-Computer Interaktion hat Norman den Be-
griff mentales Modell folgendermaßen definiert (Norman, 1987): 
Im Alltag der Mensch-Computer Interaktion werden mentale Modelle ständig verwen-
det, um die bekannten und auch neuen Situationen zu bewältigen. Bei bekannten Situatio-
nen werden vorhandene mentale Modelle verwendet, während in neuen Situationen, auf 
Basis vorhandener mentaler Modelle aus ähnlichen Situationen, ein neues mentales Modell 
entwickelt wird. Dieses vorhandene mentale Modell kann die empfundene Usability einer 
Anwendung beeinflussen. Stimmen das konzeptuelle Modell (Norman, 2002) – das Modell 
des Designers – und das mentale Modell des Benutzers nicht überein, führt das zu mehr 
Bedienfehlern bzw. mehr Lernaufwand, sprich schlechte Usability. Somit ist die Kompati-
bilität des mentalen Modells des Benutzers und des konzeptuellen Modells des Designers 
entscheidend für eine erfolgreiche Nutzung einer Anwendung (Herczeg, 94). Aus diesem 
Grund ist es wichtig, bereits in frühen Entwicklungsphasen die mentalen Modelle ähnlicher 
Anwendungen bzw. relevante Sachverhalte der Benutzer zu analysieren und in die Kon-
zeptentwicklung einfließen zu lassen und nicht, wie in (Dix et al., 1995) festgestellt wurde, 
dass die mentalen Modelle erst am Ende des Entwicklungslebenszyklus, etwa bei der Eva-
luation der Anwendung, angesiedelt sind. Das Einbeziehen der mentalen Modelle blinder 
Benutzer ist noch wichtiger, da bei sehenden und blinden Benutzern sich oft zu den glei-
chen Sachverhalten unterschiedliche mentale Modelle entwickeln. 
Das Ziel dieses Schrittes besteht darin, die für die Entwicklung der Anwendung rele-
vanten mentalen Modelle der potenziellen Benutzer zu erstellen. Es kann die Gestaltung 
der Bedienungsoberflächen treffen, beispielsweise die Begrifflichkeit und das Layout. Es 
kann aber auch die Gestaltung der Interaktion treffen, beispielsweise die Dialogführung,  
die Menüführung und die Funktionalität. Durch die Einblicke in die mentalen Modelle der 
blinden Benutzer, was im 6. Schritt geschehen wird, können besonders unterbewusste An-
forderungen besser identifiziert werden. Wie bereits erläutert, beeinflussen die gesammel-
ten Erfahrungen direkt die mentalen Modelle. Die mentalen Modelle über viele Dinge ent-
stehen schon aus Erfahrungen aus der Kindheit. Geburtsblinde haben andere Erfahrungen 
gesammelt als Späterblindete vor ihrer Erblindung. Daraus resultiert, dass Geburtsblinde 
andere mentale Modelle als Späterblindete haben können, beispielsweise hinsichtlich 
„Mental models are naturally evolving models. That is, through interaction 
with a target system, people formulate mental models of that system.“ 
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räumlicher Wahrnehmung und Farbvorstellung. Aus diesem Grund sollen mentale Modelle 
möglichst von Geburtsblinden und Späterblindeten erstellt werden.  
Als Erstellungsmethoden können beispielsweise Teaching-Back, Think-Aloud, Tage-
buch, Feldbeobachtung und Interview eingesetzt werden. Im Kapitel 4 wird speziell auf 
die Erstellungsmethoden eingegangen. 
In Bezug auf das Beispiel mit der Entwicklung einer Anwendung zur POI-Suche auf 
Smartphone kann man einerseits mentale Modelle zu dem Begriff POI erstellen (deklarati-
ves Wissen), um herauszufinden, welche POI-Kategorien für blinde Menschen wichtig sind. 
Anderseits kann man auch mentale Modelle hinsichtlich der Bedienung von Smartphones 
erstellen (prozedurales Wissen), um das allgemeine Nutzungsverhalten zu analysieren. 
Schritt 5: Erhebung bewusster Anforderungen 
In diesem Schritt findet die Anforderungserhebung direkt mit Benutzern statt, um heraus-
zufinden, was für Anforderungen, sowohl funktionale als auch nicht-funktionale Anforde-
rungen, die zukünftigen Benutzer an die Anwendung haben. Diese direkt von Benutzern 
erhobenen Anforderungen werden im Rahmen der Arbeit als bewusste Anforderungen be-
zeichnet. Sie sind mit entsprechenden Erhebungsmethoden wie Interview, Fokusgruppe 
oder Befragung relativ einfach zu erheben.  
Bezogen auf das Beispiel kann eine bewusste Anforderung sein, dass blinde Benutzer 
POIs nicht nur vom Standpunkt aus, sondern auch von einem entfernten Ort aus suchen 
möchten. 
Schritt 6: Analyse unbewusster Anforderungen 
Nachdem die Erhebung bewusster Anforderungen durchgeführt wurde, werden unbewusste 
Anforderungen anhand der Nutzerprofile (Schritt 1), Nutzungsumfeldbeschreibungen 
(Schritt 2) und mentale Modelle (Schritt 4) analysiert.  
Bezüglich des Beispiels kann durch die mentalen Modelle herausgefunden werden, dass 
die Straßenseite eines POIs für blinde Benutzer sehr wichtig ist. Daraus kann man ableiten, 
dass die Anwendung den Benutzern ermöglichen soll, die POIs zu beschreiben oder zu 
annotieren. 
Schritt 7: Modalitätsauswahl 
Dieser Schritt betrifft die Wahl der Ein- und Ausgabemodalitäten. Hier soll die Entschei-
dung getroffen werden, welche Ein- und Ausgabemodalitäten für welche Information wäh-
rend des Informationsaustausches zwischen Benutzer und Computer eingesetzt werden sol-
len. Diese fließen direkt in die Konzeptentwicklung ein. Somit können die Entscheidungen 
zu den Ein- und Ausgabemodalitäten bereits in der Konzeptphase mit Hilfe entsprechender 
Evaluationsmethoden evaluiert werden und der nachträgliche Aufwand in der Implemen-




tierungsphase minimiert werden. Als Basis für die Entscheidung dienen zum einen die vor-
handenen relevanten Designempfehlungen, die allerdings speziell für blinde Benutzer we-
nig vorhanden sind. Zum anderen auch das domänenspezifische multimodale Interaktions-
verhalten der Benutzer. In diesem Zusammenhang existieren in der Literatur ebenfalls 
kaum Arbeiten. Deshalb wird eine Untersuchung zum multimodalen Interaktionsverhalten 
blinder Benutzer bei der Bedienung einer multimodalen Anwendung auf einem mobilen 
Gerät durchgeführt und diese wird in Kapitel 5 vorgestellt. 
Schritt 8: Nutzeranforderungsvalidierung 
In diesem Schritt werden alle direkt von den Benutzern erhobenen bzw. alle abgeleiteten 
Anforderungen zusammengetragen und in Hinblick auf folgende zwei Aspekte validiert:  
 Zuerst werden sie durch Entwickler nach technischen Aspekten auf Realisierbarkeit 
überprüft.  
 Danach erfolgt noch einmal die inhaltliche Prüfung der Anforderungen durch die 
Benutzer. Hierbei handelt es sich um die direkt bzw. indirekt von Benutzern erhobe-
nen Anforderungen und nicht um die aus den Designprinzipien stammenden Anfor-
derungen, da diese für Benutzer meisten schwer zu bewerten sind. Bei der Validie-
rung wird besonders darauf geachtet, ob falsche Interpretationen der Anforderungen 
existieren. Kommt eine falsche Interpretation vor, muss die betroffene Anforderung 
überarbeitet werden. Wenn eingeschränkte Entwicklungsressourcen zur Verfügung 
stehen, kann auch eine Priorisierung der Anforderungen durch die Benutzer erfolgen, 
damit sie entsprechend verteilt werden können (Maguire & Bevan, 2002). Dabei wer-
den die Anforderungen von „sehr wichtig“ bis „nicht wichtig“ bewertet. Die Vali-
dierung mit Benutzern kann beispielsweise mit Fragebögen oder Interviews durch-
geführt werden. Nach der Validierung der Nutzeranforderungen entsteht der Nutzer-
anforderungskatalog. Dieser ist das Ergebnis der NAA und leitet die Konzeptentwick-
lung ein. 
Insgesamt werden Benutzer an vier Stellen involviert: Nutzeranalyse, Erstellung men-
taler Modelle, Erhebung bewusster Anforderungen und Anforderungsvalidierung. Um den 
Durchführungsaufwand zu minimieren, können die Erstellung mentaler Modelle und die 
Erhebung bewusster Anforderungen in einem Schritt kombiniert werden.  
3.4 Validierung des Verfahrens 
In diesem Abschnitt wird die Validierung des Verfahrens beschrieben. Die essentielle 
Frage vor der Validierung war: Wie soll ein Verfahren zur NAA validiert werden? Aufgrund 
der fehlenden Literaturhinweise für die methodische Herangehensweise wurde sich dafür 
entschieden, das Verfahren mit einem vorhandenen Ansatz zu vergleichen. Eine weitere 
3. ERWEITERTES VERFAHREN ZUR NUTZUNGSANFORDERUNGSANALYSE 
43 
 
konfrontierte Frage war: Was soll als Vergleichsgegenstand eingesetzt werden, um Rück-
schlüsse auf die Qualität des Verfahrens ziehen zu können? Es scheint zwei Möglichkeiten 
zu geben: Erstens werden die erhobenen Nutzungsanforderungen direkt verglichen. Zwei-
tens werden die Gestaltungslösungen verglichen, die anhand der mit beiden Ansätzen er-
hobenen Nutzungsanforderungen entwickelt wurden (siehe Abbildung 3.4). 
 
Abbildung 3.4: Zwei Möglichkeiten zum Vergleich der zwei Ansätze 
3.4.1 Ablauf der Validierung 
In der Arbeit wurde die zweite Validierungsmöglichkeit (Vergleich der Gestaltungslösun-
gen) favorisiert und durchgeführt, da sie im ersten Augenblick sinnvoller erscheint. Jedoch 
führte dies zu der Erkenntnis, dass eine solche Vorgehensweise in dem durchgeführten 
Umfang nicht geeignet war. Anschließend wurde die Validierung erneut nach der ersten 
Validierungsmöglichkeit (Vergleich der Anforderungskataloge) durchgeführt. Im Folgen-
den werden beide Validierungsdurchläufe, u.a. auch, warum der erste Durchlauf nicht ge-
eignet war, beschrieben. 
Durchlauf 1: Evaluation der Gestaltungslösungen  
Die Validierung geschah im Rahmen einer Diplomarbeit (Mersiowsky, 2013) kombiniert 
mit einer Übung der Lehrveranstaltung „Multimodale Benutzungsoberflächen“ (MBO). 




Das neue Verfahren wurde mit einem vorhandenen Ansatz – den in der ISO 9241-210 be-
schriebenen Aktivitäten zur NAA – am Beispiel der Entwicklung einer App für die Suche 
und Verwaltung von POIs auf Smartphone für blinde Benutzer verglichen. Zuerst wurden 
anhand ISO 9241-210 Nutzungsanforderungen A1 und anhand des erweiterten Verfahrens 
Nutzungsanforderungen A2 ermittelt. Dann wurden anhand von A1 und A2 unterschiedliche 
Entwürfe entwickelt. Anschließend wurden die Entwürfe mit blinden Benutzern evaluiert. 
Im Folgenden wird dieser Validierungsprozess detailliert beschrieben. 
- Ermittlung der Nutzungsanforderungen 
Dadurch, dass das erweiterte Verfahren die von ISO 9241-210 erforderlichen Arbeits-
schritte beinhaltet, konnten beide Verfahren reibungslos durch den Diplomanden nach-
einander durchgeführt werden. Zuerst wurden die Anforderungen A1 anhand ISO 9241-
210 ermittelt. Danach wurden die erweiterten Schritte des neuen Verfahrens durchge-
führt und weitere Anforderungen Ae ermittelt. Somit bestehen die Anforderungen des 
neuen Verfahrens A2 aus der Summe von A1 und Ae. 
- Entwicklung der konzeptionellen Entwürfe 
A1 und A2 wurden an 14 Studenten der MBO-Übung, die in zwei Gruppen aufgeteilt 
waren, weitergegeben. Sieben Studenten entwickelten Gestaltungslösungen anhand A1 
und die anderen sieben anhand von A2. Sie arbeiteten entweder alleine oder in 2er 
Gruppen. Alle Gestaltungslösungen waren in Form von funktionslosen Prototypen 
(siehe Abbildung 3.5). 
 
Abbildung 3.5: Anhand von A1 und A2 entwickelte Prototypen 
- Evaluation der konzeptionellen Entwürfe und Ergebnisse 
Jeweils drei Prototypen aus beiden Gruppen wurden von sechs blinden Probanden mit 
Hilfe aufgabenbasierter Usability-Tests evaluiert. Es hat sich bereits während der Tests 
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herausgestellt, dass ein solches Vorgehen für die Validierung des Verfahrens nicht ge-
eignet war. Die Gründe dafür sind vielfältig, da viele Einflussfaktoren den Validie-
rungsprozess beeinflusst haben. Zuerst sind die Entwickler/Designer der Prototypen zu 
nennen. Laut eines Fragebogens, der speziell für die Erhebung ihrer Profile hinsichtlich 
ihrer Fähigkeit und Motivation entwickelt wurde, hatten die 14 Studenten uneinheitliche 
Programmierkenntnisse, stark differierende Erfahrungen mit User Interface Design bzw. 
User Interface Design für blinde Benutzer und unterschiedliche Einstellungen zum UCD. 
Das führte dazu, dass keine Rückschlüsse aus den meisten gefundenen Usability-Prob-
lemen auf die erhobenen Anforderungen gezogen werden konnten, somit konnten auch 
keine Rückschlüsse auf die Qualität des Verfahrens gezogen werden. Die gefundenen 
Probleme entstanden viel mehr durch die eigenen Vorlieben und Erfahrungen der Ent-
wickler. 
Ein weiterer Haupteinflussfaktor stammte aus der Beschaffenheit der Evaluationsme-
thode. Angewendet wurden die aufgabenbasierten Usability-Tests. A2 beinhaltet mehr 
funktionale Anforderungen als A1. Dadurch haben die anhand von A2 entwickelten Proto-
typen mehr Funktionen. Um die Prototypen aus A1 nicht zu benachteiligen, wurde bei der 
Festlegung der Aufgaben von vornherein darauf geachtet, dass nur die von beiden Gruppen 
lösbaren Aufgaben für die Usability-Tests verwendet wurden. Das führte leider dazu, dass 
die aus dem neuen Verfahren entstandenen Funktionen, die für die Bearbeitung der Test-
aufgaben irrelevant waren, nicht wahrgenommen wurden. Eine Probandin hat nach dem 
Test explizit gesagt, dass sie die Prototypen nur anhand der Aufgabenlösung bewertet hat.  
Aus den oben genannten Gründen, wurde die Validierung erneut durchgeführt, indem 
die Anforderungskataloge aus beiden Ansätzen direkt verglichen wurden. 
Durchlauf 2: Bewertung der Anforderungen durch Benutzer und Designer  
Mit Hilfe der Anforderungsanalyse anhand ISO 9241-210 wurden insgesamt 17 (A1) Nut-
zeranforderungen erhoben. Deutlich mehr Anforderungen, nämlich 28 Anforderungen (A2) 
konnten mit dem erweiterten Verfahren erhoben werden. Die erhobenen Anforderungen 
mit beiden Verfahren sind im Anhang B zu finden. Durch die erweiterten Schritte konnten 
11 Nutzeranforderungen (Ae) zusätzlich gewonnen werden. A2 = 1,65 * A1. Alleine aus den 
mentalen Modellen heraus wurden 7 Anforderungen abgeleitet. 
Die Anzahl der erhobenen Anforderungen sagt nicht alles aus, denn das Ziel ist die 
Erhebung der für die Entwicklung gebrauchstauglicher Anwendungen relevanten Anforde-
rungen. Daher wurden die erhobenen Anforderungen A1 und Ae aus Sicht der Designer und 
Benutzern direkt bewertet. Die blinden Benutzer bewerten die einzelnen Anforderungen 
dahingehend, wie wichtig die Anforderungen für sie sind. Die Designer bewerten die ein-
zelnen Anforderungen, wie hilfreich die Anforderungen für sie beim Treffen von Desig-
nentscheidungen sind (z.B. Design von Funktionen, Interaktionen, Informationen und Lay-




out). A1 und Ae wurden gemischt an sechs blinde Benutzer und acht sehende Designer (na-
tionale und internationale), die bereits Erfahrungen bei der Gestaltung von Anwendungen 
für blinde Benutzer haben, zur Bewertung weitergegeben. Dafür wurde eine Skala von 1 
(gar nicht wichtig/hilfreich) bis 5 (sehr wichtig/hilfreich) verwendet. 
3.4.2 Ergebnisse der Validierung 
Die blinden Benutzer haben 20 Anforderungen bewertet. Davon waren neun aus A1 und 11 
aus Ae. Ausgenommen waren Anforderungen beispielsweise hinsichtlich Designprinzipien, 
die für Benutzer schwer zu bewerten sind. Tabelle 3.1 zeigt, dass die mit dem erweiterten 
Verfahren zusätzlich gewonnenen 11 Anforderungen von den Benutzern drei Mal mit 5, 
vier Mal mit 4 und vier Mal mit 3 bewertet wurden. Keine wurde als unwichtig bewertet 
und die sehr wichtigen Anforderungen aus A2 haben sich dadurch im Vergleich zu A1 fast 
verdoppelt. 
Tabelle 3.1: Bewertung der Anforderungen durch die Benutzer 
          Skala 
 
Anforderungen           
1 (gar nicht 
wichtig) 
2 3 4 
5 (sehr 
wichtig) 
A1 (n = 9) 0 0 0 5 4 
Ae (n = 11) 0 0 4 4 3 
A2 (Σ = 20) 0 0 4 9 7 
Die Designer haben alle 28 Anforderungen bewertet. Von den 17 aus A1 wurde eine mit 
5, 13 mit 4 und drei mit 3 bewertet. Sie bewerteten die Anforderungen aus Ae zwei Mal mit 
5, sieben Mal mit 4 und zwei Mal mit 3 (siehe Tabelle 3.2). Dadurch war die Anzahl der 
sehr wichtigen und wichtigen Anforderungen von A2 deutlich größer als aus A1. 
Tabelle 3.2: Bewertung der Anforderungen durch die Designer 
          Skala 
 
Anforderungen           
1 (gar nicht 
wichtig) 
2 3 4 
5 (sehr 
wichtig) 
A1 (n = 17) 0 0 3 13 1 
Ae (n = 11) 0 0 2 7 2 
A2 (Σ = 28) 0 0 5 20 3 
3.5 Zusammenfassung 
In diesem Kapitel wurde das Verfahren beschrieben, welches speziell für die Nutzungsan-
forderungsanalyse zur Entwicklung multimodaler Anwendungen für blinde Benutzer ent-
wickelt wurde. Das Verfahren berücksichtigt speziell die Besonderheiten blinder Benutzer 
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und multimodaler Anwendungen. Die Erhebung mentaler Modelle ist besonders hilfreich, 
wenn Designer nicht ausreichende Kenntnisse über das Nutzerverhalten zukünftiger Be-
nutzer haben. Es gibt dennoch Situationen, bei denen man die bestehenden mentalen Mo-
delle der Benutzer absichtlich nicht berücksichtigen möchten, beispielsweise wenn es sich 
um komplett neue Technologien handelt, für die noch kein mentales Modell vorhanden ist 
oder wenn es sich um neue Bedienungskonzepte handelt, mit denen man die Aufgaben viel 
effektiver lösen kann. In solchen Fällen muss kein mentales Modell bei der Nutzungsan-
forderungsanalyse erstellt werden. Allerdings sollte das konzeptuelle Modell bei der Eva-
luation der Gestaltungslösungen zuerst den Probanden durch Einführung, Demonstration 
oder Video vermittelt werden, da die möglicherweise vorhandenen mentalen Modelle bei 
der Interaktion mit den neuen Gestaltungslösungen stark beeinflusst werden. 
Das Verfahren konzentriert sich auf die Erhebung der Nutzungsanforderungen und nicht 
auf die Dokumentation und Verwaltung der Anforderungen. Bei komplexeren Anwendun-
gen ist es schwer, von Anfang an alle Nutzungsanforderungen zu identifizieren, da die 
Komplexität meistens während der Entwicklung zunimmt. Dadurch sind Iterationen des 
Verfahrens möglich, beispielsweise, wenn eine neue Nutzergruppe während der Entwick-
lung identifiziert wird oder mehr Details zu den mentalen Modellen erforderlich sind.  
Das Verfahren wurde validiert, indem es mit den in der ISO 9241-210 beschriebenen 
Aktivitäten zur Anforderungsanalyse verglichen wurde. Die Ergebnisse sprechen positiv 
für das neue Verfahren, denn damit konnten nicht nur deutlich mehr Anforderungen (28 
statt 17), sondern auch aus Sicht der Benutzer und Designer qualitativ gute Anforderungen 
erhoben werden. Dabei konnte insbesondere die Relevanz der Erstellung mentaler Modelle 
bestätigt werden. Allerdings wurde das Verfahren nur von einer Person bei einer Anwen-
dung validiert. Daher ist es schwer, die Ergebnisse zu verallgemeinern. Um die Qualität 
des Verfahrens umfassend zu beurteilen, ist es notwendig, dass es von unterschiedlichen 
Personen mit unterschiedlichen Anwendungen erprobt wird. 
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KAPITEL 4  
Erstellungsmethoden für mentale        
Modelle 
In diesem Kapitel wird die Untersuchung zu Erstellungsmethoden für mentale Modelle be-
schrieben, welche eine Vertiefung des vorherigen Kapitels bildet. Drei Erstellungsmetho-
den wurden untersucht. Dies sind: Teaching-Back, Retrospective Think-Aloud und Inter-
view. Zu Beginn dieses Kapitels werden die theoretischen Grundlagen zum Thema vorge-
stellt. Dabei wird auf die gängigen Erstellungsmethoden und allgemeine Probleme während 
der Erstellung mentaler Modelle eingegangen. Nach einer Erläuterung der zentralen Un-
tersuchungsziele wird das Untersuchungsdesign präsentiert. Darauf folgt eine detaillierte 
Beschreibung und Diskussion der Ergebnisse. 
4.1 Theoretische Grundlagen 
In der Mitte der 80er Jahre war das mentale Modell häufig Untersuchungsgegenstand im 
Bereich Mensch-Computer Interaktion (Sasse, 1991). Seit Mitte der 90er Jahre bis heute 
wurde es nicht mehr so oft untersucht. Die früheren Untersuchungen (z.B. Frese & Albrecht, 
1988; Kieras & Bovair, 1984) richteten das Augenmerk meistens auf den Vergleich der 
mentalen Modelle der Benutzer und der konzeptuellen Modelle der Designer. Gibt es eine 
Diskrepanz zwischen dem konzeptuellen Modell der Designer und dem bei der Interaktion 
mit dem System gebildeten mentalen Modell der Benutzer, führt dies meistens zu subopti-
malen Ergebnissen.  
Mentale Modelle blinder Benutzer wurden bisher nur sehr selten untersucht (Mat Saei 
et al., 2010). In (Kurniawan et al., 2003) wurden folgende Aspekte mit blinden Benutzern 
untersucht: Die mentalen Modelle bei der Nutzung der Windows-Umgebung, Strategien 
beim Arbeiten mit neuen Anwendungen, mentale Modelle für die bekannten Screenreader 
sowie die Beziehungen zwischen diesen mentalen Modellen und den gefundenen Usability-
Problemen beim Benutzen eines unbekannten Screenreaders. Auf Basis der Ergebnisse von 
(Kurniawan et al., 2003) wurde das mentale Modell blinder Benutzer für die Nutzung neuer 
Anwendungen anhand existierender Richtlinien und Empfehlungen durch (Mat Saei et al., 




2010) erweitert. In Bezug auf die Erhebungsmethoden mentaler Modelle mit blinden Be-
nutzern konnte keine Arbeit während der Recherche ermittelt werden. 
4.1.1 Gängige Erstellungsmethoden 
Um mentale Modelle zu erheben, gibt es unterschiedliche Methoden, beispielsweise Inter-
view, Beobachtung, Think-Aloud, Tagebuch und Teaching-Back (Sasse, 1991). Vor allem 
Think-Aloud wird sehr oft verwendet. Nach dem Zeitpunkt der Artikulierung kann man 
dabei zwei Arten unterscheiden: Concurrent (simultan) und Retrospective (retrospektiv) 
Think-Aloud (Branch, 2000; Kuusela & Paul, 2000). Beim Concurrent Think-Aloud, wel-
che die übliche Think-Aloud Methode ist, artikulieren sich die Probanden bei der Bearbei-
tung der Aufgaben, während dies beim Retrospective Think-Aloud (RTA) erst nach der Be-
arbeitung der Aufgaben geschieht. Wie bereits in Kapitel 2.1 erwähnt, wird Concurrent 
Think-Aloud von blinden Probanden i.d.R. als sehr stressig empfunden, da ein gleichzeiti-
ges Hören und lautes Denken Schwierigkeiten bereitet. Dagegen bietet RTA für sie eine 
gute Alternative. RTA besteht aus zwei Teilen. Im ersten Teil bearbeiten die Probanden die 
Aufgaben, ohne laut zu denken. Dieser Vorgang wird aufgezeichnet. Im zweiten Teil kom-
mentieren die Probanden mit Hilfe der Aufzeichnung ihre Vorgehensweise und Gedanken. 
Teaching-Back (TB) ist ebenso eine Variante von Think-Aloud. Dabei sollen die Pro-
banden einer anderen Person, dem sogenannten Schüler, beibringen, wie man eine Anwen-
dung bedient oder eine Aufgabe bearbeitet. Die Probanden wissen aber nicht, dass der 
Schüler zum Test-Team gehört und möglicherweise Kenntnisse von der Anwendung hat. 
Der Schüler soll so tun, als ob er die Anwendung nicht kennt. Diese Methode eignet sich 
sehr gut für die Erhebung mentaler Modelle von sehenden Benutzern (Sasse, 1991). 
4.1.2 Probleme bei der Erstellung mentaler Modelle 
Bei der Erhebung mentaler Modelle existiert ein zentrales Problem, nämlich die Verände-
rung der mentalen Modelle während des Erhebungsprozesses (Norman, 1987; Rogers et al., 
1992). Das heißt, dass die mentalen Modelle, die die Benutzer ursprünglich im Kopf hatten, 
und die erhobenen mentalen Modelle nicht mehr identisch sind (vgl. Abbildung 4.1). 
 
Abbildung 4.1: Veränderung der mentalen Modelle während der Erhebung und Analyse 




Diese Diskrepanz kann aus unterschiedlichen Ursachen resultieren. Die mentalen Mo-
delle, die die Benutzer im Kopf haben, sind nicht sichtbar für Außenstehende. Sie werden 
erst mit Hilfe der Erhebungsmethoden in eine sichtbare Form gebracht. Dies können ein-
fache Notizen, Think-Aloud Protokolle, Log-Daten und Audio-/Videoaufnahmen sein, 
welche dann vom Testleiter/Evaluator analysiert werden. Auf einen solchen Prozess haben 
mehrere Faktoren Einfluss: der Benutzer, die Erhebungsmethode, der Testleiter/Evaluator, 
die Datenanalysemethode und auch die Erhebungsumgebung. Im Folgenden werden die 
Hauptgründe für die Entstehung von Diskrepanzen zwischen den ursprünglichen mentalen 
Modellen im Kopf und den erhobenen mentalen Modellen dargestellt. 
 Die Natur der mentalen Modelle ist nicht einsehbar. 
Mentale Modelle kann man nicht direkt beobachten, sondern sie müssen aus den 
verbalen Äußerungen oder dem nonverbalen Verhalten abgeleitet werden. Sie exis-
tieren oft im Unterbewusstsein der Menschen. Der unterbewusste Teil des mentalen 
Modells kann aber nicht einfach verbalisiert werden. Versucht man etwas Unterbe-
wusstes zu verbalisieren, wird dies meistens während der Verbalisierung modifiziert 
(Norman, 1987). 
 Die Eigenschaften der Erhebungsmethoden führen zu sekundären Informationen. 
Bei Methoden, bei denen die Probanden ihre mentalen Modelle artikulieren sollen, 
wie Interview, Fragebogen und Think-Aloud, gibt es generell zwei Probleme. Ers-
tens, sie sind sehr von den Artikulationsfähigkeiten der Probanden abhängig (Borg-
man, 1986). Zweitens, nur die Informationen, die verbal ausdrückbar sind, können 
erhoben werden (Rogers et al., 1992). Um Handlungsmuster zu erkennen, sind solche 
Methoden als primäre Erhebungsmethode deshalb nicht geeignet. 
 Die Probanden verfälschen die Wiedergabe des mentalen Modells. 
Es ist möglich, dass Probanden nicht komplette, manchmal sogar falsche Informati-
onen abgeben. Wenn sie gefragt werden, warum sie etwas tun, fühlen sie sich ver-
pflichtet, einen Grund dafür anzugeben, auch wenn es keinen gibt (Norman, 1987). 
 Die Testleiter/Evaluatoren beeinflussen die mentalen Modelle. 
Die mentalen Modelle des Testleiters/Evaluators können auch Einfluss auf die Kon-
zeptualisierung von mentalen Modellen der Benutzer haben (Rouse & Morris, 1986), 
beispielsweise durch die Einführung des Testleiters am Beginn der Erhebung bzw. 
dessen Erläuterungen oder Kommentare während der Erhebung. 
 Die Gestaltung der Untersuchung entspricht nicht dem üblichen Kontext. 
Hier ist hauptsächlich die physische und technische Umgebung für die Erhebung ge-
meint. Bei blinden Benutzern kommt es häufig vor, dass die ursprünglichen Lösungs-
wege aufgrund der Verwendung von nicht vertrauten assistiven Technologien nicht 
verwendet werden können. 




All diese Faktoren haben Einfluss auf die erhobenen mentalen Modelle. In den folgen-
den Abschnitten wird eine Studie vorgestellt, in der zwei Erstellungsmethoden mentaler 
Modelle für blinde Benutzer untersucht wurden. 
4.2 Ziele der Untersuchung 
In dieser Studie17 werden TB und RTA für die Erhebung mentaler Modelle bezüglich des 
prozeduralen Wissens mit blinden Benutzern untersucht. Dabei werden zwei Forschungs-
fragen verfolgt: 
1. Wie soll TB für die Erhebung mentaler Modelle blinder Menschen gestaltet werden?  
Anhand der Recherche ist nicht bekannt, dass die Methode TB bei blinden Probanden ein-
gesetzt wurde. Zwei Aspekte sind in der Anwendung unklar:  
 Erstens, inwiefern beeinflusst die Sehfähigkeit der Schüler die Methode TB?  
Der Schüler spielt neben dem Probanden/Lehrer auch eine wichtige Rolle, da die 
mentalen Modelle durch die Kommunikation zwischen dem Lehrer und dem Schüler 
entstehen. Bei TB mit sehenden Probanden werden selbstverständlich sehende Schü-
ler genommen. Wie ist es bei blinden Probanden?  
 Zweitens, inwiefern beeinflussen die Modalitäten des Teachings die Methode?  
Dabei geht es um die technische Gestaltung von TB. Bei TB mit Sehenden sehen sich 
Schüler und Lehrer gemeinsam den Lösungsweg auf dem Bildschirm an. Wie soll 
man dies bei einem blinden Lehrer und einem blinden Schüler gestalten? Um mit 
dem Computer zu interagieren, benötigen blinde Benutzer üblicherweise die Sprach-
ausgabe vom Screenreader, die den Inhalt des Bildschirms vorliest, und eine Braille-
zeile, die mit Hilfe von Routing Tasten und der Navigationsleiste den Inhalt des 
Bildschirms in Braille darstellt. Somit gibt es für die technische Gestaltung von TB 
drei Möglichkeiten: 
 nur mit Hilfe der Sprachausgabe, d.h., der Lehrer und der Schüler hören nur, 
ohne die Braillezeile zu benutzen 
 nur mit Hilfe der Braillezeile, d.h., sie dürfen nur auf der Braillezeile lesen 
 mit Hilfe von Sprachausgabe und Braillezeile 
2. Welche Methode, TB oder RTA, ist für blinde Benutzer besser geeignet?  
Beide können für die Erhebung mentaler Modelle eingesetzt werden, aber welche Vor- und 
Nachteile haben sie bei blinden Benutzern? 
                                                 
17 Herzlichen Dank an Frau Karen Schiekel für die Zusammenarbeit bei der Datenerhebung. 






Sechs blinde Probanden (zwei weiblich, vier männlich) waren an der Studie beteiligt. Sie 
waren zwischen 20 und 50 Jahre alt und das durchschnittliche Alter betrug 31 Jahre. Ein 
Proband war Brailleschrift-Anfänger, zwei waren durchschnittliche Anwender und drei 
fortgeschrittene Anwender. Alle benutzten täglich Computer und hatten Erfahrungen in der 
Zusammenarbeit am Computer mit sehenden Menschen. Außer einem Probanden hatten 
alle Erfahrung in der Zusammenarbeit mit blinden Menschen. Es wurden unterschiedliche 
Screenreader benutzt: NVDA, BRLTTY, VoiceOver und JAWS. Alle benutzten den Scre-
enreader parallel mit Sprachausgabe und Braillezeile. 
Materialien 
Die mentalen Modelle wurden am Beispiel der Bedienung zweier Webseiten untersucht. 
Die zwei Webseiten sind http://www.dvb.de und www.vvo-online.de. Die zwei von den 
Probanden zu bearbeitenden Aufgaben können mit beiden Webseiten gelöst werden. Bei 
einer Aufgabe geht es um die Suche einer Verbindung des öffentlichen Nahverkehrs zwi-
schen Start- und Zielpunkt über einen bestimmten Zwischenstopp. Bei der zweiten Aufgabe 
geht es um die Suche nach einem Haltestellenfahrplan einer bestimmten Linie an einer 
bestimmten Haltestelle. 
Versuchsablauf 
Die Untersuchung wurde im Usability-Labor durchgeführt. Zwei Wochen vor den Tests im 
Labor haben die Probanden die zwei Webseiten und die dazugehörigen Aufgaben bekom-
men. Sie wurden darum gebeten, sich mit den Aufgaben bereits vor den Tests vertraut zu 
machen und die Lösungen der Aufgaben per Email an den Testleiter zurück zu schicken. 
Somit haben sie vor den Tests bereits eigene mentale Modelle über die Vorgehensweise 
zur Lösung der Aufgaben gebildet. Diese wurden am Anfang der Tests mit Hilfe eines 
Interviews erhoben und dienten als Grundlage für die Bewertung der Originaltreue der mit 
TB und RTA erhobenen mentalen Modelle. Es gab insgesamt zwei Testblöcke. Jeder Test-
block untersuchte eine Methode. Der Testblock TB unterteilte sich wiederum in 4 Unter-
blöcke: 
 Teaching via auditiver Modalität mit blinden Schülern 
 Teaching via taktiler Modalität mit blinden Schülern 
 Teaching via auditiver und taktiler Modalität mit blinden Schülern 
 Teaching mit sehenden Schülern 
Die Testvorbereitung für TB war sehr aufwendig, da zwei blinde Personen gleichzeitig 
eingeladen werden mussten. Um die Anzahl der blinden Personen gering zu halten, hat 




jeder Proband zwei Mal an der Untersuchung teilgenommen, einmal als Schüler und einmal 
als Lehrer. Die Probanden wurden darauf hingewiesen, ihre eigenen mentalen Modelle 
nicht preiszugeben, wenn sie Schüler waren, und ihren eigenen mentalen Modellen treu zu 
bleiben, wenn sie Lehrer waren. Die Reihenfolge der Testblöcke und Unterblöcke variierte 
zwischen den Probanden. Nach jedem Testblock und Unterblock wurden die subjektiven 
Bewertungen der Probanden zu den Methoden mit Hilfe von Fragebögen erhoben. 
Testaufbau 
Die technischen Testumgebungen für TB und RTA waren unterschiedlich. Bei TB wurden 
neben der Sehfähigkeit des Schülers auch die Modalitäten für das Teaching untersucht. Im 
Fall eines sehenden Schülers war keine zusätzliche Hard- und Software nötig. Der sehende 
Schüler saß neben dem Lehrer und lies sich vom Lehrer erklären, wie man die Aufgaben 
bearbeitet. Damit der sehende Schüler dem Fokus besser folgen kann, wurde der Braille-
betrachter18 in JAWS eingeschaltet. Im Fall eines blinden Schülers wurde teilweise zusätz-
liche Hard- und Software benutzt. Sollte der Bildschirminhalt nur auditiv übermittelt wer-
den, hörte der Schüler gemeinsam mit dem Lehrer der Sprachausgabe zu. Sollte der Bild-
schirminhalt nur taktil übermittelt werden, ist die technische Umsetzung komplizierter. Es 
muss für den Schüler ein eigener Computer sowie eine eigene Braillezeile zur Verfügung 
stehen (siehe Abbildung 4.2).  
 
Abbildung 4.2: Testumgebung für Teaching-Back 
Um den Bildschirminhalt des Lehrers auf beiden Braillezeilen synchron darzustellen, 
wird das Tool JAWS Tandem19 verwendet. Dabei ist der Rechner des Schülers der Kontroll-
Rechner und der des Lehrers der Ziel-Rechner. Außerdem müssen beide Rechner eine In-
ternetverbindung haben. Der Kontroll-Rechner generiert mit Hilfe von JAWS Tandem eine 
ID. Diese wird an den Ziel-Rechner weitergegeben und im „Allow Access to my compu-
ter“ Dialogfenster eingegeben. Somit entsteht eine direkte Verbindung zwischen beiden 
Rechnern und der Schüler kann auf seiner Braillezeile alles lesen, was der Lehrer auf seiner 
                                                 
18 Braillebetrachter ist ein Programm, das alles, was auf einer Braillezeile ausgegeben wird, in Textform auf 
dem Bildschirm wiedergibt (http://www.freedomsci.de/news/new_610.htm). 
19 http://www.freedomscientific.com/downloads/jaws/JAWS-Tandem-QSG.asp 




Braillezeile dargestellt bekommt. Sollte der Bildschirminhalt auditiv und taktil übermittelt 
werden, wurden Lautsprecher und JAWS Tandem benutzt. 
Bei RTA wurde Camtasia Studio20 für die Aufzeichnung des Bildschirminhaltes und der 
Sprachausgabe verwendet. Somit kann der Proband anhand der akustischen Aufzeichnung 
seine Vorgehensweise kommentieren. Anhand der visuellen Aufzeichnung des Bildschir-
minhaltes kann der Testleiter die Vorgehensweise besser nachvollziehen und bei Fragen 
mit dem Probanden diskutieren. 
Auswertungskriterien 
Die zwei Methoden, TB und RTA, wurden unter vier Aspekten untersucht: 
 die Vollständigkeit der erhobenen mentalen Modelle 
Norman hat in den 80er Jahren bereits beobachtet, dass die Vollständigkeit der erho-
benen mentalen Modelle schwer zu gewährleisten ist (Norman, 1987). Vor diesem 
Hintergrund wird nicht untersucht, ob die erhobenen mentalen Modelle vollständig 
sind, sondern welche erhobenen mentalen Modelle vollständiger sind. 
 die Originaltreue der erhobenen mentalen Modelle 
Hierbei wird untersucht, ob die mentalen Modelle sich geändert haben, also ob die 
erhobenen mentalen Modelle und die ursprünglichen mentalen Modelle , die im In-
terview erhoben wurden, identisch sind. 
 die Präferenz der Probanden 
 der zeitliche Aufwand für die Durchführung der Methoden 
4.4 Ergebnisse 
In diesem Abschnitt werden die Ergebnisse der Untersuchung beschrieben. Zuerst wird auf 
die Gestaltung von TB eingegangen. Anschließend werden TB und RTA anhand der vier 
o.g. Auswertungskriterien miteinander verglichen. 
4.4.1 Gestaltung von Teaching-Back 
Einfluss der Sehfähigkeit der Schüler 
Nachdem die Probanden mit sehenden und blinden Schülern TB durchgeführt haben, wur-
den sie gefragt, ob sie den Eindruck haben, dass die Sehfähigkeit ihrer Schüler die Kom-
munikation zwischen ihnen beeinflusst hat. Alle Probanden haben mit „Ja“ geantwortet. 
Sie haben dies folgendermaßen begründet: 
                                                 
20 http://www.techsmith.de/camtasia.html 




Bei blinden Schülern: 
Sie haben blinden Schülern meistens sehr detailliert beschrieben, was sie machen und 
wie sie es machen. Beispiel: 
Bei sehenden Schülern: 
Genauso wie sie es festgestellt haben, verlief die Kommunikation mit sehenden Schü-
lern anders als mit blinden Schülern. Die Probanden haben oft versucht, die Erklärung ihrer 
Vorgehensweise an sehende Menschen anzupassen, d.h. visuell zu erklären. Beispielsweise 
beschrieben sie den Fokus mit "links auf der Seite" oder "unten auf der Seite", damit die 
sehenden Schüler wussten, wo sich der Fokus auf dem Bildschirm befindet. Außerdem 
konzentrierten sich die Erklärungen hauptsächlich auf das, was sie machen und weniger 
auf das, wie sie es machen sollten. 
Es hat sich gezeigt, dass die Sehfähigkeit der Schüler Einfluss auf die Kommunikation 
zwischen dem Lehrer und dem Schüler hat. Bei sehenden Schülern haben sich die Lehrer 
beim Erklären hauptsächlich auf „Was tue ich?“ beschränkt. Dahingegen fielen die Erklä-
rungen bei blinden Schülern viel detaillierter aus. Neben dem „Was tue ich?“ wurde auch 
mehr das „Wie tue ich es?“ erklärt. Der Anteil des „Wie tue ich es?“ wurde gegenüber dem 
„Was tue ich?“ für beide Testkombinationen analysiert. Bei sehenden Schülern betrug der 
Anteil von „Wie tue ich es?“ durchschnittlich nur 9%, während der Anteil bei blinden 
Schülern auf 38% stieg. Dadurch sind die erhobenen mentalen Modelle mit blinden Schü-
lern vollständiger. Ein Ziel der Erhebung mentaler Modelle blinder Benutzer besteht darin, 
mit Hilfe der mentalen Modelle das Nutzerverhalten blinder Benutzer besser zu verstehen. 
Das Erklären des „Wie tue ich es?“ trägt wesentlich dazu bei. Daher ist es bei TB mit 
blinden Probanden zu empfehlen, blinde Schüler zu nehmen. 
 
„Er weiß, was ich meine, wenn ich von JAWS-Eigenheiten rede.“ 
„Es fällt leichter zu erklären. Er wusste genau, wovon ich spreche und was 
ich getan habe.“ 
„Jetzt suchen wir mit (Taste) E das nächste Eingabefeld.“ 
„Jetzt suchen wir mit "virtuelle Suche" nach Links.“ 
„Jetzt springen wir in das Formularfeld.“ 
„Ich habe es (dem sehenden Schüler) ein bisschen anders erklärt (als dem 
blinden Schüler), nämlich ein bisschen visuell erklärt.“ 
„Ich habe weniger erklärt wie ich es gemacht habe, sondern vielmehr was ich 
gemacht habe.“ 
„Bei Sehenden muss man nicht so viel erzählen, weil sie sowieso alles sehen.“ 




Einfluss der Teaching-Modalitäten auf die Methode 
Nachdem die Probanden die Tests mit den drei Teaching-Modalitäten durchgeführt haben, 
wurden sie mit Hilfe einer 5-stufigen Likertskala (1: völlig ausreichend, 5: gar nicht aus-
reichend) gefragt, ob die Unterstützung durch die jeweilige Modalität für das Teaching 
ausreichend war. Abbildung 4.3 zeigt die Häufigkeitsverteilung der Antworten. 
 
Abbildung 4.3: Darstellung der Häufigkeitsverteilung für die Modalitätsmöglichkeiten 
Mit Hilfe des Wilcoxon-Rangsummen-Tests konnte gezeigt werden, dass die Unterstüt-
zung nur durch Sprachausgabe oder nur durch Braillezeile als signifikant unzureichender 
empfunden wurde, als die parallele Verwendung von Sprachausgabe und Braillezeile 
(W(Sprachausgabe, beides) = 2,68; W(Braillezeile, beides) = 3; Z(1-a/2) = 1,96). Man kann zwar separat 
mit Sprachausgabe oder Braillezeile den Inhalt des Bildschirmes erkunden, allerdings wer-
den beide unterschiedlich eingesetzt. Mit der Braillezeile kann man schnell nachlesen, wo 
der Fokus ist, und mit der Sprachausgabe bekommt man schnell einen Überblick, was für 
Elemente es auf dem Bildschirm gibt. Blinde Probanden haben kommentiert, dass die Kom-
bination von Sprachausgabe und Braillezeile die meisten Informationen über den Bild-
schirm liefert und man so am effizientesten mit dem Computer interagieren kann. Somit 
können sie ihre mentalen Modelle vollständiger und effizienter den Schülern übermitteln. 
Alle Probanden haben nach TB angegeben, dass sie parallel Sprachausgabe und Braillezeile 
als Unterstützung nehmen würden, wenn sie noch einmal am Computer jemandem etwas 
erklären müssten. 
Die Ergebnisse zeigen, dass sowohl die Sehfähigkeit der Schüler als auch die Modali-
täten für das Teaching Einfluss auf die Methode TB mit blinden Probanden haben. Um die 
mentalen Modelle vollständiger erheben und ungestört übermitteln zu können, sollte einer-
seits ein blinder Schüler eingesetzt werden, anderseits sollten Sprachausgabe und Braille-








4.4.2 Vergleich der zwei Methoden 
Im letzten Abschnitt wurde aufgezeigt, dass es bei TB mit blinden Probanden optimal ist, 
wenn blinde Schüler und eine parallele Unterstützung mit Sprachausgabe und Braillezeile 
zur Verfügung stehen. Dementsprechend beziehen sich die Daten von TB für den Vergleich 
der Methoden nur auf diese Testkombination. 
Vollständigkeit der erhobenen mentalen Modelle 
Die erhobenen mentalen Modelle umfassen drei Arten von Informationen: Information 
über das „Was tue ich?“, Information über das „Wie tue ich es?“ und Information über das 
„Warum tue ich es?“. Sie tragen alle zum Verstehen des Nutzerverhaltens und bei der Ana-
lyse der Nutzeranforderungen von blinden Benutzern bei. Es konnte beobachtet werden, 
dass TB hauptsächlich Informationen über das „Was tue ich?“ und das „Wie tue ich es?“ ge-
liefert hat, während RTA Informationen über das „Was tue ich?“ und das „Warum tue ich 
es?“ geliefert hat. Bei der Information über das „Wie tue ich es?“ in TB handelt es sich, 
wie beobachtet, nur um die bewussten Handlungen. Die unterbewussten Handlungen kön-
nen damit nicht entdeckt werden. Weder TB noch RTA konnten alle drei Arten der Infor-
mationen liefern. 
Originaltreue der erhobenen mentalen Modelle 
Wie bereits erwähnt, wurden die mentalen Modelle am Anfang der Tests mittels Interview 
erhoben. Diese Daten dienen als Grundlage für die Bewertung der Originaltreue der erho-
benen mentalen Modelle. Bei TB konnte bei zwei, also 1/3 der Probanden, beobachtet wer-
den, dass sich ihre mentalen Modelle durch die Nachfragen der Schüler geändert haben, 
trotz des Hinweises am Anfang der Tests, dass sie ihre ursprünglichen mentalen Modelle 
den Schülern beibringen sollen. Es besteht folgender Widerspruch bei TB: Fragt der Schü-
ler nichts nach, wirkt die Kommunikation sehr gezwungen und unnatürlich. Fragt der Schü-
ler bei Unklarheiten nach, besteht die Gefahr, dass der Lehrer dadurch sein mentales Mo-
dell ändert. Dagegen findet bei RTA die Diskussion erst nach der Durchführung der Auf-
gabe statt, sodass sie keinen Einfluss auf das ursprüngliche mentale Modell hat. Daher ist 
RTA hinsichtlich der Originaltreue der erhobenen mentalen Modelle besser als TB geeignet. 
Präferenzen der Probanden 
Nach den Tests wurden die Probanden gefragt, welche Methode(n) sie hinsichtlich folgen-
der drei Kategorien bevorzugen:  
 Unterstützung bei der Erinnerung an den Lösungsweg 
 Unterstützung beim Mitteilen des Lösungsweges 
 allgemeiner Eindruck  




Eine Mehrfachnennung war erlaubt. Da die Methode Interview am Anfang der Tests 
eingesetzt wurde, um die ursprünglichen mentalen Modelle zu erheben, wurde Interview 
hier ebenfalls bewertet. Abbildung 4.4 stellt die Häufigkeitsverteilung der Methoden dar. 
 
Abbildung 4.4: Präferenzen der Probanden nach den Tests 
In allen Kategorien wurde RTA von den Probanden deutlich bevorzugt. Das kommt da-
her, dass man bei RTA im ersten Teil die Aufgaben ungestört bearbeiten und im zweiten 
Teil sich nur auf das Kommentieren jedes Handlungsschrittes konzentrieren kann.  Dabei 
dient der aufgenommene Ton als Gedächtnishilfe und der Testleiter kann auch gezielt nach-
fragen, wenn es Unklarheiten gibt. Somit können sich die Probanden sehr gut an die Lö-
sungswege erinnern und anderseits können diese sehr gut vermittelt werden. TB und Inter-
view wurden von den Probanden nur selten bevorzugt. TB wurde von einem Probanden als 
positiv empfunden, weil es am natürlichsten beim Erklären der eigenen Vorgehensweise 
war. Gleichzeitig wurde die Rolle des Lehrers als sehr stressig empfunden, weil man sich 
in der Pflicht fühlt, den Schülern etwas zu erklären. Der einzige, durch Probanden genannte 
Vorteil von Interview war, dass es nicht so viel Zeit in Anspruch nimmt. 
Zeitlicher Aufwand 
Die durchschnittliche Dauer der Methoden TB und RTA lag bei 6´06´´ (Standardabwei-
chung (SA) = 3´42´´) bzw. 7´47´´ (SA = 4´11´´). Es gibt keinen signifikanten Unterschied 
zwischen beiden Methoden. 
4.5 Diskussion und Zusammenfassung 
Die zwei Methoden wurden hinsichtlich der Vollständigkeit, der Originaltreue der erhobe-
nen mentalen Modelle, der Präferenzen der Probanden und des zeitlichen Aufwandes be-
wertet. Insgesamt betrachtet ist die Methode RTA zu bevorzugen, da RTA bezüglich der 
Originaltreue der mentalen Modelle und der Präferenz der Probanden im Rahmen der Un-
tersuchung deutlich besser abschneidet. In Bezug auf die Vollständigkeit der mentalen Mo-
delle hat jede Methode ihre Vor- und Nachteile. RTA liefert zu wenige Informationen über 




das „Wie tue ich es?“ und TB liefert zu wenige Informationen über das „Warum tue ich 
es?“ bzw. das unterbewusste „Wie tue ich es?“. Um den Nachteil der Methode RTA zu 
beseitigen, kann ein Tool (erwähnt in Kapitel 7), welches die für die Interaktion verwen-
deten Tasten bzw. Tastenkombinationen aufzeichnet, eingesetzt werden. Somit können alle 
bewussten und auch unterbewussten Handlungen aufgezeichnet werden, sodass Informati-
onen über alle drei Arten geliefert werden. Zusätzlich können die aufgezeichneten Tasta-
tureingaben der blinden Probanden dafür eingesetzt werden, um die Lösungswege für die 
Designer nachvollziehbar zu gestalten. Dadurch werden sie die Lösungswege und die Kom-
mentare der blinden Probanden noch besser verstehen können. 
Im Allgemeinen sollte die Testumgebung für die Erhebung der mentalen Modelle den 
Probanden möglichst vertraut sein. Es sollten also vertraute Betriebssysteme und Screen-
reader verwendet werden, da die Bedienungsweise zwischen unterschiedlichen Screenrea-
dern bzw. Betriebssystemen variiert. Das hat direkten Einfluss auf die Performance der 
Probanden und somit auch auf die erhobenen mentalen Modelle. Ein Proband war bei-
spielsweise mit JAWS nicht vertraut und konnte seinen Lösungsweg nicht schlüssig dar-
stellen. Bei einem anderen Probanden war das Problem so groß, dass er die Aufgabe ab-
brechen musste. Er hat bemerkt: „Mit meinem Rechner würde ich es hinkriegen“. 
Außerdem konnte auch festgestellt werden, dass die mittels Interview erhobenen men-
talen Modelle zwar als Grundlage für die Bewertung der Originaltreue der erhobenen men-
talen Modelle dienen können, sie aber unzureichend für eine umfangreichere Analyse men-
taler Modelle sind. Die damit erhobenen mentalen Modelle umfassen i.d.R. nur Informati-
onen über das „Was tue ich?“. Diese Informationen sind aber häufig lückenhaft und beson-
ders bezüglich der Begrifflichkeit sogar fehlerhaft. Die Ursachen dafür können beispiels-
weise darin liegen, dass die Probanden bestimmte Sachen vergessen haben, sie eine falsche 
Angabe zum Linknamen gemacht haben (z.B. „Verbindungsauskunft“ statt „Fahrplanaus-
kunft“), oder es sich um routinierte Handlungen handelt. Beim Interview ist man völlig auf 
das Gedächtnis und die „self-reporting“-Fähigkeit der Probanden angewiesen. Das deutet 
darauf hin, dass die Methode Interview für die Erhebung mentaler Modelle bezüglich des 




KAPITEL 5  
Modalitätsauswahl 
In diesem Kapitel wird die Untersuchung zum multimodalen Nutzerverhalten blinder Be-
nutzer unter Einfluss unterschiedlicher Aufgabentypen bei der Bedienung einer multimo-
dalen Navigationsanwendung auf einem Smartphone beschrieben. Für jeden Aufgabentyp 
stehen mehrere Eingabemodalitäten parallel zur Verfügung. Nach Erläuterung der Motiva-
tion und der Ziele der Untersuchung wird das Untersuchungsdesign beschrieben. Dabei 
wird besonders auf die untersuchten Aufgabentypen und die zur Verfügung stehenden Ein-
gabemodalitäten eingegangen. Die Ergebnisse bilden den Hauptteil des Kapitels und wer-
den detailliert diskutiert. 
5.1 Motivation und Ziele der Untersuchung 
Einige Designprinzipien zu multimodalen Anwendungen wurden im Abschnitt 3.3 vorge-
stellt. Aufgrund der unterschiedlichen Ein- und Ausgabemodalitäten sowie der unter-
schiedlichen Benutzergruppen und Nutzungsumgebungen sind die vorgestellten Design-
prinzipien meistens sehr allgemein gehalten. Es wird immer betont, dass die Ein- und Aus-
gabemodalitäten an die Präferenzen und Fähigkeiten der Benutzer bzw. an die Nutzungs-
umgebung angepasst werden sollen. Dies bedeutet, dass die Anwendung der Prinzipien das 
Wissen über die modalitätsspezifischen Präferenzen einer bestimmten Benutzergruppe vo-
raussetzt. Allerdings existieren in Bezug auf blinde Benutzer in der Literatur kaum ent-
sprechende Arbeiten. Das Ziel der Untersuchung besteht darin, das multimodale Interakti-
onsverhalten blinder Benutzer zu untersuchen, besonders die Wahl der Modalitäten. Aus 
den Ergebnissen werden Anforderungen für das Design multimodaler Anwendungen für 
blinde Benutzer abgeleitet, welche in der Nutzungsanforderungsanalyse, speziell im Schritt 
Modalitätswahl (siehe Abbildung 3.3, S. 37), berücksichtigt werden sollen. 
Es gibt einige Faktoren, die die Benutzer bei der Wahl der Modalitäten beeinflussen 
können. Dies sind beispielsweise die zu erledigenden Aufgaben, die Nutzungsumgebung, 
die Erfahrung des Benutzers mit der Modalität, die Effizienz und die kognitive Belastung 
der Modalitäten (Wechsung et al., 2008; Ren et al. 2000). Der Fokus der Untersuchung 
liegt auf den Präferenzen der Eingabemodalitäten unter dem Einfluss unterschiedlicher 





Von Interesse sind neben der Fragestellung, welche Modalitäten bzw. Modalitätskombina-
tionen für bestimmte Aufgaben bevorzugt werden, auch die in (Coutaz et al., 1995) be-
schriebenen User-Preferences. Diese umfassen die User-Zuweisung (Benutzer benutzt nur 
eine Modalität bezüglich eines Ziels), User-Äquivalenz (Benutzer ist unentschlossen zwi-
schen Modalitäten, benutzt mal diese und mal jene), User-Redundanz (Benutzer benutzt 
mehrere Modalitäten gleichzeitig, um das gleiche auszudrücken) und User-Komplementa-
rität (Benutzer benutzt mehrere Modalitäten ergänzend für ein Ziel). Die Untersuchung der 
User-Preferences ist deswegen so wichtig, weil die Kompatibilität des Systemdesigns mit 
den User-Preferences eine entscheidende Rolle für die Usability des Systems spielt. 
5.2 Untersuchungsdesign 
Probanden 
12 blinde Probanden aus unterschiedlichen Regionen haben an dieser Untersuchung teil-
genommen. Davon waren fünf weiblich, sieben männlich, fünf geburtsblind und sieben 
späterblindet. Sie waren zwischen 21 und 62 Jahren alt und das durchschnittliche Alter 
betrug 40 Jahre. Keine Person hatte weitere Wahrnehmungseinschränkungen. Bei der Ein-
schätzung der eigenen Schreibfähigkeit von Braille haben sich die Hälfte der Probanden 
mit gut, vier mit durchschnittlich und einer als Anfänger eingeschätzt. Ein Proband konnte 
auf Grund einer sehr späten Erblindung kein Braille schreiben.  
Abbildung 5.1 stellt die Erfahrungen der Probanden mit mobilen Navigationsanwen-
dungen, Touchscreen auf Smartphones sowie den untersuchten Eingabemodalitäten dar.  
 
Abbildung 5.1: Erfahrungen der Probanden mit unterschiedlichen Eingabemodalitäten 
Die meisten Probanden hatten keine bis sehr wenig Erfahrung mit mobilen Navigati-
onsanwendungen. Die Erfahrungen mit den unterschiedlichen Eingabemodalitäten waren 
unterschiedlich. Die meisten Probanden hatten viel bis sehr viel Erfahrung mit dem Touch-
screen von Smartphones, mittel bis viel Erfahrung mit der Eingabe durch die Touchscreen-
Tastatur und mittel bis sehr viel Erfahrung mit der Eingabe durch Touchscreen-Gesten. Bei 
mobilen Navigationsanwendungen 
Touchscreen auf Smartphone 















der Spracheingabe verteilte sich die Anzahl der Probanden von gar keiner Erfahrung bis zu 
sehr viel Erfahrung gleichmäßig. Dagegen hatten 10 Probanden gar keine Erfahrung mit 
der Brailleeingabe auf Touchscreens und nur zwei hatten geringe Erfahrungen. Bezüglich 
multimodaler Eingaben hatten die meisten Probanden Erfahrungen mit der Kombination 
unterschiedlicher Eingabemodalitäten, beispielsweise für das Schreiben von Email oder 
SMS wurde Sprache kombiniert mit Tastatur eingesetzt. 
Untersuchte Aufgabentypen 
Die Festlegung der Aufgabentypen basierte zum einen auf den in (Foley et al., 1994) be-
schriebenen Interaktionsaufgaben und zum anderen auf den anwendungsspezifischen Auf-
gaben von Navigationsanwendungen für blinde Menschen. Insgesamt wurden acht elemen-
tare Aufgabentypen untersucht:  
 Aufgabentyp 1: Eingabe häufig verwendeter Begriffe 
Im Rahmen der Arbeit wird eine Unterscheidung zwischen häufig verwendeten Begrif-
fen (Aufgabentyp 1) und freiem Text (Aufgabentyp 2) getroffen. Sie werden in der Un-
tersuchung separat betrachtet, da für sie unterschiedliche zur Verfügung stehende Ein-
gabemodalitäten als sinnvoll erscheinen. Die häufig verwendeten Begriffe betreffen die 
von Benutzern bei der Bedienung von Anwendungen oft in Eingabefelder eingegebenen 
Begriffe, beispielsweise der Name des Lieblingsrestaurants. Bei Foley at al. wurde Text 
in vertraulichen und nicht vertraulichen Text unterteilt. Diese Unterteilung kann sowohl 
häufig verwendete Begriffe (Aufgabentyp 1), freien Text (Aufgabentyp 2) als auch nu-
merische Werte (Aufgabentyp 3) betreffen. Um die Untersuchungsaufgaben für die Pro-
banden so kompakt wie möglich zu gestalten, wurde dies nur beim Aufgabentyp 1 un-
tersucht.  
 Aufgabentyp 2: Eingabe von freiem Text 
Das betrifft solchen Text, der von Benutzern in Eingabefeldern frei erstellt werden kann, 
beispielsweise eine Adresse oder ein Kommentar.  
 Aufgabentyp 3: Eingabe numerischer Werte 
 Aufgabentyp 4: Eingabe löschen  
 Aufgabentyp 5: Ein Element aus der Liste auswählen 
 Aufgabentyp 6: Navigation (nach oben/unten) in einer Liste 
 Aufgabentyp 7: Eine Ebene zurück navigieren 








Die Eingabemodalitäten umfassen neben der klassischen Touchscreen-Tastatur, Touch-
screen-Gesten und Sprache auch die bei blinden Benutzern noch nicht so weit verbreitete 
Touchscreen-Brailleeingabe. Im Folgenden wird hauptsächlich auf die verwendeten 
Touchscreen-Gesten und Touchscreen-Braille eingegangen.  
Die untersuchten Touchscreen-Gesten unterteilen sich in bereits vorhandene Standard-
Android-Gesten und einige speziell für die Untersuchung definierte Spezial-Gesten.  
 Standard-Android-Gesten 
Im TalkBack-Modus (siehe Kapitel 2.4.2), in dem blinde Benutzer arbeiten, weichen 
die Standard-Android-Gesten von den Gesten, die sehende Benutzer kennen, ab. Zu den 
Standard-Android-Gesten im TalkBack-Modus gehört beispielsweise die Aktion „Zu-
rück“, welche mit einem Finger auf dem Touchscreen von rechts oben senkrecht nach 
unten und dann nach links ausgeführt wird (siehe Abbildung 5.2 links).  
 Spezial-Gesten 
Zu den Spezial-Gesten gehören die Zahlen- und Löschen-Gesten sowie die von Proban-
den selbst definierten Gesten. Die Eingabe einer Zahl mittels Gesten geschieht durch 
das Zeichnen der Zahl auf der unteren Hälfte des Touchscreens. Für das Löschen ein-
zelner Buchstaben muss ein Finger auf dem Touchscreen von links unten nach rechts 
oben kurz wischen (siehe Abbildung 5.2 Mitte) und für das Löschen eines Wortes muss 
ein Finger von links unten nach rechts oben über ein längeres Stück wischen (siehe 
Abbildung 5.2 rechts). 
 
Abbildung 5.2: Standard-Android-Geste für zurück (links), definierte Geste für das Löschen eines Buchsta-





Die in der Arbeit untersuchte Brailleeingabe beruht auf dem Schreibkonzept von Brail-
leTouch21, z.B. steht das Wischen mit dem rechten Mittelfinger auf dem Touchscreen für 
das Leerzeichen. BrailleTouch ist eine App für iPhone- und iPad-Benutzer, die das Schrei-
ben von Braille auf dem Touchscreen ermöglicht (siehe Abbildung 5.3). 
 
Abbildung 5.3: Brailleeingabe auf dem Touchscreen mit der BrailleTouch App (http://brailletouchapp.com) 
Um die jeweiligen Eingabemodalitäten zu initiieren, gibt es für die Probanden bei Spra-
che, Braille und Gesten keinen zusätzlichen Aufwand. Im Rahmen der Wizard of Oz Un-
tersuchung wird bei der Sprache das „Open Mic“-Konzept verwendet, bei dem das Smart-
phone durchgehend auf die Spracheingaben wartet. Bei Gesten sollten die interpretierbaren 
Gesten vom Gerät automatisch erkannt werden und bei Braille wechselt es automatisch in 
den Braille-Modus, wenn das Smartphone quer-senkrecht (siehe Abbildung 5.2) gehalten 
wird. Um Inhalte mit der Tastatur einzugeben, mussten die Probanden wie üblich zwei Mal 
auf das Eingabefeld tippen. 
Verschiedene Eingabemodalitäten standen für jeden dieser Typen parallel zur Verfü-
gung. Dies bedeutet, dass die Aufgaben durch die einzelnen entsprechenden Modalitäten 
bzw. deren Kombinationen gelöst werden konnten (siehe Tabelle 5.1). 
Tabelle 5.1: Untersuchte Aufgabentypen und die zur Verfügung stehenden Eingabemodalitäten 
Aufgabentypen 
Eingabemodalitäten 
Sprache Braille Tastatur Gesten 
Eingabe häufig verwendeter Begriffe     (Spezial) 
Eingabe von freiem Text     
Eingabe numerischer Werte     (Spezial) 
Eingabe löschen     (Spezial) 
Ein Element aus der Liste auswählen     (Standard) 
Navigation in einer Liste     (Standard) 
Eine Ebene zurück navigieren     (Standard) 
Button aktivieren      (Standard) 






Für die Untersuchung wurden verschiedene Bedienungsoberflächen für eine Navigati-
onsanwendung auf einem Android-Smartphone (Samsung Galaxy Note N7000 mit dem 
Betriebssystem Android 4.0.1) entwickelt (siehe Abbildung 5.4). Bei der Gestaltung der 
Oberflächen stehen die zu untersuchenden Aufgabentypen und Eingabemodalitäten im 
Vordergrund. 
 
Abbildung 5.4: Beispiele von Bedienungsoberflächen für die Untersuchung 
Wizard of Oz-Untersuchung 
Die Eingaben von Sprache, Braille und den speziell für die Untersuchung konzipierten 
Gesten wurden durch Wizard of Oz realisiert. Abbildung 5.5 stellt einen Überblick über die 
durchgeführte Wizard of Oz Untersuchung dar. 
 





Während die Tastatureingabe und die Standard-Android-Gesten direkt vom System um-
gesetzt werden, erfolgte die Erkennung der Sprach-, Braille- und Spezial-Gesteneingaben 
durch den Wizard. Die Systemausgaben werden vom Wizard mit Hilfe eines anderen Rech-
ners, womit er das Smartphone fernsteuerte, ausgelöst. Die Fernsteuerung erfolgte mit 
Hilfe der Anwendung Teamviewer, welche auf dem Rechner installiert wurde und der App 
TeamViewer QuickSupport, welche auf dem Smartphone installiert wurde. Somit konnten 
beide Geräte miteinander verbunden werden. Weiterhin bietet Teamviewer auch die Mög-
lichkeit, die Sitzungen aufzuzeichnen, was für die spätere Datenauswertung sehr hilfreich 
war. Um die eingegebenen Braillezeichen und Gesten auf dem Rechner besser beobachten 
zu können, wurde auf Smartphone die Option „Berührungen anzeigen“ unter „Entwickler-
Optionen“ aktiviert. Somit waren die während der Gesten- und Brailleeingabe entstande-
nen Berührungspunkte auf dem Smartphone für den Wizard auf dem Rechner sichtbar. 
Versuchsablauf 
Die Untersuchung bestand hauptsächlich aus drei Untersuchungsteilen: Training, Bewer-
tung der Modalitäten und freie Nutzung der Modalitäten. 
 Training: In der Trainingsphase wurden allgemeine Hinweise zur Bedienung des 
Smartphones im TalkBack-Modus gegeben, beispielsweise wurden die Standard-
Android-Gesten gezeigt. Weiterhin konnten die Probanden die Oberfläche der An-
wendung frei erkunden. 
 Bewertung der Modalitäten: Die Probanden bearbeiteten die acht Aufgabentypen mit 
den zur Verfügung stehenden Eingabemodalitäten. Danach wurden die Modalitäten 
für die einzelnen Aufgabentypen von den Probanden anhand von folgenden drei Ka-
tegorien mit 1 (stimme gar nicht zu) bis 5 (stimme völlig zu) bewertet:  
 „einfach“, hinsichtlich der Ausführung der Modalität 
 „effektiv“, hinsichtlich der Zielerreichung  
 „sinnvoll“.  
Aufgrund der parallelen Verfügbarkeit der Modalitäten und der relativ einfach struk-
turierten Aufgaben waren die Nutzung und Bewertung der möglichen Modalitäts-
kombinationen für die Probanden optional gestaltet. Dies bedeutet, dass sie sich 
selbst entscheiden konnten, welche Kombination sie für sinnvoll hielten und diese 
dann ausprobieren und bewerten. Um die Ergebnisse nicht durch die Leistung des 
Wizards zu verfälschen, wurden die Probanden im Fall von eventuell auftretenden 
Verzögerungen der Ausgabe bzw. Fehlererkennungen darum gebeten, diese nicht in 
die Bewertung der Modalitäten einfließen zu lassen. 
 Freie Nutzung der Modalitäten: Im letzten Teil erhielten die Probanden zwei kom-





Aufgabe bestand darin, ein bestimmtes Restaurant innerhalb von 300 Metern zu fin-
den. Dabei mussten sie die Funktion „POI suchen“ auswählen, die POI-Kategorie 
sowie den Umkreis eingeben und das Restaurant in der POI-Liste finden. Die zweite 
Aufgabe betraf die Eingabe für die Erstellung einer Route. Dabei sollte eine Adresse 
eingegeben und die darauf folgenden Systemrückmeldungen bestätigt werden. Für 
die Absolvierung der Aufgaben durften die Probanden sich selbst entscheiden, wel-
che Modalitäten bzw. Modalitätskombinationen sie verwenden. Ein Modalitätswech-
sel war innerhalb einer Aufgabe möglich und die zur Verfügung stehenden Modali-
täten wurden angekündigt. 
5.3 Ergebnisse 
Die Ergebnisse umfassen einerseits die subjektiven Bewertungen der Eingabemodalität aus 
dem zweiten Versuchsteil, anderseits die aufgabenbezogene Nutzungsanalyse der Modali-
täten, also die Modalitätswahl aus dem dritten Versuchsteil. Im Folgenden werden die Er-
gebnisse in Bezug auf die einzelnen Aufgabentypen dargestellt. Die Modalität Braille 
wurde bei 11 der 12 Probanden22 untersucht. Aufgrund dessen floss bei den Aufgabentypen 
1 bis 4, bei denen Braille für die Eingabe zur Verfügung stand, nur das Datenmaterial der 
11 Probanden in die Ergebnisse ein. Zur Überprüfung der statistischen Signifikanz wurde 
der Wilcoxon-Rangsummen-Test eingesetzt. Dabei wird der W-Wert ermittelt. 
5.3.1 Aufgabentyp 1: Eingabe häufig verwendeter Begriffe 
Für die Eingabe häufig verwendeter Begriffe standen neben Sprache, Braille, Tastatur und 
Spezial-Gesten auch deren Kombinationen zur Verfügung. Im Rahmen der Untersuchung 
wird angenommen, dass Benutzer für die häufig verwendeten Begriffe selbst Gesten defi-
nieren und für die Eingabe verwenden können. Dieses Konzept begünstigt gleichzeitig 
auch die Eingabe von häufig verwendeten Eigennamen bzw. speziellen Begriffen, bei de-
nen die Spracherkennung i.d.R. nicht gut funktioniert. Die Eingabemodalitäten wurden von 
Probanden bewertet. Die Bewertung der Modalitäten erfolgte im Rahmen der Untersu-
chung nur hinsichtlich des nicht vertraulichen Textes. 
Bewertung der Modalitäten 
Abbildung 5.6 (a) zeigt, dass die Probanden Sprache für signifikant einfacher als Braille 
und Tastatur hielten (W(Sprache, Braille) = 3,3; W(Sprache, Tastatur) = 3,8; SASprache = 0,39; SABraille 
= 1,55; SATastatur = 0,9). Gesten wurden als zweiteinfachste Modalität bewertet. Ähnlich 
waren die Ergebnisse bei der Kategorie „effektiv“, denn die Sprache war gegenüber Braille 
und Tastatur signifikant effektiver (W(Sprache, Braille) = 2,5; W(Sprache, Tastatur) = 3,4;          
                                                 





SASprache = 0,49; SABraille = 1,6; SATastatur = 1,1). Weiterhin ist die Eingabe mittels Gesten 
signifikant effektiver als per Tastatur (W = 2,1; SAGesten = 1,03). In Bezug auf die Kategorie 
„sinnvoll“ wurde Sprache für signifikant sinnvoller im Vergleich zu den drei anderen 
Modalitäten gehalten (W(Sprache, Braille) = 2,5; W(Sprache, Tastatur) = 2,07; W(Sprache, Gesten) = 2,73; 
SASprache = 0,62; SATastatur = 1,04; SAGesten = 0,97; SABraille = 1,76). 
Abbildung 5.6: Bewertung (a) und Modalitätsnutzung (b) von Sprache, Braille, Tastatur und Gesten für die 
Eingabe häufig verwendeter Begriffe 
Es ist anzumerken, dass drei Probanden, ein Braille-Anfänger und überraschenderweise 
auch zwei gute Braille-Anwender, die Modalität Braille generell für die Eingabe abgelehnt 
haben. Sie haben Braille durchgehend mit 1 bewertet. Aus diesem Grund wurde Braille 
durchschnittlich am schlechtesten bewertet und die Standardabweichungen waren im Ver-
gleich zu anderen Modalitäten am größten. Fast alle Probanden empfanden die Handha-
bung und den Wechsel zum Braille-Modus als sehr umständlich. Außerdem ist es mehrmals 
vorgekommen, dass die Probanden während des Positionswechsels die Zurück-Taste, die 
sich rechts unten auf dem Smartphone befindet und nicht tastbar ist, berührt haben und 
dadurch unerwünscht eine Ebene zurückgegangen sind. Die Modalität Tastatur wurde von 
den Probanden aufgrund der langsamen Schreibgeschwindigkeit und die häufigen, während 
der Eingabe auftretenden Tippfehler, für sehr kompliziert und sehr ineffektiv gehalten. 
Dennoch wurde sie neben Sprache als zweitsinnvollste Modalität bewertet. Obwohl die 
Modalität Gesten neben der Sprache als relativ einfach und effektiv empfunden wurde, 
wurde sie nur als drittsinnvollste Modalität bewertet. Manche Probanden haben angemerkt, 
dass das Merken der selbst definierten Gesten zusätzliche kognitive Belastung hervorruft. 
Keine Modalitätskombination wurde in diesem Fall für sinnvoll gehalten. 
Nutzung der Modalitäten 
Abbildung 5.6 (b) zeigt die prozentualen Anteile der Modalitätsnutzung bezogen auf nicht 
vertraulichen und vertraulichen Text. Wie erwartet, unterscheiden sich die Anteile der 
Modalitäten für vertraulichen und nicht vertraulichen Text deutlich. Im Fall eines nicht 
vertraulichen Textes sind die Nutzungen von Sprache und Gesten mit jeweils 45,5% gleich-






Proband hat Braille benutzt. Im Fall eines vertraulichen Textes dominiert die Gestenein-
gabe mit 64%. Im Gegensatz zum nicht vertraulichen Text wurde Braille von 27% der 
Probanden favorisiert und wie erwartet hat kein Proband die Spracheingabe gewählt. 
5.3.2 Aufgabentyp 2: Eingabe von freiem Text 
Die Modalitäten Sprache, Braille, Tastatur und deren Kombinationen standen für die Ein-
gabe eines freien Textes zur Verfügung.  
Bewertung der Modalitäten 
Abbildung 5.7 (a) zeigt, dass bei allen Kategorien Sprache am positivsten bewertet wurde, 
gefolgt von Tastatur und zum Schluss Braille. Bei der Kategorie „einfach“ gibt es zwischen 
Sprache und Braille bzw. zwischen Sprache und Tastatur signifikante Unterschiede 
(W(Sprache, Braille) = 3,5; W(Sprache, Tastatur) = 3,6; SASprache = 0; SABraille = 1,67; SATastatur = 1,1). 
Auch bei der Kategorie „effektiv“ konnten signifikante Unterschiede zwischen Sprache und 
Braille bzw. zwischen Sprache und Tastatur festgestellt werden (W (Sprache, Braille) = 2,2; 
W(Sprache, Tastatur) = 2,6; SASprache = 0,67; SABraille = 1,62; SATastatur = 1,1). Weiterhin hielten 
die Probanden Sprache für signifikant sinnvoller als Braille (W = 2,5; SA Sprache = 0,62; 
SABraille = 1,78). 
Abbildung 5.7: Bewertung (a) und Modalitätsnutzung (b) von Sprache, Braille und Tastatur für die Eingabe  
von freiem Text 
Als sinnvolle Modalitätskombinationen wurden die Kombination Sprache und Tastatur 
bzw. Sprache und Braille genannt. In beiden Fällen wurde Sprache als die primäre Einga-
bemodalität eingesetzt und für die Fehlerkorrektur oder die Eingabe von Sonderbegriffen 
bzw. Eigennamen wurde zu Tastatur oder Braille gewechselt. 
Nutzung der Modalitäten 
Abbildung 5.7 (b) stellt die Verteilung der von den Probanden verwendeten Modalitäten 
dar. Entsprechend der Bewertung haben die meisten Probanden (55%) Sprache ausgewählt. 
Dann folgten Tastatur und Braille mit jeweils 18%. Eine multimodale Eingabe wurde von 
9% der Probanden vorgenommen. Es handelt sich dabei um eine bimodale Eingabe und 





zwar die Kombination von Sprache und Braille. Die Sprache war die primäre Eingabemo-
dalität und für die Fehlerkorrektur wurde Braille für die Eingabe verwendet. 
5.3.3 Aufgabentyp 3: Eingabe numerischer Werte 
Für die Eingabe numerischer Werte standen Sprache, Braille, Spezial-Gesten, Tastatur und 
deren Kombinationen zur Verfügung. Die Eingabe mit Spezial-Gesten erfolgt durch das 
Zeichnen der Zahlen. Bei der Brailleeingabe auf dem Touchscreen muss zuerst auch das 
Zahlzeichen23 geschrieben werden. 
Bewertung der Modalitäten 
In allen drei Kategorien wurde Sprache am positivsten bewertet, danach folgte die 
Gesteneingabe mit relativ kleinem Abstand. Auf dem dritten Platz war die Tastatur und 
schließlich folgte Braille (siehe Abbildung 5.8 (a)). Bei der Kategorie „einfach“ konnten 
signifikante Unterschiede zwischen Sprache und Braille bzw. Sprache und Tastatur festge-
stellt werden (W(Sprache, Braille) = 3,5; W(Sprache, Tastatur) = 3,9; SASprache = 0; SABraille = 1,67; 
SATastatur = 0,9). Ebenso waren die Unterschiede zwischen Gesten und Braille bzw. zwi-
schen Gesten und Tastatur signifikant (W(Gesten, Braille) = 2,7; W(Gesten, Tastatur) = 2,9; SAGesten = 
1,2). Bei der Kategorie „effektiv“ gab es signifikante Unterschiede zwischen Sprache und 
Braille bzw. zwischen Sprache und Tastatur (W (Sprache, Braille) = 2,7; W(Sprache, Tastatur) = 2,74; 
SASprache = 0,45; SABraille = 1,6; SATastatur = 0,84). Weiterhin waren die Unterschiede in der 
Kategorie „sinnvoll“ zwischen Sprache und Braille bzw. zwischen Sprache und Tastatur 
signifikant (W(Sprache, Braille) = 2,5; W(Sprache, Tastatur) = 2,01; SASprache = 0,62; SABraille = 1,7; 
SATastatur = 1). Die Modalitätskombinationen von Sprache mit Gesten bzw. Sprache mit 
Tastatur hielten die Probanden nur für sinnvoll, wenn die primäre Eingabemodalität Spra-
che nicht funktionierte, sodass man zu Gesten oder Tastatur wechseln musste. 
 
Abbildung 5.8: Bewertung (a) und Modalitätsnutzung (b) von Sprache, Braille, Tastatur und Gesten für die 
Eingabe numerischer Werte 
                                                 
23 Die Zahlen werden in der Brailleschrift durch das vorangestellte Zahlzeichen # (Brailleschrift: #) und die 
Buchstaben a bis j dargestellt. Beispiel: #a (#a) = 1 und #j (#j) = 0. 





Nutzung der Modalitäten 
Offensichtlich favorisierten die meisten Probanden die Sprache, die mit 64% deutlich über 
den Anteilen der anderen Modalitäten liegt, als primäre Eingabemodalität (siehe Abbildung 
5.8 (b)). Zweite Wahl der Probanden war die Gesteneingabe mit 27% gefolgt von der Tas-
tatur mit 9%. Kein Proband hat Braille benutzt. Die Eingabe von Zahlen per Gesten, also 
das Zeichnen der Zahlen auf dem Touchscreen, wurde überraschenderweise von den Pro-
banden sehr gut angenommen. Es wurde als sehr spannend empfunden. Außerdem ist es 
vom Umfeld unabhängig und weniger umständlich als Braille und Tastatur. 
5.3.4 Aufgabentyp 4: Eingabe löschen 
Für das Löschen standen auch alle vier Modalitäten und deren Kombinationen zur Verfü-
gung. Bei der Brailleeingabe kann ein einzelner Buchstabe gelöscht werden, indem der 
linke Mittelfinger auf dem Touchscreen wischt. Mit der Sprache und den Spezial-Gesten 
können sowohl einzelne Buchstaben als auch ein ganzes Wort gelöscht werden. 
Bewertung der Modalitäten 
Die für die Untersuchung konzipierten Löschen-Gesten wurden als die effektivste, sinn-
vollste und zweiteinfachste Eingabemodalität bewertet (siehe Abbildung 5.9 (a)). Das Lö-
schen mit der Tastatur stellt sich, durch das Finden der Löschen-Taste und die dadurch 
verursachten Tippfehler, als besonders kompliziert dar. Es ist mehrmals vorgekommen, 
dass die Probanden beim Suchen der Löschen-Taste versehentlich neue Buchstaben hinzu-
gefügt haben. Daher wurde die Tastatureingabe (SA = 0,8) gegenüber Sprache (SA = 0,5) 
und Gesten (SA = 0,9) als signifikant komplizierter empfunden (W (Sprache, Tastatur) = 2,7; 
W(Gesten, Tastatur) = 2,5; SASprache = 0,45; SATastatur = 0,84; SAGesten = 0,89). Die Modalität 
Braille wurde auch als signifikant komplizierter gegenüber Gesten bewertet (W = 2,0; 
SABraille = 1,75). Der Unterschied zwischen Braille und Gesten war sowohl bei „effek-
tiv“ als auch bei „sinnvoll“ signifikant (effektiv: W = 2,26; SABraille = 1,7; SAGesten = 0,49; 
sinnvoll: W = 2,3; SABraille = 1,74; SAGesten = 0,45). 
 
(a) Bewertung                                                                    (b) Modalitätsnutzung 
Abbildung 5.9: Bewertung (a) und Modalitätsnutzung (b) von Sprache, Braille, Tastatur und Gesten für 





Nutzung der Modalitäten 
Abbildung 5.9 (b) zeigt, dass Sprache mit 40% im Vergleich zu Gesten mit 30% auf dem 
ersten Platz liegt. Braille, Tastatur und Modalitätskombination sind mit jeweils 10% gleich-
mäßig verteilt. Bei der Kombination handelt es sich um die Kombination von Tastatur und 
Gesten. Die Tastatur wurde als die primäre Modalität für das Löschen benutzt . Aufgrund 
der unabsichtlichen Tippfehler beim Finden der Löschen-Taste wurde die Gesteneingabe 
für das weitere Löschen eingesetzt. Im Rahmen der Untersuchung wurde das Löschen der 
Eingabe als eine isolierte Aufgabe untersucht. Allerdings hat die Modalität , mit der die 
Eingabe von Text durchgeführt wurde, in der realen Interaktion großen Einfluss auf die 
Modalität, womit man die Eingabe löscht. Beispielsweise ist es sehr wahrscheinlich, dass 
man mit Braille löscht, wenn man mit Braille geschrieben hat. 
5.3.5 Aufgabentyp 5: Ein Element aus der Liste auswählen 
Dafür standen nur Sprache und Standard-Android-Gesten als Eingabemodalitäten zur Ver-
fügung. Sie wurden von den Probanden bewertet und deren Nutzung wurde analysiert.  
Bewertung der Modalitäten 
In Bezug auf das Auswählen eines Elementes aus der Liste haben die Probanden beide 
Modalitäten – Sprache und Gesten – bei allen drei Kategorien durchschnittlich mit 4,3 bis 
4,8 bewertet. Die Auswahl mittels Gesten war überall geringfügig besser als per Sprache, 
aber nicht signifikant (siehe Abbildung 5.10 (a)). 
Abbildung 5.10: Bewertung (a) und Modalitätsnutzung (b) von Sprache und Gesten für das Auswählen eines 
Elementes aus der Liste 
Nutzung der Modalitäten 
Die Hauptnachteile von Sprache gegenüber Gesten sind erstens, dass sie nicht überall ein-
setzbar ist, beispielsweise bei lauter Umgebung oder bei vertraulichen Inhalten. Zweitens 
muss man genau wissen, wie das auszuwählende Element heißt, damit man das Sprach-
kommando korrekt eingeben kann. Drittens erfährt man im Gegensatz zu Gesten mit der 
Sprache nichts über die Einordnung des Elementes auf dem Bildschirm. Daher bevorzugten 





92% der blinden Menschen, besonders die, die mehr taktil-orientiert sind, Gesten für das 
Auswählen eines Elementes (siehe Abbildung 5.10 (b)). Allerdings müssen sie es in Kauf 
nehmen, dass sie zuerst das Element auf dem Touchscreen finden müssen. Lediglich 8% 
der Probanden haben Sprache verwendet. 
5.3.6 Aufgabentyp 6: Navigation in einer Liste 
Beim Navigieren in einer Liste kann zwischen dem seriellen Anspringen von Elementen 
(navigieren nach oben bzw. unten) und dem direkten Sprung zum Listenanfang bzw. -ende 
unterschieden werden. Für beide Aktionen standen nur Sprache und Standard-Android-
Gesten als Eingabemodalitäten zur Verfügung. Im Folgenden werden die Bewertungen und 
die Nutzung dieser Modalitäten vorgestellt. 
Bewertung der Modalitäten 
Ähnlich wie bei der Auswahl eines Elementes aus einer Liste (Aufgabentyp 5) wurde die 
Gesteneingabe für die Navigation in einer Liste als einfacher, effektiver und sinnvoller als 
Sprache bewertet, allerdings nicht signifikant (siehe Abbildung 5.11 (a)). In der Kategorie 
„effektiv“ war der Unterschied sehr deutlich (SAGesten = 0,8; SASprache = 1,06). Für das 
serielle Anspringen von Elementen wurden die Sprachkommandos „nach oben/unten“ aus 
zwei Gründen als lästig empfunden: Erstens, man muss für jede Aktion ein Sprachkom-
mando eingeben. Zweitens, die Sprachkommandos („nach oben/unten“), die aus zwei Wör-
tern bestehen, sind zu lang. Dagegen wurden die Sprachkommandos „nach ganz oben /un-
ten“ für das Springen zum Listenanfang bzw. -ende von den Probanden gut angenommen. 
Abbildung 5.11: Bewertung (a) und Modalitätsnutzung (b) von Sprache und Gesten für die Navigation in 
einer Liste 
Nutzung der Modalitäten 
Abbildung 5.11 (b) zeigt, dass die Modalitätsnutzung den Bewertungen der Modalitäten 
entsprach. Im Fall der Navigation eines Elementes in der Liste nach oben oder  unten 
dominierte die Eingabe mittels Gesten mit 92%. 8% der Probanden hatten Gesten mit Spra-
che kombiniert. Im Fall der Navigation eines Elementes nach ganz oben oder ganz unten 
serielles Anspringen                   zum Listenanfang      
     von Elementen                         bzw. -ende  
                         bzw. -ende 





wurde Sprache genauso wie Gesten von jeweils 42% der Probanden verwendet und 16% 
der Probanden haben die Aufgaben multimodal gelöst. Sprache wurde dann eingesetzt, 
wenn die Gesteneingaben fehlgeschlagen waren. Im Gegensatz zu „nach oben/un-
ten“ bringt der Einsatz von Sprache bei „nach ganz oben/unten“ einen deutlichen Effizi-
enzvorteil (in diesem Fall sind weniger Interaktionsschritte notwendig). Die Ergebnisse 
zeigen, dass auf Grund des Effizienzvorteils die Sprache von 42% der Probanden anstatt 
0% im Fall ohne Effizienzvorteil benutzt wurde. 
5.3.7 Aufgabentyp 7: Eine Ebene zurück navigieren 
Dafür standen nur Sprache und Standard-Android-Gesten als Eingabemodalitäten zur Ver-
fügung. Das Sprachkommando ist „Zurück“ und die Geste dazu ist das Zeichnen eines 
spiegelverkehrten „L“ auf dem Touchscreen. 
Bewertung der Modalitäten 
Abbildung 5.12 (a) zeigt, dass die Gesteneingabe als geringfügig sinnvoller als Sprache 
bewertet wurden, obwohl die Probanden Sprache für signifikant einfacher (W = 2,2; 
SASprache = 0,39; SAGesten = 1,2) und durchschnittlich effektiver als Gesten hielten. 
Abbildung 5.12: Bewertung (a) und Modalitätsnutzung (b) von Sprache und Gesten für das Navigieren einer 
Ebene zurück 
Nutzung der Modalitäten 
Sprache und Gesten wurden mit jeweils 50% durch die Probanden gleichmäßig verteilt 
(siehe Abbildung 5.12 (b)). Keine Modalität hat beim Zurück-Navigieren dominiert. 
5.3.8 Aufgabentyp 8: Einen Button aktivieren 
Einen Button zu aktivieren, ist für Benutzer an sich das gleiche, wie ein Element aus der 
Liste auszuwählen. Der prinzipielle Unterschied dabei ist, dass normalerweise ein Element 
aus der Liste, wie ein Link, den Benutzer zu einer neuen Oberfläche bringt, während ein 
Button eine Aktion ausführt. 





Bewertung der Modalitäten 
Zur Aktivierung eines Buttons hielten die Probanden Sprache und Gesten für gleich einfach 
und gleich sinnvoll (siehe Abbildung 5.13 (a)). In diesen beiden Kategorien wurden sie 
durchschnittlich mit 4,8 bewertet. Allerdings hielten die Probanden die Eingabe mittels 
Gesten mit 4,7 (SA = 0,65) für effektiver als per Sprache mit 4,4 (SA = 0,79).  
Abbildung 5.13: Bewertung (a) und Modalitätsnutzung (b) von Sprache und Gesten für das Aktivieren eines 
Buttons 
Nutzung der Modalitäten 
Die Modalitätsnutzung (siehe Abbildung 5.13 (b)) widerspricht zwar der Bewertung, ist 
allerdings identisch zu der für das Auswählen eines Elementes (siehe Abbildung 5.10 (b), 
S. 73). Mit 92% dominiert eindeutig die Modalität Gesten gegenüber der Sprache mit nur 
8%. 
5.4 Modalitätsspezifische Diskussion und Zusammen-
fassung 
In diesem Kapitel wurde die Untersuchung zum modalitätsspezifischen Nutzerverhalten 
von blinden Benutzern bei der Bedienung einer mobilen multimodalen Navigationsanwen-
dung beschrieben. Die Eingabemodalitäten Sprache, Gesten, Tastatur und Braille bzw. de-
ren Kombinationen wurden im Rahmen von acht unterschiedlichen Aufgabentypen unter-
sucht. Aufgrund des Wizard of Oz Untersuchungsdesigns konnte die Erkennungssicherheit 
der Modalitäten, ebenfalls ein Einflussfaktor für die Wahl der Modalitäten, nicht berück-
sichtigt werden. Die Ergebnisse der Untersuchung wurden hinsichtlich der Bewertung und 
der Nutzung der Modalitäten detailliert dargestellt. Darauf basierend folgt nun eine moda-
litätenspezifische Diskussion. 
Die Eingabemodalität Sprache 
Auf Grund der in der realen Nutzung gemachten Erfahrung mit den derzeit noch nicht zu-
verlässigen Spracherkennungstechniken besteht ein gewisses Misstrauen bei den Proban-
den gegenüber Spracheingabe. Das Problem mit der unzuverlässigen Spracherkennung 
wurde zwar in der Untersuchung durch die Wizard of Oz-Methode umgegangen, dennoch 





wurde beobachtet, dass die im Alltag gebildeten mentalen Modelle über die Spracheingabe 
die Bewertung in der Untersuchung beeinflusst haben. Beispielsweise hat ein Proband wäh-
rend der Bewertung kommentiert: 
Insgesamt waren die Bewertungen für Sprache ungeachtet dessen bei allen Aufgaben-
typen und in allen Kategorien sehr positiv. Speziell im Fall der Eingabe von nicht vertrau-
lichem freien Text und numerischen Werten (Aufgabentypen 2 und 3) war die Sprache die 
klare Präferenz, wenn es sich dabei nicht um fest definierte Sprachbefehle handelte und 
Benutzer wissen, was sie eingeben möchten. Bei der Navigation einer Ebene vor bzw. zu-
rück (Aufgabentyp 7) geht es um kurze und einfache Sprachbefehle, die von 50% der Pro-
banden ebenso mit gut bewertet wurden. Ein großer Nachteil von Sprache ist die Umfeld-
abhängigkeit. Somit ist die Spracheingabe für vertraulichen Inhalt sowie in lauter Umge-
bung nicht geeignet. 
In Bezug auf die Aktivierung und Auswahl eines Elementes auf dem Touchscreen (vgl. 
Aufgabentypen 5 und 8) konnte der Effizienzvorteil der Sprache gegenüber Gesten bei 
blinden Menschen noch besser beobachtet werden, da die Sprache einen direkten Zugang 
zu den gewünschten Elementen erlaubt. Dagegen müssen blinde Benutzer bei der Gesten-
eingabe erst durch Erkundung der Oberfläche die gewünschten Elemente finden. Aller-
dings konnte dieser Effizienzvorteil durch die Untersuchung nicht bestätigt werden, da für 
beide Aufgaben lediglich 8% der Probanden Sprache benutzt haben. Möglicherweise kann 
es daran liegen, dass auf Grund der Unvertrautheit der Anwendung die Probanden lieber 
mit Gesten interagiert haben, um sich so ein besseres Bild über die Einordnung der Ober-
flächen durch das Tasten machen zu können. Zwei Probanden haben das als Grund für die 
Entscheidung für Gesten genannt. 
Während der Untersuchung haben blinde Probanden eine grundsätzliche Anforderung 
an Sprachbefehle gestellt: die Flexibilität. Die Sprachbefehle sollten flexibel gestaltet wer-
den. So sollte es für den Sprachbefehl „POI suchen“ auch möglich sein , „Suchen nach 
POI“ oder einfach nur „Suchen“ zu verwenden. 
Die Eingabemodalität Gesten 
Gesteneingabe war die klare Präferenz bei der Bedienung von Anwendungen, wie der Aus-
wahl eines Elementes aus einer Liste (Aufgabentyp 5), der Navigation in einer Liste (Auf-
gabentyp 6) und der Aktivierung eines Buttons (Aufgabentyp 8). Drei Typen von Gesten 
wurden speziell für die Untersuchung konzipiert:  
1. selbst definierte Gesten für häufig verwendete Begriffe (Aufgabentyp 1)  
2. Gesten für numerische Werte (Aufgabentyp 3) 
„Hier hat die Sprache zwar gut funktioniert. Trotzdem bewerte ich die Spra-






3. Gesten für das Löschen eines Buchstabens und eines Wortes (Aufgabentyp 4)  
Die selbst definierten Gesten für häufig verwendete Begriffe wurden mit 45,5% neben 
der Sprache (45,5%) von den Probanden sehr positiv angenommen. Für numerische Werte 
und das Löschen wurden Gesten von den Probanden besser als Braille und Tastatur, aber 
nicht ganz so gut wie Sprache empfunden. In direkter Analogie zu Gesten für numerische 
Werte sind Gesten für Buchstaben eine gute Alternative zur Eingabe mit Tastatur und 
Braille, zumindest für die blinden Benutzer, die sich gut mit Buchstaben in Schwarzschrift 
auskennen. 
Laut der Ergebnisse der Untersuchung wurden Gesten zwar sehr positiv bewertet, aller-
dings macht es keinen Sinn für jede Aktion eine Geste zu definieren. Die eingesetzten 
Gesten sollten die Probanden nicht überfordern, denn Android hat im TalkBack-Modus 
einige Standardgesten und die zusätzlichen Gesten zu lernen erfordert zusätzlichen kogni-
tiven Aufwand. Daher sollte die Anzahl der anwendungsspezifischen Gesten nur so groß 
wie notwendig und so gering wie möglich sein. 
Die Eingabemodalität Tastatur 
In der Untersuchung hat sich die Tastatur zwar immer als die zeitaufwendigste, die um-
ständlichste und die fehleranfälligste Eingabemodalität erwiesen, trotzdem ist die Tastatur 
als eine Standardeingabemodalität und als Alternative zu anderen Modalitäten sinnvoll und 
unverzichtbar. 
Die Eingabemodalität Braille 
Wie schon erwähnt, hatten drei Probanden Braille von Anfang an absolut abgelehnt. Be-
trachtet man jedoch die Ergebnisse der restlichen Probanden, wurde Braille überall besser 
als die Tastatureingabe bewertet. Hauptnachteile der Brailleeingabe sind, was auch von 
über einem Drittel der Probanden angemerkt wurde, der komplizierte Positionswechsel 
zum Braille-Modus und die ungewöhnliche Handhabung bei der Brailleeingabe. Für Be-
nutzer mit guten Braillekenntnissen gilt allerdings: ist man einmal im Braille-Modus, kann 
man wesentlich schneller schreiben als mit Tastatur. Besonders bei der Eingabe längerer 
Texte lohnt sich der Wechsel, aber nicht bei kurzem Text. Daher ist Braille eine gute Al-
ternativ gegenüber Tastatur für die Eingabe vertraulicher Daten oder in lauter Umgebung. 
Modalitätskombination 
Der durchschnittliche Anteil der multimodalen Eingaben betrug 4,3%. Aufgrund der relativ 
einfach strukturierten Aufgaben und der parallelen Verfügbarkeit der unterschiedlichen 
Modalitäten hielten die Probanden eine multimodale Eingabe weder in redundanter noch 
in komplementärer Form für sinnvoll. Ausschließlich waren User-Zuweisung (für eine be-
stimmte Aufgabe wird nur eine bestimmte Modalität genommen) und User-Äquivalenz (für 
eine bestimmte Aufgabe sind mehrere Modalitäten gleichwertig zugewiesen) zu beobach-





Eingabe oder im Fall der Wiederholung der vom System nicht angenommenen Eingaben 
eingesetzt. 
Obwohl der Anteil der multimodalen Eingaben sehr gering war und die multimodalen 
Interaktionen zwecks Fehlerkorrektur erfolgten, ist die Möglichkeit einer multimodalen 
Eingabe unverzichtbar. Dadurch steigt einerseits die Fehlerrobustheit der Anwendung und 
andererseits wurde es den Benutzern ermöglicht, je nach Nutzungsumgebung und Nutzer-




KAPITEL 6  
Auswertungs- und Erhebungsmethoden 
mentaler Karten 
Die Untersuchung mentaler Karten blinder Menschen ist in vielen Bereichen von großer 
Bedeutung, beispielsweise für die Entwicklung von Navigationshilfstechniken, Mobility-
Coaching und Stadtplanung (Kitchin, 1994). Dieses Kapitel beginnt mit den theoretischen 
Grundlagen zum Thema. Diese beinhalten die Begriffserklärung der mentalen Karte sowie 
die Erläuterung unterschiedlicher Möglichkeiten für den Aufbau mentaler Karten bei 
blinden Menschen. Zwei im Rahmen der Arbeit entwickelte Methoden zur Auswertung 
mentaler Karten hinsichtlich des Überblickswissens und Routenwissens werden in 
Abschnitt 6.2 vorgestellt. Der Abschnitt 6.3 ist der Untersuchung von Erhebungsmethoden 
mentaler Karten gewidmet, wobei zwei Erhebungsmethoden – Rekonstruktion mit Mag-
netstreifen und verbale Beschreibung – mit blinden Menschen untersucht wurden. 
6.1 Theoretische Grundlagen 
Eine mentale Karte (Englisch: mental map), auch kognitive Karte (Englisch: cognitive map) 
genannt, ist ein internes Modell der Welt, in der wir leben (Neisser, 1976; Golledge & 
Stimpson, 1997). Dieses Modell gibt die essenzielle Struktur von räumlichen Informatio-
nen durch den Lernprozess wieder (Lloyd & Cammack, 1996) und dient vorrangig unserer 
Orientierung im Raum. In Bezug auf mentale Karten gibt es drei Wissensebenen (May, 
1992; Herman & Siegel, 1975): Landmarkenwissen, Routenwissen und Überblickswissen. 
Landmarkenwissen bezieht sich auf interessante Plätze, berühmte Gebäude oder andere 
markante Objekte, also POIs. Routenwissen ist das Wissen um bestimmte Abfolgen von 
Landmarken auf einer bestimmten Strecke. Überblickswissen ist die Kombination bzw. 
Integration des Wissens von Landmarken und Routen. 
Im Bereich der Mensch-Computer Interaktion existieren Arbeiten, deren Schwerpunkt 
darin liegt, Navigationshilfssysteme für blinde Benutzer zu entwickeln (Spindler et al., 
2012; Daunys & Lauruska 2009; Zeng & Weber, 2010; Hub, 2008). Die meisten entwi-
ckelten Systeme sind multimodal. Um diese Systeme oder ihre Prototypen während des 




Entwicklungsprozesses zu evaluieren, werden oft die mit Hilfe des Navigationshilfssys-
tems aufgebauten mentalen Karten untersucht. Dabei konzentrieren sich die Untersuchun-
gen meistens auf zwei Fragen: Helfen solche Systeme beim Aufbau mentaler Karten bzw. 
helfen die aufgebauten mentalen Karten bei der Orientierung in der realen Umgebung? In 
diesem Zusammenhang gibt es drei aufeinander aufbauende Schritte, die die Entwicklung 
solcher Navigationshilfssysteme umfasst. Dies sind der Aufbau, die Erhebung und die Aus-
wertung mentaler Karten (siehe Abbildung 6.1). 
 
Abbildung 6.1: Drei Schritte mit mentalen Karten während der Entwicklung von Navigationshilfssystemen 
Der Aufbau mentaler Karten ist ein Teil von cognitive mapping24. Der effiziente Aufbau 
mentaler Karten ist für eine effiziente Orientierung in der realen Umgebung wichtig. Men-
tale Karten werden durch die Enkodierung unterschiedlicher sensorischer Inputs über das  
Layout der Umgebung aufgebaut (Hegarty et al., 2006). Darauf bezogen gibt es hauptsäch-
lich zwei Faktoren, die die Qualität der aufgebauten mentalen Karten beeinflussen können:  
1. die persönliche Fähigkeit der Menschen zur Enkodierung  
Zu den wichtigsten Fähigkeiten gehören z.B. das räumliche Vorstellungsvermögen 
und das räumliche Denken. Ein gewisses Abstraktionsvermögen ist ebenso notwen-
dig, um die Karte abstrahieren und um so viele Informationen wie möglich erfassen 
zu können.  
2. die Qualität des sensorischen Inputs 
Der sensorische Input stellt die räumlichen Informationen zu unterschiedlichen Mo-
dalitäten dar. Die räumlichen Informationen sind nicht an eine bestimmte Modalität 
gebunden, sie können durch unterschiedliche Modalitäten übermittelt werden (Ball-
staedt, 1997), beispielsweise durch die Bewegung in einer realen Umgebung.  
Eine andere, speziell für blinde Menschen übliche Methode ist das Lesen von Karten mit-
tels Schwellpapier. Hierbei erfassen sie die Karte nur taktil. Eine Karte kann auch auditiv 
per Sprache beschrieben werden. Es gibt aber auch Methoden, die für blinde Menschen 
eher ungewohnt bzw. unbekannt sind. Dazu zählt die Erkundung einer Karte mit dem 
                                                 
24 “Cognitive mapping is an abstraction covering those cognitive or mental abilities that enable us to collect, 
organize, store, recall, and manipulate information about the spatial environment.” (Downs & Stea, 1973) 




iPad/iPhone, IVEO25 und HyperBraille Display. Sie sind im Gegensatz zu den oben ge-
nannten traditionellen Methoden multimodal. Damit ist gemeint, dass zum Erlernen der 
Karten unterschiedliche Modalitäten zur Verfügung stehen. Beispielsweise fährt man beim 
iPad/iPhone mit dem Finger über den Touchscreen und gleichzeitig bekommt man die Stra-
ßennamen angesagt. Beim HyperBraille Display erfasst man die Karten ebenfalls taktil und 
auditiv. In (Zeng et al., 2013) wurden drei unterschiedliche Methoden zum Lernen von 
Karten mit blinden Menschen untersucht. In Bezug auf den Aufbau mentaler Karten hat 
das iPad auf Grund der zu geringen taktilen Informationen am schlechtesten abgeschnitten, 
während die taktile Karte und das HyperBraille Display vergleichbar waren. Allerdings ist 
die Interaktionsmöglichkeit mit den Karten ein Vorteil des HyperBraille Displays gegen-
über der taktilen Karte. 
Diese Arbeit fokussiert auf die letzten zwei Schritte, die Erhebung und die Auswertung 
mentaler Karten, die während der Entwicklung der Navigationshilfssysteme i.d.R. weniger 
Aufmerksamkeit bekommen. Dafür wurden zwei Methoden für die Erhebung mentaler Kar-
ten mit blinden Menschen untersucht und zwei Auswertungsmethoden für mentale Karten 
bezüglich des Überblicks- und Routenwissens entwickelt. Um die Erhebungsmethoden zu 
untersuchen, müssen die erhobenen mentalen Karten ausgewertet werden. Aus diesem 
Grund werden im nächsten Abschnitt zuerst die entwickelten Auswertungsmethoden be-
trachtet. 
6.2 Auswertungsmethoden mentaler Karten 
Bisher wurde die Auswertung mentaler Karten in nur wenigen Untersuchungen betrachtet. 
Noch seltener wurde die Auswertung mentaler Karten von blinden Menschen untersucht. 
(Waterman & Gordon, 1984) und (Peake & Moore, 2004) haben Methoden für die Aus-
wertung mentaler Karten vorgestellt. Allerdings handelt es sich dabei nur um die von se-
henden Benutzern gezeichneten Karten. Im Gegensatz zu Sehenden bauen blinde Men-
schen mentale Karten hauptsächlich mit Hilfe ihrer taktilen und auditiven Sinne auf. 
Dadurch unterscheiden sich die mentalen Karten von blinden und sehenden Menschen. Die 
mentalen Karten blinder Menschen sind mehr segmentiert und blockweise als ganzheitlich 
(Golledge et al., 1996). Im Folgenden wird insbesondere die Auswertung mentaler Karten 
von blinden Benutzern diskutiert. 
Für die Auswertung mentaler Karten von blinden Menschen hinsichtlich des Über-
blickswissens ist keine Literatur bekannt. Aus diesem Grund wird ein Ansatz von Passini 
et al. herangezogen. In (Passini et al., 1990) haben blinde Probanden mentale Karten re-
konstruiert, nachdem sie zwei einfache Labyrinthe erkundet haben.  
                                                 
25 www.viewplus.de/products/IVEO 




Die Labyrinthe bestanden aus „L“- und „T“-Elementen (siehe Abbildung 6.2). Die re-
konstruierten mentalen Karten wurden anhand von fünf Kriterien ausgewertet:  
1. Number of elements: Labyrinth 1 hat drei Elemente und Labyrinth 2 hat vier 
Elemente 
2. Form of elements: Die richtig erkannten „L“ und „T“-Formen 
3. Position: Die richtige Ausrichtung der Elemente 
4. Placement: Die richtige Entfernung zwischen den Elementen 
5. Symmetry: Axiale Anordnung in Labyrinth 1 und zentrale Anordnung in Laby-
rinth 2 
 
Abbildung 6.2: Labyrinth 1 (links) und Labyrinth 2 (rechts) (Passini et al. , 1990) 
Zur Auswertung des Routenwissens ließen Yatani et al. (Yatani et al., 2012) in ihrer 
Studie blinde und sehbehinderte Probanden gelernte Routen mit Acrylglasstücken rekon-
struieren (siehe Abbildung 6.3). 
 
Abbildung 6.3: Von Probanden rekonstruierte Routen mit Acrylglasstücken (Yatani et al. , 2012) 
Auf Basis der von Passini et al. entwickelten Methode haben Yatani et al. für die Aus-
wertung der Routen sieben Bewertungskriterien zusammengestellt: 
1) NumberElementsError: Anzahl der unnötigen Acrylglasstücke 
2) FormElementsError: Die Levenshtein-Distanz zwischen rekonstruierter und origi-
naler Route 
3) PositionError: Anzahl der falsch positionierten L-Formen 




4) PlacementError: Anzahl der Straßen mit falscher Länge 
5) DestinationDistanceError: Die Differenz der direkten Entfernung von Start- und 
Zielpunkt zwischen rekonstruierter und originaler Route 
6) BookmarkDistanceError: Die Differenz der direkten Entfernung von Startpunkt 
und Landmarke zwischen rekonstruierter und originaler Route 
7) PlaceAngleError: Die Differenz der Winkel von rekonstruierter und originaler 
Route, welche jeweils durch die Linien zwischen Startpunkt und Ziel sowie die 
Linien zwischen Startpunkt und Landmarke aufgespannt werden 
Ein Mangel der oben beschriebenen Methoden besteht darin, dass sie nur für sehr ein-
fache Straßenstrukturen geeignet sind. Für die Auswertung der mentalen Karten, die auf 
Basis realer Karten rekonstruiert wurden, sind sie nicht geeignet, da diese Karten wesent-
lich komplexer sind. Straßen haben Eigenschaften wie Name, Himmelsrichtung und Form. 
Diese sollten bei der Auswertung ebenfalls berücksichtigt werden. Außerdem werden bei 
der Methode von Yatani et al. die direkten Entfernungen bewertet. In der Realität spielt die 
Luftlinie eher eine geringe Rolle, um die Entfernung vom Start bis zum Ziel zu beschreiben. 
In (Jacobson, 1998) und (Lohmann, 2011) wurden die gezeichneten mentalen Karten 
von unabhängigen Juroren nach der Ähnlichkeit zu den Originalkarten26 bewertet. Aller-
dings beinhaltet eine solche Bewertung zwei Probleme: Erstens ist sie sehr subjektiv und 
zweitens bewertet eine sehende Person die Karten automatisch nach der Gewichtung von 
Sehenden. Es hat sich während der Untersuchung gezeigt, dass sehende und blinde Men-
schen die räumlichen Merkmale unterschiedlich gewichtet haben. 
Angesichts der Tatsache, dass es an systematischen Methoden für die Auswertung men-
taler Karten mangelt, wurden zwei Methoden für die Auswertung mentaler Karten hinsicht-
lich des Überblicks- und Routenwissens entwickelt. Damit können die mentalen Karten 
quantitativ bewertet und somit miteinander verglichen werden. In den nächsten zwei Ab-
schnitten werden diese Methoden und deren Entwicklungsprozess detailliert beschrieben.  
Der Inhalt der nächsten zwei Abschnitte wurde in ähnlicher Fassung in (Miao & Weber, 
2013b) veröffentlicht. 
6.2.1 Auswertungsmethode bezüglich des Überblickswissens 
Um mentale Karten bezüglich des Überblickswissens bewerten zu können, mussten zuerst 
Bewertungskriterien entwickelt werden. Mit diesen Kriterien sollten die mentalen Karten 
quantitativ bewertet werden. Danach wurden diese Kriterien von blinden Menschen ge-
wichtet. Anschließend wurde eine Quantifizierungsmethode ausgewählt, damit die menta-
len Karten anhand der Bewertungskriterien in Zahlenwerte gefasst werden konnten. 
                                                 
26 Im Rahmen dieser Arbeit wird die Originalkarte als die Karte bezeichnet, anhand der die mentale Karte 
aufgebaut wird.  




6.2.1.1 Bewertungskriterien erstellen 
Um die Bewertungskriterien zu entwickeln, wurden einige von blinden Probanden rekon-
struierte mentale Karten analysiert. Die Erstellung der Kriterien folgte einem Prinzip: Der 
gleiche Fehler darf nicht mehrfach gezählt werden. Insgesamt wurden neun Kriterien iden-
tifiziert, die vier Kategorien zugeordnet wurden: 
 Kategorie 1: Anzahl der Elemente 
 Anzahl richtige Straßensegmente (K1): Straßen werden durch Kreuzungen/Ein-
mündungen in Segmente geteilt. Nur die Straßensegmente, die in der Original-
karte existieren, werden hier gezählt. 
 Anzahl richtig genannte Straßennamen (K2): Hier werden alle Straßennamen ge-
zählt, die von Probanden richtig genannt wurden. Unabhängig davon, ob sie die 
Straßennamen zu den richtigen Straßen zuordnen können. Wird ein Straßenname 
nur zur Hälfte richtig genannt, gibt es 0,5 Punkte. 
 Kategorie 2: Eigenschaften der Straßen  
 Anzahl richtige Straßenform (K3): Die Straßenform beschreibt, ob eine Straße 
gerade ist oder Kurven hat, sowie die Anzahl und den Verlauf der Kurve(n). 
 Anzahl richtig zugeordnete Straßennamen (K4): Hier werden die Straßennamen 
gezählt, die vom Probanden nicht nur richtig genannt, sondern auch den richtigen 
Straßen zugeordnet wurden. Wird ein Straßenname nur zum Teil richtig genannt, 
gibt es 0,5 Punkte. 
 Anzahl richtige Himmelsrichtungen (K5): In dem Fall, dass eine Straße Kurven 
hat, bezieht sich die Himmelsrichtung auf den Anfangs- und Endpunkt der Straße, 
solange dazwischen kein relevanter POI vorkommt. Für die Bewertung der Him-
melsrichtung wurde ein Toleranzbereich von  30° definiert. 
 Kategorie 3: Anordnung der Straßen 
 Anzahl richtige Kreuzungen/Einmündungen (K6): Hier werden nur die Kreuzun-
gen/Einmündungen gezählt, die auf der Originalkarte existieren. 
 Kategorie 4: Anzahl der Fehler 
 Anzahl nicht existierende Straßen (K7): Hier werden die Straßen gezählt, die in 
der mentalen Karte, aber nicht in der Originalkarte existieren. 
 Anzahl nicht existierende Kreuzungen/Einmündungen (K8):  Hier werden nur die 
Kreuzungen/Einmündungen gezählt, die durch zu lang rekonstruierte Straßen 
verursacht wurden und nicht durch die nicht existierenden Straßen. 




 Anzahl der Verschiebungen (K9): Bezieht sich auf die relative Position der Stra-
ßen. Ein Beispiel dafür: Auf der Originalkarte kreuzt Straße A die Straße B nach 
einer Kreuzung. Auf der rekonstruierten mentalen Karte kreuzt Straße A die 
Straße B aber vor der Kreuzung. Ein solcher Fehler heißt Verschiebung. 
Das Längenverhältnis gehört eigentlich auch zur Eigenschaft der Straßen, kann aber 
nicht separat als ein Kriterium betrachtet werden, da es bei zu kurz rekonstruierten Straßen 
zu weniger Kreuzungen/Einmündungen kommen kann. Somit wird dies bei K6 Anzahl rich-
tige Kreuzungen/Einmündungen mit berücksichtigt. Bei zu lang rekonstruierten Straßen 
kann es hingegen zu mehr Kreuzungen/Einmündungen kommen. Dies wird somit bei K8 
Anzahl nicht existierende Kreuzungen/Einmündungen mit berücksichtigt. 
6.2.1.2 Bewertungskriterien gewichten 
Nachdem die Bewertungskriterien festgelegt wurden, ist es wichtig herauszufinden, ob 
diese Kriterien hinsichtlich des Überblickswissens gleich oder unterschiedlich wichtig sind. 
Für die Orientierung blinder Menschen gibt es wichtige räumliche Merkmale. Auf rekon-
struierten mentalen Karten sind Kreuzungen/Einmündungen (K/E), Straßennamen (SN), 
Straßenformen (SF) und Himmelsrichtungen (H) messbar. Alle oben genannten Kriterien 
haben mit den vier räumlichen Merkmalen K/E (K1, 6, 7, 8, 9), SN (K2, 4), SF (K3) und 
H (K5) zu tun. Deshalb wurden die vier Merkmale, SN, SF, H und K/E, mit Hilfe von 21 
blinden Probanden (17 männlich, 4 weiblich, 13 Geburtsblinde, 8 Späterblindete, durch-
schnittliches Alter: 36 Jahre) hinsichtlich des Überblickswissens gewichtet. 
Zuerst wurden die vier Merkmale von den Probanden in einer Rangliste geordnet. Un-
terschiedliche Merkmale durften den gleichen Rang haben. Anhand der Mittelwerte der 
Ränge werden die vier Merkmale geordnet. Die Mittelwerte dienen nur für das Ranking 
der Items und nicht als Gewichtsfaktoren. Sie wurden folgendermaßen geordnet:  
1. Kreuzungen/Einmündungen,  
2. Straßennamen,  
3. Straßenformen und  
4. Himmelsrichtungen. 
Nach dem Ordnen der vier Merkmale muss getestet werden, ob der Rangunterschied 
statistisch signifikant ist. Wenn der Rangunterschied zwischen zwei Merkmalen statistisch 
signifikant ist, bekommen sie verschiedene Gewichtsfaktoren (w), ansonsten den gleichen 
Gewichtsfaktor, da der Unterschied nur zufällig entstanden ist. Der „Rang“ gehört zu den 
diskreten Daten und ist eine ordinale Skala. Daher wird die nicht-parametrische Statistik 
verwendet.  
 




Zuerst wird die Häufigkeitsverteilung der vier Merkmale und der vier Ränge in einer  
4 x 4-Kontingenztafel (Hartung, 2009) dargestellt (siehe Tabelle 6.1). 
Tabelle 6.1: Darstellung der Häufigkeitsverteilung in einer 4 x 4-Kontingenztafel für das Überblickswissen 
              Rang 
 Merkmale 
1 2 3 4  
Kreuzungen/Einmündungen 6 10 4 1 21 
Straßennamen 9 3 5 4 21 
Straßenformen 6 6 5 4 21 
Himmelsrichtungen 4 1 6 10 21 
 25 20 20 19 84 
Als nächstes wurden anhand der Rankingliste die Merkmale paarweise mit Hilfe des 
Wilcoxon-Rangsummen-Tests hinsichtlich ihrer Homogenität geprüft, also ob sich die 
Häufigkeitsverteilungen der Merkmale statistisch voneinander unterscheiden. Im Fall eines 
statistischen Unterschiedes, d.h. W-Wert  1,96 (Z(1-/2)) und =0,05, sollen zwei Merk-
male unterschiedlich gewichtet werden.  
Tabelle 6.2 zeigt, bei Überblickswissen sind die Unterschiede von (K, H), (SN, H) und 
(SF, H) signifikant. Allerdings sind die Unterschiede von (K, SN), (K, SF) und (SN, SF) 
nicht signifikant. Daraus ableitend bekommen K, SN und SF eine gleich hohe Gewichtung 
und H bekommt eine niedrigere Gewichtung, also w(K) = w(SN) = w(SF) > w(H). 
Tabelle 6.2: W-Werte für die paarweisen Merkmale beim Überblickswissen 
W-Werte (Überblickswissen) 
 K SN SF 
 SN 0,30   
SF 0,94 0,47  
H 3 2,24 2,02 
Schließlich wurden entsprechende Gewichtsfaktoren berechnet. Die Berechnung basiert 
dabei auf der Häufigkeitsverteilung der vier Items im 1. und 2. Rang. Entsprechend des 
Rankings muss die Häufigkeit des 1. Ranges mit einem Faktor c (1 < c < 32, ) multipliziert 
werden. In dieser Studie wird 2 als Faktor gewählt (siehe Tabelle 6.3). 
Tabelle 6.3: Gewichtete Häufigkeitsverteilungen der vier Merkmale im 1. und 2. Rang (H: Häufigkeit)  
            Item 
   Rang 
a1 a2 a3 a4  
1 H11*2 H12*2 H13*2 H14*2 H1. *2 
2 H21 H22 H23 H24 H2. 
 H11*2+ H21 H12*2+ H22 H13*2+ H23 H14*2+ H24 H1. *2+ H2. 




Die Berechnung mit der Formel )2*()2*()( .2.121 HHHHaw iii   ergibt folgende 
Gewichtsfaktoren: w(K/E) = w(SN) = w(SF) = 0,29 und w(H) = 0,13. 
6.2.1.3 Quantifizierungsmethode auswählen 
Nachdem die Bewertungskriterien festgelegt und gewichtet wurden, muss eine Quantifi-
zierungsmethode ausgewählt werden, um die rekonstruierten Karten in Zahlenwerten aus-
zudrücken und sie somit miteinander vergleichen zu können. Anhand der neun Bewer-
tungskriterien kann jede Originalkarte und rekonstruierte mentale Karte mit neun Zahlen 
dargestellt werden. Um quantitativ zu bewerten, wie gut eine mentale Karte ist, wird in der 
Arbeit die Abweichung der rekonstruierten Karte zur Originalkarte gemessen. Mit anderen 
Worten, der Abstand zwischen rekonstruierter Karte und Originalkarte wird berechnet. 
Die Minkowski-Metrik (Olbrich et al., 2012) ist eine allgemein formulierte Metrik für 
















Diese Formel bezeichnet den Abstand zwischen zwei Objekten x und y im i-dimensionalen 
Raum. Wobei der Punkt x die Koordinaten )( ,,1 ixxx  hat und Punkt y die Koordinaten
)( ,,1 iyyy  .  


















Damit kann der Abstand von zwei Punkten im euklidischen Raum ermittelt werden. 
Werden die einzelnen Dimensionen gewichtet, ergibt sich die gewichtete Minkowski-Met-















, wobei w der Gewichtsfaktor ist.  
Dementsprechend gibt es auch eine gewichtete City-Block-Distanz und eine gewichtete 
euklidische Distanz. Die originale und die rekonstruierte mentale Karte werden im Rahmen 




der Arbeit als zwei Punkte im Raum gesehen. Die Originalkarte hat die Koordinaten
)( 9,,1 xxx   und die rekonstruierte mentale Karte )( 9,,1 yyy  (siehe Tabelle 6.4). 
Tabelle 6.4: Darstellung der originalen und rekonstruierten mentalen Karte anhand der Auswertungskriterien  







Anzahl richtige Straßensegmente 0,29 x1 y1 




Anzahl richtige Straßenformen 0,29 x3 y3 
Anzahl richtig zugeordnete Straßennamen 0,29 x4 y4 
Anzahl richtige Himmelsrichtungen 0,13 x5 y5 
Anordnung  
der Straßen 
Anzahl richtige Kreuzungen/Einmündungen 0,29 x6 y6 
Anzahl  
der Fehler 
Anzahl nicht existierende Straßen  0,29 0 y7 
Anzahl nicht existierende Kreuzungen/Ein-
mündungen 
0,29 0 y8 
Anzahl der Verschiebungen 0,29 0 y9 
Je nachdem welche Methode man zur Berechnung des Abstandes nimmt, fallen die Er-
gebnisse unterschiedlich aus. Im Folgenden werden anhand eines Beispiels die unter-
schiedlichen Ergebnisse mit den zwei unterschiedlichen Methoden dargestellt. 
Beispiel: Zwei blinde Probanden haben anhand der gleichen Originalkarte zwei men-
tale Karten rekonstruiert. Die mentale Karte 1 hat fünf richtige Kreuzungen/Einmündun-
gen mehr und die mentale Karte 2 hat fünf nicht existierende Kreuzungen/Einmündungen 
weniger. Ansonsten sind die zwei mentalen Karten identischen (siehe Tabelle 6.5).  








Anzahl r. Straßensegmente 0,29 31 25 25 
Anzahl r. genannte Straßennamen 0,29 11 4 4 
Anzahl r. Straßenformen 0,29 11 9 9 
Anzahl r. zugeordnete Straßennamen 0,29 11 4 4 
Anzahl r. Himmelsrichtungen 0,13 11 10 10 
Anzahl r. Kreuzungen/Einmündungen 0,29 19 16 11 
Anzahl n. ex. Straßen  0,29 0 0 0 
Anzahl n. ex. Kreuzungen/Einmündungen 0,29 0 5 0 
Anzahl der Verschiebungen 0,29 0 0 0 
Quantifizierung  
Gewichtete Euklidische Distanz 7,07 7,66 
Gewichtete City-Block-Distanz 8,83 8,83 




Dadurch, dass die Kriterien „Anzahl richtige Kreuzungen/Einmündungen“ und „Anzahl 
nicht existierende Kreuzungen/Einmündungen“ gleiche Gewichtung haben, sollten die 
Karten 1 und 2 die gleichen Abweichungen zur Originalkarte haben. Allerdings zeigt Ta-
belle 6.5, dass die Abweichungen beider mentalen Karten mit der gewichteten euklidischen 
Distanz unterschiedlich sind. Aufgrund der Wurzel- und Quadratfunktionen kann die ge-
wichtete euklidische Distanz die lineare Abhängigkeit zwischen der Fehleranzahl und der 
Abweichung nicht gewährleisten. Im Gegensatz dazu sind die mittels gewichteter City-
Block-Distanz berechneten Abweichungen identisch. Daher wird die gewichtete City-
Block-Distanz für die Quantifizierung der rekonstruierten mentalen Karten verwendet. Der 
Abstand zwischen originaler und rekonstruierter Karte hinsichtlich des Überblickswissens 









Die Originalkarte hat die Koordinaten )( 9,,1 xxx  , wobei xi der i
th Wert der Originalkarte 
ist und x7 = x8 = x9 = 0. Die rekonstruierte mentale Karte hat die Koordinaten )( 9,,1 yyy  , 
wobei yi der ith Wert der rekonstruierten mentalen Karte ist. wi ist der berechnete Gewichts-
faktor für ith Bewertungskriterien. Das Ergebnis gibt an, wie ähnlich sich die originale und 
die rekonstruierte mentale Karte sind. Je kleiner der Wert ist, desto ähnlicher ist die men-
tale Karte der Originalkarte. Somit ist es möglich, die Bewertung von mentalen Karten mit 
einem Wert auszudrücken und damit mentale Karten vergleichbar zu machen. 
Sollten bestimmte Kriterien für die Evaluation nicht relevant sein, können die entspre-
chenden Gewichtungen auf 0 gesetzt werden. In dem Fall, dass die POIs auch Bestandteil 
der Untersuchung sind, muss man die Auswertungskriterien um POIs erweitern und die 
Gewichtsfaktoren neu berechnen. Diese Methode ist für mentale Karten von Umgebungen 
geeignet, aber nicht für Gebäude mit Verbindungen zu Flughäfen, Bahnhöfen und Umstei-
gebauwerken, auch nicht für Plätze oder Gelände wie den Uni Compus. 
6.2.2 Auswertungsmethode bezüglich des Routenwissens 
Die Entwicklung der Auswertungsmethode hinsichtlich des Routenwissens umfasst eben-
falls drei Schritte: Bewertungskriterien festlegen, gewichten und quantifizieren. 
Festlegung der Bewertungskriterien 
Eine Route besteht aus einer Reihe von Straßensegmenten. Daher sind Straßensegmente 
die essentiellen Elemente für die Bewertung einer Route. Eine Route wird nach zwei As-
pekten bewertet: 
1. Die Struktur der Straßensegmente: Bezieht sich auf die Anzahl und die Reihen-
folge der Straßensegmente. 




2. Die Merkmale der Straßensegmente: Bezieht sich auf die SN, SF und H. Die 
zwei Merkmale SF und H scheinen im ersten Augenblick für eine Route nicht 
relevant zu sein. Jedoch sind sie laut einer kleinen Befragung für 1/5 der blinden 
Probanden (2 von 10 Probanden) unverzichtbar. 
Gewichtung der Auswertungskriterien 
Die gleichen 21 blinden Personen haben die vier Merkmale (K/E, SN, SF, und H) hinsicht-
lich des Routenwissens gewichtet. Die Berechnung der Gewichtsfaktoren erfolgt genauso 
wie die des Überblickswissens. Allerdings unterscheiden sich die berechneten Gewichts-
faktoren des Routenwissens von denen des Überblickswissens: w(K/E) = 0,37, w(SN) = 
w(SF) = 0,26 und w(H) = 0,11. 
Quantifizierung der Auswertungskriterien 
Die Differenz (D) zwischen der originalen und der rekonstruierten Route wird in diesem 
Schritt hinsichtlich der Struktur der Straßensegmente (DS) und der Merkmale der Straßen-
segmente (DM) berechnet. 
Bewertung der Struktur der Straßensegmente (DS) 
Um die Struktur der Straßensegmente zu bewerten, werden jedem Straßensegment , je nach 
Komplexität des Kartenausschnittes, ein oder mehrere Zeichen zugeordnet. Somit kann 
jede Route als eine Zeichenkette dargestellt werden. Bei der Auswertung einer Route reicht 
es aber nicht aus, wenn nur die Straßensegmente berücksichtigt werden. Hat man die Stra-
ßenseiten des Startpunktes bzw. des Ziels verwechselt, ändert sich die Zeichenkette der 
Route trotzdem nicht. Daher sollen die erste Abbiegung (vom Startpunkt auf das erste Stra-
ßensegment) und die letzte Abbiegung (vom letzten Straßensegment zum Ziel) mit berück-
sichtigt werden. Dafür sind die Zeichen „r“ und „l“ für die erste und letzte Abbiegung 
„rechts“ und „links“ reserviert. Dementsprechend kann die Route von „Markant Voigt Le-
bensmittelmarkt“ bis zum „Restaurant Tassili“ (siehe Abbildung 6.4) folgendermaßen be-
schrieben werden: r, Q, H, F, E, l (Zeichenkette 1). Für jede konstruierte Route wird eine 
Zeichenkette erzeugt. 
 
Abbildung 6.4: Beispiel für die Darstellung einer Route als Zeichenkette 




Angenommen Proband 1 hat die Straßenseite vom „Restaurant Tassili“ verwechselt, 
dann sieht die Zeichenkette so aus: r, Q, H, F, E, r (Zeichenkette 2). Hat Proband 2 die 
Position von „Restaurant Tassili“ mit „Tanz und Kunstakademie“ verwechselt, so sieht die 
Zeichenkette folgendermaßen aus: r, Q, H, F, l (Zeichenkette 3). 
Die Levenshtein-Distanz ist eine bekannte Methode zur Berechnung der minimalen An-
zahl von Editierungsoperationen (Einfüge-, Lösch- und Ersatzoperationen), welche not-
wendig sind, um eine Zeichenkette in eine andere zu überführen (Levenshtein, 1966). Die 
Kosten für jede Operation betragen 1. Allerdings kann der normale Levenshtein-Distanz-
Algorithmus aus zwei Gründen nicht direkt eingesetzt werden. Erstens soll die Operation 
„Ersetzen“ den Gewichtsfaktor 2 bekommen, denn ist man ein Stück falsch gelaufen, muss 
man zuerst das falsche Stück zurück und dann das richtige Stück laufen. Die Operationen 
„Einfügen“ und „Löschen“ haben den Gewichtsfaktor 1. Daher  stellt sich hierfür die ge-
wichtete Levenshtein-Distanz (WLD) als geeignet heraus. Zweitens kann die Levenshtein-
Distanz nicht die komplette Zeichenkette abdecken. Nehmen wir die Zeichenketten 1 (r, Q, 
H, F, E, l) und 3 (r, Q, H, F, l) als Beispiel. Für die Umwandlung von Zeichenkette 3 in 1 
betragen die Kosten nach WLD 1. Im Kontext der Korrektur einer Route sollten die Kosten 
aber 3 betragen, da man zuerst von „Tanz und Kunstakademie“ zurück zu F laufen muss, 
dann von F bis E und dann von E nach links abbiegen muss. Das heißt, die erste bzw. letzte 
Abbiegung kann nicht ohne das dazugehörige Straßensegment betrachtet werden. Aus die-
sem Grund werden Zeichenketten in drei Teile aufgeteilt (siehe Abbildung 6.5). Teil 1 
beinhaltet die erste Abbiegung und das erste Straßensegment. Teil 2 beinhaltet die gesam-
ten Straßensegmente und Teil 3 beinhaltet die letzte Abbiegung und das letzte Straßenseg-
ment. 
 
Abbildung 6.5: Aufteilung der Zeichenkette 1 in drei Teile 
Entsprechend sind die Kosten der drei Teile d1, d2 und d3, um die Zeichenkette der re-
konstruierten Route in die Zeichenkette der originalen Route umzuwandeln. 
 
Somit ergibt sich: DS = w(K/E) * (d1 + d2 + d3) 
 
r,     Q,     H,     F,     E,     l  
Teil 1 (d1) Teil 3 (d3) 
Teil 2 (d2) 
d1 = 
d2 = WLD (Teil 2 originale Route, Teil 2 rekonstruierte Route) 
d3 = 
0, wenn die letzte Abbiegung und das letzte Straßensegment richtig sind; 
sonst 2 
0, wenn die erste Abbiegung und das erste Straßensegment richtig sind; 
sonst 2 




Bewertung der Merkmale der Straßensegmente (DM) 
Im Vergleich zu DS ist die Berechnung von DM wesentlich einfacher. DM besteht ebenfalls 
aus drei Werten: dSN, dSF und dH. Sie sind jeweils die Differenz der Anzahl richtiger Stra-
ßennamen, Straßenformen und Himmelsrichtungen zwischen originaler und rekonstruierter 
Route. Multipliziert man diese mit den jeweiligen Gewichtsfaktoren, dann ergibt sich: 
DM = w(SN) * dSN + w(SF) * dSF + w(H) * dH 
Schließlich werden DS und DM zusammengesetzt und D berechnet: 
D = DS + DM = w(K/E) * (d1 + d2 + d3) + w(SN) * dSN + w(SF) * dSF + w(H) * dH 
6.2.4 Praktische Anwendbarkeit der Methoden 
Nachdem man die mentalen Karten bezüglich Überblickswissen bzw. Routenwissen quan-
tifiziert hat, steht für jede mentale Karte ein Zahlenwert zur Verfügung. Dieser Wert be-
schreibt, wie groß die Abweichung der rekonstruierten Karte zur Originalkarte ist . Somit 
ist es möglich, verschiedene mentale Karten, die anhand derselben Originalkarte aufgebaut 
wurden, miteinander zu vergleichen.  
In der Praxis werden oft die mentalen Karten von verschiedenen Umgebungen, d.h. von 
unterschiedlichen Originalkarten, untersucht, um kartenabhängige Faktoren zu minimieren 
bzw. um Lerneffekte zu vermeiden. Ein nicht seltenes Testszenario sieht folgendermaßen 
aus:  
Die Anwendungen A und B sollen verglichen werden. Ein Lerneffekt besteht, wenn mit 
beiden Anwendungen nur eine Karte getestet wird. Um das zu vermeiden, werden zwei 
Karten getestet.  
Die Frage, mit der man dabei konfrontiert wird, ist: Wie kann man die anhand von zwei 
unterschiedlichen Karten aufgebauten mentalen Karten miteinander vergleichen, um die 
Anwendungen zu vergleichen? Unterschiedliche Karten haben i.d.R. unterschiedliche Ei-
genschaften, d.h. eine unterschiedliche Anzahl an Straßen, unterschiedliche Straßennamen, 
Kreuzungen/Einmündungen, Straßenformen und Himmelsrichtungen. Die gleiche Fehler-
anzahl an Straßennamen kann bei unterschiedlichen Karten zu unterschiedlichen Abstän-
den führen. Daher ist ein Vergleich der absoluten Abstände, die in den vorherigen Ab-
schnitten beschrieben wurden, bei unterschiedlichen Karten nicht sinnvoll. Stattdessen 
kann die Fehlerquote verwendet werden. 
Um die Fehlerquote zu berechnen, sind zwei Werte erforderlich: Der Abstand zwischen 
den originalen und rekonstruierten mentalen Karten sowie ein Wert für den Basisfehler. Im 
Rahmen der vorliegenden Arbeit beschreibt der Basisfehler-Wert den Abstand zwischen 
originalen und rekonstruierten Karten, wenn ein Proband anhand einer Karte gar keine 
mentale Karte rekonstruieren kann. Dieser kann folgendermaßen ermittelt werden: 











ii xwyxd . Der Basisfehler-Wert ist aber nicht der maximale Abstand, denn re-
konstruiert der Proband nur etwas Falsches oder den falschen Teil größer als den richtigen 
Teil, ist der Abstand auch größer als der Basisfehler-Wert. Die Fehlerquote einer rekon-



















Die Fehlerquote ist wesentlich aussagekräftiger als die absolute Fehleranzahl. Somit 
können die anhand verschiedener Originalkarten rekonstruierten mentalen Karten mitei-
nander verglichen werden. 
Bei 20 sehenden Probanden wurden die Gewichtsfaktoren der vier Merkmale bezüglich 
Überblicks- und Routenwissens ebenfalls untersucht. Die Ergebnisse haben gezeigt, dass 
die Gewichtungen von sehenden anders als die von blinden Menschen sind. Für das Rou-
tenwissen hielten sie Kreuzung/Einmündung und Straßenname für gleich wichtig (w = 
0,365), dann folgte Straßenform (w = 0,16) und als letztes die Himmelsrichtung (w = 0,11). 
Dagegen hielten sie alle vier Merkmale für das Überblickswissen für gleich wichtig (w = 
1). Das bedeutet, bei der Auswertung mentaler Karten sehender Menschen müssen die Ge-
wichtsfaktoren den Bewertungskriterien entsprechend angepasst werden. 
6.3 Erhebungsmethoden mentaler Karten 
Nachdem die mentalen Karten in der Vorstellung aufgebaut wurden, sind sie für andere 
Menschen nicht sichtbar. Um sie betrachten und analysieren zu können, werden sie mit 
unterschiedlichen Erhebungsmethoden für die andere sichtbar gemacht. Vorhandene Ar-
beiten haben versucht, die Erhebungsmethoden mentaler Karten zu klassifizieren (Kitchin 
& Jacobson, 1997; May, 1992; Newcombe, 1985). Im Rahmen dieser Arbeit werden nur 
die Arbeiten von Kitchin & Jacobson und May erwähnt, da sie einen breiten Überblick über 
die Methoden liefern. Kitchin & Jacobson unterscheiden die Methoden in route-based und 
configurational Techniken. Route-based Techniken umfassen drei Kategorien: 
1. retrace or infer a route 
2. estimation of distance between two points of a route  
3. estimation of direction between two points of a route  
Configurational Techniken umfassen vier Kategorien:  
1. graphic tests, welche alle Varianten von Zeichnen betreffen,  




2. partially graphic and reconstruction tests, welche wiederum in drei Klasse un-
terteilt werden:  
− spatial cued response (Landmarken auf der Karte legen)  
− cloze procedure test (Lückentext) 
− reconstruction tasks (mit Hilfe von Equipment Modelle bauen) 
3. Uni-to-multidimensional tests  
4. Recognition tests  
Kitchin & Jacobson haben extra betont, dass einige Methoden bei blinden und sehbe-
hinderten Menschen noch nicht benutzt wurden. Nach May unterscheiden sich die Metho-
den in erster Linie in sprachliche und graphische Modellierung. Weiterhin hat er die Me-
thoden, die sich auf Überblicks- und Routenwissen beziehen, in drei Klassen aufgeteilt: 
1. Einschätzungsverfahren (Distanz- und Winkeleinschätzung)  
2. Rekonstruktionsverfahren (Zeichnungen und Modellrekonstruktionen)  
3. chronometrische Verfahren (Latenzzeitmessungen zur Untersuchung räumlicher 
Wissensstrukturen) 
Die Methode Zeichnung ist eine bei sehenden Menschen sehr oft verwendete Methode. 
Allerdings wurde sie bei blinden Menschen selten verwendet, da die meisten blinden Men-
schen damit nicht vertraut sind. In (Kitchin & Jacobson, 1997) wurde festgestellt, dass für 
blinde Menschen einige Methoden angepasst werden müssen. 
6.3.1 Forschungsfragen 
Zwei Methoden wurden für die Untersuchung ausgewählt: Rekonstruktion mit Magnetstrei-
fen (RM) und verbale Beschreibung (VB). Bei der RM werden Materialien wie Whiteboard, 
Magnetstreifen und Magnetfiguren verwendet. RM kann der graphischen und VB der 
sprachlichen Modellierung zugeordnet werden. Beide Methoden wurden zwar in der Lite-
ratur erwähnt und in der Praxis bereits angewendet (Lahav & Mioduser, 2004; Ohuchi et 
al., 2006), allerdings, wie bzw. auf welcher Wissensebene man sie anwenden soll, wurde 
nicht diskutiert. Außerdem ist bekannt, dass die erhobenen mentalen Karten sehr stark von 
der jeweilig verwendeten Erstellungsmethode abhängig sind (May, 1992; Kitchin & Jacob-
son, 1997). Es wurden in den Veröffentlichungen aber keine Details diskutiert.  
Vor diesem Hintergrund gibt es drei zentrale Untersuchungsfragen, die in den bisheri-
gen Forschungen nicht bzw. nicht ausreichend betrachtet wurden: 
1. Eignen sich beide Erstellungsmethoden gleich gut für die Erstellung mentaler Kar-
ten bezüglich unterschiedlicher Wissensebenen (Überblicks-, Routen- und Land-
markenwissen) für blinde Benutzer? 




Die Antwort auf diese Frage soll eine allgemeine Aussage treffen, welche Methode für 
welche Wissensebene geeignet ist. Kitchin & Jacobson (1997) behaupteten, dass die 
Methode Rekonstruktion für die Erhebung des Überblickswissens geeignet ist. Die Me-
thode VB wurde von ihnen nicht erwähnt.  
2. Gibt es einen Zusammenhang zwischen Aufbaumodalitäten und Erstellungsmetho-
den bei blinden Benutzern? 
Wie bereits erläutert, werden mentale Karten durch die Enkodierung unterschiedlichen 
sensorischen Inputs über das Layout der Umgebung aufgebaut. Die sensorischen Inputs 
können beispielsweise auditive, taktile oder eine Kombination von auditiven und takti-
len Modalitäten sein. Die Modalitäten, mit denen die mentalen Karten aufgebaut werden, 
werden in der vorliegenden Arbeit als Aufbaumodalitäten bezeichnet. Die Erhebungs-
methoden mentaler Karten können auch in unterschiedlichen Modalitäten sein, bei-
spielsweise RM ist haptisch und VB ist auditiv. Aus diesem Grund ist es wichtig heraus 
zu finden, welche Methode besser geeignet ist, wenn die mentale Karte durch eine be-
stimmte Modalität aufgebaut ist. Das Thema wurde bisher in den vorhandenen Litera-
turen noch nicht betrachtet. 
3. Eignen sich beide Methoden gleich gut bei Geburtsblinden und Späterblindeten? 
Es ist bekannt, dass sich im Allgemeinen die persönliche räumliche Wahrnehmungsfä-
higkeit zwischen Geburtsblinden und Späterblindeten unterscheidet. Geburtsblinde sind 
diejenigen, die von Geburt an oder bis zum 3. Lebensjahr erblindet sind. Dagegen kön-
nen Späterblindete erst als Erwachse erblindet sein (Passini et al., 1990). Visuelle Er-
fahrungen spielen bei der Entwicklung der räumlichen Wahrnehmungsfähigkeit eine 
wichtige Rolle (Dodds et al., 1982). Unterschiedliche Methoden können möglicher-
weise unterschiedliche Fähigkeiten voraussetzen. Daher sollte es auch untersucht wer-
den, ob die visuellen Erfahrungen die Erhebung mentaler Karten beeinflussen. Zu die-
sem Thema ist der Autorin keine Literatur bekannt. 
Um diese Fragen zu beantworten, wurden zwei ergänzende Studien konzipiert. Mit Hilfe 
von vier Medien wurden insgesamt drei Aufbaumodalitäten untersucht. Die Aufbaumoda-
litäten und die dazu gehörigen Medien sind: taktile Modalität mit Schwellpapier, partiell 
auditive Modalität mit iPad und HyperBraille Display sowie auditive Modalität mit Weg-
beschreibung. Nachdem die Probanden mit Hilfe der Medien mentale Karten aufgebaut 
haben, wurden die mentalen Karten mit den zwei Methoden RM und VB erhoben. In der 
ersten Studie wurden die zwei Erstellungsmethoden mit taktiler und partieller auditiver 
Aufbaumodalität in Bezug auf die drei Wissensebenen untersucht. Der Fokus der zweiten 
Studie lag speziell auf der auditiven Aufbaumodalität. Insgesamt haben 30 Probanden an 
den Studien teilgenommen. Es waren 20 blinde und als Vergleichsgruppe 10 sehende Pro-
banden. Aufgrund der unterschiedlichen Wahrnehmungsmodalitäten zwischen blinden und 
sehenden Probanden unterscheiden sich die Versuchsabläufe hinsichtlich der Aufbaumo-
dalitäten. Somit beschränkt sich der Vergleich beider Gruppen nur auf Frage 1. Außerdem 




wurde die gängige Methode Zeichnung zusätzlich bei sehenden Probanden in Studie 1 un-
tersucht, um sie mit der RM zu vergleichen. 
6.3.2 Studie 1: Untersuchungsdesign 
Probanden 
10 blinde Probanden waren an der Studie beteiligt. Vier davon waren weiblich und sechs 
männlich. Sie waren zwischen 20 bis 50 Jahre alt und das durchschnittliche Alter betrug 
31,8 Jahre. Keine Person hatte andere Wahrnehmungsbehinderungen. Sie waren in ver-
schiedenen Berufsfeldern tätig, z.B.: Studenten, App-Entwickler, Physiotherapeutin, Päda-
goge, Telefonistin, Dolmetscher und Programmtester. Alle Probanden waren in der Lage, 
sich in vertrauten Umgebungen selbständig zu bewegen, beispielsweise von zu Hause bis 
zur Arbeit. Alle Probanden benutzten Karten, allerdings unterschiedlich oft (2 häufig, 5 
manchmal, 3 selten). Sie hatten unterschiedliche Erfahrungen mit den in der Studie einge-
setzten Medien: Schwellpapier (4 oft, 5 manchmal, 1 selten), iPad (1 jeden Tag, 2 selten, 
7 noch nie) und HyperBraille Display (1 oft, 2 manchmal, 5 selten, 2 noch nie).  
Es waren auch 10 sehende Probanden als Vergleichsgruppe beteiligt. Dadurch, dass es 
sich bei den sehenden Probanden um eine Vergleichsgruppe und nicht um eine Kontroll-
gruppe handelte, wurden die sehenden Probanden per Quotenauswahlverfahren rekrutiert. 
Demografische Faktoren wie Alter, Geschlecht und Bildungsniveau orientier ten sich an 
den blinden Probanden. Somit konnten demografische Faktoren, die eventuell Einfluss auf 
die Testergebnisse hätten haben können, als Einflussgrößen vermieden werden. 
Material 
Bei RM wurden Magnetstreifen in fünf unterschiedlichen Längen für Straßen, Magnetfigu-
ren für Landmarken und ein Whiteboard zur Verfügung gestellt (siehe Abbildung 6.6). 
 
Abbildung 6.6: Equipment für die Methode Rekonstruktion mit Magnetstreifen 




Es wurden bei den blinden Probanden drei unterschiedliche Medien für den Aufbau der 
mentalen Karten verwendet. Dies waren Schwellpapier, iPad und HyperBraille Display 
(siehe Abbildung 6.7). 
 
Abbildung 6.7: Karte dargestellt auf Schwellpapier (links), iPad (Mitte) und HyperBraille Display (rechts) 
Mit Schwellpapier werden mentale Karten taktil aufgebaut. Mit iPad werden mentale 
Karten auditiv-haptisch aufgebaut. Die Straßennamen, POI-Namen und Kreuzungen wer-
den akustisch ausgegeben, wenn der Finger eine Straße berührt. Mit HyperBraille Display 
werden mentale Karten auch auditiv-haptisch aufgebaut, allerdings unterscheiden sich 
diese vom iPad. Die Karten werden auf dem Display taktil dargestellt und gleichzeitig kann 
man die Straßennamen und POIs per Tastendruck akustisch abrufen. 
Um zu ermöglichen, dass jeder Proband mit allen drei Medien arbeiten konnte, gab es 
drei unterschiedliche, für die Probanden unbekannte Kartenausschnitte. Sie umfassten 
durchschnittlich 10 Straßen und besaßen hinsichtlich der Kartenstruktur einen mittleren 
Schwierigkeitsgrad (siehe Abbildung 6.8). 
 
Abbildung 6.8: Drei Kartenausschnitte mit POIs (*: Start; °: Ziel (eins für kurze Strecke und eines für lange 
Strecke); •: POI; Straßen- und POI-Namen werden hier nicht beschriftet) 
Die für die Untersuchung unnötigen Informationen auf den realen Karten, wie kleine 
Fußwege, wurden nicht dargestellt. Für jeden Kartenausschnitt gab es zwei Ansichten, die 
Überblicks- und Detailansicht. Die Überblicksansicht, worauf nur Straßen und Straßenna-
men dargestellt wurden, diente zur Ermittlung des Überblickswissens und umfasste den 
kompletten Kartenausschnitt. Bei der Detailansicht wurden die Kartenausschnitte 4-fach 
vergrößert. Außer Straßen und Straßennamen wurden auch 12 POIs pro Kartenausschnitt 




dargestellt. Die Detailansicht diente zur Ermittlung des Routen- und Landmarkenwissens. 
Aufgrund der unterschiedlichen Wahrnehmungsmodalitäten wurden die Kartenausschnitte 
für sehende Probanden visuell auf dem Computer dargestellt. Genauso wie bei blinden 
Probanden gab es auch bei sehenden Probanden Überblicks- und Detailansicht. 
Versuchsablauf 
Die Untersuchung wurde im Usability-Labor durchgeführt. Bei blinden Probanden gab es 
insgesamt drei Testblöcke. In jedem Testblock mussten die Probanden mit einer der drei 
Anwendungen folgende Aufgaben durchführen: 
1. Training: Die Probanden lernt die Bedienung und die Funktionen des Mediums 
kennen. 
2. Überblickswissen erheben: Die Probanden erkunden eine Karte in Überblicksan-
sicht ohne Zeitlimit. Danach wird die aufgebaute mentale Karte zuerst mit einer 
der zwei Methoden erhoben, dann mit der anderen Methode. Anschließend be-
werten sie die zwei Methoden hinsichtlich des Schwierigkeitsgrades für die Wie-
dergabe der mentalen Karte von 1 (sehr schwer) bis 5 (sehr einfach) anhand der 
5-stufigen Likert-Skala. 
3. Routenwissen erheben: Die Probanden erkunden zwei Routen, eine kürzere und 
eine längere Strecke, in Detailansicht ohne Zeitlimit. Danach wird die aufgebaute 
mentale Karte zuerst mit einer der zwei Methoden erhoben, dann mit der anderen 
Methode. Anschließend bewerten sie die zwei Methoden hinsichtlich des 
Schwierigkeitsgrades. 
4. Landmarkenwissen erheben: Die Probanden identifizieren die Positionen der 
drei POIs mit zwei Methoden. Dann werden die zwei Methoden bewertet. Bei 
RM werden die Positionen mit Hilfe von drei kleinen Figuren auf der Karte in 
der Überblicksansicht identifiziert. 
Die Reihenfolge der Methoden, der Medien und der Karten waren ausbalanciert . Bei 
der RM wurden die Probanden drauf hingewiesen, dass sie die Straßennamen nach jeder 
gelegten Straße gleich nennen sollen und bei der VB wurden sie drauf hingewiesen, dass 
sie auf Himmelsrichtung, Abstandsverhältnisse und die Winkelbeschreibung achten sollen. 
Im Allgemeinen ist der Versuchsablauf bei sehenden Probanden ähnlich wie der bei 
blinden Probanden. Dennoch gibt es folgende zwei Besonderheiten: Erstens hatten die se-
henden Probanden nur einen Testblock mit den visuell dargestellten Karten. Zweitens 
wurde auch die Methode Zeichnung neben RM und VB untersucht und entsprechend be-
wertet. Jedoch stand die Untersuchung der Methode Zeichnung nicht im Vordergrund. Des-
halb wurde die Methode Zeichnung immer als die letzte Methode verwendet, damit sie 
keinen Einfluss auf die RM und VB hat. Dies hat zur Folge, dass der Reihenfolgeeffekt bei 
der Methode Zeichnung nicht berücksichtigt werden kann. 





Die Erstellungsmethoden wurden unter drei Aspekten untersucht. Erstens, die Genauigkeit 
der erstellten mentalen Karten. Um die Genauigkeit zu ermitteln, wurden die Fehlerraten 
der erstellten mentalen Karten berechnet. Dies ist das wichtigste Bewertungskriterium. 
Zweitens, die subjektiven Bewertungen der Probanden. Drittens, der zeitliche Aufwand der 
Durchführung. Im Folgenden wird näher auf die Studien und die Ergebnisse eingegangen 
und Empfehlungen für die Anwendung der Methoden vorgestellt. 
6.3.3 Studie 1: Ergebnisse 
In diesem Abschnitt werden die Ergebnisse in Bezug auf die drei Forschungsfragen darge-
stellt. 
6.3.3.1 Bewertung beider Methoden für die drei Wissensebenen 
Bewertung hinsichtlich des Überblickswissens: 
Wie bereits erläutert, werden die mentalen Karten bei der RM mit Hilfe von Magnetstreifen 
visualisiert. Die somit erstellten mentalen Karten können sehr einfach mit den im Kapitel 
6.2 vorgestellten Auswertungsmethoden bewertet werden. Abbildung 6.9 zeigt zwei Bei-
spiele von rekonstruierten mentalen Karten blinder Probanden. Die Kartenstruktur wurde 
mit Magnetstreifen dargestellt und die Straßennamen wurden von den Probanden angesagt 
und für die Auswertung aufgezeichnet. 
 
Abbildung 6.9: Beispiele von mit Magnetstreifen erstellten mentalen Karten blinder Probanden 
Bei der VB mussten die mentalen Karten hingegen anhand der Beschreibungen von einer 
anderen Person nachträglich reproduziert werden. Die Reproduktion der mentalen Karten 
haben die Autorin, die die originalen Kartenausschnitte kennt und eine dritte Person, die 
die originalen Kartenausschnitte nicht kennt, separat durchgeführt, um zu testen, ob die 
Vorkenntnis der Originalkarten bei der Reproduktion eine Rolle spielt. Es hat sich heraus-
gestellt, dass die Objektivität und die Reliabilität der Reproduktion sehr schwer zu reali-
sieren waren. Das Hauptproblem für jemanden, der die Originalkarte kennt, besteht darin, 
dass man bei Unklarheiten meistens versucht, die mentale Karte so wie die Originalkarte 




zu erstellen. Dadurch wird die mentale Karte verschönert. Für jemanden, der die Original-
karte nicht kennt, ist die Reproduktion aus folgenden Gründen noch schwerer: Erstens, die 
Verlaufsrichtungen der Straßen wurden von den Probanden selten angegeben. Zweitens, es 
gab fehlerhafte bzw. sich widersprechende Angaben zur Straßenanzahl und drittens, un-
klare räumliche Referenzierungen. Stößt man einmal auf Unklarheiten, kommt man meis-
tens mit der Reproduktion nicht mehr weiter, da die unklare Stelle oft mehrfach referenziert 
wird. Aus diesen Gründen war die Reproduktion der mentalen Karten aus den verbalen 
Beschreibungen sowohl bei blinden Probanden als auch bei sehenden Probanden hinsicht-
lich des Überblickswissens nicht möglich. Somit ist die Methode VB für die Erstellung 
mentaler Karten hinsichtlich des Überblickswissens weder für blinde noch für sehende Be-
nutzer geeignet. Aufgrund dessen werden der Zeitaufwand und die subjektiven Bewertun-
gen der Probanden nicht weiter betrachtet. 
Zusätzlich konnten folgende Muster während der Rekonstruktion der mentalen Karten 
bei blinden Probanden identifiziert werden: 1) Von Hauptstraßen zu Nebenstraßen. 2) Zu-
erst senkrechte Straßen (alle von links nach rechts), dann waagerechte Straßen (meistens 
von oben nach unten). 3) Bei geschlossener Straßenstruktur wird meistens erst die Umran-
dung, dann die inneren Straßen gelegt. Bezogen auf die Anzahl der Korrekturen bei der 
Rekonstruktion gibt es keinen großen Unterschied zwischen blinden und sehenden Proban-
den. Durchschnittlich haben blinde Probanden bei jeder Karte 2,6 Mal korrigiert und se-
hende Probanden durchschnittlich 1,5 Mal. Es handelte sich ausschließlich um die Korrek-
tur der Straßenlänge. 
Bewertung hinsichtlich des Routenwissens: 
In Bezug auf das Routenwissen war die Reproduktion der mentalen Karten für die Autorin 
und die dritte Person wesentlich einfacher. Die von beiden erstellten mentalen Karten wa-
ren hinsichtlich der für die Bewertung relevanten räumlichen Merkmale (Kreuzungen/Ein-
mündungen, Straßennamen, Straßenformen und Himmelsrichtungen) identisch. Somit ist 
ein Vergleich der beiden Methoden bezüglich des Routenwissens möglich. 
Fehlerquote: 
Tabelle 6.6 stellt die Ergebnisse des Vergleichs zwischen RM und VB bei blinden und se-
henden Probanden dar. Die Ergebnisse zeigen, dass die Fehlerquote der durch RM erstellten 
mentalen Karten sowohl bei blinden als auch bei sehenden Probanden signifikant kleiner 
als die durch VB ist (Blinde: t = 2.54, df = 9, p < 0.05; Sehende: t = 4.9, df = 9, p < 0.01). 
Dies bedeutet, dass die Probanden mit VB signifikant mehr Fehler gemacht haben. Die 
Gründe dafür sind folgende: Die meisten Probanden haben nicht oder nur sehr wenig den 
Straßenverlauf und die Himmelsrichtungen beschrieben. Außerdem haben die meisten Pro-
banden statt mit dem Startpunkt gleich mit der ersten Straße angefangen, ohne zu beschrei-
ben, wie man vom Startpunkt bis zur ersten Straße kommt. Weiterhin wurde meisten auch 
vergessen, die letzte Abbiegung (von der letzten Straße zum Ziel) zu beschreiben. Diese 




Fehler führen hauptsächlich zur hohen Fehlerquote bei VB, sowohl bei blinden als auch bei 
sehenden Probanden. 
Tabelle 6.6: Ergebnisse des Vergleichs zwischen RM und VB bezüglich des Routenwissens bei blinden und 
sehenden Probanden 
 RM VB T-Test Signifikanz 
Blinde 0,18 0,34 
2,54 
(df = 9, p < 0,05) 
signifikant 
Sehende 0,05 0,29 
4.9 
(df = 9, p < 0,01) 
signifikant 
Es konnte auch festgestellt werden, dass die Probanden sich bei VB an mehr Straßenna-
men erinnern konnten, insbesondere die blinden Probanden. Bei RM haben sich die Pro-
banden mehr auf die Straßenstruktur konzentriert. Dabei wurden die Straßennamen ver-
nachlässigt. Im Gegensatz hierzu waren die Probanden bei VB gezwungen, über die Stra-
ßennamen nach zu denken, denn eine Route ist ohne Straßennamen sehr schwer zu be-
schreiben. 
Subjektive Bewertungen: 
Blinde und sehende Probanden haben die zwei Methoden hinsichtlich des Schwierigkeits-
grades unterschiedlich bewertet (vgl. Tabelle 6.7). Blinde Probanden hielten RM (M = 4,37, 
SA = 0,77) für einfacher als VB (M = 4,24, SA = 0,77), aber nicht signifikant. Dagegen 
hielten sehende Probanden RM (M = 4,14, SA = 0,56) für signifikant einfacher als VB (M 
= 3,55, SA = 0,96, W = 2,27, Z (1-/2) = 1,96,  = 0,05). 
Tabelle 6.7: Ergebnisse der subjektiven Bewertungen von blinden und sehenden Probanden (1 = sehr schwer 
bis 5 = sehr einfach; n.s.: nicht signifikant) 
 RM VB Wilcoxon-Rangsummen-Test Signifikanz 
Blinde 4,37 4,24 1,66 n.s. 
Sehende 4,14 3,55 2,27 signifikant 
Zeitaufwand: 
Tabelle 6.8 zeigt, dass bei blinden Probanden die Erhebung mit RM signifikant länger als 
mit VB (t = 2,32, df = 9, p < 0,05) gedauert hat.  
Tabelle 6.8: Vergleich des Zeitaufwandes zwischen blinden und sehenden Probanden 
 RM VD T-Test Signifikanz 
Blinde 1´30´´ 57´´ 
2,32 
(df = 9, p < 0,05) 
signifikant 
Sehende 38´´ 31´´ 1,1 n.s. 




Mit RM wurde durchschnittlich 1´30´´ gebraucht und mit VB nur 57´´. Das hat mehrere 
Gründe: 1) Rekonstruktion ist keine gängige Methode, um eine Kartenstruktur zu visuali-
sieren. Alle Probanden waren damit unerfahren. 2) Die Auswahl passender Längen der 
Magnetstreifen kostet zusätzliche Zeit. 3) Auch die Überprüfung und die Korrektur der 
gelegten Karten kosten Zeit. Im Gegensatz hierzu ist der Unterschied im Zeitaufwand, auf 
Grund des besseren Überblicks über die Karten und die Magnetstreifenlänge, bei sehenden 
Probanden nur sehr gering. Mit RM hat es durchschnittlich 38´´ gedauert und mit VB 31´´. 
Bewertung bezüglich des Landmarkenwissens: 
Die Probanden haben mit beiden Methoden die Positionen unterschiedlicher POIs identifi-
ziert. Bei der RM mussten die Probanden Magnetfiguren als POIs auf den Karten, taktil für 
blinde und ausgedruckt für sehende Probanden, platzieren. Somit ist es eindeutig, wo sich 
was befindet (siehe Abbildung 6.10). 
 
Abbildung 6.10: Beispiele für die Erhebung von Landmarkenwissen mit RM 
Im Gegensatz dazu sind die verbal beschriebenen Positionen viel zu ungenau (siehe 
Tabelle 6.9). Bei blinden Probanden waren mehr als 1/3 und bei den sehenden Probanden 
sogar die Hälfte der beschriebenen Positionen ungenau. 
Tabelle 6.9: Bewertung der RM und VB bezüglich des Landmarkenwissens 
Blinde  Sehende 
 RM VB  RM VB 
richtig 33 19 richtig 28 16 
falsch 12 10 falsch 2 0 
ungenau 0 16 ungenau 0 14 
Häufig verwendete ungenaue Beschreibungen waren beispielsweise „Das Gebäude P ist 
an der Kreuzung von Straße A und Straße B“ oder „Das Gebäude D liegt an der Straße 
C.“ Weiterhin hatten die Probanden auch Schwierigkeiten bei der Beschreibung, wenn sie 
die Namen der referenzierten Straßen vergessen hatten. 




6.3.3.2 Beziehungen zwischen Methoden und Aufbaumodalitäten 
Die zweite Forschungsfrage ist: Gibt es einen Zusammenhang zwischen Aufbaumodalitä-
ten und Erstellungsmethoden? Wie schon dargestellt, wurden in Studie 1 die Aufbaumoda-
litäten taktil und partiell auditiv untersucht. Die dritte Modalität , rein auditiv, wird in der 
folgenden Studie untersucht. Daher ist eine endgültige Antwort auf die zweite Forschungs-
frage erst nach der Interpretation der Ergebnisse der zweiten Studie möglich. 
Die Fehlerquoten der mit beiden Methoden erstellten mentalen Karten und die subjek-
tiven Bewertungen hinsichtlich unterschiedlicher Aufbaumodalitäten wurden verglichen. 
Tabelle 6.10 zeigt, wurden die mentalen Karten taktil aufgebaut, so war die Fehlerquote 
mit RM signifikant kleiner als die mit VB (t = 3,4, df = 7, p < 0,05). Der Mittelwert mit RM 
betrug 0,14 (SA = 0,13) und der mit VB betrug 0,35 (SA = 0,22). Wurden die mentalen 
Karten partiell auditiv aufgebaut, war die Fehlerquote mit RM (M = 0,19, SA = 0,18) zwar 
immer noch deutlich kleiner als mit VB (M = 0,34, SA = 0,26), aber nicht mehr signifikant. 
Tabelle 6.10: Vergleich der durchschnittlichen Fehlerquote bei den Aufbaumodalitäten 





(df = 7, p < 0,05) 
signifikant 
partiell auditiv 
(iPad, HB Display) 
0,19 0,34 2,18 n.s. 
Es ist zu anzumerken, dass bei den partiell auditiven Aufbaumodalitäten drei blinde 
Probanden mit VB sogar weniger Fehler als mit RM gemacht haben. Dagegen haben alle 
Probanden bei der taktilen Aufbaumodalität mit VB mehr Fehler gemacht als mit RM. Diese 
Ergebnisse entsprechen auch den subjektiven Bewertungen der blinden Probanden. Wur-
den die mentalen Karten nur taktil aufgebaut, haben die blinden Probanden VB durch-
schnittlich mit 4,06 bewertet. Diese Bewertung ist auf 4,12 gestiegen, es ist also einfacher 
geworden, als die mentalen Karten partiell auditiv aufgebaut wurden. Umgekehrt ist die 
Bewertung für RM von taktiler Aufbaumodalität (4,56) bis partiell auditive Modalität (4,24) 
gesunken. Ein Proband hat nach der verbalen Beschreibung bei auditiv-haptischer Aufbau-
modalität folgende Bemerkung gemacht: 
6.3.3.3 Eignung der Methoden für Geburts- und Späterblindete 
Die dritte Forschungsfrage ist: Eignen sich beide Methoden gleich gut bei Geburtsblinden 
und Späterblindeten? Um diese Frage zu beantworten, wurden die Fehlerquoten der mit 
„Es werden die ganze Zeit die Straßennamen und die Kreuzungen der Straßen 
erzählt. So braucht es weniger Denkleistung, wenn ich die verbal wieder-
gebe.“ 




beiden Methoden erstellten mentalen Karten und die subjektiven Bewertungen beider Me-
thoden von Geburtsblinden und Späterblindeten verglichen.  
Tabelle 6.11 zeigt, weder bei Geburtsblinden noch bei Späterblindeten gibt es einen 
signifikanten Unterschied bei der Fehlerquote. Für beide Gruppen war die Fehlerquote bei 
RM deutlich kleiner als die bei VB. Diese Ergebnisse können aufgrund der geringen Anzahl 
teilnehmender Geburtsblinder (6) und Späterblindeter (4) nicht verallgemeinert werden. 
Tabelle 6.11: Vergleich der Fehlerquote von Geburtsblinden und Späterblindeten 
 RM VB T-Test Signifikanz 
Geburtsblinde 0,21 0,39 
2,42 
(df = 5) 
n.s. 
Späterblindete 0,15 0,30 
1,58 
(df = 3) 
n.s. 
Die subjektiven Bewertungen aller blinden Probanden wurden in Tabelle 6.7 dargestellt 
(siehe S. 103). Dabei hielten sie RM für deutlich einfacher als VB, allerdings nicht signifi-
kant. Werden Geburtsblinde und Späterblindete separat betrachtet, so ergeben sich unter-
schiedliche Bewertungen (siehe Tabelle 6.12). Die Späterblindeten hielten RM, ebenso wie 
Sehende, für signifikant einfacher als VB. Dagegen hielten Geburtsblinde VB für einfacher. 
Die späterblindeten Probanden, die an der Studie teilgenommenen haben, waren durch-
schnittlich mit 14 Jahren erblindet. Im Gegensatz zu den meisten geburtsblinden Probanden 
haben sie ein besseres räumliches Vorstellungsvermögen, was eine wichtige und benötigte 
Fähigkeit bei RM ist. Daher wird diese Methode von Späterblindeten als einfacher als von 
Geburtsblinden empfunden. 
Tabelle 6.12: Ergebnisse der subjektiven Bewertungen von geburtsblinden und späterblindeten Probanden  
 RM  VB Wilcoxon-Rangsummen-Test Signifikanz 
Geburtsblinde 4,1 4,5 1  n.s. 
Späterblindete 4,63 3,95 3  signifikant 
6.3.3.4 Vergleich von RM und Zeichnung bei Sehenden 
Die Methode Zeichnung wurde zusätzlich bei acht sehenden Probanden untersucht, um zu 
testen, inwiefern die Methode RM die Methode Zeichnung ersetzen kann. Der Vergleich 
bezieht sich ebenso auf die Fehlerquote der erstellten mentalen Karten, die subjektiven 
Bewertungen der Probanden und den Zeitaufwand.  




Tabelle 6.13 veranschaulicht die durchschnittlichen Werte der drei Vergleichsaspekte am 
Beispiel von Routenwissen. Bei keinem Aspekt konnten signifikante Unterschiede festge-
stellt werden. Allerdings hat die Methode Zeichnung gegenüber RM einige Vorteile, die im 
Folgenden detailliert erläutert werden. 
Tabelle 6.13: Ergebnisse des Vergleichs zwischen RM und Zeichnung bezüglich des Routenwissens 
 RM Zeichnung Signifikanz 
Fehlerquote 0,07 0,06 n.s. 
subjektive Bewertung 4,07 4 n.s. 
Zeitaufwand 0,38 0,55 n.s. 
Bezogen auf die Anzahl der gemerkten Straßennamen konnte festgestellt werden, dass 
sich fünf von acht sehenden Probanden mit Zeichnung an mehr Straßennamen erinnern 
konnten. Dies kann daran liegen, dass bei der Zeichnung die Straßennamen auf die gemal-
ten Straßen geschrieben wurden. Somit sind sie im Gegensatz zur RM für die Probanden 
sichtbar. Auf Grund dieser optischen Unterstützung ist es sehr unwahrscheinlich, dass man 
eine Straße vergisst hin zu schreiben, die man sich gemerkt hat. Weiterhin gibt es mit RM 
mehr Fehler bei den Kreuzungen/Einmündungen. Wie oben bereits erwähnt, ist man bei 
der RM an die Gegebenheiten (Anzahl, Länge und Breite der Magnetstreifen) gebunden. 
So kann ein zu langer oder zu kurzer Magnetstreifen zu einer ungewünschten Kreuzung 
bzw. Einmündung führen. Mit RM wird meistens nicht so viel überlegt, da man damit rum-
experimentieren und schnell korrigieren kann. Dagegen überlegt man bei der Zeichnung 
mehr. Durch das intensivere Überlegen der Handlungen macht man i.d.R. weniger Fehler. 
Außerdem hat man bei der Zeichnung mehr Freiheit. Dadurch werden mehr Details zur 
Straßenform, POIs usw. geliefert. Weiterhin ist die Methode Zeichnung für sehende Pro-
banden viel gewohnter als RM. Sechs von acht Probanden bevorzugen die Zeichnung. Die 
anderen zwei Probanden bevorzugen RM, weil sie fanden, dass RM schneller ist und mehr 
Spaß macht. 
Insgesamt gesehen bietet die Methode RM bei Sehenden keinen deutlichen Vorteil ge-
genüber der traditionellen Erstellungsmethode Zeichnung. Allerdings, um die Qualität der 
Aussage zu verbessern, sollten die Reihenfolgeeffekte bei der Untersuchung berücksichtigt 
werden, was in dieser Studie aus oben genannten Gründen nicht gemacht wurde. 
6.3.4 Studie 2: Untersuchungsdesign 
In der zweiten Studie wurden die Aufbaumodalitäten um eine rein auditive erweitert. Dabei 
wurden die mentalen Karten durch Wegbeschreibungen, also eine rein auditive Aufbaumo-
dalität, aufgebaut. Wegbeschreibungen werden häufig für Routenbeschreibungen und La-
gepläne eingesetzt, weniger für Kartenbeschreibungen aufgrund der Komplexität der Kar-




ten. Daher wurden Wegbeschreibungen in der ersten Studie nicht betrachtet . Um einen di-
rekten Vergleich der zweiten mit der ersten Studie zu ermöglichen, verfolgen die zwei 
Studien die gleiche Konzeption der Versuchsplanung. 
Probanden 
Die Untersuchung mit blinden Probanden wurde begleitend zu einem anderen Projekt am 
Flughafen Frankfurt am Main durchgeführt. 10 blinde Probanden, die nicht in die erste 
Studie involviert waren, haben an dieser Studie teilgenommen. Drei waren weiblich und 
sieben männlich. Sie waren zwischen 27 und 50 Jahre alt und das durchschnittliche Alter 
betrug 37 Jahre. Sie waren alle geburtsblind. Keine Person hatte andere Wahrnehmungs-
behinderungen. 10 sehende Probanden, die an der ersten Studie beteiligt waren, waren als 
Vergleichsgruppe beteiligt. 
Materialen 
Für RM wurden den Probanden Magnetstreifen in unterschiedlichen Längen und Magnet-
figuren sowie ein Whiteboard zur Verfügung gestellt (siehe Abbildung 6.11). 
 
Abbildung 6.11: Magnetstreifen, Magnetfiguren und Whiteboard für Studie 2 
Eine Wegbeschreibung zu einem Bürogebäude und dessen Zugang wurde für die Studie 
erstellt (siehe Anhang C). Mit Hilfe eines Text-to-Speech Tools27 wurde die Wegbeschrei-
bung in eine Sprachsynthese umwandelt und in einer WAV-Datei gespeichert. 
Versuchsablauf 
Nach einer kurzen Einführung wurde die WAV-Datei zur Wegbeschreibung auf einem 
Handy vorgespielt. Damit die Probanden eine mentale Karte in ihrer Vorstellung ungehin-
dert aufbauen konnten, konnte die Wegbeschreibung jeder Zeit nach Wunsch der Proban-
den gestoppt oder wiederholt werden. Danach wurden die Probanden gebeten, die aufge-
baute mentale Karte mit beiden Methoden nacheinander zu erstellen. Die Reihenfolge der 
Methoden wurde ausbalanciert. Die von den Probanden verbal beschriebenen mentalen 
                                                 
27 Das Tool ist unter: http://www2.research.att.com/~ttsweb/tts/demo.php zu finden. 




Karten wurden für die Auswertung aufgezeichnet. Anschließend gab es einen Post-Test-
Fragebogen, um die Meinungen der Probanden über die Methoden zu erfahren. 
6.3.5 Studie 2: Ergebnisse 
Im Vergleich zur Auswertung der mentalen Karten bezüglich der Kartenausschnitte war 
die Auswertung der mentalen Karten dieses Lageplans einfacher, da es sich hier um un-
komplizierte Strukturen und Elemente handelte. Es wurde nur die Anzahl der richtig wie-
dergegebenen Elemente gezählt.  
Tabelle 6.14 präsentiert die Ergebnisse der Fehlerquoten erstellter mentalen Karten und 
der subjektiven Bewertungen von blinden und sehenden Probanden. 
Tabelle 6.14: Vergleich der Ergebnisse von blinden und sehenden Probanden 
Fehlerquoten 
 RM VB T-Test Signifikanz 
Blinde 0,18 0,15 
1,48 
(df = 9, p < 0,05) 
n.s. 
Sehende 0,06 0,13 
4.29 
(df = 9, p < 0,01) 
signifikant 
Subjektive Bewertungen 
 RM VB Wilcoxon-Rangsummen-Test Signifikanz 
Blinde 4,2 3,9 0,89 n.s. 
Sehende 3,4 3,7 0,86 n.s. 
Sehende Probanden haben mit VB signifikant mehr Fehler als mit RM gemacht (t = 4,29, 
df = 9, p < 0,01). Überraschenderweise haben blinde Probanden mit VB (M = 0,15,              
SA = 0,14) weniger Fehler gemacht als mit RM (M = 0,18, SA = 0,17), allerdings nicht 
signifikant. Bei den subjektiven Bewertungen der beiden Methoden gibt es weder bei se-
henden noch bei blinden Probanden einen signifikanten Unterschied. Die Mittelwerte bei-
der Methoden bezüglich der beiden Aspekte unterscheiden sich auch nur gering. 
Diese Ergebnisse können folgendermaßen erklärt werden: Wenn eine Karte über eine 
auditive Modalität vermittelt wird, wird die auditive Information während des Aufbaus der 
mentalen Karte in eine grafische Darstellung umgewandelt. Dadurch stehen sowohl audi-
tive als auch grafische Information für die Wiedergabe der mentalen Karten zur Verfügung. 
Wird die mentale Karte mit RM erhoben, stehen grafische Information zur Verfügung. Wird 
die mentale Karte mit VB erhoben, stehen auditive Information zur Verfügung. Deshalb 
kann man die mentalen Karten mit beiden Methoden gut wiedergeben. Wird dagegen eine 
Karte nur über taktile oder visuelle Modalitäten vermittelt, steht bei der Wiedergabe der 
mentalen Karte keine auditive Information zur Verfügung. So muss man sich während der 




VB Gedanken über die Formulierung sowie die Reihfolge der Beschreibung machen.  Damit 
hängt die verbale Beschreibung sehr von den persönlichen Fähigkeiten ab. 
Die auditive Aufbaumodalität hat den Vorteil, dass viele Formulierungen bei der VB 
direkt übernommen werden können. Sie hat aber auch den Nachteil, dass die Fehler der im 
Kopf falsch aufgebauten mentalen Karten nicht entdeckt werden, speziell bei den Him-
melsrichtungen und den Abbiegungen. Es wurde beobachtet, dass ein Proband zu der glei-
chen Karte mit VB eine richtige, aber mit RM eine falsche mentale Karte erstellt hatte. Es 
lag daran, dass er „links“ und „rechts“ beim Aufbau der mentalen Karte verwechselt hat. 
Bei der VB hat er einfach die Formulierung der gehörten Wegbeschreibung genommen, 
während er bei der RM die im Kopf falsch aufgebaute mentale Karte rekonstruiert hat. 
Solche Fehler sollten durch entsprechende Maßnahmen, die im nächsten Abschnitt vorge-
stellt werden, vermieden werden. 
6.3.6 Diskussion der Ergebnisse beider Studien 
Tabelle 6.15 fasst die Ergebnisse der blinden Probanden aus beiden Studien zusammen. 
Werden die mentalen Karten nur taktil aufgebaut, sind die mit VB erstellten mentalen Kar-
ten signifikant schlechter als die mit RM. Werden die mentalen Karten teils auditiv aufge-
baut, sind die mit VB erstellten mentalen Karten deutlich schlechter als die mit RM, aber 
nicht signifikant. Werden die mentalen Karten nur auditiv aufgebaut, sind die mit VB auf-
gebauten mentalen Karten sogar besser als die mit RM, allerdings der Unterschied ist sehr 
gering. 
Tabelle 6.15: Ergebnisse der blinden Probanden aus beiden Studien in Bezug auf die Aufbaumodalitäten und 
die Fehlerquote der mentalen Karten 
Modalitäten RM  VD  T-Test Signifikanz 
taktil 0,14 0,35 
3,4 
(df = 7, p < 0,05) 
signifikant 
partiell auditiv 0,19 0,34 2,18 n.s. 
auditiv 0,18 0,15 1,48 n.s. 
Aus diesen Ergebnissen kann man folgende Aussage ableiten: Es gibt einen Zusammen-
hang zwischen Aufbaumodalitäten und Erstellungsmethoden. Und zwar: Mit zunehmender 
auditiver Information für den Aufbau steigt die Anwendbarkeit der Methode verbale Be-
schreibung bei blinden Benutzern für die Erstellung mentaler Modelle. Für die Erstellung 
mentaler Modelle soll der Einsatz der VB bei taktiler Aufbaumodalität vermieden werden. 
Stattdessen ist dafür die RM zu empfehlen. Bei teilauditiver Aufbaumodalität kann VB ver-
wendet werden. Allerdings muss der freien Interpretation der verbalen Beschreibung durch 




geeignete Maßnahmen vorgebeugt werden. Dagegen kann die VB bei rein auditiver Auf-
baumodalität genauso gut eingesetzt werden wie die RM. Im nächsten Abschnitt wird näher 
auf die Maßnahmen, also Empfehlungen zur Anwendung beider Methoden eingegangen. 
Bei sehenden Probanden waren die mit VB erstellten mentalen Karten sowohl bei visu-
eller als auch bei auditiver Aufbaumodalität signifikant schlechter als die mit RM erstellten 
(siehe Tabelle 6.16). Das deutet daraufhin, dass die Methode VB bei sehenden Probanden 
weder bei visueller noch bei auditiver Aufbaumodalität angewendet werden soll. 
Tabelle 6.16: Ergebnisse von sehenden Probanden aus beiden Studien in Bezug auf die Aufbaumodalitäten 






visuell 0,05 0,29 
4,9 
(df = 8, p < 0,01) 
signifikant 
auditiv 0,06 0,13 
4,29 
(df = 9, p < 0,01) 
signifikant 
6.3.7 Empfehlungen zur Anwendung beider Methoden 
Im Folgenden werden die Vor- und Nachteile beider Erstellungsmethoden zusammenge-
fasst und entsprechende Empfehlungen für die Anwendung der Methoden zusammenge-
stellt. 
Die Methode RM setzt ein hohes Abstraktions- und räumliches Vorstellungsvermögen 
voraus. Mit Magnetstreifen kann nicht jedes Detail realitätstreu abgebildet werden. Pro-
banden, die über kein gutes Abstraktionsvermögen verfügen, haben dann Schwierigkeiten 
bei der Rekonstruktion der mentalen Karten. Die taktilen Rückmeldungen in den Fingern 
bieten eine zusätzliche Kontrollfunktion. Dadurch können unbewusste Fehler minimiert 
werden, beispielsweise, dass man einen Teil der Karte vergisst. Die Erstellung der menta-
len Karten, anders gesagt, die Visualisierung der mentalen Karten, erfolgt während des 
Legens der Magnetstreifen. Somit können Unklarheiten sofort zwischen Testleiter und Pro-
band geklärt werden. Außerdem lassen sich komplizierte Straßenstrukturen mit passenden 
Magnetstreifen und -figuren relativ einfach veranschaulichen. Gegenüber anderen Zei-
chentechniken für blinde Menschen, wie Thermostift und Zeichenfolie, haben Magnetstrei-
fen den Vorteil, dass man damit die falsch gelegten Magnetstreifen ohne großen Aufwand 
korrigieren kann. In dieser Studie haben alle blinden Probanden während der Rekonstruk-
tion die gelegten Karten hinsichtlich Himmelsrichtung, Straßenlänge oder Abstandsver-
hältnis korrigieren müssen. Daher ist es wichtig, dass die verwendete Methode minimalen 
Korrekturaufwand bietet. Die Methode RM hat aber auch Nachteile. Erstens, man muss 
immer nach passenden Magnetstreifen suchen, da die Anzahl, Breite und Länge der Mag-
netstreifen vorgegeben wird. Die Probanden sind dadurch eingeschränkt. Bei der Rekon-
struktion konzentrieren sich die Probanden mehr auf die Straßenstruktur. Aufgrund dessen 




werden die Straßennamen bei der Erstellung mentaler Karten oft vernachlässigt. Daher sol-
len die Probanden darauf hingewiesen werden, dass sie während oder nach dem Legen der 
Straßen die Straßennamen angeben sollen, nach Bedarf auch mehrmals. 
Die Methode VB setzt ebenfalls ein hohes Abstraktionsvermögen voraus. Außerdem 
hängt die Qualität der erstellten mentalen Karten sehr von der Verbalisierungsfähigkeit der 
Probanden ab. Im Vergleich zur RM hat VB einige Nachteile. Aufgrund der Natur der ver-
balen Beschreibung gibt es einen wesentlich größeren Interpretationsfreiraum. Die menta-
len Karten werden erst nach den verbalen Beschreibungen von einer anderen Person anhand 
der Beschreibungen reproduziert. Eine synchrone Reproduktion der mentalen Karten von 
einer anderen Person während der verbalen Beschreibung ist kaum möglich, besonders 
wenn die mentalen Karten komplexer sind. Dadurch kann man nicht sicherstellen, dass die 
reproduzierten Karten gleich denen sind, die von den Probanden beschrieben wurden. Bei 
so einem Prozess besteht leider das Potenzial für Missverständnisse und falsche Interpre-
tationen. Der Interpretationsfreiraum ist bei der RM wesentlich eingegrenzt, denn die Pro-
banden erstellen selbst die mentalen Karten während der Rekonstruktion. Anders gesagt, 
die Erstellung der mentalen Karten und die Rekonstruktion erfolgen synchron. Ein weiteres 
Problem bei der VB ist, dass man die verbalen Fehler rein aus den verbalen Beschreibungen 
nicht erkennen kann. Somit werden die mentalen Karten verfälscht. Die am häufigsten be-
obachteten verbalen Fehler sind Verwechslungen beim Abbiegen und von Himmelsrich-
tungen. Nicht selten haben Probanden „nach links“ und „nach rechts“ verbal verwechselt. 
Sich die Straßennamen richtig zu merken, ist bei VB wesentlich wichtiger als bei RM. Es 
ist schwierig, die Straßenstruktur und die Abstandsverhältnisse zu beschreiben, ohne die 
Straßennamen zu benennen. Außerdem verursacht die VB eine höhere mentale Belastung 
bei der räumlichen Referenzierung, bei der Lokalisierung einer Landmarke, bei der men-
talen Rotation während der Routenbeschreibung und auch bei der Findung einer eindeuti-
gen Formulierung. Ein weiterer Nachteil ist, dass man die unbewussten Fehler, beispiels-
weise man hat etwas vergessen oder falsch beschrieben, meistens nicht erkennen kann, weil 
man kein visuelles bzw. taktiles Feedback von der beschriebenen Karte hat. 
Bei der in den beschriebenen Studien verwendeten verbalen Beschreibung handelt es 
sich um eine freie verbale Beschreibung. Eine solche verbale Beschreibung erhöht einer-
seits das freie Interpretationspotenzial, anderseits die mentale Belastung der Probanden. 
Aufgrund dessen ist eine stark strukturierte Befragung zu den Routen zu empfehlen. Eine 
Route besteht meistens aus folgenden Schritten: 
 Schritt 1: Vom Start bis zur Straße 1, dann nach rechts/links abbiegen. 
 Schritt 2: Straße 1 entlang, Richtung Nord/Ost/Süd/West, mit/ohne Kurve, nach x 
Überquerungen bis zur Straße 2, dann nach rechts/links abbiegen. 
 Schritt 2 kann je nach Strecke beliebig wiederholt werden. 




 Der letzte Schritt ist, die letzte Straße entlang nach x Überquerungen, nach r/l ab-
biegen bis zum Ziel. 
Dementsprechend besteht die Befragung auch aus 3 Teilen. Der erste Teil (Schritt 1) 
umfasst die Strecke vom Start bis zur ersten Straße. Der dritte Teil umfasst die Strecke von 
der letzten Straße bis zum Ziel und der zweite Teil umfasst die Strecke dazwischen. Die 
Tabelle 6.17 veranschaulicht die Schritte und kann bei der Befragung als Leitfaden ver-
wendet werden. 
Tabelle 6.17: Leitfaden für die strukturierte Befragung bei verbaler Beschreibung 
Schritt Überquerung bis abbiegen nach Richtung Kurve 
1 (Start) Von Start Straße 1 r/l  
2 X1 Straße 2 r/l N/O/S/W mit (wie)/ohne 
… … … … N/O/S/W mit (wie)/ohne 
n (Ziel) Xn-1 Ziel r/l N/O/S/W mit (wie)/ohne 
Das Ziel der Erstellung mentaler Karten besteht nicht nur darin, die mentalen Karten zu 
erstellen, sondern auch die mentalen Karten so zu erstellen, dass sie möglichst ähnlich den 
im Kopf entstandenen Karten sind. Die verbalen Fehler führen aber zur Verfälschung der 
mentalen Karten. Gestik ist gut für die Beschreibung räumlicher Zusammenhänge geeignet. 
Deshalb sind zusätzliche Finger- oder Handbewegungen von Probanden während der Be-
schreibung zu empfehlen, um die verbalen Fehler zu vermeiden, besser gesagt, zu entde-
cken. Dies kann auch zusätzliche Informationen über Straßenformen und Himmelsrichtun-
gen liefern. Zusammengefasst heißt das, entscheidet man sich für VB zur Erstellung men-
taler Karten, soll man einerseits eine stark strukturierte Befragung zu den Routen statt einer 
freien verbalen Routenbeschreibung nehmen, anderseits, sollen die Probanden mit zusätz-
lichen Finger- oder Handbewegungen die Routen beschreiben. 
6.3.8 Zusammenfassung 
In den vorliegenden Untersuchungen wurden hauptsächlich zwei Methoden, RM und VB, 
für die Erstellung mentaler Karten mit insgesamt 20 blinden Probanden untersucht. Die 
durch die Untersuchung zu klärenden Fragen waren: Sind sie gleich gut für die Erstellung 
mentaler Karten bezüglich unterschiedlicher Wissensebenen geeignet? Gibt es einen Zu-
sammenhang zwischen den beiden Methoden und den Aufbaumodalitäten (taktil, auditiv-
taktil, auditiv-haptisch, auditiv)? Sind sie gleich gut für Geburts- und Späterblindete eignen? 
Als Vergleichsgruppe waren auch 10 sehende Probanden beteiligt. Die gängige Methode 
Zeichnung wurde zusätzlich bei den sehenden Probanden untersucht, um sie mit RM zu 
vergleichen. Aus den Ergebnissen der zwei Studien kann man folgende Aussagen ableiten: 




1. Für die Erstellung mentaler Karten hinsichtlich des Überblickswissens und Landmar-
kenwissens eignet sich nur die Methode RM, unabhängig davon, um welche Aufbau-
modalität es sich handelt und ob die Probanden blind oder sehend sind. 
2. Für die Erstellung mentaler Karten hinsichtlich des Routenwissens ist die Anwendbar-
keit beider Methoden von den Aufbaumodalitäten abhängig. 
 Bei blinden Probanden: Werden die mentalen Karten nur taktil aufgebaut, ist RM 
geeignet, da die Probanden damit signifikant weniger Fehler als mit VB gemacht 
haben. Werden die mentalen Karten auditiv-haptisch oder auditiv-taktil aufgebaut, 
sind beide Methoden geeignet, da kein signifikanter Unterschied bewiesen werden 
konnte. Jedoch ist die durchschnittliche Fehlerquote mit VB deutlich höher als mit 
RM. Sind Magnetsteifen und Whiteboard vorhanden, ist die Methode RM zu bevor-
zugen. Ansonsten ist VB nur eingeschränkt anwendbar. Dabei soll man einerseits 
eine stark strukturierte Befragung einer freien verbalen Routenbeschreibung bevor-
zugen, anderseits sollen die Probanden mit zusätzlichen Finger- oder Handbewegun-
gen die Routen beschreiben. Werden die mentalen Karten nur auditiv aufgebaut, sind 
beide Methoden geeignet. 
 Bei sehenden Probanden ist VB nicht geeignet.  
3. In Bezug auf die Anwendbarkeit beider Methoden bei Geburtsblinden und Späterblin-
deten konnte kein signifikanter Unterschied festgestellt werden. 
Darauf basierend kann die unten stehende Tabelle 6.18 zur Anwendbarkeit der zwei 
Methoden für die Erstellung mentaler Karten bei blinden Menschen erstellt werden. 
Tabelle 6.18: Anwendbarkeit von Rekonstruktion und verbaler Beschreibung für die Erstellung mentaler 











taktil ++ - 
auditiv-taktil, -haptisch ++ + 
auditiv ++ ++ 
Landmarkenwissen 
taktil  
auditiv-taktil, -haptisch  
auditiv 
++ - 
Diese Ergebnisse haben direkte Verbindung zu den oben beschriebenen Versuchsrah-
men-bedingungen und stellen keine allgemein gültigen Aussagen dar. Die vier in den Stu-
dien untersuchten Aufbaumedien waren taktile Ausdrucke, iPad, HyperBraille Display und 




die Wegbeschreibung zum Bürogebäude und dessen Zugang. Sie sind jeweils nur eine spe-
zielle Form taktiler, auditiv-haptischer, auditiv-taktiler und auditiver Aufbaumodalitäten. 
Um anwendungsunabhängige Aussage zu treffen, sollten jeweils unterschiedliche Anwen-
dungen der unterschiedlichen Aufbaumodalitäten untersucht werden. Wie schon erwähnt 
wurde, handelt es sich bei der in den Studien eingesetzten verbalen Beschreibung um eine 
freie verbale Beschreibung. Aufgrund des freien Interpretationsraumes solcher verbalen 
Beschreibungen waren die Fehlerquoten der erstellten mentalen Karten so hoch, dass die 
verbale Beschreibung für sehende Probanden bei visueller Aufbaumodalität für keine Wis-
sensebene und bei blinden Probanden nur eingeschränkt für Routenwissen einsetzbar ist. 
Dazu wurde eine stark strukturierte Befragung zu den Routen mit begleitenden Finger- 
oder Handbewegungen empfohlen. Es ist durchaus denkbar, dass die empfohlene verbale 
Beschreibung bei sehenden Probanden für Routenwissen auch geeignet ist.  
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KAPITEL 7  
Spezifische Usability-Evaluations-          
methoden 
Eine Usability-Evaluation kann in unterschiedlichen Entwicklungsphasen stattfinden. Da-
für existieren zahlreiche Usability-Methoden. In den frühen Phasen können Designfehler28 
mit Hilfe der Evaluation frühzeitig entdeckt und behoben werden. Hierfür wird meistens 
Rapid-Prototyping in papier- oder computerbasierter Form verwendet. In den späteren Pha-
sen können sowohl Design-Fehler als auch Implementierungsfehler29 entdeckt werden. Da-
für werden häufig Labor- oder Remote-Test (siehe Kapitel 2.2.3) eingesetzt. In diesem 
Kapitel werden die vier Usability-Evaluationsmethoden, taktiles Paper-Prototyping, com-
puterbasiertes Prototyping, Labor-Test und Remote-Test betrachtet, da unzureichende Un-
tersuchungen hinsichtlich der Anwendbarkeit bei blinden Benutzern existieren. Von den 
vier Methoden wird in diesem Kapitel zunächst die Besonderheit des taktilen Paper-Proto-
typings, das speziell für blinde Benutzer entwickelt wurde, näher erläutert. 
7.1 Taktiles Paper-Prototyping 
Paper-Prototyping (Rettig, 1994) ist eine sehr verbreitete Usability-Methode, um Design-
Konzepte in frühen Entwicklungsphasen mit wenig Aufwand zu testen. Die Design-Kon-
zepte werden mit Hilfe von Papier dargestellt und können entsprechend den Bedürfnissen 
der Benutzer schnell angepasst und dann weiter getestet werden. Während eines Paper-
Prototypings simuliert eine Person die Interaktionen zwischen Computer und Proband. 
Klickt beispielsweise der Proband auf einen auf dem Papier dargestellten Button, legt diese 
Person ihm die entsprechende Seite vor. In Bezug auf die Wahrnehmungsmodalitäten kann 
Paper-Prototyping in visuell, haptisch und taktil eingeteilt werden (Miao et al., 2009). Bei 
blinden Benutzern sind haptische und taktile Prototypen anwendbar.  
                                                 
28 Designfehler sind Konzeptfehler. Sie werden durch die fehlerhafte bzw. fehlende Umsetzung der Anforde-
rungen verursacht. Beispiel: Eine fehlende Funktion, die von Benutzern erwünscht ist.  
29 Implementierungsfehler entstehen während der Programmierung durch die falsche Umsetzung der Konzepte. 
Beispiel: Die Tabulatorreihenfolge wurde falsch definiert.   
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Bei visuellem Paper-Prototyping werden die Design-Konzepte auf Papier entweder mit 
einem Zeichnungsprogramm (siehe Abbildung 7.1 links) oder mittels Stift (siehe Abbil-
dung 7.1 rechts) gezeichnet. 
 
Abbildung 7.1: Mit Zeichnungsprogramm (links) und mit Stift (rechts) aufgezeichnete Papier-Prototypen 
Haptisches Paper-Prototyping ist eine Spezialform von haptischem Low-Fidelity-Pro-
totyping (Magnusson & Brewster, 2008). Im Gegensatz zum visuellen Paper-Prototyping, 
welches nur bei sehenden Benutzern verwendet werden kann, kann haptisches Paper-Pro-
totyping bei sehbehinderten und blinden Benutzern eingesetzt werden. Ein Beispiel dazu 
ist ein im Rahmen des EBSGO-Projektes (Schwede & Klose, 2001) erstellter haptischer 
Papier-Prototyp für das Erlernen von GUIs für blinde Studenten (siehe Abbildung 7.2). 
 
Abbildung 7.2: Ein Dialogfenster als haptischer Papier-Prototyp (Schwede & Klose, 2001) 
Taktiles Paper-Prototyping (TPP) wurde speziell für die Evaluation von Bedienungs-
oberflächen mit blinden Benutzern entwickelt (Miao et al., 2009). Die Erstellung von tak-
tilen Papier-Prototypen funktioniert so wie die Erstellung von taktilen Grafiken (Helios, 
2001) und ist wesentlich komplizierter als die von visuellen Papier-Prototypen. Es werden 
spezielles Papier, Hardware und ggf. auch spezielle Software benötigt. Der übliche Art 
taktile Grafiken zu erstellen, ist mit Schwellpapier. Die Grafiken werden zuerst mit einem 
Drucker auf Schwellpapier gedruckt. Tintenstrahldrucker sind besser geeignet als Laser-
drucker, da die meisten Laserdrucker beim Drucken Hitze erzeugen. Danach wird das be-
druckte Schwellpapier mit einem speziellen Gerät erhitzt. Die bedruckten Stellen schwel-
len durch die Hitze an und somit sind sie für blinde Benutzer tastbar. Für das HyperBraille-
Projekt wurden die Papier-Prototypen mit einem Brailledrucker hergestellt. Dadurch, dass 
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Brailledrucker eigentlich nur Text und keine Grafiken drucken können, müssen die Grafi-
ken mit einer speziell für das HyperBraille-Projekt entwickelten Software gezeichnet wer-
den. Die gezeichnete Druckdatei kann dann mit einem Brailledrucker ausgedruckt werden. 
Abbildung 7.3 zeigt zwei Beispiele von taktilen Papier-Prototypen gedruckt mit einem 
Brailledrucker (links) und auf Schwellpapier (rechts). 
 
Abbildung 7.3: Taktile Papier-Prototypen gedruckt mit einem Brailledrucker (links) und auf Schwellpapier 
(rechts) 
Nach der Erstellung von taktilen Papier-Prototypen ist ein Korrekturlesen durch eine 
blinde Person mit Braillekenntnissen unverzichtbar, da Schreibfehler, die für Sehende nicht 
oder nur schwer erkennbar sind, während der Erstellung vorkommen können. Weiterhin 
sollten die Abstände zwischen der Brailleschrift und den angrenzenden Linien hinsichtlich 
der Lesbarkeit getestet werden. Sehr hilfreich für die sehenden Testleiter ist die Beschrif-
tung der Prototypen mit Schwarzschrift, damit die Testleiter wissen, um welchen Prototyp 
es sich handelt. Aufgrund des hohen Erstellungsaufwandes können Verbesserungsvor-
schläge von Benutzern während des Tests im Gegensatz zum visuellen Paper-Prototyping 
nicht sofort umgesetzt und evaluiert werden. 
7.2 Computerbasiertes vs. taktiles Paper-Prototyping 
Je nachdem, wie realitätsnah die getesteten Prototypen der zu entwickelnden Anwendung 
sind, gibt es hauptsächlich Low- und High-Fidelity-Prototyping, welche sich hinsichtlich 
des Erstellungsaufwandes der Prototypen deutlich unterscheiden. Für sehende Benutzer 
können Low-Fidelity-Prototypen sowohl in Papierform als auch computerbasiert sein. Bei 
computerbasierten Low-Fidelity-Prototypen handelt es sich um mit Grafiktools erstellte 
Mock-Ups. High-Fidelity-Prototypen sind der realen Anwendung sehr ähnlich und deren 
Erstellungsaufwand ist sehr hoch, denn dafür müssen UI-Entwicklungstools verwendet 
werden. 
Es gibt einige Studien zum Vergleich von Paper-Prototyping und computerbasiertem 
Prototyping (CBP) mit sehenden Benutzern (Virzi et al., 1996; Sefelin et al., 2002; Lim et 
al., 2006), die teilweise zu unterschiedlichen Ergebnissen kamen. Die Studie in (Virzi et 
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al., 1996) hat gezeigt, dass hinsichtlich der gefundenen Usability-Probleme Low-Fidelity-
Prototyping genau so effektiv wie High-Fidelity-Prototyping war. Mit beiden Methoden 
wurden die gleichen Usability-Probleme gefunden. Virzi et al. behaupten, dass Low-Fide-
lity-Prototyping nicht nur in einer frühen Entwicklungsphase, sondern durch den ganzen 
Entwicklungsprozess hindurch angewendet werden kann. Hinsichtlich der Bereitschaft des 
kritischen Diskutierens der Anwendung und des Gebens von Verbesserungsvorschlägen 
wurden paper- und computerbasiertes Low-Fidelity-Prototyping in (Sefelin et al., 2002) 
mit 24 Probanden an zwei unterschiedlichen Systemen – Ticketmaschine und Kalendersys-
tem – untersucht. Das Ergebnis der Studie zeigte, dass es weder bei der gesamten Anzahl 
der Usability-Probleme und Verbesserungsvorschläge noch bei deren Anzahl bezüglich un-
terschiedlicher Kategorien (Funktion, Interaktion, Layout und Wording) einen signifikan-
ten Unterschied gab. Dennoch bevorzugten 22 Probanden computerbasiertes Low-Fidelity-
Prototyping, da sie sich damit ungestörter fühlten und die Systeme besser erkunden konn-
ten. Dahingegen war es für sie beim Paper-Prototyping unangenehm, durch die Interaktion 
mit den Prototypen dem Co-Testleiter, welcher den Computer simulierte, zusätzliche Ar-
beit zu verursachen. Sefelin et al. empfahlen, wenn möglich, sollte immer computerbasier-
tes Low-Fidelity-Prototyping bevorzugt werden. Lim et al. (Lim et al., 2006) haben speziell 
für Mobilgeräte Paper-Prototyping, computerbasiertes Low-Fidelity-Prototyping und den 
Test mit einer funktionstüchtigen Anwendung, anhand dessen die Prototypen erstellt wur-
den, verglichen. Es wurde herausgefunden, dass im Allgemeinen die gleichen Usability-
Probleme bei allen drei Testformen entdeckt wurden. Allerdings, im Gegensatz zum com-
puterbasierten Prototyping und zum Test mit der realen Anwendung, hat kein Proband beim 
Paper-Prototyping Verbesserungsvorschläge gemacht. Außerdem wurden durch die hohe 
Abstraktion des Aussehens der Anwendung auf Papier-Prototypen mehr Probleme am gra-
fischen Design mit Paper-Prototyping entdeckt, als mit dem realen Mobilgerät. 
Die Erkenntnisse aus den oben genannten Studien bezüglich des Vergleichs zwischen 
Paper-Prototyping und computerbasiertem Prototyping wurden mit sehenden Probanden 
gewonnen. Es ist unklar, ob sie auf blinde Benutzer übertragen werden können, da die 
Wahrnehmungsmodalitäten von sehenden und blinden Benutzern bei der Interaktion mit 
Prototypen unterschiedlich sind. Blinde Benutzer interagieren mit taktilen Papier-Prototy-
pen einer Anwendung nur taktil, während sie mit einer realen computerbasierten Anwen-
dung mit Hilfe der Sprachausgabe von Screenreader und Braillezeile auditiv und taktil 
agieren. Vor diesem Hintergrund ist es notwendig, TPP und CBP mit blinden Benutzern 
zu untersuchen. Im Rahmen einer Diplomarbeit (Friebe, 2010) wurden TPP und CBP mit 
blinden Benutzern verglichen. Der Inhalt des vorliegenden Kapitels ist in (Miao et al., 2014) 
in leicht modifizierter Version veröffentlicht. 
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7.2.1 Ziele der Untersuchung 
Diese Studie verfolgte zwei Ziele: Erstens, TPP und CBP hinsichtlich unterschiedlicher 
Aspekte zu vergleichen. Zweitens, die Auswirkung der Modalitätsunterschiede bei der In-
teraktion mit der realen Anwendung und mit den Prototypen zu untersuchen.   
Die Vergleichskriterien für das erste Untersuchungsziel sind: Die Effektivität der Eva-
luation, die Erkenntnisse und Erfahrungen der Probanden und des Testleiters. 
 Zur Effektivität der Evaluation zählen: 
 Gesamte Anzahl der gefundenen Usability-Probleme 
 Anzahl der gefundenen Usability-Probleme in unterschiedlichen Kategorien. Ba-
sierend auf den Arbeiten von (Johnson, 2000; Nielsen, 1993; Sefelin et al., 2003) 
wurden die gefundenen Usability-Probleme in vier Kategorien unterteilt: Funk-
tion, Navigation, Layout und Wording. Die Kategorie Layout umfasst in der Stu-
die die Anordnung der Elemente und nicht solche Eigenschaften wie Schrift-
größe und -farbe, die für sehende Benutzer wichtig sind. 
 Bearbeitungszeit der Testaufgaben 
 Zu den Erkenntnissen und Erfahrungen der Probanden zählen: 
 Ihre Empfindung des Schwierigkeitsgrades der Aufgabenbearbeitung mit beiden 
Methoden  
 positive und negative Kommentare zu den Methoden  
 Schließlich wurden die Methoden aus der Perspektive des Testleiters bezüglich der 
Vorbereitung, Durchführung und Auswertung der Tests gegenübergestellt.  
Um die Auswirkung der Modalitätsunterschiede bei der Interaktion mit der realen An-
wendung und mit den Prototypen zu untersuchen (Ziel 2), wurden zwei Arten von interak-
tiven Anwendungen ausgewählt. Dies waren eine computerbasierte Anwendung und ein 
Mobilgerät ohne Touchscreen. Es gibt zwei Gründe für die Auswahl:  
 Erstens, die zwei Anwendungen haben eine unterschiedliche Komplexität der Benut-
zungsoberfläche. Die Benutzungsoberfläche der computerbasierten Anwendung soll 
komplex sein, während die des Mobilgerätes einfach sein soll. Damit kann man bes-
ser eine anwendungsunabhängige Aussage treffen.  
 Zweitens, die Interaktionsmodalitäten beider Anwendungen sind unterschiedlich. 
Somit können die Auswirkungen der Modalitätsunterschiede besser untersucht wer-
den.  
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Tabelle 7.1 stellt die Ein- und Ausgabemodalitäten bzw. die Wahrnehmbarkeit des Auf-
baus der Bedienungsoberfläche bei der Interaktion mit den realen Anwendungen und den 
jeweiligen Prototypen für blinde Benutzer dar. 
Tabelle 7.1: Ein- und Ausgabemodalitäten bei der Interaktion mit den realen Anwendungen, taktilen Papier- 
und computerbasierten Prototypen 
Mobilgerät 
 Real TPP CBP 
Eingabe über Hände auf  
Tasten 
über Hände auf taktil      
gedruckte Tasten 
Tastatur, Braillezeile  
Ausgabe Sprachausgabe,       
evtl. Braillezeile 
gedruckte Braille 
Sprachausgabe,       
Braillezeile 













über Hände auf taktil      
gedruckte Bedienelemente 














 völlig unterschiedlich völlig gleich 
Ein reales Mobilgerät ohne Touchscreen, wie ein klassisches Handy, wird mit Tasten-
eingabe per Hand bedient. Die Ausgabe erfolgt über den Handy-Screenreader. Dahingegen 
kann bei computerbasierten Anwendungen die Eingabe über Tastatur und Braillezeile er-
folgen. In beiden Fällen sind die Softwarestrukturen nur durch die Interaktion wahrnehm-
bar. Die Bedienung der taktilen Papier-Prototypen erfolgt zwar auch durch die Hände, al-
lerdings über taktile Ausdrucke. Das heißt, die Ausgabe erfolgt nicht auditiv, sondern über 
den taktil wahrnehmbaren Aufbau der Bedienungsoberfläche, welcher u.a. gedruckte 
Brailleschrift enthält. Der Interaktionsunterschied zwischen einem realen Handy und tak-
tilen Papier-Prototypen ist deshalb sehr groß. Für eine computerbasierte Anwendung un-
terscheidet sich die Bedienungsweise von taktilen Papier-Prototypen völlig von der einer 
realen Anwendung. 
Die Interaktion mit computerbasierten Prototypen erfolgt genauso wie die mit einer re-
alen, computerbasierten Anwendung. Die Eingabe wird über Tastatur und Braillezeile re-
alisiert. Bei der Ausgabe steht nicht nur die Sprachausgabe des Screenreaders zur Verfü-
gung, sondern auch die Braillezeile. Die Bedienung von computerbasierten Prototypen für 
ein Handy ist im Wesentlichen ähnlich zu der Bedienung eines realen Handys.  




Die Untersuchung nutzte ein 2 x 2 Design. Hierbei wurden zwei unabhängige Variablen 
untersucht: die Usability-Methoden und die Anwendungen. Sie wurden jeweils zweifach 
gestuft. Die zwei Methoden waren TTP und CBP. Die zwei Anwendungen waren ein Handy 
und eine computerbasierte Anwendung.  
Probanden 
Die Studie wurde ausschließlich mit blinden Probanden durchgeführt, da gute bis sehr gute 
Braillekenntnisse für den Test des TPP erforderlich sind. Insgesamt konnten fünf Proban-
den (zwei weiblich, drei männlich) im Alter zwischen 24 und 48 Jahren gewonnen werden. 
Davon waren zwei geburtsblind und drei späterblindet. Drei haben sehr gute Braillekennt-
nisse und zwei durchschnittliche. Vier Probanden besitzen selbst ein Handy und die einge-
setzten Handy-Screenreader waren Nuance Talks30, MobileSpeak31 und Apple VoiceOver32. 
Material 
Das verwendete Mobilgerät war ein klassisches Handy ohne Touchscreen. Als computer-
basierte Anwendung wurde ein Notizbuch-System, womit Benutzer ihre Notizen in unter-
schiedlichen Notizbüchern anordnen sowie mit Schlagwörtern kategorisieren können, ver-
wendet. Für beide Anwendungen wurden, funktional identisch, sowohl ein taktiler Prototyp 
als auch ein computerbasierter Prototyp, entwickelt. Die taktilen Papier-Prototypen wurden 
zuerst mit Hilfe von Microsoft Office Visio 2007 erstellt und anschließend über einen Tiger 
Professional ViewPlus Brailledrucker ausgedruckt. Abbildung 7.4 zeigt Beispiele der tak-
tilen Papier-Prototypen von beiden Anwendungen. 
 
Abbildung 7.4: Taktile Papier-Prototypen vom Handy (links: taktiles Modell des Handys; Mitte: Hauptmenü 
des Handys) und vom Notizbuch-System (rechts oben: Schablone des Notizbuch-Systems; rechts unten: aus-
gefüllte Schablone) 
                                                 
30 http://www.nuance.com/for-individuals/mobile-applications/talks-zooms/index.htm 
31 http://www.merk-computer.de/mobilespeak.htm 
32 http://www.apple.com/accessibility/osx/voiceover/  
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Die computerbasierten Prototypen wurden mit Hilfe von Microsoft Visual Basic 2008 
entwickelt. Dieses bietet die Möglichkeit, die Barrierefreiheit der Prototypen zu gewähr-
leisten. Bei der Programmierung wurden die Steuerelement-Eigenschaften „Accessible-
Name“ 33 , „AccessibleDescription“ 34  und „AccessibleRole“ 35  definiert. Dadurch wurde    
sichergestellt, dass die entsprechenden Bedienelemente durch den Screenreader verarbeitet 
werden konnten. Weiterhin wurde auf die Tabulatorreihenfolge geachtet, indem die richti-
gen Werte in der Eigenschaft „TabIndex“ jedes Elementes zugeordnet wurden. Während 
der Erstellung wurde besonders drauf geachtet, dass keine Implementierungsfehler entste-
hen. Abbildung 7.5 zeigt Beispiele von Bedienungsoberflächen beider Anwendungen. 
 
Abbildung 7.5: Bedienungsoberfläche computerbasierter Prototypen vom Handy (links) und Notizbuch-Sys-
tem (rechts) 
Versuchsablauf 
Die Reihenfolge der Methoden und der Anwendungen waren ausbalanciert. Zuerst hatten 
die Probanden ein paar Minuten, um sich mit den Prototypen, die lediglich Dummy-Daten 
enthielten und speziell für die Vorbereitungsphase erstellt wurden, vertraut zu machen. 
Danach wurden vier Testblöcke durchgeführt. Bei jedem Testblock handelte es sich um 
eine Kombinationen einer der Methoden und einer der Anwendungen. Nach den zweiten 
und vierten Testblöcken wurden die Probanden gebeten, jeweils in einem Fragebogen die 
zwei Methoden zu bewerten. Ein Proband konnte aus zeitlichen Gründen nur an den ersten 
zwei Testblöcken teilnehmen. Die zu bearbeitenden Aufgaben mit dem Handy waren: 
                                                 
33 „AccessibleName“ ist eine Kurzbeschreibung des Steuerelementes.  
34 „AccessibleDescription“ ist eine Textbeschreibung der visuellen Darstellung des Steuerelementes.  
35 „AccessibleRole“ beschreibt, um welche Art von Benutzeroberflächenelement es sich bei dem Element 
handelt. 
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1. Anlegen eines neuen Kontaktes 
2. vorhandene Kontakte ergänzen 
3. Wecker stellen 
4. Kontakt löschen  
Die mit dem Notizbuch-System zu bearbeitenden Aufgaben waren:  
1. neues Notizbuch erstellen 
2. Anzahl vorhandener Notizen ermitteln 
3. Schlagwort umbenennen und neue Notiz anlegen 
4. neue Notiz anlegen und um einen Termin ergänzen 
5. Notizbuch löschen 
Die Studie wurde im Usability-Labor durchgeführt. Abbildung 7.6 zeigt, dass das TPP 
an einem großen Tisch erfolgte, der im Vordergrund stand und auf dem sich eine Videoka-
mera befand. Die Kamera zeichnete von oben die Hände der Probanden auf. Im Hinter-
grund der Abbildung ist der Arbeitsplatz für CBP zu sehen. Dafür wurden ein Computer, 
eine Braillezeile (Braillex EL 80s) sowie zwei Lautsprecher eingesetzt. Während des CBPs 
wurden die Bildschirmaktivitäten mit mediaCam17 aufgezeichnet. Der „Braillebetrach-
ter“ von JAWS wurde dabei eingeschaltet, um den Testleiter bei der Datenauswertung zu 
unterstützen. 
 
Abbildung 7.6: Testumgebung des TPPs (im Vordergrund die taktilen Papier-Prototypen auf dem Tisch) und 
des CBPs (im Hintergrund der Test-Computer) im Usability-Labor 




In diesem Abschnitt werden die Ergebnisse in Bezug auf die Effektivität der Evaluation, 
die Erkenntnisse und Erfahrungen der Probanden und des Testleiters dargestellt.  
7.2.3.1 Effektivität der Evaluation 
Gesamte Anzahl der gefundenen Usability-Probleme 
Abbildung 7.7 zeigt, dass beim Handy wesentlich mehr Probleme mit CBP (n = 24) als mit 
TPP (n = 9) gefunden wurden. Im Gegensatz dazu konnten beim Notizbuch mit TPP            
(n = 19) deutlich mehr Probleme als mit CBP (n = 8) gefunden werden. Im Gegensatz zu 
den Ergebnissen von (Virzi et al., 1996), bei denen mit beiden Methoden die gleichen Prob-
leme gefunden wurden, waren im Rahmen der vorliegenden Arbeit die Schnittmengen der 
gefundenen Probleme mit beiden Methoden bei beiden Anwendungen sehr klein. Durch-
schnittlich betrug die Schnittmenge der gefundenen Probleme nur 9%. 
 
Abbildung 7.7: Anzahl der gefundenen Usability-Probleme mit TPP und CBP 
Wie bereits erwähnt, waren die Bedienungsoberflächen des Notizbuch-Systems sehr 
komplex. Auf seinen taktilen Papier-Prototypen war die grafische Darstellung des Systems 
taktil wahrnehmbar. Sie haben blinden Probanden einen besseren Überblick über das Sys-
tem geboten, so dass sie das konzeptionelle Modell des Systems in kurzer Zeit gut verste-
hen konnten. Allerdings war dieser Vorgang sehr ungewohnt für sie. Die Interaktionsmo-
dalitäten waren völlig anders als mit einer realen Anwendung. Es konnte beobachtet wer-
den, dass die taktilen Prototypen in einem viel höheren Maße von den Probanden studiert 
wurden. Die primäre Empfindung der Probanden zu den taktilen Prototypen des Notizbuch-
Systems bestand darin, dass die taktilen Prototypen sehr hilfreich für das Verstehen der 
Oberfläche waren. Demzufolge konnten mehr Probleme mit TPP entdeckt werden. 
Beim Handy konnte das Gegenteil beobachtet werden. Aufgrund der einfachen Menüst-
rukturen und Bedienungsoberflächen haben die Probanden sowohl mit den taktilen Proto-
typen als auch mit den computerbasierten Prototypen ohne größere Anstrengungen die Auf-
gaben absolviert. Die primäre Empfindung zu den taktilen Prototypen vom Handy war, 
dass die taktile Darstellung nicht erforderlich ist, um die Menüstruktur zu verstehen. Die 
Vorteile der computerbasierten Prototypen, wie die selbständige Steuerung der Prototypen 
und die rasche Antwortzeit der Prototypen, standen eher im Vordergrund. 
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Anzahl der gefundenen Probleme in unterschiedlichen Kategorien 
Wie sich oben gezeigt hat, wurden beim Handy mehr Probleme mit CBP gefunden, wäh-
rend beim Notizbuch-System mehr Probleme mit TPP gefunden wurden. Aufgrund dessen 
sind die Aufteilungen der Probleme in unterschiedliche Kategorien bei beiden Anwendun-
gen auch unterschiedlich (siehe Abbildung 7.8).  
 
Abbildung 7.8: Kategorien und Anzahl gefundener Probleme beim Handy (links) und beim Notizbuch-
System (rechts) 
Beim Handy wurden mit CBP in jeder Kategorie mehr Probleme entdeckt, besonders 
bei Funktion konnten mit CBP neun Probleme und mit TPP nur zwei Probleme gefunden 
werden. Im Gegensatz zum Handy wurden beim Notizbuch mit TPP mehr Probleme in 
Funktion, Layout und Wording entdeckt. Besonders beim Wording wurde mit CBP kein 
Problem, aber mit TPP sechs Probleme gefunden. Bei Navigation konnten mit beiden Me-
thoden gleich viele Probleme ermittelt werden. 
Bearbeitungszeit der Testaufgaben 
Die Bearbeitungszeiten setzten sich aus den Einzelzeiten aller Aufgaben zusammen. Wie 
in Abbildung 7.9 gezeigt wird, erfolgte die Aufgabenbearbeitung bei beiden Anwendungen 
bei TPP langsamer als bei CBP, allerdings nicht signifikant (T-Test mit abhängigen Stich-
proben). Die Ergebnisse zeigen, dass je komplexer die Oberfläche der getesteten Anwen-
dung war, desto größer war auch der Zeitunterschied zwischen TPP und CBP. Der Grund 
dafür ist, dass das Lesen der Brailleschrift bzw. das Suchen bestimmter Begriffe oder Be-
dienelemente auf den taktilen Prototypen bei komplexeren Oberflächen viel mehr Zeit in 
Anspruch nimmt, als bei einfacheren Oberflächen. 
 
Abbildung 7.9: Durchschnittliche Bearbeitungszeit der Testaufgaben mit TPP und CBP 
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7.2.3.2 Erkenntnisse und Erfahrungen der Probanden 
Nach den Tests wurden die beiden Methoden von den Probanden bewertet. TPP wurde von 
80% der Probanden besonders positiv bewertet, da die taktilen Prototypen einen guten 
Überblick über die Oberflächen vermittelten. Dies ist gerade bei komplexen Anwendungen 
von Vorteil. Ein Proband hat gesagt, dass das für Geburtsblinde besonders hilfreich ist. 
Kritisch wurde die relativ lange Antwortzeit, die realitätsferne Interaktion und das zeitauf-
wendige Lesen von Braille bzw. die Suche nach einem bestimmten Text bewertet. Trotz 
bestmöglicher Vorbereitung des Testleiters war die Interaktionszeit mit taktilen Papier-
Prototypen deutlich länger als mit computerbasierten Prototypen. 
Bei CBP wurden die selbständige Steuerung, die rasche Antwortzeit der Prototypen und 
die realitätsnahe Interaktion als sehr positiv bewertet. Allerdings wurde der sehr begrenzte 
Überblick über die Oberfläche als Nachteil empfunden. 
7.2.3.3 Erkenntnisse und Erfahrungen des Testleiters 
Der Aufwand für die Erstellung der Prototypen war unterschiedlich. Die taktilen Papier-
Prototypen mussten zwar mit Hilfe eines Grafikprogramms und spezieller Hardware er-
stellt werden, dies erforderte jedoch keine große Einarbeitungszeit. Im Gegensatz dazu er-
forderte die Entwicklung von barrierefreien computerbasierten Prototypen gute Program-
mierkenntnisse und deutlich mehr zeitlichen Aufwand. 
Bezogen auf die Durchführung bedeutete TPP wesentlich mehr kognitiven Aufwand für 
den Testleiter, der parallel auch den „Computer“ simulieren musste. Dadurch war eine 
gleichzeitige Beobachtung der Probanden kaum möglich. Dagegen konnte der Testleiter 
bei CBP sich besser auf die Beobachtung konzentrieren. 
7.2.4 Diskussion und Zusammenfassung 
Im Allgemeinen haben beide Verfahren für die Usability-Evaluation konzeptioneller Ent-
würfe mit blinden Benutzern in frühen Entwicklungsphasen ihre Vor- und Nachteile. Der 
Hauptvorteil von TPP ist, dass blinde Benutzer einen guten Überblick über die grafische 
Oberfläche erhielten. Das hat dazu geführt, dass die Probanden die Menüstruktur, die Na-
vigation und die Funktionen der Anwendung, mit anderen Worten das konzeptuelle Modell, 
schneller und besser verstanden haben. Jedoch steht dieser durch taktile Papier-Prototypen 
verursachte Überblick über die Oberfläche den blinden Benutzern bei der realen Interaktion 
mit der Anwendung nicht zur Verfügung. Oft liegt der Fokus der Evaluation auf der Intui-
tivität der Anwendung. In diesem Fall darf die Methode TPP nicht angewendet werden, da 
das durch die taktilen Papier-Prototypen übermittelte konzeptuelle Modell die Interaktion 
mit der Anwendung beeinflussen kann. 
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Der Vorteil bei CBP besteht darin, dass die Probanden sich mehr in die Testanwendung 
und die Bedienung hineindenken können. Daher kann das Benutzerverhalten bei CBP wäh-
rend der Interaktion sehr gut beobachtet werden. Mit TPP ist das leider nur bedingt möglich. 
Jedoch gibt es bei CBP für die Evaluation von Designkonzepten zwei Faktoren, die die 
Ergebnisse beeinflussen. Einerseits können mögliche Implementierungsfehler der Prototy-
pen während der Erstellung computerbasierter Prototypen vorkommen. Andererseits be-
einflussen die Erfahrungen der Probanden im Umgang mit den im Test eingesetzten 
assistiven Technologien, wie Braillezeile und Screenreader, ebenfalls die Ergebnisse. 
Aufgrund der unterschiedlichen Vorteile von beiden Methoden und der sehr kleinen 
Schnittmenge der mit beiden Methoden gefundenen Probleme, ist Folgendes zu empfehlen: 
Im Fall, dass die konzeptionellen Modelle der Anwendungen den blinden Probanden nicht 
übermittelt werden sollen, darf nur die Methode CBP angewendet werden. Andernfalls 
können beide Methoden unabhängig von der Komplexität der Anwendungen kombiniert 
eingesetzt werden, um die maximale Anzahl von Usability-Problemen zu finden. Eine sol-
che kombinierte Evaluation besteht aus zwei Teilen. Im ersten Teil können die Probanden 
die für die Evaluation relevanten GUIs auf taktilen Papier-Prototypen erkunden. Auf diese 
Weise werden der Grundaufbau, die Zusammenhänge der Elemente und die Menüstruktur 
der Anwendung ersichtlich. Bereits hierbei können Usability-Probleme in unterschiedli-
chen Kategorien identifiziert werden. Im zweiten Teil erfolgt die eigentliche Evaluation. 
Dabei bearbeiten die Probanden die Testaufgaben mit den computerbasierten Prototypen. 
Die Voraussetzung für den Einsatz beider Methoden ist, dass sowohl taktile Papier- als 
auch computerbasierte Prototypen für blinde Benutzer barrierefrei erstellt werden. 
7.3 Labor- vs. synchroner Remote-Test 
In den letzten Jahren wurden einige Untersuchungen zum Vergleich von Labor-Test (LT) 
und synchronem Remote-Test (sRT) mit sehenden Benutzern durchgeführt (Hartson et al., 
1996; Selvaraj, 2004; Brush et al., 2004). Sie konnten keinen signifikanten Unterschied 
zwischen beiden Methoden hinsichtlich der Anzahl, Kategorien und Gewichtung der ge-
fundenen Usability-Probleme feststellen. LT und asynchronen Remote-Test wurden in (Pet-
rie et al., 2006) mit acht blinden Benutzern untersucht. Ursprünglich war ein sRT geplant. 
Dementgegen wurde aus technischen Gründen ein asynchroner Remote-Test durchgeführt. 
Sie haben herausgefunden, dass die quantitativen Daten aus beiden Methoden vergleichbar 
waren. Allerdings lieferte der LT mehr qualitative Daten als der asynchrone Remote-Test. 
Das lag daran, dass beim LT die Testleiter bzw. Beobachter Probleme identifizieren konn-
ten, die den Probanden selbst nicht bewusst waren und sie somit die Probanden auffordern 
konnten, diese Probleme zu analysieren. Nachfolgend wird der Vergleich von LT und sRT 
mit blinden Benutzern, der in einer Diplomarbeit (Pham, 2009) untersucht wurde, vorge-
stellt. Der Inhalt dieses Kapitels ist in (Miao et al., 2014) veröffentlicht. 
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7.3.1 Ziele der Untersuchung 
Das erste Ziel dieser Studie bestand darin, die zwei Usability-Methoden, LT und sRT, hin-
sichtlich unterschiedlicher Aspekte zu vergleichen, was der Recherche nach bisher noch 
nicht gelungen war. Die Vergleichskriterien ähneln der letzten Studie. Sie unterteilen sich 
ebenso in Effektivität der Evaluation, Erkenntnisse und Erfahrungen der Probanden und 
Testleiter. 
Zur Effektivität der Evaluation gehören: 
 Anzahl der gewichteten Usability-Probleme. Die Gewichtung der Probleme erfolgte 
nach (Nielsen & Loranger, 2006). Dabei werden die gefundenen Usability-Probleme 
hinsichtlich ihrer Häufigkeit, Auswirkung und Dauer in leichte, schwere und kata-
strophale Probleme unterteilt. Weiterhin wurden auch die Nutzergruppen bei der 
Aufteilung berücksichtigt, so dass manche Probleme für sehende Benutzer leicht, 
aber für blinde Benutzer schwer oder sogar katastrophal waren. 
 Bearbeitungszeit der Testaufgaben 
Zu den Erkenntnissen und Erfahrungen der Probanden gehörten: 
 Zeitaufwand für die Vorbereitung, den Aufbau bzw. den Abbau des Tests  
 positive und negative Kommentare zu den Methoden 
Ein weiteres Ziel bestand darin, zu untersuchen, wie man die Testumgebung von sRT 
mit blinden Probanden optimal gestalten kann. Aus der räumlichen Trennung resultieren 
hohe technische Anforderungen an die Testumgebung. Das äußert sich hauptsächlich in 
zwei Aspekten. Erstens, für die Kommunikation in Echtzeit zwischen Probanden und Test-
leiter muss zusätzlich ein Tool (in der Arbeit wird es als Testaufbautool  bezeichnet) ver-
wendet werden. Ob und welches vorhandene Tool dafür geeignet ist, muss noch untersucht 
werden. Zweitens, wie in (Petrie et al., 2006) bereits beim asynchronen Remote-Test fest-
gestellt wurde, konnten aufgrund der räumlichen Trennung die gefundenen Usability-Prob-
leme nicht vertieft diskutiert werden. Daher ist die zweite Herausforderung die Verbesse-
rung der Beobachtung und Analyse der Probandenaktionen. Die Recherche bestehender 
Literatur ergab hierzu leider keinen Hinweis. 
7.3.2 Untersuchungsdesign 
Probanden 
An dieser Studie haben insgesamt 20 Probanden teilgenommen. Neben acht blinden Pro-
banden waren auch sechs sehbehinderte und sechs sehende Probanden als Vergleichs-
gruppe beteiligt. Unter den blinden Probanden waren vier geburtsblinde und vier später-
blindete.  
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Die Aufteilung der Probanden hinsichtlich des Geschlechtes und des durchschnittlichen 
Alters wird in Tabelle 7.2 dargestellt. 
Tabelle 7.2: Aufteilung der Probanden beim LT und sRT 
 weiblich männlich Ø Alter 
Blinde 6 2 44,5 
Sehbehinderte 5 1 31 
Sehende  4 2 27 
Die Hälfte von jeder Gruppe hat am LT teilgenommen und die andere Hälfte am sRT. 
Alle blinden Probanden benutzten eine Braillezeile und die Sprachausgabe kombiniert. Das 
Restsehvermögen der sehbehinderten Probanden war unterschiedlich: 2%, 2%, 5%, 5%,  
20% und 30%. Daher wurden unterschiedliche assistive Hilfsmittel verwendet. Die hoch-
gradig sehbehinderten Probanden (2%) brauchten die Braillezeile und die Sprachausgabe. 
Dagegen brauchten zwei sehbehinderte Probanden, die relativ gut sehen konnten (20%, 
30%), keinerlei assistive Hilfsmittel, es musste lediglich die Auflösung des Bildschirms 
angepasst werden. Die anderen sehbehinderten Probanden benötigten eine PC-Lupe. Alle 
Probanden hatten mehr als fünf Jahre Erfahrung mit Computer bzw. Internet. 
Testanwendung und Testaufgaben 
Bei der Auswahl der Testanwendung wurde besonders darauf geachtet, dass diese von allen 
Benutzern bedienbar und für sie unbekannt sein sollte. Ausgewählt wurde eine Online-
Telefonie-Software, eine Web-Anwendung namens VoipStunt (siehe Abbildung 7.10). 
 
Abbildung 7.10: Screenshot der Testanwendung VoipStunt 
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Mit der Anwendung sollten sieben Aufgaben von den Probanden absolviert werden: 
1. Die Anwendung installieren 
2. In die Anwendung einloggen 
3. Einen neuen Kontakt hinzufügen 
4. Einen Kontakt anrufen 
5. Eine Telefonnummer anrufen 
6. Einen bestehenden Kontakt ändern 
7. Vom Programm abmelden 
Neun Probanden (drei von jeder Nutzergruppe) haben sowohl an LT als auch an sRT 
teilgenommen, um die Methoden direkt zu vergleichen. Dabei sind die qualitativen Daten, 
die durch Interview anschließend an die Tests erhoben wurden, von Interesse. Die quanti-
tativen Daten der als letztes getesteten Methode, wie die Bearbeitungszeit, wurden bei der 
Datenauswertung nicht berücksichtigt. 
Testumgebungen 
Testumgebung vom LT 
Der LT wurde im Usability-Labor durchgeführt. Abbildung 7.11 stellt die Testumgebung 
für den LT dar.  
 
Abbildung 7.11: Testumgebung vom LT 
Voraussetzung für die Evaluation einer Web-Anwendung war eine Internetverbindung. 
Der Testrechner (Windows XP) verfügte über ein Mikrofon, einen 26-Zoll Bildschirm, 
zwei Lautsprecher und eine Braillezeile (Braillex EL 80s). JAWS als Screenreader und 
Magnify36 als Vergrößerungssoftware wurden den blinden und sehbehinderten Probanden 
                                                 
36 Magnify ist die Standard-Bildschirmlupe für Windows XP. 
WebCam 
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zur Verfügung gestellt. Eine WebCam diente dazu, die Mimik der Probanden aufzuzeich-
nen. Camtasia Studio wurde eingesetzt, um die Bildschirm-Aktivitäten, Videosequenzen 
der WebCam und sämtliche akustische Signale (Stimmen der Probanden und Testleiter) 
aufzuzeichnen. 
Testumgebung vom sRT 
Beim sRT befanden sich die Probanden entweder zu Hause oder am eigenen Arbeitsplatz, 
während der Testleiter im Usability-Labor war. Für die in Echtzeit geführte Kommunika-
tion zwischen Testleiter und Probanden wurde WebEx aus neun getesteten Tools ausge-
wählt. Die Liste der getesteten Tools findet sich in (Pham, 2009). Mit Hilfe von WebEx 
war neben der Audioübertragung und Screen-Sharing, auch die Fernsteuerung des Rech-
ners der Probanden und Screen-Recording möglich. Somit war es einerseits dem Testleiter 
möglich, bei auftretenden technischen Problemen per Fernsteuerung besser zu unterstützen, 
anderseits war kein zusätzliches Tool für die Aufzeichnung der Bildschirmaktivitäten not-
wendig. Außerdem konnten es auch blinde Benutzer bedienen. Allerdings mussten die Pro-
banden umfangreiche Arbeitsschritte für den Verbindungsaufbau durchführen. Abbildung 
7.12 veranschaulicht den Aufbau einer mit WebEx hergestellten Verbindung zwischen 
Testleiter und Proband beim sRT. 
 
Abbildung 7.12: Verbindungsaufbau zwischen Testleiter und Proband beim sRT 
Um diese Prozedur für blinde Probanden zu vereinfachen, wurde ein Tool für die Auto-
matisierung einiger Schritte geschrieben und verwendet (vgl. (Pham, 2009)). Die Übertra-
gung der Sprachausgabe des Screenreaders war besonders wichtig, da dadurch der Testlei-
ter wissen konnte, ob und was der Proband gerade hörte, damit er einerseits die Perfor-
mance des Probanden besser verfolgen und nachvollziehen konnte, anderseits den Proban-
den nicht unnötig störte. Mit WebEx war eine direkte Übertragung der Sprachausgabe des 
1. Testleiter (TL): Einloggen, Thema und Zeit des Tests festle-
gen 
2. Konferenz wird eröffnet 
3. TL: Aufzeichnungsrecht für Proband (P) vergeben 
4. TL: Einladungsmail verschicken 
5. P: Link zur Konferenz verfolgen und Begrüßungsseite betre-
ten 
6. P: mit Namen und Emailadresse einloggen 
7. Kommunikation über VoIP möglich 
8. TL: dem Proband das Moderatorenrecht gewähren 
9. Proband kann seinen Bildschirm mit Testleiter tei-
len 
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Screenreaders leider nicht möglich. Das Problem wurde damit gelöst, dass die Sprachaus-
gabe des Screenreaders zuerst über den Lautsprecher der Testperson ausgegeben und an-
schließend über den Mikrofoneingang, wie die Stimme der Probanden an den Testleiter 
übertragen wurde. Daher war die Verfügbarkeit eines Mikrofons und Lautsprechers bei den 
Probanden erfordert. Ein Headset, was die meisten blinden Probanden benutzten, war leider 
nicht geeignet. Um die Aktivitäten der Probanden besser beobachten und analysieren zu 
können, wurde in (Pham, 2009) ein Tool (ShowKeyboard) entwickelt, das auf dem Rechner 
des Probanden installiert werden muss und die Tastatureingaben des Probanden ermittelt 
und anzeigt. Alle notwendigen Informationen für den Testaufbau haben die Probanden ca. 
eine Woche vor dem sRT per Email bekommen. Während des ganzen Testaufbaus hat der 
Testleiter die Probanden telefonisch begleitet, um mögliche Nachfragen zu klären. 
7.3.3 Ergebnisse 
Im Folgenden werden die Untersuchungsergebnisse in Hinblick auf die drei Vergleichskri-
terien vorgestellt. 
7.3.3.1 Effektivität der Evaluation 
Bearbeitungszeit der Testaufgaben 
Die Ergebnisse zeigen, dass blinde Probanden für die Bearbeitung der Aufgaben im LT 
signifikant mehr Zeit als im sRT brauchten (t = 3,59, siehe Tabelle 7.3). Das lag daran, dass 
die blinden Probanden beim sRT die eigene Ausstattung benutzen konnten und daher deut-
lich schneller waren. Überraschenderweise war die Bearbeitungszeit sehbehinderter Pro-
banden, wie die von sehenden Probanden, im sRT geringfügig höher als im LT. Außerdem 
wurde ersichtlich, dass bei beiden Methoden mit steigender Sehbehinderung die Bearbei-
tungszeit deutlich steigt. Beispielsweise brauchten blinde Probanden beim LT (M = 34´38´´) 
mehr als die doppelte Zeit als sehbehinderte Probanden (M = 13´04´´) und sehbehinderte 
Probanden wiederum mehr als die doppelt Zeit als sehende Probanden (M = 6´17´´). 
Tabelle 7.3: Durchschnittliche Bearbeitungszeit aller Nutzergruppen beim LT und sRT 
 LT sRT T-Test Signifikanz 
Blinde 34´38´´ 23´58´´ 
3,59 
(df =6, p < 0,05) 
signifikant 
Sehbehinderte 13´04´´ 14´08´´ 
0,14 
(df =4, p < 0,05) 
n.s. 
Sehende  6´17´´ 8´59´´ 
1,58 
(df =4, p < 0,05) 
n.s. 
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Anzahl der gewichteten Usability-Probleme 
Wie bereits erwähnt, wurden die gefundenen Probleme in katastrophale, schwere und 
leichte Fehler unterteilt. Die Ergebnisse zeigen, dass bei blinden Probanden die Anzahl der 
Probleme im LT und sRT in allen Kategorien vergleichbar sind. Ähnlich ist es auch bei 
sehbehinderten und sehenden Probanden (siehe Abbildung 7.13). Es wurde beobachtet, 
dass manche Usability-Probleme nur aufgrund der unvertrauten Ausstattung im LT auftra-
ten. Beispielsweise musste ein blinder Proband im LT ohne Braillezeile arbeiten, da er mit 
der Braillezeile im Labor nicht klar kam. Dadurch konnte er die Aufgaben teilweise nicht 
erfolgreich lösen. 
 
Abbildung 7.13: Anzahl der gewichteten Probleme aller Nutzergruppen im LT und sRT 
7.3.3.2 Erkenntnisse und Erfahrungen der Probanden 
Bei den Erkenntnissen und Erfahrungen der Probanden wurden, neben dem Zeitaufwand 
für die Durchführung der Tests, auch ihre negativen und positiven Kommentare, die mit 
einem Post-Test-Fragebogen erhoben wurden, betrachtet. 
Zeitaufwand für die Probanden 
Der Zeitaufwand, der anders als die oben betrachtete Bearbeitungszeit der Testaufgaben 
war, setzte sich aus dem zeitlichen Aufwand für die Vorbereitung im Vorfeld des Tests, 
den Aufbau während des Tests sowie die Nachbereitung nach dem Test zusammen. Die 
Zeiten für Vor- und Nachbereitung wurden von den Probanden angegeben, während die 
Zeit für den Aufbau gemessen wurde. Im LT gab es für die Probanden neben dem Anreise-
aufwand lediglich einen Zeitaufwand für die Konfiguration der Technik beim Aufbau des 
Tests, beispielsweise Screenreader einstellen und Bildschirmauflösung ändern. Beim sRT 
gab es von der Vor- bis zur Nachbereitung deutlich mehr zeitlichen Aufwand. Zur Vorbe-
reitung war die Bereitstellung der entsprechenden Hard- und Software notwendig, bei-
spielsweise Bereitstellung von Mikrofon und Lautsprecher sowie Aktivierung von 
JavaScript. Der Aufbau umfasste die Einrichtung von WebEx, die relativ aufwendig war. 
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In der Nachbereitung mussten die Probanden alle für den Test installierte Software ein-
schließlich der Testanwendung und ShowKeyboard deinstallieren und die für den Test 
geänderte Konfiguration zurücksetzen. 
Dementsprechend benötigten die Probanden wesentlich mehr Zeit für sRT als für den 
LT (siehe Abbildung 7.14). Im Diagramm wurde nur der technisch relevante Zeitaufwand 
zusammengefasst, also exklusive der Anreisezeit. Hier ist zu erkennen, dass der Unter-
schied zwischen blinden und sehbehinderten Probanden nur gering war und die sehenden 
Probanden im Durchschnitt nur ca. die Hälfte der Zeit im Vergleich zu den sehgeschädigten 
Probanden benötigten. 
 
Abbildung 7.14: Zeitaufwand für Vorbereitung, Aufbau und Nachbereitung bei allen Nutzergruppen im sRT 
und LT 
Negative Kommentare zu den Methoden 
Abbildung 7.15 zeigt, dass die meisten negativen Kommentare zum sRT von blinden Pro-
banden abgegeben wurden. 
 
Abbildung 7.15: Anzahl der negativen Kommentare aller Nutzergruppen zu beiden Methoden 
 Folgende Nachteile wurden beim sRT am meisten genannt: 
 Die Vorbereitung des Tests war aufwendig. 
 Der Testaufbau war sehr umfangreich. 
 Die Sprachausgabe des Screenreaders war zu laut, so dass es manchmal schwer 
fiel, sich auf die Aufgabenbearbeitung zu konzentrieren. Wie schon in Kapitel 
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7.3.2 erwähnt, wurde die Sprachausgabe des Screenreaders zuerst über den Laut-
sprecher ausgegeben, damit diese über den Mikrofoneingang an den Testleiter 
übertragen werden konnte. 
 Es bestanden Sicherheitsbedenken und Störungen der Privatsphäre. Dafür gab 
es drei Gründe: Erstens, sie mussten unbekannte Software auf dem eigenen Com-
puter installieren. Zweitens, ihre eigenen Computer wurden die gesamte Zeit von 
einer anderen Person beobachtet. Drittens, ihre eigenen Computer wurden von 
einer anderen Person ferngesteuert. 
 Die am häufigsten genannten Nachteile für den LT waren: 
 Screenreader und Braillezeile waren den Probanden unvertraut. 
 Das Prüfungsgefühl im LT war unangenehm. 
 Anreiseaufwand ist entstanden. 
Positive Kommentare zu den Methoden 
Die blinden Probanden haben entsprechend auch die wenigsten positiven Kommentare zum 
sRT abgegeben. Abbildung 7.16 stellt die Anzahl der positiven Kommentare aller Nutzer-
gruppen zu beiden Methoden dar.  
 
Abbildung 7.16: Anzahl der positiven Kommentare aller Nutzergruppen zu beiden Methoden 
 Die am meisten genannten Vorteile vom sRT waren: 
 Man konnte mit eigener Ausstattung arbeiten. 
 Die Fernsteuerung war sehr hilfreich. Allerdings wurde diese gleichzeitig von 
manchen Probanden als unangenehm empfunden. 
 Die am meisten genannten Vorteile vom LT waren: 
 Es gab keinen Auf- und Abbauaufwand für den Test. 
 Die Kommunikation mit dem Testleiter fand direkt statt. 
 Prüfungsgefühl förderte die Performance. Jedoch wurde das Prüfungsgefühl 
gleichzeitig bei manchen Probanden als negativ empfunden. 
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Kommentare der an beiden Methoden teilgenommenen Probanden 
Mit Blick auf drei Aspekte (siehe Abbildung 7.17) wurden die zwei Methoden von den 
neun Probanden, die an beiden Methoden teilgenommen hatten, verglichen. Sie wurden 
gefragt, bei welcher Methode es für sie leichter war,  
 über die aufgetretenen Probleme zu diskutieren  
 sich auf die Testaufgaben zu konzentrieren 
 laut zu denken 
Bei allen Fragen wurde der LT von mehr als der Hälfte der Probanden bevorzugt. Sechs 
Probanden (jeweils zwei von jeder Gruppe) fanden, dass es im LT leichter war, über die 
aufgetretenen Probleme zu diskutieren. Die anderen drei fanden, dass es zwischen LT und 
sRT keinen Unterschied gab. Fünf Probanden (ein blinder, drei sehbehinderte und ein 
sehender) fanden, dass es im LT leichter war, sich auf die Testaufgaben zu konzentrieren. 
Ebenso fanden fünf Probanden (ein blinder, ein sehbehinderter und drei sehende), dass es 
im LT einfacher war, die Gedanken laut zu artikulieren. 
 
Abbildung 7.17: Vergleich der Einschätzung beider Methoden durch die neun Probanden 
7.3.3.3 Erkenntnisse und Erfahrungen des Testleiters 
Im Folgenden werden die zwei Methoden aus Sicht des Testleiters auf Basis seiner Erfah-
rungen bewertet. Die Vor- und Nachteile der Methoden werden diskutiert. 
Im Vergleich zu LT hat der sRT folgende Vorteile: 
 Realistische Testumgebung. Blinde und sehbehinderte Probanden können in vertrau-
ter Umgebung und mit ihren eigenen assistiven Technologien arbeiten. 
 Einfachere Rekrutierung der Zielgruppe. Weder bei Probanden noch bei Testleitern 
entsteht dabei Reiseaufwand. 
Folgende Nachteile konnten beim sRT festgestellt werden: 
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 Mangelnde Beobachtungsmöglichkeit. Im Gegensatz zum Ergebnis von (Brush et al., 
2004), bei denen die Beobachtungsmöglichkeiten im sRT und LT bei sehenden Pro-
banden vergleichbar waren, wurde im Rahmen der vorliegenden Arbeit bei sehge-
schädigten Probanden festgestellt, dass die Beobachtungsmöglichkeiten beim sRT 
aus folgenden Gründen unzulänglich waren: 
 Die Nutzung der Braillezeile konnte nicht erfasst werden. Dadurch konnte die 
haptische Interaktion mit Routingtasten nicht in der Auswertung betrachtet wer-
den. Außerdem war der Testleiter nicht in der Lage, festzustellen, ob die Proban-
den gerade auf Braillezeile lasen. In einem Test war es vorgekommen, dass der 
Testleiter den Probanden beim Lesen der Braillezeile angesprochen und ihn 
dadurch gestört hat. 
 Die Gesichtsausdrücke konnten nicht erfasst werden.  
 Verzögerte Bild- und Tonübertragung. Dadurch konnten manche Nutzeraktionen 
nicht registriert werden. 
 Keine direkte Übertragung der Sprachausgabe des Screenreaders. Die Sprach-
ausgabe des Screenreaders wurde mit der Stimme der Probanden und auch den 
Umgebungsgeräuschen zusammen übertragen. Es war vorgekommen, dass die 
Sprachausgabe so leise war, dass der Testleiter kaum etwas verstanden hat. 
 Ein aus WebEx resultierendes Problem: Die tatsächlichen Farbeinstellungen des 
Bildschirms der Probanden konnten teilweise zum Testleiter nicht korrekt über-
tragen werden. In einem Test konnten die invertierten Farben des Bildschirms 
eines sehbehinderten Probanden nicht korrekt dargestellt werden. 
 Höhere PC-Kenntnisse der Probanden erforderlich. Verschiedene technische Proze-
duren mussten von den Probanden allein durchgeführt werden. Dazu gehörten die 
Konfiguration des eigenen Rechners in einem erforderlichen Zustand im Vorfeld des 
Tests, die Installation diverser Software sowie selbständiges Erkennen und Lösen 
von technischen Problemen vor der Installation der Fernsteuerungssoftware. 
 Hohe technische Anforderungen an den Testleiter. Dies äußert sich in zwei Hinsich-
ten. Erstens, aufgrund der mangelnden Beobachtungsmöglichkeiten erfordert sRT ein 
höheres Beobachtungs- und Interpretationsvermögen des Testleiters. Zweitens, um 
den Probanden bei technischen Problemen helfen zu können, muss er ausreichende 
PC-Kenntnisse und Kenntnisse über assistive Technologien haben. 
 Höherer Aufwand für Probanden und Testleiter. Aufgrund der notwendigen Vorbe-
reitung, dem Aufbau und der Nachbereitung des Tests wird ein sehr hoher Aufwand 
für Probanden und Testleiter verursacht. 
 Unkontrollierbare Störfaktoren. Zu solchen Faktoren gehören typischerweise uner-
wartete Besuche oder Anrufe bei den Probanden. Einer der durchgeführten Tests 
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wurde durch die Internetnutzung des Mitbewohners eines Probanden gestört, da das 
zu Verbindungsschwierigkeiten führte. 
7.3.4 Diskussion und Zusammenfassung 
Die Ergebnisse des Vergleichs zwischen LT und sRT haben gezeigt, dass es keinen signi-
fikanten Unterschied hinsichtlich der Anzahl der gefundenen Usability-Probleme gibt. 
Allerdings wurde der LT von mehr als der Hälfte der Probanden, die an beiden Methoden 
teilgenommen haben, bevorzugt. Die realistische Testumgebung und die einfachere Rek-
rutierung von Probanden sind die Hauptvorteile von sRT gegenüber LT. Jedoch hat der sRT 
diverse Nachteile. Dazu zählen hauptsächlich die mangelnden Beobachtungsmöglichkeiten 
und der hohe Aufwand für die Probanden für die Vorbereitung im Vorfeld des Tests, den 
Aufbau des Tests und die notwendige Nachbereitung nach dem Test, speziell für sehge-
schädigte Probanden. Um den sRT mit blinden und sehbehinderten Probanden besser zu 
gestalten, ist ein neues Testaufbautool erforderlich. Im Rahmen der Arbeit wurden auf 
Basis der von den Probanden und dem Testleiter genannten Nachteilen folgende, wesent-
liche funktionale und nicht-funktionale Anforderungen an solch ein Tool  und Empfehlun-
gen an die Organisation des sRTs zusammengefasst: 
 Funktionelle Anforderungen: 
 Übertragung und Aufzeichnung des Bildschirminhaltes und der einzelnen akus-
tischen Signale. Die Signale bestehen aus den akustischen Signalen der Proban-
den und des Testleiters sowie der Sprachausgabe des Screenreaders. 
 Übertragung und Aufzeichnung der Maus- und Tastatur-Ereignisse und der Fin-
gerpositionen auf der Braillezeile. Die Bestimmung der Fingerpositionen kann 
zum Beispiel mit Active Tactile Control (ATC) realisiert werden. 
 Fernsteuerung. Eine Fernsteuerung ermöglicht es dem Testleiter im Fall eines 
auftretenden Problems, auf den Rechner des Probanden zugreifen zu können. 
Allerdings darf das erst nach Zustimmung des Probanden erfolgen. 
 Nicht-funktionelle Anforderungen: 
 Das Tool sollte betriebssystemunabhängig (nicht nur Windows) und browserun-
abhängig (nicht nur Internet Explorer) mit einer minimalen Konfiguration lauf-
fähig sein, um die Bereitschaft der Teilnahme zu maximieren sowie den Vorbe-
reitungsaufwand der Probanden zu minimieren. 
 Der Installationsaufwand für die Probanden muss so gering wie möglich sein. 
 Die Gebrauchstauglichkeit und Barrierefreiheit muss gewährleistet werden.  
 In Bezug auf den organisatorischen Aspekt ist folgendes zu beachten: 
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 Sicherheitsbedenken vermindern. Das Vertrauen der Probanden ist eine der Vo-
raussetzungen für die Teilnehme und für den Erfolg eines Tests. Daher ist eine 
ausführliche Beschreibung des Tests notwendig. Dabei sollten neben der zu 
installierenden Software und deren Auswirkung auf den Rechner auch die Dein-
stallationsmöglichkeiten erklärt und beschrieben werden.  
 Eingriff in die Privatsphäre minimieren. Aufgrund der Übertragung des Bild-
schirminhaltes des eigenen Computers fühlten sich manche Probanden von 
anderen beobachtet. Daher ist es zu empfehlen, die Probanden vor Beginn der 
Übertragung drauf hinzuweisen, die offenen Anwendungen (Email-Programm 
usw.) zu schließen sowie Desktopsymbole auf eigenen Wunsch zu löschen. 
Die Schnittmenge der gefundenen Usability-Probleme von LT und sRT bei blinden und 
sehbehinderten Probanden, was in (Pham, 2009) nicht betrachtet wurde, wurde im Rahmen 
dieser Arbeit analysiert. An LT und sRT waren jeweils drei blinde und drei sehbehinderte 
Probanden beteiligt. Werden die blinden und sehbehinderten Probanden zusammen 
betrachtet, betrug die Schnittmenge der gefundenen Probleme nur 25%. 75% der gefunde-
nen Probleme wurden entweder nur beim LT oder nur beim sRT gefunden. Es gab zwar 
Probleme beim LT, die durch die unvertrauten assistiven Technologien verursacht wurden, 
jedoch waren die meisten Probleme nicht methodenspezifisch sondern personenspezifisch. 
Aufgrund der unterschiedlichen verwendeten assistiven Technologien und den unter-
schiedlichen Fähigkeiten der Probanden wurden auch unterschiedliche Probleme identifi-
ziert. Das zeigt, dass neben der Anzahl der Probanden auch die Heterogenität der Proban-
den entscheidend für eine Usability-Evaluation mit Menschen mit Sehbehinderungen ist, 
um die gefundenen Usability-Probleme zu maximieren. 
7.4 Zusammenfassung 
In diesem Kapitel wurde zuerst die Methode taktiles Paper-Prototyping und dann zwei 
Studien, wobei vier Usability-Methoden untersucht wurden, beschrieben. Die erste Studie 
konzentrierte sich auf die Methoden für frühe Entwicklungsphasen. Dabei wurden taktiles 
Paper-Prototyping und computerbasiertes Prototyping mit blinden Probanden untersucht. 
Die Ergebnisse der Studie zeigen unter anderem, dass beide Methoden unterschiedliche 
Vorteile haben und die Schnittmenge der mit beiden Methoden gefundenen Probleme sehr 
klein war. Daher wurde empfohlen, beide Methoden unabhängig von der Komplexität der 
Anwendungen kombiniert einzusetzen, wenn die konzeptionellen Modelle der Anwendun-
gen den blinden Probanden übermittelt werden können. Ansonsten darf nur die Methode 
computerbasiertes Prototyping angewendet werden. 
Die zweite Studie konzentrierte sich auf die Methoden für spätere Entwicklungsphasen. 
Labor- und synchrone Remote-Test wurden bei blinden, sehbehinderten und sehenden 
Probanden verglichen. Die Ergebnisse zeigen, dass trotz eines insignifikanten Unterschieds 
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beider Methoden hinsichtlich der Effektivität der Evaluation der Labor-Test bevorzugt 
wurde. Die mangelnden Beobachtungsmöglichkeiten und der hohe Aufwand für die Test-
vorbereitung, -aufbau und -nachbereitung sind die Hauptnachteile beim synchronen 
Remote-Test. Daraufhin wurden wesentliche funktionale und nicht-funktionale Anforde-
rungen für die Entwicklung eines Testaufbautools und organisatorische Empfehlungen zur 
Durchführung des synchronen Remote-Tests zusammengestellt. 
Beide Studien wurden mit kleinen Stichproben durchgeführt. Das führte zu Schwierig-
keiten bei der Verallgemeinerung der Testaussagen, die auf quantitativen Daten basieren. 





Kapitel 8  
Zusammenfassung und Ausblick 
Nuzterfreundliche multimodale Anwendungen bieten blinden Benutzern neue Möglichkei-
ten und Chancen, die durch Verlust des Sehsinnes entstandenen Defizite über andere 
Sinneskanäle auszugleichen. Um eine multimodale Anwendung für blinde Benutzer 
nutzerfreundlich zu entwickeln, sollten blinde Benutzer an der Nutzungsanforderungsana-
lyse und der Usability-Evaluation beteiligt werden. Für beide Aktivitäten sind derzeit zahl-
reiche Usability-Methoden vorhanden. Allerdings ist in Bezug auf die Entwicklung multi-
modaler Anwendungen für blinde Benutzer zum einen bisher kein systematisches Vorge-
hen für die Nutzungsanforderungsanalyse, das sich speziell an den Besonderheiten der blin-
den Menschen und den multimodalen Anwendungen orientiert, vorhanden. Zum anderen 
sind die vorhandenen Usability-Evaluationsmethoden i.d.R. nicht nutzerspezifisch. Aus 
diesem Grund stellt sich die Frage nach der Anwendbarkeit der Methoden für blinde 
Benutzer. Vor diesem Hintergrund wurden in dieser Arbeit einige Usability-Methoden für 
die Entwicklung multimodaler Anwendungen, unter Einbindung von blinden Menschen, 
empirisch untersucht, angepasst und neue Methoden entwickelt. 
Bezogen auf die Nutzungsanforderungsanalyse wurden die bestehenden Ansätze im 
Rahmen der Arbeit erweitert (Kapitel 3). Das erweiterte Verfahren umfasst folgende acht 
Schritte: Nutzeranalyse, Nutzungsumfeldanalyse, Analyse der Designprinzipien, Erstel-
lung mentaler Modelle, Erhebung bewusster Anforderungen, Analyse unbewusster Anfor-
derungen, Modalitätsauswahl und Anforderungsvalidierung. Das Verfahren berücksichtigt 
einerseits die Besonderheiten blinder Benutzer, indem besonderes Augenmerk auf die 
mentalen Modelle blinder Benutzer gelegt wurde. Andererseits wird die Besonderheit der 
Entwicklung multimodaler Anwendungen im Verfahren berücksichtigt, indem die Auswahl 
der Modalitäten frühzeitig im Entwicklungsprozess beachtet wird. Das Verfahren wurde 
mit Designern und blinden Benutzern validiert. Die Ergebnisse der Validierung sprechen 
positiv für das Verfahren, denn damit konnten nicht nur deutlich mehr Anforderungen 
sondern auch aus Sicht der Benutzer und Designer qualitativ gute Anforderungen erhoben 
werden. Weiterhin konnte die Wichtigkeit der Erstellung mentaler Modelle bestätigt 
werden. Zusätzlich wurden zwei Schritte des Verfahrens, die Erstellung mentaler Modelle 
und die Modalitätsauswahl, die speziell auf den Kontext multimodaler Anwendungen für 
blinde Benutzer ausgerichtet sind, weiter vertiefend untersucht. 




Für den Schritt Erstellung mentaler Modelle wurden hauptsächlich zwei Erstellungsme-
thoden, Retrospective Think-Aloud und Teaching-Back, mit blinden Benutzern bezüglich 
des prozeduralen Wissens untersucht (Kapitel 4). Zwei zentrale Forschungsfragen waren: 
1) Wie sollen Retrospective Think-Aloud und Teaching-Back für die Erhebung mentaler 
Modelle blinder Menschen gestaltet werden? 2) Welche Methode ist für blinde Benutzer 
besser geeignet? Für den Schritt Modalitätsauswahl stand die Analyse des multimodalen 
Nutzerverhaltens blinder Benutzer im Mittelpunkt (Kapitel 5). Unter Einfluss von acht 
Aufgabentypen wurden die Eingabemodalitäten Sprache, Gesten, Tastatur und Braille bzw. 
deren Kombinationen bei der Bedienung einer mobilen multimodalen Navigationsanwen-
dung im Rahmen einer Wizard of Oz Studie untersucht. Für jeden Aufgabentyp standen 
unterschiedliche Eingabemodalitäten parallel zur Verfügung. 
In Hinblick auf die Usability-Evaluationsmethoden wurde zuerst das Augenmerk auf 
die Auswertung und die Erhebung mentaler Karten von blinden Benutzern gerichtet (Ka-
pitel 6), da sie eine wichtige Rolle bei der Entwicklung von Navigationssystemen spielen. 
Die derzeit verwendeten Auswertungsmethoden für mentale Karten können die Besonder-
heiten mentaler Karten blinder Benutzer nicht beachten, so dass in dieser Arbeit Auswer-
tungsmethoden für mentale Karten hinsichtlich des Überblicks- und Routenwissens entwi-
ckelt wurden. Beide Methoden ermöglichen es, die mentalen Karten anhand speziell 
entwickelter Bewertungskriterien, wie Anzahl der Elemente und Eigenschaften der Straßen, 
quantitativ zu bewerten. Das Hauptmerkmal beider Methoden ist, dass die Bewertungs-
maßstäbe von blinden Menschen berücksichtig wurden, indem die entwickelten Bewer-
tungskriterien durch sie gewichtet wurden. Bezogen auf die Erhebung mentaler Karten 
wurden zwei Erhebungsmethoden, Rekonstruktion mit Magnetstreifen und verbale Be-
schreibung, mit blinden Probanden unter folgenden drei Aspekten untersucht: die Anwend-
barkeit beider Methoden bezüglich unterschiedlicher Wissensebenen , der Zusammenhang 
zwischen Aufbaumodalitäten und Erstellungsmethoden sowie die Anwendbarkeit beider 
Methoden bei Geburtsblinden und Späterblindeten. In zwei weiteren Untersuchungen 
wurden taktiles Paper-Prototyping und computerbasiertes Prototyping für die frühen 
Entwicklungsphasen bzw. Labor- und synchroner Remote-Test für die späteren Phasen mit 
blinden Benutzern verglichen (Kapitel 7). Dabei wurden die Effektivität der Evaluation, 
die Erkenntnisse und Erfahrungen der Probanden sowie des Testleiters als Vergleichskri-
terien in beiden Untersuchungen eingesetzt. Weiterhin lag der Schwerpunkt bei der Unter-
suchung von Labor- und synchronem Remote-Test in der Gestaltung der Testumgebung für 
den synchronen Remote-Test mit blinden Probanden. Dazu wurden funktionale und nicht-
funktionale Anforderungen für die Entwicklung eines Testaufbautools und organisatori-
sche Empfehlungen zur Durchführung des synchronen Remote-Tests zusammengestellt. 
Weiterhin wurden diverse Vor- und Nachteile beider Methoden gegenübergestellt. Zu den 
Nachteilen des synchronen Remote-Tests gehören beispielsweise die mangelnden 
Beobachtungsmöglichkeiten und der hohe Aufwand für die blinden Probanden hinsichtlich 
Testvorbereitung, -aufbau und -nachbereitung. 




Zusammengefasst sind die wesentlichen Beiträge der vorliegenden Arbeit für die Ent-
wicklung multimodaler Anwendungen für blinde Benutzer zum einen die neu entwickelten 
Methoden und zum anderen die zahlreichen empirischen Untersuchungen. Zu den entwi-
ckelten Methoden gehören das erweiterte Verfahren für die Nutzungsanforderungsanalyse 
und die Auswertungsmethoden mentaler Karten bezüglich des Überblicks- und Routenwis-
sens. Insgesamt wurden sechs umfangreiche empirische Untersuchungen durchgeführt. 
Aus den Ergebnissen der empirischen Untersuchungen werden folgende Thesen abgeleitet:  
Zur Gestaltung der Erhebungsmethode Teaching-Back: 
1. Die Sehfähigkeit der Schüler beeinflusst die Kommunikation zwischen dem Lehrer 
(blinder Proband) und dem Schüler. 
Es fördert die Kommunikation zwischen dem Lehrer (blinder Proband) und dem Schüler, 
wenn der Schüler blind ist. Die Lehrer haben den sehenden Schülern hauptsächlich „Was 
tue ich?“ erklärt. Dahingegen erklärten sie den blinden Schülern neben „Was tue ich?“ auch 
„Wie tue ich es?“. Dadurch sind die erhobenen mentalen Modelle vollständiger.  
2. Die Teaching-Modalitäten (Sprachausgabe und Braillezeile, nur Sprachausgabe, nur 
Braillezeile) beeinflussen die Übermittlung der mentalen Modelle.  
Das Teaching nur durch Sprachausgabe oder nur durch Braillezeile wurde von den Proban-
den als signifikant unzureichender als parallel durch Sprachausgabe und Braillezeile 
empfunden, da mit Sprachausgabe und Braillezeile zusammen die meisten Informationen 
über den Bildschirm geliefert werden und man so am effizientesten mit dem Computer 
interagieren kann. Somit können sie ihre mentalen Modelle vollständiger und effizienter 
den Schülern übermitteln. 
Zum Vergleich der Erhebungsmethoden mentaler Modelle: 
1. Weder mit Teaching-Back noch mit Retrospective Think-Aloud konnten die mentalen 
Modelle vollständig übermittelt werden. 
Die erhobenen mentalen Modelle umfassen drei Arten von Informationen. Sie sind: Infor-
mation über „Was tue ich?“, Information über „Wie tue ich es?“ und Information über 
„Warum tue ich es?“. Teaching-Back hat hauptsächlich Informationen über „Was tue 
ich?“ und „Wie tue ich es?“ geliefert, während Retrospective Think-Aloud Informationen 
über „Was tue ich?“ und „Warum tue ich es?“ geliefert hat. 
2. Hinsichtlich der Originaltreue der erhobenen mentalen Modelle ist Retrospective 
Think-Aloud besser als Teaching-Back geeignet. 
Bei Teaching-Back konnte bei einem Drittel der Probanden beobachtet werden, dass sich 
ihre mentalen Modelle durch die Nachfragen der Schüler geändert haben, während es bei 
Retrospective Think-Aloud keine Änderung gab. 




3. Die Methode Interview ist nicht geeignet für die Erhebung mentaler Modelle bezüglich 
prozeduralen Wissens. 
Die damit erhobenen mentalen Modelle umfassen i.d.R. nur Informationen über „Was tue 
ich?“. Diese Informationen sind aber häufig lückenhaft und besonders hinsichtlich der 
Begrifflichkeit sogar fehlerhaft. Bei Interview ist man völlig auf das Gedächtnis und die 
„self-reporting“-Fähigkeit der Probanden angewiesen. 
Zur Modalitätsauswahl: 
1. Die Spracheingabe wurde von blinden Probanden besonders für die Eingabe von nicht 
vertraulichem freien Text und numerischen Werten favorisiert. Deren Effizienzvorteil 
gegenüber Gesten bei der Aktivierung und Auswahl eines Elementes auf einem Touch-
screen konnte nicht bestätigt werden. 
2. Die Gesteneingabe war klare Präferenz der blinden Probanden bei der Auswahl eines 
Elementes aus einer Liste, der Navigation in einer Liste und der Aktivierung eines 
Buttons. Die Anzahl der anwendungsspezifischen Gesten sollte gering gehalten werden. 
3. Für Benutzer mit guten Braillekenntnissen ist die Brailleeingabe eine gute Alternative 
gegenüber der Tastatur für die Eingabe längerer Texte, vertraulicher Daten oder in 
lauter Umgebung. 
4. Durch die multimodalen Eingaben steigt einerseits die Fehlerrobustheit der Anwen-
dung und andererseits wurde es den Benutzern ermöglicht, je nach Nutzungsumgebung 
und Nutzerfähigkeit, eine passende Modalität auswählen zu können. 
Zu den Erhebungsmethoden mentaler Karten: 
1. Für die Erstellung mentaler Karten hinsichtlich des Überblicks- und Landmarkenwis-
sens eignet sich nur die Methode Rekonstruktion, unabhängig davon, um welche 
Aufbaumodalität es sich handelt und ob die Probanden blind oder sehend sind. 
2. Für die Erstellung mentaler Karten hinsichtlich des Routenwissens ist die Anwendbar-
keit beider Methoden von den Aufbaumodalitäten abhängig. 
 Werden die mentalen Karten nur taktil aufgebaut, ist die Rekonstruktion geeignet.  
 Werden die mentalen Karten auditiv-haptisch oder auditiv-taktil aufgebaut, sind 
beide Methoden geeignet. Allerdings soll die verbale Beschreibung nur unter Beach-
tung folgender Empfehlungen verwendet werden: Erstens, es soll eine stark struktu-
rierte Befragung statt einer freien verbalen Routenbeschreibung eingesetzt werden. 
Zweitens, die Routenbeschreibung soll mit zusätzlichen Finger- oder Handbewegun-
gen erfolgen.  
 Werden die mentalen Karten nur auditiv aufgebaut, sind beide Methoden geeignet.  




3. In Bezug auf die Anwendbarkeit beider Methoden bei Geburtsblinden und Späterblin-
deten konnte kein signifikanter Unterschied festgestellt werden. 
Zum Vergleich von taktilem Paper-Prototyping und computerbasiertem Prototyping: 
1. Im Fall der Evaluation einer Anwendung, dessen konzeptuelles Modell den blinden 
Probanden übermittelt werden kann, können TPP und CBP kombiniert eingesetzt 
werden. Ansonsten darf nur CBP verwendet werden. 
Zum Vergleich von Labor- und synchronem Remote-Test: 
1. Blinde Probanden brauchten für die Bearbeitung der Aufgaben im Labor-Test signifi-
kant mehr Zeit als im sRT. 
2. Die Anzahl der gefundenen Usability-Probleme ist bei blinden Probanden in beiden 
Tests in allen Kategorien (katastrophal, schwer, leicht) vergleichbar. 
Aus den Ergebnissen der Arbeit konnten wichtige Erkenntnisse gewonnen werden, die 
die Entwicklung multimodaler Anwendungen für blinde Benutzer hinsichtlich des metho-
dischen Vorgehens, der Auswahl sowie der Gestaltung der Usability-Methoden unterstüt-
zen werden. Die Hauptthese der Arbeit kann somit bestätigt werden. Allerdings ist der 
kleine Stichprobenumfang in den einzelnen Untersuchungen kritisch zu sehen. Dadurch 
sind die vorliegenden Ergebnisse nicht verallgemeinerungsfähig. Der Stichprobenumfang 
pro Untersuchung lag zwischen 5 und 30 Probanden. Das resultierte u.a. aus der begrenzt 
verfügbaren Zielgruppe, da blinde Benutzer eine spezielle Nutzergruppe sind. Weiterhin 
besteht Verbesserungspotenzial bei der entwickelten Auswertungsmethode für mentale 
Karten hinsichtlich des Überblickswissens. Diese Methode sollte um den Aspekt POIs er-
weitert werden, um die mentalen Karten, welche POIs umfassen, bewerten zu können. Da-
für muss POI als ein Merkmal von blinden Menschen gewichtet und bei den Bewertungs-
kriterien hinzugefügt werden. 
Bei der Usability-Analyse bzw. Usability-Evaluation schenkten die blinden Menschen 
dem Usability- bzw. Entwicklungsteam nicht nur ihr Wissen, was die meisten sehenden 
Menschen nicht besitzen, sondern auch ihre Zeit, die wertvoller ist als die Aufwandsent-
schädigung, die sie leider nicht immer bekommen haben, sowie ihr Vertrauen und auch 
ihre Hoffnung auf immer nutzerfreundlichere Anwendungen. Als ein Mitglied des Usabi-
lity- bzw. Entwicklungsteams sollte man nicht nur die Gestaltung nutzerfreundlicher An-
wendungen anstreben, da eine angenehme und vertrauensvolle Zusammenarbeit während 




Anhang A   
Standardisierte Designprinzipien 
ISO 9241-110 Grundsätze der Dialoggestaltung (ISO 9241-110, 2011) 
Aufgabenangemessenheit: "Ein Dialog ist aufgabenangemessen, wenn er den Benutzer un-
terstützt, seine Arbeitsaufgabe effektiv und effizient zu erledigen." 
Selbstbeschreibungsfähigkeit: "Ein Dialog ist selbstbeschreibungsfähig, wenn jeder ein-
zelne Dialogschritt durch Rückmeldungen des Dialogsystems unmittelbar verständlich 
ist oder dem Benutzer eine Anfrage erklärt wird." 
Steuerbarkeit: "Ein Dialog ist steuerbar, wenn der Benutzer in der Lage ist, den Dialogab-
lauf zu starten sowie seine Richtung und Geschwindigkeit zu beeinflussen, bis das Ziel 
erreicht ist." 
Erwartungskonformität: "Ein Dialog ist erwartungskonform, wenn er konsistent ist und den 
Merkmalen des Benutzers entspricht." 
Fehlertoleranz: "Ein Dialog ist fehlertolerant, wenn das beabsichtigte Arbeitsergebnis trotz 
erkennbar fehlerhafter Eingaben entweder mit keinem oder minimalem Korrekturauf-
wand seitens des Benutzers erreicht werden kann." 
Individualisierbarkeit: "Ein Dialog ist individualisierbar, wenn das Dialogsystem Anpas-
sungen an die Erfordernisse der Arbeitsaufgabe sowie an die individuellen Fähigkeiten 
und Vorlieben des Benutzers zulässt." 
Lernförderlichkeit: "Ein Dialog ist lernförderlich, wenn er den Benutzer beim Erlernen des 
Dialogsystems unterstützt und anleitet." 
ETSI: Multimodal interaction, communication and navigation guidelines (ETSI, 2003) 
Principle 1: The range of available modalities should be offered in the different modalities. 
Principle 2: It should be possible to choose different presentation modalities using any of 
the available interaction modalities. 
Principle 3: Individual modalities should be activated optionally. 





Principle 5: Completeness of functionality/controls should be ensured in all available  mo-
dalities. 
Principle 6: Modalities should only be switched at logically sensible situations in the dia-
logue. 
Principle 7: The user-specific modality setting should persist. 
Principle 8: Adequate prompts should be offered in the chosen modality. 
Principle 9: The same information should be expressed in different modalities.  
Principle 10: The same style should be expressed in different modalities. 
Principle 11: Dialogues should be aesthetically consistent in each and every modality. 
Principle 12: Multimodality should not be stigmatizing. 
Principle 13: Content should be adequately designed to allow for consistent multimodal 
presentation. 
Principle 14: A system should be designed to allow for consistent multimodal interaction. 
Common Sense Suggestions for Developing Multimodal User Interfaces (W3C, 2003) 
Satisfy real-world constraints 
 Suggestion: For each task, use the easiest modes available on the device. 
 Suggestion: If the user's hands are unavailable for use, then make speech available.  
 Suggestion: If the user's eyes are busy or not available, then make speech available.  
 Suggestion: If the user may be walking, then make speech available 
 Suggestion: If the user may be in a noisy environment, then use a pen, keys, or mouse. 
 Suggestion: If the user's manual dexterity may be impaired, then use speech. 
Communicate clearly, concisely, and consistently with users 
 Suggestion: Phrase all prompts consistently. 
 Suggestion: Enable the user to speak keyword utterances rather than natural language 
sentences. 
 Suggestion: Switch presentation modes only when the information is not easily pre-
sented in the current mode. 
 Suggestion: Make commands consistent. 
 Suggestion: Make the focus consistent across modes. 





 Suggestion: Use pauses to divide information into natural "chunks." 
 Suggestion: Use animation and sound to show transitions. 
 Use voice navigation to reduce the number of screens. 
 Synchronize multiple modalities appropriately. 
 Keep the user interface as simple as possible. 
Help users recover quickly and efficiently from errors 
 Suggestion: Enable users to use the same mode that was used to prompt them. 
 Suggestion: If privacy is not a concern, use speech as output to provide commentary 
or help. 
 Suggestion: Use directed user interfaces unless the user is always knowledgeable and 
experienced in the domain. 
 Suggestion: Always provide context sensitive help for every field and command. 
 Suggestion: The user always should be able to easily determine if the device is lis-
tening to the user. 
 Suggestion: For devices with batteries, user always should be able to easily deter-
mine how much longer the device will be operational. 
 Suggestion: Support at least two input modes so one input mode can be used when 
the other cannot. 
 Suggestion: Present words recognized by the speech recognition system on the dis-
play so the user can verify they are correct. 
 Suggestion: Display the n-best list to enable easy speech recognition error correction. 
 Try to keep response times less than 5 seconds. Inform the user of longer response 
times. 
Make users comfortable 
 Suggestion: Use push to activate listening mode speak to a mobile device. 
 Suggestion: Always present the current system status to the user. 
 Suggestion: Use the screen to ease stress on the user's short-term memory. 
 Suggestion: If the user may need privacy and the user is not using a headset, use a 
display rather than render speech. 
 Suggestion: If the user may need privacy while he/she enters data, use a pen or keys. 
 Suggestion: If the device may be used during a business meeting or in a public place, 





 Suggestion: Use animation and sound to attract the user's attention. 
 Suggestion: Use landmarks to help the user know where he is. 
 Suggestion: Use audio and graphics design to set the mood and convey emotion in 
games and entertainment applications. 
 Suggestion: For each traditional output technique, provide an alternative output tech-
nique. 
 Suggestion: Enable users to adjust the output presentation. 
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Anhang B  
Erhobene Nutzungsanforderungen mit 
beiden Verfahren 
Anforderungskatalog anhand ISO 9241-210 
Als Benutzer möchte ich… 
1 einen bestimmten POI in meiner Nähe finden (beispielsweise ein Restaurant). Da-
bei möchte ich unter Umständen nach einer bestimmte Kategorie von POIs filtern. 
2 einen POI in der Nähe eines entfernten Ortes finden  (zum Beispiel zur Vorberei-
tung auf eine Reise in eine fremde Stadt). 
3 die Möglichkeit haben, die Suche einzugrenzen, indem ich einen Umkreis angebe, 
in dem gesucht werden soll. 
4 einen gefundenen POI zu meinen Favoriten hinzufügen. 
5 einen POI aus meinen Favoriten einsehen. 
6 einen POI aus meinen Favoriten umbenennen. 
7 einen POI aus meinen Favoriten löschen. 
8 die Anwendung zusammen mit TalkBack und „Explore by Touch“ vollständig be-
nutzen können. 
9 die Anwendung so konfigurieren können, dass sie meinen Vorlieben entspricht  (z.B. 
durch Einstellung der Schrift- oder Hintergrundfarbe, oder der Schriftgröße). 
10 Vollständige Zugänglichkeit sollte für die primäre Nutzergruppe (sehbehinderte 
und blinde Benutzer) gewährleistet werden, um Probleme bei den Nutzern zu ver-
meiden. 
11 Leichte Erlernbarkeit der Software sollte gewährleistet sein, da nur 60% der Nut-





12 Die Anwendung sollte hinreichend personalisierbar sein, um sich an die unter-
schiedlichen Fähigkeiten der Nutzer (insbesondere verschiedene Arten von Rest-
sehvermögen - betrifft 40% der Nutzer) anpassen zu können. 
13 Die Anwendung muss im Freien benutzbar sein, da es sich bei der Hardware um 
mobile Geräte handelt. 
14 Die Anwendung sollte sich an variierende Umgebungen anpassen lassen können  
(beispielsweise Helligkeit und Lautstärke). 
15 Die Anwendung sollte sich neben der primären Nutzergruppe auch vollständig von 
Benutzern mit uneingeschränkten Wahrnehmungsfähigkeiten benutzen lassen. 
16 Die Anwendung sollte kompatibel zu und ihr Erscheinungsbild konsistent auf un-
terschiedlichen Geräten sein, die das Betriebssystem Android unterstützen.  
17 Analyse der Designprinzipien (folgende Designprinzipien sind für die Gestaltung 
der Anwendung relevant): 
 Allgemein 
o Grundsätze der Dialoggestaltung 
o Design Principles for User Interfaces 
 Barrierefreiheit 
o Web Content Accessibility Guidelines (WCAG) 2.0 
o Barrierefreie-Informationstechnik-Verordnung - BITV 2.0 
o Investigating Touchscreen Accessibility for People with Visual Im-
pairments 
 Android 
o Basic Design Principles 
o Android Accessiblilty Guidelines 
o Accessibility Developer Checklist 
 Multimodale Benutzeroberflächen 
o Multimodal interaction, communication and navigation guidelines 






Anforderungskatalog anhand des erweiterten Verfahrens 
Als Benutzer möchte ich…  
181 eigene POIs anlegen, bestenfalls mit der Übernahme des aktuellen Standortes. 
Beispielsweise fehlen viele Haltestellen in die Kategorie ÖPNV für blinde Be-
nutzer. 
191 Die Hierarchie der Anwendung sollte flach gehalten werden. 
201,2 POI-Kategorien ein- und ausblenden1. Das Ausblenden von selten benötigten 
Kategorien erleichtert die schnelle Auswahl einer Kategorie. Die Liste der Ka-
tegorien wird stark verkürzt und somit schnelleres Auffinden ermöglicht. Z.B.:  
- Verkehrsbezogene POIs (beispielsweise Tankstellen und Werkstätten) 
sollen für Fußgänger ausgeblendet werden können1. 
- Häufig von blinden Benutzern benutzte Kategorien sind: ÖPNV, Toi-
letten, öffentliche Einrichtungen und Einkaufsmöglichkeiten2. 
211,2,3 Häufig benötigte Funktionen sollten schnell, also mit möglichst wenigen Inter-
aktionsschritten, ausgeführt werden können2. Sie sollten möglichst prominent 
hinterlegt werden und weniger oft benötigte Funktionen dürfen „versteckt“ an-
geordnet sein1. Zu den häufig benötigten Funktionen gehören: 
- Das Suchen eines POI in der Nähe3 
- Das Abrufen eines zuvor gespeicherten Favoriten3 
222 Die Favoriten/POIs annotieren: beispielsweise für die Angabe Straßenseite. 
232 Wenn technisch realisierbar, sollte die Suche mit natürlicher Sprache ermög-
licht werden (zum Beispiel: "Welches Restaurant ist in der Nähe vom Bahn-
hof?"). 
242 Die Spracheingabe sollte aus Gründen der Privatsphäre optional sein. 
252 Möglichkeit zur Spracheingabe für das Abrufen der häufig benötigten Funkti-
onen. 
262 Sprachkommando kurz und flexibel definieren. Beispiel für „Suchen“: „su-
chen“, „ausführen“, „Enter“. 
272 Die Anzahl der selbst definierten Gesten sollte nur so viel wie notwendig und 
so wenig wie möglich sein, um die Benutzer nicht zu überfordern.  Android in 
TalkBack –Modus hat einige Standardgesten. Es macht kein Sinn, für jede Ak-






282 Haptische Interaktion sollte sich auf „Schütteln“ und Vibrationsfeedback be-
schränken. 
1 direkt von Benutzern erhoben 
2 aus mentalen Modellen abgeleitet 
3 durch Anforderungsvalidierung 
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Anhang C  
Beschreibung des Zugangs und der Büros 
einer Firma 
Beschreibung: 
Der Beging des Zugangs befindet sich an einer in Richtung Nord-Süd verlaufenden Straße 
und führt durch eine kleine Parkanlage. Die ersten 20 Meter führt der Weg Richtung Osten 
und dann weitere 20 Meter Richtung Süden. Danach befindet sich rechter Hand außerhalb 
des Weges ein Springbrunnen. Dann führt der Weg weitere 20 Meter Richtung Süd-Ost. 
Der Weg mündet an den im Westen liegenden Eingang des Firmengebäudes. 
Das Gebäude ist ein rechteckiger, in Nord-Süd Richtung gebauter Flachbau. Das 
Gebäude ist in West-Ost Richtung zirka 20 Meter und in Nord-Süd Richtung zirka 40 Meter 
lang. Der Eingang des Gebäudes befindet sich an der westlichen Seite etwa in der Mitte. 
Die Büros sind durch einen in Nord-Süd Richtung verlaufenden schmalen Mittelgang und 
durch eine breite Empfangshalle in West-Ost Richtung getrennt. Im nördlichen Drittel des 
Gebäudes ist links und rechts des Mittelganges jeweils ein Büro. Die Empfangshalle 
befindet sich im mittleren Drittel des Gebäudes. Kurz nach der Eingangstür ist linker Hand 
die Anmeldung. Gegenüber der Eingangstür an der anderen Seite des Gebäudes befindet 
sich eine Sitzgruppe. Im südlichen Drittel des Gebäudes sind ebenfalls getrennt durch den 
Mittelgang links und rechts jeweils zwei kleine Büros. 
Grafische Darstellung der Wegbeschreibung 
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