. A group G has cube-free order if no prime to the third power divides |G|. We describe an algorithm that given two cube-free groups G and H of known order, decides whether G ∼ = H, and, if so, constructs an isomorphism G → H. If the groups are input as permutation groups, then our algorithm runs in time polynomial in the input size, improving on the previous super-polynomial bound. An implementation of our algorithm is provided for the computer algebra system GAP.
I
Capturing the natural concept of symmetry, groups are one the most prominent algebraic structures in science. Yet, it is still a challenge to decide whether two finite groups are isomorphic. Despite abundant knowledge about groups, presently no one has provided an isomorphism test for all finite groups whose complexity improves substantively over brute-force. In the most general form there is no known polynomial-time isomorphism test even for non-deterministic Turing machines, that is, the problem may lie outside the complexity classes NP and co-NP (see [2, Corollary 4.9] ). At the time of this writing, the available implementations of algorithms that test isomorphism on broad classes of groups can run out of memory or run for days on examples of orders only a few thousand, see [6, Section 1.1] and Table 1 . To isolate the critical difficulties in group isomorphism, it helps to consider special classes of groups as has been done recently in [1, 3, 6, 9, 11, 31] . is paper is a part of a larger project intended to describe for which orders of groups is group isomorphism tractable: details of this project are given in [11] . In particular, in [11] we have described polynomial-time algorithms for isomorphism testing of abelian and meta-cyclic groups of most orders; the computational framework for these algorithms is built upon type theory and groups of so-called black-box type. By a theorem of Hölder ( [26, 10.1.10] ), all groups of square-free order are coprime meta-cyclic, that is, they can be decomposed as G = A ⋉ B where A, B G are cyclic subgroups of coprime orders; unfortunately, [11, eorem 1.2] is not guaranteed for all square-free orders. In this paper, we switch to a more restrictive computational model, allowing us to make progress for isomorphism testing of square-free and cube-free groups. Specifically, here we consider groups generated by a set S of permutations on a finite set Ω. at gives us access to a robust family of algorithms by Sims and many others (see [16, 28] ) that run in time polynomial in |Ω| · |S|. Note that the order of such a group G can be exponential in |Ω| · |S|, even when restricted to groups of square-free order, see Proposition 2.1. e main result of this paper is the following theorem. eorem 1.1. ere is an algorithm that given groups G and H of permutations on finitely many points, decides whether they are of cube-free order, and if so, decides that G ∼ = H or constructs an isomorphism G → H. e algorithm runs in time polynomial in the input size. eorem 1.1 is based on the structure analysis of cube-free groups by Eick & Dietrich [9] and Qiao & Li [25] . A top-level description of our algorithm is given in Section 3.2. Importantly, our algorithm translates to a functioning implementation for the system GAP [14] , in the package "Cubefree" [10] . As a side-product, we also discuss algorithms related to the construction of complements of Ω-groups, Sylow towers, socles, and constructive presentations, see Section 4. ese algorithms have applications beyond cube-free groups and might be of general interest in computational group theory.
1.1. Limitations. In contrast to our work in [11] , eorem 1.1 no longer applies to a dense set of orders: the density of positive integers n which are square-free and cube-free tends to 1/ζ(2) ≈ 0.61 and 1/ζ(3) ≈ 0.83, respectively, where ζ(x) is the Riemann ζ-function, see [12, (2) ]. It is known that most isomorphism types of groups accumulate at orders with large prime-power divisors. Indeed, Higman, Sims, and Pyber [4] proved that the number of groups of order n, up to isomorphism, tends to n 2µ(n) 2 /27+O(log n) where µ(n) = max{k : n is not k-free}. Specifically, the number of pairwise non-isomorphic groups of a cube-free order n is not more than O(n 8 ), with speculation that the tight bound is o(n 2 ), see [4, p. 236 ].
e prevailing belief in works like [1, 31] is that the difficult instances of group isomorphism are when µ(n) is unbounded, especially when n is a prime power. Isomorphism testing of finite p-groups is indeed a research area that has a racted a lot of a ention.
However, eorem 1.1 completely handles an easily described family of group orders which may make it easier to use in applications. A further point is that groups of cube-free order exhibit many of the fundamental components of finite groups. For instance, groups of cube-free order need not be solvable, to wit the simple alternating group A 5 has cube-free order 60. When decomposed into canonical series, such as the Fi ing series, the associated extensions have nontrivial first and second cohomology groups -a measure of how difficult it is to compare different extensions.
1.2. Structure of the paper. In Section 2 we introduce some notation and comment on the computational model for our algorithm. In Section 3 we recall the structure of cube-free groups and give a top-level description of our isomorphism test. Various preliminary algorithms (for example, related to the construction of Sylow bases and towers, Ω-complements, socles, and constructive presentations) are described in Section 4. e proof of the main theorem is broken up into three progressively more general families: the solvable Fra ini-free case (Section 5), the general solvable case (Section 6), and finally the general case (Section 7). We have implemented many aspects of this algorithm in the computer algebra system GAP and comment on some examples in Section 8.
N
2.1. Notation. We reserve p for prime numbers and n for group orders. For a positive integer n we denote by C n a cyclic group of order n, and Z/n for the explicit encoding as integers, in which we are further permi ed to treat the structure as a ring. Let (Z/n) × denote the units of this ring. Direct products of groups are denoted variously by "×" or exponents.
roughout, F q is a field of order q and GL d (q) is the group of invertible (d × d)-matrices over F q . e group PSL d (q) consists of matrices of determinant 1 modulo scalar matrices.
For a group G and g, h ∈ G, conjugates and commutators are g h = h −1 gh and
respectively. e derived series of G has terms
We read group extensions from the right and use A ⋉ B for split extensions; we also write A ⋉ ϕ B to emphasize the action ϕ :
We mostly adhere to protocol set out in standard literature on computational group theory, such as the Handbook of Computation Group eory [16] and the books of Robinson [26] and Seress [28] .
Computational model.
roughout we assume that groups are given as finite permutation groups, but it is permissible to include congruences, which are best described as quotients of permutation groups. is allows us to prove that the algorithm of eorem 1.1 runs in polynomial time in the input size. Proving the same for groups given by polycyclic presentations seems difficult, partly because of the challenges involving collection, see [21] . Convention: when we say that an algorithm runs in polynomial time, then this is to be understood to be in time polynomial in the input size, assuming that the groups are input as (quotients of) finite permutation groups.
One simple but critical implication of our computational model is that if a prime p divides the group order |G|, then p divides d!, where d is the size of the permutation domain; so p d, which is less than the input size for G. is shows that all primes dividing the group order are small, allowing for polynomial-time factorization and other relevant number theory. Moreover, many essential group theoretic structures of groups of permutations (and their quotients) can be computed in polynomial time, as outlined in [28, p. 49] and [17, Section 4] . For example, it is possible to compute group orders, to produce constructive presentations, and to test membership constructively. For solvable permutation groups one can also efficiently get a constructive polycyclic presentation (see Lemma 4.7).
Before we begin, we demonstrate that the assumption that our groups are input by permutations is not an automatic improvement in the complexity. In particular, we show that large groups of square-free (and so also cube-free) order can arise as permutation groups in small degrees.
Proposition 2.1. Let G be a square-free group of order n = p 1 · · · p ℓ , with each p i prime. e group G can be faithfully represented in a permutation group of degree p 1 + · · · + p ℓ . For infinitely many squarefree m, there is a faithful permutation representation of the groups of order m on O(log 2 m) points.
P .
Hölder's classification [26, (10.1.10) ] shows that G ∼ = C a ⋉ C b with n = ab. Since a is square-free, all subgroups of C a are direct factors, thus
where the centralizer in C d of C e is trivial. us, we can assume that C a ⋉ C b with C a acting faithfully on C b , and a = p 1 · · · p s and b = p s+1 · · · p ℓ . Using disjoint p i -cycles for each i > s, we faithfully represent C b on p s+1 + · · · + p ℓ points. Since C a acts faithfully on C b , that representation can be given on the disjoint cycles of C b , that is, C a ⋉ C b is faithfully represented on p s+1 + · · · + p ℓ points. e first claim follows. For the last observation, let m = r 1 · · · r ℓ be the product of the first ℓ-primes. ese primorials have asymptotic growth m ∈ exp((1 + Θ(1))ℓ log ℓ), see [27, (3.16) ]. Meanwhile, as just shown, the groups of order m can all be represented faithfully on as few as r 1 + · · · + r ℓ points, and r 1 + . . . + r ℓ ∈ Ω(ℓ 2 log ℓ) by [24, eorem C].
S
3.1. Structure of cube-free groups. For a finite group G we denote by Φ(G) and soc(G) its Fra ini subgroup and its socle, respectively; the first is the intersection of all maximal subgroups of G, and the la er is the subgroup generated by all minimal normal subgroups. We write G Φ for the Fra ini quotient G/Φ(G). A group is Fra ini-free if Φ(G) = 1; in particular, G Φ is Fra ini-free. By [9] , every group G of cube-free order can be decomposed as
where A is trivial or A = PSL 2 (p) for a prime p > 3 with p ± 1 cube-free, and L is solvable with abelian Fra ini subgroup Φ(L) = Φ(G) whose order is square-free and divides the order of the Fra ini quotient L Φ = L/Φ(L). e la er satisfies
for distinct primes p 1 , . . . , p m . Let X Y denote a subdirect product, that is, a subgroup of X × Y whose projections to X and Y are surjective. With this notation, we have
It follows from work of Gaschütz (see [9, Lemma 9] ) that two solvable Fra ini-free groups K⋉(B×C) andK ⋉ (B × C) with K,K Aut(B × C) as above are isomorphic if and only if K andK are conjugate in Aut(B × C); this is one of the reasons why our proposed isomorphism algorithm works so efficiently. Lastly, we recall that L is determined by L Φ : there exists, up to isomorphism, a unique
Remark 3.1. Taunt [29] was probably the first who considered the class of cube-free groups. e focus in the work of Dietrich & Eick [9] is on a construction algorithm for all cube-free groups of a fixed order, up to isomorphism; the approach is based on the so-called Fra ini extension method (see [16, §11.4.1] ). Complimentary to this work, Qiao & Li [25] also analyzed the structure of cubefree groups. ey proved in [25, eorem 1.1] that for every group G of cube-free order there exist integers a, b, c, d > 0 such that G is isomorphic to
for some prime p. Le unclassified in this description are the relevant actions of the semidirect products, and a classification up to isomorphism. As we have shown in [11, Section 4] , even for meta-cyclic groups, recovering the appropriate actions and comparing them is in general not easy.
Among the implications of these decomposition results is that a solvable group G of cube-free order has a Sylow tower, that is, a normal series such that each section is isomorphic to a Sylow subgroup of G, cf. [25, Corollary 3.4 & eorem 3.9].
3.2.
e algorithm. Let G andG be cube-free groups. We now describe the main steps of our algorithm to construct an isomorphism G →G, which fails if and only if G ∼ =G. Our approach is to determine, for each group, the Fra ini extension structure as described in Section 3. Since our groups are input by permutations, it is possible to decide if |G| = |G| and also to factorize this order. It simplifies our treatment to assume that the groups are of the same order and that the prime factors of this order are known. First, for G (and similarly forG) we do the following:
en we proceed as follows; if one of these steps fails, then G ∼ =G is established:
In fact, G andG are isomorphic if and only if we succeed in Steps (1) & (2). us, if we just want to decide whether G ∼ =G, then Steps (3) & (4) need not to be carried out; moreover, it is not necessary to construct ψ A : since A andÃ are groups of type PSL 2 , we have A ∼ =Ã if and only if |A| = |Ã|, which can be readily determined in our computational framework.
P
We list a few algorithms which are required later. One important result is the description of an algorithm to construct an abelian Sylow tower for a solvable group, if it exists. is is a key ingredient in [3] , but in that work groups are input as multiplication tables; in our se ing multiplication tables might be exponentially larger than the input, so we cannot use this work.
Constructive presentations and Ω-complements.
Let Ω be a set. An Ω-group is a group G on which the set Ω acts via a prescribed map θ : Ω → Aut(G). We first investigate the problem Ω-ComplementAbelian: given an abelian normal Ω-subgroup M G, decide whether G = K ⋉ M for some Ω-subgroup K G, or certify that no such K exists. Variations on this problem have been discussed in several places; the version we describe is based on a proof in [30, Proposition 4.5] which extends independent proofs by Luks and Wright in lectures at the U. Oregon.
We show in Proposition 4.3 that Ω-ComplementAbelian has a polynomial time solution for solvable groups. e proof involves Luks' constructive presentations [23, Section 4.2], which will also be useful later to equip solvable permutation groups with polycyclic presentations, see Lemma 4.7.
Definition 4.1. Let G be a group and N ✂ G. A constructive presentation of a group G/N is a free group F X on a set X, a homomorphism φ : F X → G, a function ψ : G → F X , and a set R ⊂ F X such that g −1 (gψφ) ∈ N for every g ∈ G, and N φ −1 = R F X , the normal closure of R in F X .
is can be interpreted as follows: X | R is a generator-relator presentation of the group G/N , see [23, Lemma 4.1] ; the homomorphism φ is defined by assigning the generators X of F X to the generating set S ⊂ G.
e function ψ is in general not a homomorphism, and serves to writes elements of G as a corresponding word in X. e next lemma discusses a constructive presentation for a subgroup of the holomorph Aut(G) ⋉ G of a group G.
Lemma 4.2. Let G be an Ω-group via θ : Ω → Aut(G), and write g w = g wθ for g ∈ G and w ∈ Ω. Let X | R with φ :
Without loss of generality, we can assume that F X = X , F Ω = Ω , and F Ω , F X F Ω⊔X . Let K be the normal closure of S ⋉ R in F Ω⊔X . Recall that, by definition, if x ∈ X, then xφψ and x define the same element in G via φ. It follows that if w ∈ Ω and x ∈ X, then x w , (xφ) w ψ ∈ F Ω⊔X define the same element in
Since C/K and N/K satisfy the presentations for A and G respectively, von Dyck's eorem [26, (2.2.1)] implies that H is a quotient of A ⋉ G. To show that H is isomorphic to A ⋉ G it suffices to notice that A ⋉ G satisfies the relations in S ⋉ R with respect to Ω ⊔ X and θ ⊔ φ. As shown above, K ker α. Since H = F Ω⊔X /K is a quotient of the group A ⋉ G = F Ω⊔X α, it follows that K = ker α, and therefore Ω ⊔ X | S ⋉ R is a presentation for A ⋉ G.
We now show that Ω-ComplementAbelian has a polynomial-time solution for solvable groups. Proposition 4.3. Let G be a solvable Ω-group with abelian normal Ω-subgroup M G. ere is a polynomial time algorithm that decides whether G = K ⋉ M for some Ω-subgroup K, or certifies that no such K exists.
P
. Let G be a quotient of a permutation group on n le ers, let θ : Ω → Aut(G) be a function, and let M be an abelian (Ω ∪ G)-subgroup of G. We first describe the algorithm, then prove correctness.
We use the algorithm of [11, Lemma 4.11 ] to produce a constructive presentation for the solvable quotient G/M with data X | R and maps φ : X → G and ψ : G → F X . For each s ∈ Ω and x ∈ X, define
Let ν : X → M G be a function. Considering each w ∈ F Ω⊔X as a word in Ω ⊔ X, we denote by w(φν) the element in G where each symbol x ∈ Ω ⊔ X in w has been replaced by (xφ)(xν). Use Solve [18, Section 3.2] to decide if there is a a function ν : X → M , where ∀w ∈ R : w(φν) = 1, and (4.1)
If no such ν exists, then report that M has no Ω-complement; otherwise, return the group
We show that this is correct. Let A = Ωθ Aut(G) and let Ω | R ′ be a presentation of A with respect to θ. Lemma 4.2 shows that Ω ⊔ X | R ′ ⋉ R is a presentation for A ⋉ (G/M ) with respect to θ ⊔ φ; note that we need not to compute R ′ .
First suppose that the algorithm returns K = (xφ)(xν) : x ∈ X . As {xφ : x ∈ X} ⊆ KM we get that G = xφ : x ∈ X KM G. Since w(φν) = 1 for all w ∈ R by (4.1), the group K satisfies the defining relations of G/M ∼ = K/(K ∩ M ), which forces K ∩ M = 1, and so G = K ⋉ M . By (4.1) and (4.2), the generator set Ωθ ⊔ {(xφ)(xν) : x ∈ X} of A, K satisfies the defining relations R ′ ⋉ R of (A ⋉ G)/M , and so A, K is isomorphic to a quotient of (A ⋉ G)/M where K is the image of G/M . is shows that K is normal in A, K , in particular, K Ω K. is proves that if the algorithm returns a subgroup, then the output is correct.
Conversely, suppose G = K ⋉ M such that K Ω ⊂ K and there is an idempotent endomorphism τ : G → G with kernel M and image K. We must show that in this case equations (4.1) and (4.2) have a solution, so that the algorithm returns a complementary Ω-subgroup to M . Define the map
; thus, for all s ∈ Ω and x ∈ X we have w s,x (φν) = 1.
e claim on the complexity follows since we only applied polynomial-time algorithms.
We will also need to find direct complements; we follow the algorithm in [30, eorem 4.8] . e analysis has not appeared in print so we include its proof. Proposition 4.4. Let G be an Ω-group and let U, V G be normal Ω-subgroups with U V . ere is a polynomial time algorithm which decides whether V /U is a direct Ω-factor of G/U and if so, returns a direct complement. [17, P6] , and test whether G = C, V , for example, by computing group orders. If G = C, V , then report that V /U is not a direct Ω-factor of G/U . Otherwise, compute the center Z(V /U ) via [17, P6] and use Ω-ComplementAbelian to compute a G-complement K/U to Z(V /U ) in C/U , or, if none exists, report that V /U is not a direct Ω-factor of G/U . We prove this this is correct. If
the algorithm constructs such an Ω-complement. Conversely, if we find a Ω-complement K/U to Z(V /U ) in C/U , then we have (K/U ) ∩ (V /U ) = U/U , and K/U and V /U centralize each other; therefore so long as G/U = K/U, V /U , the Ω-subgroup K/U is a direct complement to V /U in G/U . We only applied polynomial-time algorithms. 
Proposition 4.5. Let L be a solvable group which has an abelian Sylow tower. ere is a polynomialtime algorithm that computes a Sylow tower L = Y 1 ⋉ · · · ⋉ Y ℓ .
.
, and |K| and |Y ℓ | are coprime. Since K ∼ = L/Y ℓ has an abelian Sylow tower, we can recurse with K and compute a Sylow basis for K. We only apply polynomial-time algorithms at most
We also need the ability to compute the socle of a solvable group. Algorithms for that have been given for permutation groups by Luks [17, P15; 22] and for black-box solvable groups by Höfling [15] . Höfling's algorithm reuses the ingredients given above for computing complements, which we will later use to construct Fra ini subgroups. So we pause to note the complexity of Höfling's algorithm. Proposition 4.6. Generators for the socle of a solvable group can be computed in polynomial-time.
. Let L be a solvable group, treated as an L-group under conjugation action. Use [17, P11] to compute a chief series
; set S i = 1 if this does not exist. To this end, we proceed as follows: we use the algorithm of Proposition 4.4 to find an L-subgroup T N i such that N i = T × N i−1 ; if no such T exists, then we set S i = 1. As T is normal in L, set S i = T . Once this is done for i = 1, . . . , r, return S 1 × · · · × S r . e correctness of this algorithm follows from [15, Proposition 5] where it is shown that soc(L) = S 1 ×· · ·×S r . We only apply algorithms assumed or shown to be polynomial-time.
4.3.
Computing polycyclic constructive presentations. Constructions of polycyclic presentations from solvable permutation groups are done by various means, sometimes invoking steps (such as collection) whose complexities are difficult to analyze; see for instance [28, p. 166] . In that approach, one first chooses a polycyclic generating sequence x 1 , . . . , x s and then uses the constructive membership testing mechanics of permutation groups to si the relations x p i i and x x j i into words in the x k . at process leaves the resulting words in arbitrary order, rather than in collected order, that is, we need x
s , but all we can know is that x p i i is a word in x i+1 , . . . , x s in no particular order. Hence, in that approach, a final step of rewriting must be applied to get the words in normalised (collected) form; this comes at a cost, see the discussion in [21] . We present an alternative. Lemma 4.7. A polycyclic constructive presentation for a solvable group can be computed in polynomialtime.
P
. Let L be a solvable group. Use [17, P11] For the inner recursion we assume L i /L i+1 ∼ = C f i p i and want to create a constructive presentation for this group. Note that every chief series of L i /L i+1 is a composition series, so we use [17, P11] to find generators g 1 , . . . ,
. Since e p 1 is less than the size of the input, ψ j can be evaluated in polynomial time. is yields a constructive polycyclic presentation of L ij /L i(j+1) . Now suppose by induction we have a constructive polycyclic presentation F j → L i0 /L ij . Since we also have a constructive polycyclic presentation of
Luks' constructive presentation extension lemma [23, Lemma 4.3] . In that new presentation, every polycyclic relation (for example x
is appended with an element of x j+1 , and so the resulting relations are in collected form. us, at the end of this inner recursion we have a polycyclic constructive presentation for the elementary abelian quotients L i /L i+1 . Now consider the outer recursion. In the base case i = 0 we apply the above method to create a constructive polycyclic presentation of L 0 /L 1 . Now suppose by induction we have a polycyclic constructive presentation of L/L i with maps ϕ :
which can be applied in polynomial time. As in the base case, we construct a polycyclic constructive presentation with maps ϕ ′ :
Luks' extension lemma now makes a constructive presentation for L/L i+1 with maps ϕ * :
are appended with normalised words in L i /L i+1 , so these continue to be in collected form. We also add the polycyclic relations for L i /L i+1 , so the extended constructive presentation is polycyclic.
I : F
We now deal with Step (2) of our algorithm as described in Section 3.2. Using the notation of Section 3, throughout the following L andL are finite solvable groups of cube-free order, and we consider their Fra ini-free quotients
with soc(L Φ ) = B × C where |B| = b and |C| = c 2 with b and c square-free; analogously forL Φ . In the remainder of this section we describe how to construct an isomorphism L Φ →L Φ ; our construction fails if and only if the two groups are not isomorphic.
Proposition 5.1. ere is a polynomial-time algorithm given a solvable Fra ini-free group L Φ of cubefree order, returns generators for the decomposition into subgroups (K, B, C) described above, along with isomorphisms B → s i=1 Z/p i and C → m j=s+1 (Z/p j ) 2 , and a representation
induced by conjugation of K on B × C. [19] . Given standard representations for Aut(Z/p i ) ∼ = (Z/p i ) × and Aut((Z/p j ) 2 ) = GL 2 (p j ), compose with β i and κ j respectively to produce an isomorphism
Finally, define π : K → Aut(B × C) by (bc)(k)π = b k c k , so πτ is the required map from K. e correctness of this algorithm is apparent.
e claim on the timing of the first portion follows since we only invoked O(log |L Φ |) many polynomial-time algorithms. We can apply the algorithms of [11, Section 3] to construct an isomorphism in polynomial time since |Y i | = p i and |Y j | = p 2 j , and both p j and p j are bounded by the size of the permutation domain Ω of L. So the complexity of the results used from [11] is sufficient. Our assumption is that all groups here are permutation groups: in the case of the groups m j=s+1 GL 2 (p j ), we can treat the matrices as permutations of pairs m j=s+1 {(a, b)|a, b ∈ Z/p j }; this domain has size O(p s+1 + · · · + p m ) ⊂ O(|Ω| log |L|), so is polynomial in the input size.
To simplify the exposition, we make the following convention and identify
Recall from Section 3 that the conjugation action of K on B × C is faithful. Hence, we also treat K andK as subgroups of
For j = 1, . . . , m denote by K i andK i the projections of K andK, respectively, into the j-th factor of Aut(B × C); thus K j andK j describe the conjugation action of K andK, respectively, on the Sylow
Gaschütz has shown that L Φ ∼ =L Φ if and only if K andK are conjugate in Aut(B × C), see [9, Lemma 9] ; hence, the isomorphism problem reduces to finding an element α ∈ Aut(B × C) with α −1 Kα =K. Once such an α is found, the isomorphism ψ Φ can be defined as follows: writing the elements of
Our construction of α depends very much on the dimension 2 case; in particular, we use a classification of J. Gierster (1881) of the subgroups of GL 2 (p), extracted from [13, eorems 5.1-5.3].
Lemma 5.2. Let p be an odd prime and let K GL 2 (p) be a solvable cube-free p ′ -subgroup. a) If K is reducible, then K is conjugate to a subgroup of diagonal matrices. b) If K is irreducible and abelian, then K is conjugate to s (p 2 −1)/r for some r | p 2 − 1, where s is a generator of a Singer cycle in GL 2 (p), that is, s ∼ = C p 2 −1 . c) If K is irreducible and non-abelian, then there are three possibilities. First, K might be conjugate to G 2 ⋉ G 2 ′ where G 2 ′ is an odd order diagonal (but non-scalar) subgroup and G 2 is one of
0 −1 , with z ∈ Z/p of order 4 (if it exists). Second, K might be conjugate to S, t where S is a subgroup of a Singer cycle s and t is an involution such that N GL 2 (p) ( s ) = s, t . ird, K might be conjugate to S, ts 2l where S s has even order and p − 1 = 4l with l odd.
In particular,
We further need an algorithm of Luks & Miyazaki's [20] that demonstrates how to decide conjugacy of subgroups in solvable permutation groups in time polynomial in the input size. eorem 5.3. Let G, K, andK be groups with
where K andK are solvable groups of equal cube-free order coprime to p 1 · · · p n . One can decide in polynomial time whether K is conjugate toK and produce a conjugating element, if it exists. P . As above, let K i andK i be the projections of K andK, respectively, to the factor GL 2 (p i ). For each i, based on the classification given in Lemma 5.2, we apply basic linear algebra methods
If we cannot find a particular α i , then K andK are not conjugate and we return that. Once all the α i have been computed, we replace K by K = K α 1 ···αn , so that we can assume that K i =K i for all i. Note that K andK are conjugate if and only if they are conjugate in N = n i=1 N i , which is solvable by Lemma 5.2. Now we apply the algorithm of [20, eorem 1.3(ii) ] to solve for β ∈ N such that K β =K, and return α 1 · · · α n β. If we cannot find such a β, then K andK are not conjugate, and we return false. Lastly, we comment on the timing. Note that we can also locate appropriate α i by a polynomial-time brute-force search in GL 2 (p i ): the la er has order at most p 4 i d 4 , where d is the size of the permutation domain of G. We make a total of n log |G| such searches, followed by the polynomial-time algorithm of [20] . e claim follows.
I :
roughout this section L andL are finite solvable groups of cube-free order, given as permutation groups. To decide isomorphism, we first want to use the algorithm of Section 5 to determine whether the Fra ini quotients L Φ andL Φ are isomorphic. For this we need the Fra ini subgroups.
6.1. Frattini subgroups. Since we assume permutation groups as input, we need a polynomialtime algorithm to compute Fra ini subgroups of solvable permutation groups of cube-free order. A candidate algorithm has been provided by Eick [8, Section 2.4] for groups given by a polycyclic (pc) presentation. To adapt to a permutation se ing we have two choices: replace every step of that algorithm with polynomial-time variants for permutation groups, or apply the algorithm in-situ by appealing to a two-way isomorphism between our original permutation group and a constructive pc-presentation as afforded to us by Lemma 4.7. Note that for the efficiency of the inverse isomorphism, elements in a pc-group are straight-line programs (SLPs) in the generators, so evaluation is determined on the generators and computed in polynomial time. us, whenever we take products in the pc-group, we actually carry out permutation multiplications and si these into the polycyclic generators by applying the isomorphism back to the pc-group. is avoids the potential exponential complexity of collection in pc-groups, see the discussion in [21] . at the algorithm in [8, Section 4.2] uses a polynomial number of pc-group operations follows by considering its major steps. It relies on constructing complements of abelian subgroups (shown in Proposition 4.3 to be in polynomial time), and it applies also module decompositions (which can be done in polynomial time see [20, eorem 3.7 & Section 3.5]), and finally computing cores [17, P5] . erefore Eick's algorithm is in fact a polynomial-time algorithm for groups of permutations, and we cite it as such in what follows.
Once Φ(L) and Φ(L) have been constructed, we can compute the quotients L Φ andL Φ , see [17] , and use the algorithms of Section 5 to test isomorphism. If we have determined that L Φ ∼ =L Φ , then we can report that L ∼ =L. us, in the following we assume we found an isomorphism ϕ : L Φ →L Φ , so we also know that L ∼ =L by Section 3. In the next sections we describe how to construct an isomorphismφ : L →L such thatφ factors through ϕ in the sense that
is condition is what allows us to not only solve for some isomorphism between L andL, but to also li generators for the automorphism group of L and thus prescribe (generators for) the entire coset of isomorphisms L →L. Our approach to computingφ is to work with each prime divisor of |Φ(L)|. We begin with a key observation about these primes and recall the Fra ini extension structure of groups of cube-free order.
6.2. Frattini extension structure. As above, write A 1 . . . A s for any subdirect product of groups A 1 , . . . , A s . For a group Y and prime p dividing |Y | let Y p be a Sylow p-subgroup of Y . It follows from [26, 9.2] that every finite solvable group has a Sylow basis, and it follows from [7, 25] that every solvable cube-free group Y has one of the following abelian Sylow towers 
It is shown in [9, eorem 12] that Y * is a subdirect product of Fra ini extensions of Y by C p i . us, to prove the lemma, it suffices to consider M = C p for some prime p. First, suppose that p = r i is odd. In this case,
for some α ∈ (Z/p) × and β ∈ Z/p. Since |Y * | is cube-free, g has order coprime to p, and hence
, then the same argument shows that no nontrivial element in Y * 2 is a non-generator of
6.3. Constructing the isomorphism. Recall that L ∼ =L if and only if the isomorphism ψ Φ in
Step (2) exists. Suppose ψ Φ has been constructed as described in Section 5, that is, we know that L ∼ =L. As explained in the proof of Lemma 6.1, the groups L andL are iterated Fra ini extensions of L Φ andL Φ , respectively, by cyclic groups of prime order; cf. [9, Definition 4] . Starting with ψ Φ , we iteratively construct isomorphisms of these Fra ini extensions until eventually we obtain an isomorphism L →L. us, we consider the following situation: let Y andỸ be two solvable cube-free groups and let Y * andỸ * be cube-free Fra ini extensions of Y andỸ , respectively, by M = C p . We assume that we have an isomorphism ϕ : Y →Ỹ ; we know that Y * ∼ =Ỹ * , and we aim to construct an isomorphism Y * →Ỹ * . e following preliminary lemma will be handy. Lemma 6.2. Let G be a group and P, Q G such that P is a cube-free p-group and Q = w is cyclic of order q 2 , for distinct primes p and q. Suppose P Q = QP and A = w q is normal in P Q. a) We have P Q = P ⋉ Q or P Q = Q ⋉ P . b) If P Q = Q ⋉ P , then A acts trivially on P . c) If P Q = P ⋉ Q, then the action of P on Q is uniquely determined by its action on Q/A.
P
. Since P Q is cube-free, part a) follows from the structure results mentioned in Section 6.2. For part b), note that Q and Q/A both act on P ; this forces that A acts trivially on P . Now consider part c). Recall that Aut(Q) is cyclic of order q(q − 1), generated by β : Q → Q, w → w k , where k is some primitive root modulo q 2 . Since P Q is cube-free, the element g ∈ P acts on Q via an automorphism α ∈ Aut(Q) of order coprime q. us, α lies in the subgroup T Aut(Q) of order q − 1, and there is a unique e ∈ {1, . . . , q − 1} such that α = (β q ) e . Now (wA)α = (wA) i with i ∈ {0, . . . , q − 1} yields i = k eq mod q. Since k q is a primitive root modulo q, it follows that for any given i ∈ {1, . . . , q − 1} there is a unique e ∈ {1, . . . , q − 1} such that i ≡ k eq mod p, hence for a given i ∈ {0, . . . , q − 1} there is a unique automorphism α ∈ Aut(Q) with (wA)α = (wA) i . 
. . , Y * n form a Sylow tower of Y * , every x ∈ Y * has a unique factorization x = ha e where h ∈ H = Q i and a e ∈ Y * i with 0 e p 2 − 1; we will use this decomposition later when we define an isomorphismφ : Y * →Ỹ * . We will constructφ via a Sylow basis ofỸ * which is compatible with the above Sylow basis of Y * ; we explain below what this means.
Let Γ : Y * → Y * /A = Y be the natural projection, so that {Q 1 Γϕ, . . . , Q n Γϕ} forms a Sylow system ofỸ * /Ã. For each j we defineQ j Ỹ * to be the full preimage of Q j Γϕ under the natural projectionΓ :Ỹ * →Ỹ * /Ã =Ỹ . Clearly, if j = i, thenQ j is a Hall p ′ j -subgroup ofỸ * . Moreover, Q i =H ⋉Ã whereH is some Hall p ′ -subgroup ofQ i and ofỸ * ; we computeH inQ i by first computingÃ Q i as a Sylow p-subgroup and thenH as a complement toÃ inQ i . We definẽ
It follows from [26, 9.2.1] that {Ỹ * 1 , . . . ,Ỹ * n } is a set of pairwise permutable Sylow subgroups with Y * jΓ = Y * j Γϕ for all j. In particular, we can apply Lemma 6.2 and it follows from our construction that for all u = v we haveỸ * uỸ *
We say that these two Sylow bases are compatible. Let π andπ be the restriction of Γ andΓ to H andH, respectively; note that π : H → HA/A and π :H →HÃ/Ã are isomorphisms, and we define an isomorphism H →H via
Note that in definingπ : h →Ãh, we identify generators ofH with generators ofHÃ/Ã; as elements ofHÃ/Ã are presumed throughout to be words (or SLPs) in the generators, we can compute preimages ofπ. is affords us an implementation ofπ −1 .
Recall that Y * i = a , and choose a generatorã ∈Ỹ * i such that aΓϕ =ãΓ.
We can now construct an isomorphismφ : Y * →Ỹ * . As mentioned above, every x ∈ Y * has a unique factorization x = ha e where h ∈ H and 0 e p 2 − 1. is shows that
is well-defined; clearly,φ is a bijection, so it remains to show that it is a homomorphism. We use below the important property ofφ that it maps Y * j toỸ * j for each j: this follows from the fact that the Hall subgroups Q 1 , . . . , Q n defining the Sylow basis Y * 1 , . . . , Y * n are mapped underφ to the Hall subgroupsQ 1 , . . . ,Q i−1 ,H,Q i+1 , . . . ,Q n defining the Sylow basisỸ * 1 , . . . ,Ỹ * n . Let x, y ∈ Y * and write x = ha e and y = ka f with h, k ∈ H and e, f ∈ {0, . . . , p 2 − 1}. Write (a e ) k = ma u with m ∈ H and u ∈ {0, . . . , p 2 − 1}, so that xy = hk(a e ) k a f = (hkm)a u+f . is shows that
and it remains to prove the following: for all k ∈ H and e ∈ {0, . . . , p 2 − 1}, if (a e ) k = ma u with m ∈ H, then (ã e ) kπϕπ −1 = mπϕπ −1 ·ã u . Recall that every k ∈ H can be wri en as a product of elements in the chosen Sylow tower of Y * , say k = h 1 . . . h l where h u and h v lie in different Sylow subgroups for u = v. We prove the claim by induction on l.
, and there are two cases to consider.
We can write (a e ) k = a i for a uniquely determined i ∈ {0, . . . , p 2 − 1}, which yields
Since k acts on Aa the same way as kπϕ acts on Ãã , it follows from Lemma 6.2 that k acts on A the same way as kπϕπ −1 acts onÃ. us, if (a e ) k = a i , then (ã e ) kπϕπ −1 =ã i , as claimed.
act trivially on Y * j and onỸ * j , respectively, and As explained in the beginning of this section, if the order of the cube-free group L has k distinct prime divisors, then the algorithm in Proposition 6.3 has to be iterated at most k times to establish an isomorphism from L; note that k log |L|. is proves the following theorem. eorem 6.4. Let L andL be two solvable cube-free groups. Algorithm 2 is a polynomial-time algorithm that constructs an isomorphism L →L, and reports false if and only if L ∼ =L.
P T 1.1 (I )
We now prove our main result, eorem 1.1, by describing Algorithm 3. Recall from Section 3 that every cube-free group has the form G = A × L, with L solvable and A = 1 or A = PSL 2 (p). If A = 1, then A = G (3) , the third term of the derived series of G, see Remark 3.1. We compute G (3) using the normal closure of commutators [28, p. 23] ; since membership testing in permutation groups is in deterministic polynomial time, this can be done efficiently. Furthermore, as G (3) is normal, the algorithm of [17, P6] applies to compute L = C G (A) in polynomial time. us, we may decompose G = A×L, and likewiseG, in polynomial time. For
Step (1) of the general algorithm, the construction of an isomorphism ψ A : A →Ã, we use the next proposition. e correctness of Algorithm 3 now follows from eorem 6.4; together with Proposition 7.1, the runtime is polynomial in the input size.
Proposition 7.1. Let A be isomorphic to a non-abelian simple group of cube-free order. ere is a polynomial-time algorithm that returns an isomorphism A → PSL 2 (p).
P
. By assumption, A ∼ = PSL 2 (p). We can determine p by computing |A|, and then find x, y ∈ A of order p and (p + 1)/2, respectively; note that x, y ∼ = PSL 2 (p) since x generates a Sylow psubgroup, and y generates the image in PSL 2 (p) of the (p − 1)-th power of a Singer cycle in GL 2 (p). Now construct a presentation x, y | R for A from these elements. In PSL 2 (p), list all element pairs (x ′ , y ′ ) of order p and (p + 1)/2, respectively, and search for an identification x → x ′ and y → y ′ that satisfies the relations R. Once found, return the result as the isomorphism. If PSL 2 (p) is represented on n points, then p n and hence |PSL 2 (p)| n 3 . e algorithm searches |PSL 2 (p)| 2 n 6 pairs, so this brute-force test ends in time polynomial in the input. Proposition 7.1 is a shortcut, available because of our focus on a polynomial-time algorithm for permutation groups. Recognizing A ∼ = PSL 2 (p) and constructing an isomorphism has been a subject of intense research; a polynomial time solution for groups of black-box type is discussed in [5] .
E
We have implemented the critical features of our algorithm in [10] , and we give a few demonstrations of its efficiency in Table 1 . For each test, we constructed two (non-)isomorphic groups: we usually started with direct products of groups provided by GAP's SmallGroup Library, and then created isomorphic random copies G and H of these groups (by using random polycyclic generating set). For some of the groups we have used, Table 1 gives their size and code; this data can be used to reconstruct the groups via the GAP function PcGroupCode. We applied our function IsomorphismCubefreeGroups to find an isomorphism G → H. When comparing the efficiency of our implementation with the GAP function IsomorphismGroups, we have started both calculations with freshly constructed groups G and H, to make sure that previously computed data is not stored. We note that GAP also provides a randomized function (RandomIsomorphismTest) that a empts to decide isomorphism between finite solvable groups (given via their size and code); the current implementation does not return isomorphisms. at algorithm runs exceedingly fast on many examples, see Table 1 , but its randomized approach means it cannot be guaranteed to detect all isomorphisms. ere are some practical bo lenecks in our implementation which currently applies available libraries for pcgroups (cf. Section 6.1) and matrix groups (cf. Section 5). e efficiency problems for collection (cf. [21] ) become visible when larger primes are involved. ( is is one reason why it takes several minutes to reconstruct some of the groups in Table 1 via PcGroupCode.) Moreover, GAP's functionality for matrix groups is not yet making full use of the promising advances of the matrix group recognition project. ese bo lenecks are responsible for the long runtime of the examples involving the prime 12198421, which is large from the perspective of GAP. Nevertheless, as a proof of concept, these examples demonstrate well the efficiency of our algorithm compared to existing methods.
