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Title in English
A Bayesian Approach for the estimation of Multivariate Threshold Autoregressive models
with Generalized Error Distribution.
Resumen: En este documento se utiliza un enfoque Bayesiano para la estimación de
los parámetros de un modelo TAR multivariado con Distribución de Error Generalizada
Multivariada (MGED). Esta distribución nos permite modelar una gran variedad de
procesos sin fijarnos, preliminarmente, en la distribución multivariada asociada. A partir
de la implementación de algoritmos adaptativos se extraen muestras de las densidades
condicionales completas de los parámetros. Se evalúa la metodoloǵıa propuesta a través
de simulaciones. Finalmente, se modeló la relación de dos ı́ndices bursátiles latinoame-
ricanos (COLCAP y BOVESPA) donde la variable de umbral está dada por el ı́ndice
norteamericano S&P500.
Abstract: This document uses a Bayesian approach for estimating the parameters of
a multivariate TAR model with Multivariate Generalized Error Distribution (MGED).
This distribution allows us to model a wide variety of processes without worrying us,
preliminary, in the associated multivariate distribution. Based on the implementation
of adaptive algorithm, samples of the complete conditional densities of the parameters
are extracted. The proposed methodology is evaluated through simulations. Finally, we
modeled the relationship of two Latin American stock indexes (COLCAP and BOVESPA)
where the threshold variable is given by the North American index S&P500.
Palabras clave: Modelos TAR multivariados, Distribución Generalizada de Error
Multivariada, Métodos MCMC adaptativos, Estimación Bayesiana.
Keywords: Multivariate TAR models, Multivariate Generalized Error Distribution,
Adaptive MCMC methods, Bayesian Estimation.
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dos MCMC 9
2.1. Generalidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2. Métodos tradicionales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1. Algoritmo Metropolis-Hastings . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2. Muestreador de Gibbs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Métodos Adaptativos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1. Principios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2. Metropolis Adaptativo (MA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3. Metropolis Adaptativo dentro de Gibbs . . . . . . . . . . . . . . . . . . . . . 14
3. Estimación de los parámetros 16
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C.1. Tasa de cobertura y sesgo estandarizado de las estimaciones del modelo 4.1 12
C.2. Tasa de cobertura y sesgo estandarizado de las estimaciones del modelo 4.2 13
C.3. Pruebas de convergencia de Gelman & Rubin (1992) y Heidelberger & Welch
(1983). *H0 : La cadena es estacionaria. . . . . . . . . . . . . . . . . . . . . . . . . . . 15
C.4. Pruebas de convergencia de Gelman & Rubin (1992) y Heidelberger & Welch
(1983). *H0 : La cadena es estacionaria. . . . . . . . . . . . . . . . . . . . . . . . . . . 17
V
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Introducción
El modelo autoregresivo de umbrales, TAR por sus siglas en inglés, propuesto por Tong
(1978) es un sistema dinámico respecto al proceso estocástico de interés, donde el proceso
de entrada {Zt} determina las dinámicas del proceso de {Yt}. En su forma más básica, es
un proceso lineal por tramos entre la variable de interés Yt, el conjunto Yt, Yt−1, . . . , Yt−s y
Zt (variable de umbral), donde s = max{p1, . . . , pl} (Nieto, 2008). Algunas caracteŕısticas
de los modelos TAR son los patrones de crecimiento o decrecimiento asimétricos y la
irreversibilidad en el tiempo.
El uso y aplicación de los modelos TAR se ha extendido a todo tipo de campos como en
meteoroloǵıa, donde se utiliza para medir el impacto de variables climáticas sobre variables
ambientales o socio-económicas (Al-Awadhi & Jolliffe, 1998; Calderón & Nieto, 2017).
En psicoloǵıa, donde el comportamiento afectivo de los cónyuges durante una discusión
puede ser modelado (De Haan-Rietdijk et al., 2016). También en finanzas, donde se ha
modelado la relación entre variables financieras y de actividad económica real (Domian &
Louton, 1997; Barnes, 1999; Li et al., 2015). Y muchas más.
Desde su concepción, diferentes autores han alimentado la literatura existente sobre
modelos TAR, aśı por ejemplo, Tsay (1989) brinda un procedimiento de modelamiento
simple y ampliamente aplicable en estos modelos que consiste en la construcción de una
prueba para no linealidad de tipo TAR. Luego, en Tsay (1998) se propone una prueba
de no linealidad basada en los residuos y un método de estimación de los parámetros de
un modelo TAR multivariado (MTAR). Además, pruebas de no linealidad de procesos no
estacionarios y cointegrados han sido propuestas por un amplio número de autores como
Enders & Granger (1998), Caner & Hansen (2001), Enders & Ludlow (2002) y Balke
& Fomby (1997), entre otros. Más recientemente, Nieto (2008) dedujo que la varianza
condicional de los modelos TAR no es constante, por lo cual propuso hacer uso de ellos
como alternativa a los modelos GARCH de Engle (1982) y Bollerslev (1986) ampliamente
usados en el modelamiento de series financieras.
En los trabajos anteriormente mencionados se asume que el proceso de ruido sigue
una distribución Gaussiana; sin embargo, en la práctica, el supuesto de normalidad sobre
los errores no siempre es apropiado. Por ejemplo, en series de alta frecuencia como los
retornos de una acción, las distribuciones de error suelen tener colas más pesadas. En
particular en los modelos TAR donde se tienen patrones asimétricos, cambios de estado
e irreversibilidad en el tiempo puede no cumplirse dicho supuesto en una gran cantidad
de aplicaciones. Es por esto que muchos autores han adaptado distintas distribuciones al
error de acuerdo a sus objetivos. Ante la falta de normalidad en el proceso de ruido, se
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ha hecho uso de otras distribuciones para su modelamiento, por ejemplo, la distribución
t-student.
En ese sentido Zhang & Nieto (2015) considera los modelos TAR univariados cuando
el proceso de ruido blanco para cada t sigue una distribución t-student en donde se desa-
rrolla un procedimiento Bayesiano para la identificación, estimación y pronóstico. Luego,
como una extensión al caso multivariado, Romero-Orjuela (2018) propone la estimación
Bayesiana de los parámetros no estructurales de un modelo TAR multivariado (MTAR)
cuando los errores para cada t siguen una distribución t-student multivariada.
Pero, ¿qué tal si, en principio, no tuviéramos que preocuparnos por la distribución de
dicho error? ¿Y si asumiéramos que su función de densidad puede tomar infinitas formas,
bajo una media y varianza fijas en el tiempo, y sólo necesitáramos estimar un parámetro
adicional? La Distribución Generalizada de Error (GED) es una alternativa. Aśı pues,
como una aproximación al caso univariado en el art́ıculo de Castro (2016) se estima los
parámetros no estructurales de un modelo TAR cuando el proceso de ruido blanco se sigue
a una GED, donde a través del Muestreador de Gibbs se recogen muestras de las densidades
condicionales completas asumiendo que los parámetros estructurales son conocidos.
En este documento se utiliza un enfoque Bayesiano para la estimación de los parámetros
de un modelo TAR multivariado con Distribución de Error Generalizada Multivariada
(MGED). A través de la implementación de métodos MCMC adaptativos se obtienen
muestras de las densidades condicionales completas de los parámetros. De esta manera,
primero se presenta una descripción del modelo TAR multivariado con Distribución de
Error Generalizada. Segundo, se procede con la descripción de algunas generalidades de
la estimación Bayesiana y el uso de algunos métodos MCMC, entre ellos los algoritmos
adaptativos. Tercero, se presenta el algoritmo de estimación propuesto donde destaca la
propuesta de las distribuciones previas y la obtención de las densidades condicionales
completas. Cuarto, la metodoloǵıa propuesta es evaluada a través de simulaciones de 6
diferentes procesos cada uno con 100 realizaciones (600 ejecuciones en total). Quinto, se
realiza una aplicación de la metodoloǵıa propuesta para dos series bursátiles de Colombia
y Brasil. Finalmente, se presentan algunas conclusiones y recomendaciones.
CAPÍTULO 1
El Modelo TAR Multivariado con Distribución de
Error Generalizada Multivariada
En este caṕıtulo se presenta el modelo TAR multivariado (MTAR) cuando la distri-
bución del error, para cada t, sigue una Distribución de Error Generalizada Multivariada
(MGED). Inicialmente, debido a que la distribución MGED es un caso particular de las
distribuciones de Contorno Eĺıptico (EC), se enuncian las propiedades que serán útiles en
la obtención de muestras del error en el procedimiento de simulación. Luego, se describe
el proceso MTAR, la notación utilizada y supuestos del modelo. Por último, se obtiene la
función de verosimilitud condicional.
1.1. Distribución de Error Generalizada Multivariada
(MGED)
El vector n-dimensional ε se distribuye MGEDn(µ,Σ, κ) si su función de densidad
puede ser expresada como:
f(ε|µ,Σ, κ) = 1√
πn|Σ|


















donde µ ∈ Rn, κ > 0 y Σ es una matriz n×n definida positiva. La anterior parametrización
fue propuesta por Guiller (2005), quien además encuentra los momentos de la distribución.
La distribución es unimodal con moda µ que es igual a su media. La matriz de covarianza
V es igual a la matriz Σ multiplicada por el factor de escala
Γ{(n+ 2)κ}Γ(1 + κ)
Γ(3κ)Γ(1 + nκ)
.
Sustituyendo µ y Σ respectivamente en 1.1 por el vector de ceros y la matriz identidad,
la distribución MGED estandarizada es obtenida. Note que en el ĺımite cuando κ → 0 el
factor de escala es 3n+2 lo que muestra la fuerte dependencia de este factor sobre κ. Por su
parte, κ es conocido como parámetro de no normalidad y está estrechamente relacionado
a la curtosis. La simetŕıa de la distribución, β1,n, es cero y el parámetro de curtosis, β2,n,
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La Figura 1.1 muestra el exceso de curtosis γ2,n de la distribución respecto a una

















Figura 1.1. Exceso de curtosis γ2,n para κ >
1
2
La MGED brinda una amplia variedad de familias de distribuciones a medida que
el parámetro κ vaŕıa. Como casos especiales, para κ = 1 la distribución multivariada
de Laplace (o doble exponencial multivariada) es obtenida, mientras que si κ = 0.5 se
alcanza la distribución normal multivariada y en el ĺımite κ→ 0 la densidad tiende a ser
una uniforme U (n) sobre el hipercubo (µ − σ, µ + σ)n ∈ Rn (Guiller, 2005). La figura 1.2
muestra funciones de densidad de cuatro distribuciones generalizadas de error bivariadas
y esféricas para algunos valores de κ.
Al igual que la mayoŕıa de distribuciones, la distribución MGED posee algunas pro-
piedades que son útiles en la construcción de un algoritmo para la obtención de muestras.
La distribución MGED pertenece a la familia multivariada de distribuciones Kotz1, que
es un caso particular de distribuciones eĺıpticas y simétricas (Fang et al., 1990). Entre las
distintas definiciones de distribuciones eĺıpticas se considera la siguiente:
Definición 1.1.1 (McNeil et al. (2015)). El vector aleatorio n-dimensional W se dice




1La familia de distribuciones multivariadas de Kotz se utiliza frecuentemente en la construcción de mo-
delos matemáticos donde el usual supuesto de normalidad no siempre aplica (por ejemplo, en experimentos
de siembra de nubes para describir la precipitación) (Nadarajah, 2003).




























































































Figura 1.2. Funciones de densidad para cuatro distribuciones generalizadas de error bivariadas
y esféricas con parámetro κ = 0.1, 0.5, 1, 3.
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donde R ∼ Sn(g) es de contorno esférico2; g : Rn → R es función de la variable de interés
y es conocida como generadora de densidad ; y A ∈ Rn×n y µ ∈ Rn son una matriz y
vector de constantes, respectivamente. En otras palabras, las distribuciones eĺıpticas son
obtenidas por transformaciones afines multivariadas de distribuciones esféricas. De manera







con Σ = AA′ y t real.
Además, la relación entre las distribuciones de contorno eĺıptico y esférico está dada
por
W ∼ ECn(µ,Σ, g)⇐⇒ Σ−1/2(W − µ) ∼ Sn(g)
donde µ es un vector de localización, Σ una matriz de dispersión y g la función generadora
de densidad. En la práctica, el caso más interesante es aquel en donde Σ es definida
positiva.
De esta manera, si el vector esférico R tiene generadora de densidad g, entonces W =
µ+ Σ1/2R tiene densidad
fW(w|µ,Σ) = |Σ|−1/2g((w − µ)′Σ−1(w − µ)). (1.2)
Para el caso de la familia de distribuciones de Kotz, la función generadora de densidad
g(·) es de la forma:
g(r) = cnr
H−1exp(−hrm) (1.3)
donde h > 0, m > 0, 2H + n > 2, cn es una constante de normalización y r denota
la distancia de Malahanobis ∆2Σ(w, µ) = (w − µ)′Σ−1(w − µ). Aśı pues, la distribución
MGED tiene contorno eĺıptico dado que su función de densidad (1.1) tiene la forma 1.2 y




















Algunas propiedades de las distribuciones de contorno eĺıptico son enunciadas a conti-
nuación y son tratadas en detalle por Fang et al. (1990) y McNeil et al. (2015).
1. Transformaciones lineales.
Si se toma una transformación lineal de vectores aleatorios eĺıpticos, entonces estos
tienen la misma función generadora g. Sea W ∼ ECn(µ,Σ, g) y sea A ∈ Rn×n y
b ∈ Rn. Entonces es sencillo ver que
AW + b ∼ ECn(Aµ+ b, AΣA′, g), (1.4)
como un caso especial
bW ∼ EC1(b′µ, b′Σb, g). (1.5)
2. Distribuciones marginales.
Se sigue de 1.5 que las distribuciones marginales de W deben ser eĺıpticas con la
2Un vector aleatorio n-dimensional X se dice tiene una distribución esférica, radial o de contorno esférico
si y solo si AX tiene la misma distribución para todas las matrices ortogonales n× n (Kelker, 1970).
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misma función generadora. Denotando W = (W1,W2)
′ y extendiendo esta notación











se tiene que W1 ∼ ECk(µ1,Σ11, g) y W2 ∼ ECn−k(µ2,Σ22, g).
3. Distribuciones condicionales.
La distribución condicional de W2 dado W1 puede también ser eĺıptica, aunque ge-
neralmente con una función generadora distinta g̃. Los detalles de cómo la función
generadora cambia puede verse en Fang et al. (1990).
En el caso especial de la normal multivariada, la función generadora se mantiene
igual.
4. Formas cuadráticas.
Si W ∼ ECn(µ,Σ, g) con Σ no singular, entonces se observa que
Q = (W − µ)′Σ−1(W − µ) d= R2 (1.6)
donde R es una variable aleatoria esférica. Para algunos casos particulares la dis-
tribución de R2 es bien conocida. Aśı, si W ∼ Nn(µ,Σ), entonces R2 ∼ χ2n; si
W ∼ tn(ν, µ,Σ), entonces R2/n ∼ F (n, ν).





La convolución de dos vectores eĺıpticos independientes con la misma matriz de
dispersión Σ es también eĺıptica. Si W y V son vectores aleatorios independientes
n-dimensionales satisfaciendo W ∼ ECn(µ,Σ, g) y V ∼ ECn(µ̃,Σ, g̃), entonces a
través del producto de funciones caracteŕısticas se puede mostrar que
W + V ∼ ECn(µ+ µ̃,Σ, ḡ)
donde ḡ = g(u)g̃(u).
Una definición un poco más conocida y útil en la obtención de muestras es aquella
donde W tiene distribución de contorno eĺıptico si y sólo si existe A, U(n) y R tal que
W
d
= µ+ RAU(n) (1.7)
con
(i) U(n) uniformemente distribuida sobre una superficie unitaria en Rn.
(ii) R ≥ 0 una variable aleatoria independiente de U(n).
(iii) A ∈ Rn×n con AA′ = Σ.
De esta manera, por 1.7 es posible construir W y tan solo se requerirá extraer muestras
de U(n) y R. La siguiente Definición presenta la función de densidad de R para cualquier
función generadora g.
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Definición 1.1.2 (McNeil et al. (2015)). Si W ∼ ECn(0, I, g) entonces la función de





Más aún, R2 tiene la misma distribución que la forma cuadrática W′W = ||W||2, donde
|| · || denota la norma euclidiana.
Dado lo anterior, extraer muestras de distribuciones de Contorno Eĺıptico, y en par-
ticular de la Distribución de Error Generalizado MGED es sencillo. Por ejemplo, si
W ∼ MGEDn(0, I, κ), entonces bajo 1.7 se tiene W
d
= RU(n) con R distribuida de
acuerdo a 1.8 como la 2κ-ésima ráız de una distribución Gamma con parámetro de forma














Por su parte y siguiendo a Solaro (2004), el vector aleatorio U(n), uniformemente distri-
buido sobre una superficie unitaria en Rn puede ser obtenido a través de una distribución







Generar estas muestras será importante para los procedimientos de simulación presen-
tados más adelante. El algoritmo de extracción de muestras para la distribución MGED
se encuentra en el Apéndice A.
1.2. Descripción del proceso MTAR
Siguiendo a Calderón & Nieto (2017), suponga que {Yt} y {Xt} son procesos estocásti-
cos tal que Yt = (Y1t, . . . , Ynt)
′ y Xt = (X1t, . . . , Xvt)
′, y sea {Zt} un proceso univariado.
































εt, rj−1 < Zt ≤ rj (1.11)
para algún j = 1, . . . , l, donde l ≥ 2 es el número de reǵımenes, y r0, r1, . . . , rl−1, rl son
números reales tales que −∞ = r0 < r1 < . . . < rl−1 < rl = ∞; estos son conocidos
como umbrales y definen los reǵımenes del modelo. Para j = 1, . . . , l, los coeficientes φ
(j)
i
para i = 1, . . . , pj , β
(j)
i para i = 1, . . . , qj , δ
(j)
i para i = 1, . . . , dj y Σ
1/2
(j) son matrices
reales, conocidas como parámetros no estructurales. p = {p1, . . . , pl}, q = {q1, . . . , ql} y
d = {d1, . . . , dl} son conjuntos de los números enteros no negativos pj , qj y dj que denotan
el máximo rezago asociado a los vectores Yt, Xt y Zt, respectivamente en cada régimen y
son conocidos como ordenes autoregresivos. Los valores de umbral r = (r1, . . . , rl−1)
′ junto
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con el número de reǵımenes l y los ordenes autoregresivos son conocidos como parámetros
estructurales del modelo MTAR.




















, donde ηj = n · pj + v · qj +
dj + 1.
Adicionalmente, el proceso de ruido iid n-dimensional {εt} es tal que para cada
t, εt sigue una Distribución de Error Generalizada Multivariada Estandarizada (εt ∼
MGEDn(0, I, κ)) cuya función de densidad está dada por 1.1.
1.3. Función de verosimilitud
Dados el vector de parámetros Θ = (l, r, p, q, d, θ,Σ, κ), con θ = (θ1, . . . , θl) y Σ =
(Σ(1), . . . ,Σ(l)); el vector y = (y1, . . . , yT ); las variables exógenas x = (x1, . . . , xT ) y la
variable de umbral z = (z1, . . . , zT ) se construye la función de verosimilitud condicional
asociada. Aśı,
L(Θ) = f(y|x, z,Θ) = f(ys+1|ys, . . . , y1,x, z,Θ) . . . f(yT |yT−1, . . . , y1,x, z,Θ)
donde s = máx(p, q, d).
Si {εt} ∼ iid y para t el vector εt ∼ MGEDn(0, I, κ) entonces fεs+1,εs+2,...,εT =∏T
t=s+1 fεt(εt). Se tiene entonces,






























para algún jt = j con Wt = (1, yt−1, . . . , yt−pj , xt−1, . . . , xt−qj , zt−1, . . . , zt−dj ) y |Jj| para
































donde s = máx(p, q, d).
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Generalidades de la estimación Bayesiana e
implementación de los métodos MCMC
En este caṕıtulo se presentan las generalidades de la estimación Bayesiana, las ca-
racteŕısticas de los algoritmos de obtención de muestras tradicionales, y las ventajas y
propiedades que poseen los algoritmos adaptativos.
En la mayoŕıa de los casos tratar la distribución a posteriori de los parámetros no es
sencillo desde el punto de vista anaĺıtico. Esto implica que se debe hacer otro tipo de
aproximación para trabajar con ella, por ejemplo, a través de la obtención de las funciones
de densidad completas de los parámetros para que puedan ser estimados mediante algo-
ritmos como el Muestreador de Gibbs. Además, cuando las distribuciones condicionales
completas no corresponden a familias de distribuciones conocidas, se deberá implementar
un algoritmo Metropolis-Hastings con el fin de simular muestras de dichas funciones.
Algoritmos como Metropolis-Hastings (Metropolis & Ulam, 1953; Hastings, 1970) re-
quieren la elección de distribuciones propuestas y es bien conocido que algunas funcionan
mejor que otras. Aśı pues, determinar cuál es la mejor distribución propuesta para una
distribución objetivo particular es muy importante y muy dif́ıcil. Comúnmente este pro-
blema es tratado de una forma ad − hoc que se refiere al mecanismo de intento y error
(Rosenthal, 2008). Sin embargo, es posible hacer uso de algoritmos adaptativos para en-
contrar distribuciones propuestas adecuadas de forma automática.
2.1. Generalidades
A través de la regla de Bayes es posible obtener la distribución a posteriori, por ejemplo,
para el parámetro θ dado los datos Y = y, aśı,
p(θ|Y = y) = f(y|θ)π(θ)∫
Θ f(y|θ)π(θ)dθ
donde el producto entre la función de verosimilitud condicional y la distribución previa,
mientras el denominador denota la densidad marginal de Y y es considerada como la
constante que permite que p(θ|Y = y) integre a uno. Por ello la a posteriori puede ser
9
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reescrita como
p(θ|Y = y) ∝ f(y|θ)π(θ). (2.1)
De esta manera, la distribución del parámetro será influenciada por una distribución
previa π(θ) que resume todo el conocimiento previo que se tiene sobre el parámetro y la
verosimilitud f(y|θ) obtenida para el modelo a través de los datos y.
Luego, para la estimación se define una función de penalización, que por ejemplo puede
ser c(θ̂) = Eθ|y[θ̂ − θ]2 y que al minimizarse deja como resultado el estimador de θ que
minimiza el error cuadrático medio. Además, éste es equivalente al valor esperado de la
distribución a posteriori,
θ̂ = Eθ|y[θ|y] =
∫
θp(θ|Y = y)dθ. (2.2)
2.2. Métodos tradicionales
Existe una gran variedad de métodos MCMC disponibles. Algunos han surgido como
mejoras o variaciones de otros. Dentro de los métodos MCMC encontramos el algoritmo
de Metropolis-Hastings que explota la idea de que la condición de reversibilidad garantiza
la existencia de una distribución invariante. Otro método es el Muestreador de Gibbs
donde se considera la posibilidad de tomar muestras de las distribuciones condicionales
completas.
Los elementos básicos de estos algoritmos se presentan a continuación.
2.2.1. Algoritmo Metropolis-Hastings
Suponga que se tiene una función de densidad de una distribución objetivo p con
respecto a una medida de referencia (por ejemplo, una n-dimensional medida de Lebesgue).
Entonces dado Θn, un valor propuesto Θ
′
n+1 es generado de una densidad previamente
especificada q(Θn, θ










, si p(θ)q(θ, θ′) > 0
1, si p(θ)q(θ, θ′) = 0
. (2.3)
Si el valor propuesto es aceptado, se fija Θn+1 = Θ
′
n+1, en otro caso, Θn+1 = Θn. La
función α(θ, θ′) es elegida para asegurar que la cadena de Márkov Θ0,Θ1, . . . sea reversible
respecto a la distribución objetivo p(θ′), de manera que la distribución objetivo es estacio-
naria para la cadena. Si la distribución propuesta es simétrica, es decir, q(θ, θ′) = q(θ′, θ),








si p(θ)q(θ, θ′) > 0
1, si p(θ)q(θ, θ′) = 0.
El algoritmo Metropolis-Hastings Caminata Aleatoria (RWM) es utilizado la mayor
parte del tiempo. En este caso el valor propuesto está dado por Θ′n+1 = Θn + ζn+1 donde
los incrementos {ζn} son i.i.d. para alguna distribución dada (por ejemplo, N(0, σ2In)).
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Su uso ha sido extendido a muchas aplicaciones, sin embargo, como se mencionó antes
requiere de una “calibración” de σ haciéndolo un método de prueba y error.
Algoritmo M-H. El algoritmo genérico para la construcción de cadenas v́ıa
Metropolis-Hastings es el siguiente:
Sea Θ = (Θn)n≥0 una cadena de Márkov de Metrópolis-Hastings con q(θ
′, θ), p(·) y
α(θ′, θ) tales como se definieron previamente. El algoritmo de Metrópolis-Hastings está
dado por:
1. Se escoge un punto de partida arbitrario θ0 ∈ Rn tal que p(θ0) > 0.
2. Se inicia en j = 1 y se repiten los siguientes pasos hasta que j = N , para N grande.
• Se simula un valor θ′ desde q(θj−1, θ′) y un número aleatorio u de U(0, 1).
• Si u ≤ α(θj−1, θ′), se fija θj = θ′. En caso contrario, θj = θj−1.
• Se actualiza j ← j + 1.
3. Se seleccionan las últimas M < N simulaciones que permiten aproximar p(·).
2.2.2. Muestreador de Gibbs
El Muestreador de Gibbs es un caso particular del algoritmo Metropolis-Hastings don-
de las distribuciones propuestas son las distribuciones condicionales completas p(θ|·). De
esta manera todas las muestras propuestas serán aceptadas en Gibbs, que implica que la
probabilidad de aceptación es siempre uno (α(θ, θ′) = 1).
La principal ventaja del algoritmo es su fácil implementación. Sin embargo, existen
varias limitantes. Primero, aún cuando se tiene la distribución p(θ) quizá no sea posible o
práctico obtener las distribuciones condicionales. Segundo, aún si las distribuciones con-
dicionales son encontradas anaĺıticamente, ellas pueden no tener una forma conocida y
por tanto no será sencillo obtener muestras de ellas. Por último, hay casos en los cuales
el muestreador de Gibbs es ineficiente, por ejemplo, el “mixing” de las cadenas obtenidas
puede ser muy lento y requerir un mayor número de iteraciones.
Algoritmo Gibbs. Sea Θ = (Θn)n≥0 una cadena de Márkov de Metrópolis-Hastings
con p(·) tal como se definió previamente cuyas densidades marginales y condicionales son






i|Θ′−i = θ−i) si θ′−i = θ−i
0, si en otro caso
1. Se escoge un punto de partida arbitrario θ0 ∈ Rn tal que p(θ0) > 0.
2. Se inicia en j = 1 y se repiten los siguientes pasos hasta que j = N , para N grande.
• Se simula θ′ de la densidad p(θ′|Θ′ = θj).
• Se fija θj = θ′ y θ−j = θ−(j−1), para obtener Θj ∈ Rn.
• Se actualiza j ← j + 1.
3. Se seleccionan las últimas M < N simulaciones para eliminar posibles efectos de
los valores iniciales. Además, se seleccionan secuencialmente los valores muestreados
para eliminar posibles correlaciones.
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2.3. Métodos Adaptativos
Como se mencionó, los métodos anteriormente descritos hacen uso de un mecanismo
de prueba y error para ajustar la varianza en la selección de muestras. Este mecanismo es
generalmente exitoso, pero es costoso e ineficiente, requiere de recursos humanos perma-
nentemente y es bastante dif́ıcil de calibrar para altas dimensiones. La Figura 2.1 muestra
tres cadenas distintas; la primera considera un valor de varianza pequeño, que permite
obtener altas tasas de aceptación aunque mezclas deficientes; la segunda contempla un
valor grande para la varianza cuyo resultado son bajas tasas de aceptación y una mezcla
deficiente; y la tercera cadena utiliza una varianza mediana que permite conseguir tasas
de aceptación óptimas y una mezcla adecuada1.
Figura 2.1. Cadenas obtenidas por un algoritmo tradicional para un valor de la varianza 1)
pequeño, 2) grande y 3) mediano
Con el fin de facilitar la construcción de las cadenas y corregir los anteriores problemas,
Haario et al. (2001), Rosenthal (2008) y Roberts & Rosenthal (2009) desarrollaron una
alternativa conocida como métodos adaptativos, que le permiten al computador, durante
la ejecución del algoritmo, “aprender” automáticamente acerca de los valores correctos de
las varianzas y aśı construir cadenas de Márkov para los parámetros, reduciendo el tiempo
requerido para la convergencia a su distribución estacionaria, con tasas de aceptación
adecuadas y buenas mezclas.
¿Pero cómo saber cuándo la cadena consigue una mezcla adecuada? Una alternativa
es mediante la visualización de una gráfica como antes. Otra alternativa es cuantificar las
tasas de aceptación de las muestras propuestas. Aśı por ejemplo, una gran aproximación
fue realizada en Roberts et al. (1997) en donde haciendo uso de un algoritmo Metropo-
lis Caminata Aleatoria (RWM por sus siglas en inglés) con distribución de incremento
propuesta N(0, σ2In), demostraron que bajo densidades objetivo de la forma
p(θ1, θ2, . . . , θn) = f(θ1)f(θ2) . . . f(θn) (2.4)
donde n representa la dimensión de la distribución objetivo, la tasa de aceptación óptima
cuando n →∞ es de 0.234 y para n = 1 la tasa adecuada seŕıa de 0.44. Adicionalmente,
ellos observan que el algoritmo es relativamente eficiente cuando la tasa de aceptación
asintótica se encuentra entre 0.1 y 0.6. Ahora, aun cuando la distribución objetivo no sea
de la forma 2.4 esta clase es bastante robusta y las simulaciones parecen sugerir que estas
tasas se mantienen para otros casos también (Rosenthal, 2008).
1Una mezcla adecuada indica que la cadena recorrió el espacio muestral de posibles estados.
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2.3.1. Principios
Como es conocido los algoritmos MCMC adaptativos no siempre preservan la esta-
cionariedad de la distribución objetivo p. Sin embargo, si la adaptación es diseñada para
satisfacer ciertas condiciones, entonces la estacionariedad es garantizada y alcanzada rápi-
damente.
Roberts & Rosenthal (2007) probaron la ergodicidad de los métodos adaptativos bajo
condiciones simples y que no requieren que los parámetros adaptativos converjan. Suponga
entonces que el algoritmo se actualiza de Θm a Θm+1 usando la distribución propuesta
o kernel PΓm . Sea {Pγ}γ∈Y una familia de cadenas de Márkov, cada una con la misma
distribución estacionaria p(·), sea Γm el kernel elegido en la m-ésima iteración y A es el
espacio paramétrico del Θm, entonces
P (Θm+1 ∈ A|Θm = θ,Γm = γ,Θm−1, . . . ,Θ0,Γm−1, , . . . ,Γ0) = Pγ(θ,A)
para m = 1, 2, . . .. Aqúı las {Γm} son actualizadas de acuerdo a algún algoritmo adap-
tativo. En principio la elección de Γm puede depender completamente de la historia
Θm−1, . . . ,Θ0,Γm−1, . . . ,Γ0. En general el algoritmo es sencillo de implementar y no re-
quiere mucha programación extra.
Ahora, se hace relevante fijar condiciones suficientes que permitan que {Θm} conver-
ja a p. Roberts & Rosenthal (2007) demostraron convergencia asintótica, es decir, que
ĺım
m→∞






i=1 g(Θi) = p(g) para todas las funciones acotadas g : X → R, asumiendo





||PΓm+1(θ, ·)− PΓm(θ, ·)|| = 0 en probabilidad, (2.5)
y también la condición de contención o convergencia acotada
{Mε(Θm,Γm)}∞m=0 está acotado en probabilidad con ε > 0, (2.6)
donde Mε(θ, γ) = ı́nf{m ≥ 1 : ||Pmγ (θ, ·) − p(·)|| ≤ ε} es el tiempo de convergencia del
kernel Pγ cuando se inicia en el estado θ ∈ X .
En la práctica la condición 2.6 es satisfecha para la mayoŕıa de esquemas adaptativos
y por tanto este requerimiento puede ser ampliamente ignorado (Rosenthal, 2008). Por
ejemplo, para los algoritmos Metropolis Adaptativo la condición se mantiene para todas
las densidades objetivo que sean cóncavas. En contraste, la condición 2.5 es más relevante.
Esta requiere que la cantidad de adaptaciones en la m-ésima iteración vaya a cero cuando
m→∞.
2.3.2. Metropolis Adaptativo (MA)
Considérese la versión del algoritmo Metropolis Adaptativo (MA) de Haario et al.
(2001). Sea p(·) una distribución objetivo n-dimensional. La distribución propuesta
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Qm(θ, ·) bajo m iteraciones está dada por
Qm(θ, ·) =
{
N(θ, (0.1)2In/n) para 2n ≥ m
(1− β)N(θ, (2.38)2Σm/n) + βN(θ,Σ0) para 2n < m
(2.7)
para algún 0 < β < 1 y alguna matriz dada no singular Σ0, donde Σm es la estimación
emṕırica de la estructura de covarianza de la distribución objetivo, es decir, la covarianza
de θ0, θ1, . . . , θm. El objetivo de βN(θ,Σ0) en la segunda componente de la mixtura de la
ecuación 2.7 es asegurar que las covarianzas propuestas no colapsen a cero. De Roberts
et al. (1997) se conoce que la distribución propuesta N(θ, (2.38)2Σ/n) es óptima en el
contexto multidimensional. De este modo, N(θ, (2.38)2Σm/n) es un intento de aproximarse
a esta.
El algoritmo MA es un algoritmo de selección de muestras válido. En primer lugar,
los cambios en la estimación emṕırica en la m-ésima iteración están dados por O(1/n) y
por tanto se sigue que la condición de adaptación decreciente 2.5 es satisfecha. Segundo,
la condición de contención (acotamiento) para β > 0 se cumple para una gran familia de
densidades dentro de las cuales están todas aquellas que son log-cóncavas fuera de alguna
región acotada (Rosenthal, 2008).
A través de un ejercicio de simulación, Roberts & Rosenthal (2009) validan el uso de
este algoritmo. Inicialmente definieron la distribución objetivo p(·) = N(0, AA′), donde
An×n es una matriz generada aleatoriamente con {Aij}ni,j=1 i.i.d. y distribuidas N(0, 1).
Aśı pues, la varianza será altamente errática y por tanto obtener muestras de p(·) se hará
más dif́ıcil. Se obtuvieron las cadenas para n = 100 y n = 200 (Figura 2.2). En ambos
casos le tomó a las cadenas bastante tiempo para adaptarse apropiadamente y conseguir
una adecuada mezcla. Sin embargo, se debe considerar que fueron 5.050 parámetros para
n = 100 y 20.100 parámetros cuando n = 200.
Figura 2.2. Primera coordenada de la cadena de Márkov AM para n = 100 y n = 200.
En las primeras iteraciones el algoritmo subestima la verdadera varianza estacionaria,
mientras en las últimas iteraciones el algoritmo ha “aprendido” como obtener muestras de
p(·).
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2.3.3. Metropolis Adaptativo dentro de Gibbs
Es posible usar algoritmos adaptativos para obtener muestras de parámetros bajo
cualquier partición. Sea Θ = (Θ1,Θ2, . . . ,ΘB) el vector de B parámetros o conjunto de
ellos a estimar. Las distribuciones condicionales completas de cada grupo de parámetros
vienen dadas por
p1(Θ
(1)|Θ(2),Θ(3), . . . ,Θ(B)),
p2(Θ
(2)|Θ(1),Θ(3), . . . ,Θ(B)),
...
pB(Θ
(B)|Θ(1),Θ(2), . . . ,Θ(B−1))
Luego, se ejecuta un algoritmo tradicional de Gibbs en donde los valores propuestos
para los parámetros provendrán de un algoritmo adaptativo, en particular un algoritmo
MA. Por último, para asegurar la rápida convergencia de las cadenas se actualizará la













parámetro o grupo de parámetros i (Rosenthal, 2008).
CAPÍTULO 3
Estimación de los parámetros
En este caṕıtulo se expone la metodoloǵıa Bayesiana propuesta para la estimación de
los parámetros del modelo. Para ello, se presentan las distribuciones previas, las densidades
condicionales completas requeridas para la estimación mediante algoritmos MCMC adap-
tativos, el mecanismo para la selección del mejor modelo (estimación de los parámetros
estructurales) y el algoritmo propuesto para la estimación de los parámetros del modelo
MTAR con MGED.
3.1. Distribuciones previas
A continuación, se presentan las distribuciones previas que fueron elegidas para la
estimación Bayesiana de los parámetros del modelo MTAR.
Sea θj como se definió en la sección 1.2 para j = 1, . . . , l. La distribución previa de θj


















(θj − θ0j)′V −10j (θj − θ0j)
}
(3.2)
donde ηj = (pj × n + qj × v + dj + 1) × n. La previa elegida concentra el conocimiento
de los coeficientes alrededor de la media θ0j con cierta incertidumbre cuantificada por su
matriz de covarianza V0j que para este trabajo será muy grande.
A su vez, la distribución previa de Σ(j) es una inversa Wishart con matriz de covarianza
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Adicionalmente, κ se asociará con una distribución previa Gamma(α, β), cuya forma
















Finalmente, r tendrá una distribución previa uniforme en el intervalo (P z0.2, P
z
0.8),
π(r) = I{r≥P z0.2,r≤P z0.8} (3.7)
donde P z0.2 y P
z
0.8 es el percentil 20 y 80 de la variable z, respectivamente.
3.2. Estimación de los parámetros no estructurales: distribu-
ciones condicionales completas
Asumiendo que a priori existe independencia de los parámetros dentro de cada régimen
y entre reǵımenes, y que además los parámetros estructurales son conocidos. La distribu-
ción a posteriori condicional a p, q, d y l, construida a partir de la equivalencia de Bayes,
está dada por
p(θ,Σ, κ, r|y,x, z, p, q, d, l) = f(y|x, z,Θ)π(θ,Σ, κ, r)
∝ f(y|x, z,Θ)π(θ)π(Σ)π(κ)π(r)
con p, q, d, θ y Σ como fueron definidos en las secciones 1.2 y 1.3. La complejidad de la
función a posteriori condicional resultante impide que se extraigan muestras de ella con
facilidad. Por ello, se procede a obtener las funciones de densidad condicionales completas
de cada parámetro, para luego, conseguir muestras de los parámetros mediante los métodos
MCMC adaptativos elegidos en el caṕıtulo 2.
3.2.1. Coeficientes autoregresivos (θj)
Con base en la función de verosimilitud 1.12 y la distribución previa 3.3 es posible en-
contrar la distribución condicional de θj para j = 1, . . . , l. Condicionando a los parámetros
estructurales y a los demás parámetros no estructurales, aśı como las realizaciones de los
procesos {Yt}, {Xt} y {Zt} se tiene
p(θj |θi, i 6= j,Σ, κ, p, q, d, l, r,y,x, z) ∝ f(y|x, z,Θ)π(θj)
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De manera que eliminando las cantidades constantes de la función de verosimilitud se
tiene que la función de densidad condicional completa para θj es















































para algún jt = j con Wt = (1, yt−1, . . . , yt−pj , xt−1, . . . , xt−qj , zt−1, . . . , zt−dj ), θ0j = 0n y
V0j = 100In.
3.2.2. Matriz de covarianza (Σ(j))
Al igual que antes, al eliminar las cantidades constantes que no afectan a Σ(j) en la
función de verosimilitud, y dados los parámetros estructurales y demás parámetros no
estructurales, aśı como las realizaciones de los procesos {Yt}, {Xt} y {Zt} se tiene que la
función de densidad condicional completa para Σ(j) es
p(Σ(j)|Σ(i), i 6= j, θ, κ, p, q, d, l, r,y,x, z) ∝ f(y|x, z,Θ)π(Σ(j))











































algún jt = j, S0j es la matriz de covarianzas de la previa y ν son los grados de liber-
tad de la distribución.
3.2.3. Parámetro de no normalidad (κ)
La distribución condicional completa de κ dados los demás parámetros no estructurales
y estructurales, aśı como las realizaciones de los procesos {Yt}, {Xt} y {Zt} está dada por
p(κ|θ,Σ, p, q, d, l, r,y,x, z) ∝ f(y|x, z,Θ)π(κ)
∝
[
















































algún jt = j, α y γ son los parámetros de forma y escala asociados a la distribución
previa, respectivamente.
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3.3. Estimación de los parámetros estructurales
3.3.1. Parámetro de umbral r
Dado el dominio continuo del parámetro r, su estimación se hará conjuntamente con
los parámetros no estructurales. La distribución condicional completa del vector de umbral
r dados los demás parámetros estructurales y no estructurales, aśı como las realizaciones
de los procesos {Yt}, {Xt} y {Zt} está dada por
p(r|θ,Σ, κ, p, q, d, l,y,x, z) ∝ f(y|x, z,Θ)π(r)
∝
[























× I{r≥P z0.2,r≤P z0.8} (3.11)



















algún jt = j y I{r≥P z0.2,r≤P z0.8} es la distribución previa de r definida en la sección 3.1.
3.3.2. Elección del mejor modelo: estimación de los parámetros l, p, q y d
Siguiendo a Chib (1995), cuyo método mantiene la caracteŕıstica inherente de flexibi-
lidad ante problemas de baja y alta dimensionalidad, es posible estimar los parámetros l,
p, q y d a través de una comparación de modelos bajo la construcción de la función de
verosimilitud marginal. Dado un conjunto finito de modelos {M1, . . . ,Mk}, suponga que
cada modelo es caracterizado por un vector de parámetros especifico Θi ∈ Si ⊆ Rki de
dimensión ki y densidad f(y|Mi,Θi). La función de verosimilitud marginal, equivalente a








Evaluando el lado derecho de la anterior identidad en algún punto apropiado Θ∗ y
tomando logaritmos se obtiene
log m(y|Mi) = log f(y|Mi,Θ∗) + log π(Θ∗|Mi)− log p(Θ∗|y,Mi) (3.12)
de donde la verosimilitud marginal puede ser calculada encontrando una estimación de
la ordenada a posteriori, es decir, su cálculo se reduce a una estimación de la densidad a
posteriori en un punto Θ∗, esto dado que f(y|Mi,Θ∗) y π(Θ∗|Mi) son conocidos.
Suponga ahora que el espacio de parámetros es particionado en B bloques o grupos,




i ∈ Si ⊆ Rki donde el indicador del modelo Mi será
suprimido por conveniencia. Luego, por ley de la probabilidad total se tiene que
p(Θ∗|y) = p(Θ∗1|y)p(Θ∗2|Θ∗1,y) . . . p(Θ∗B|Θ∗1, . . . ,Θ∗B−1,y) (3.13)
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donde p(Θ∗1|y) es la densidad marginal de Θ1 y p(Θ∗B|Θ∗1, . . . ,Θ∗B−1,y) es la ordenada de
la densidad condicional completa. Aqúı p(Θ∗1|y) no puede ser estimada por el método Rao-
Blackwell debido a que la constante de normalización es desconocida (Chib, 1995; Chib &
Jeliazkov, 2001).





i |y,Θ∗1, . . . ,Θ∗i−1). Adicionalmente, se pueden conseguir muestras de la densidad
condicional completa p(Θi|y,Θ−i) ∝ f(y|Θ)π(Θ), i = 1, . . . , B, mediante un algoritmo
M-H con densidad propuesta q(Θi,Θ
′
i|y,Ψi−1,Ψi+1) para la transición entre Θ a Θ′, y













donde Ψi−1 = (Θ1, . . . ,Θi−1) denota los bloques anteriores a i, Ψ
i+1 = (Θi+1, . . . ,ΘB)
representa los grupos mas allá de i y Θ−i = (Ψi−1,Ψ
i+1).
Finalmente, Chib & Jeliazkov (2001) diseñan un algoritmo para la estimación de
p(Θ∗i |y,Θ∗1, . . . ,Θ∗i−1) mediante ejecuciones MCMC con algoritmos tradicionales, con lo
cual es posible calcular la verosimilitud marginal. El algoritmo consta de 4 pasos:
1. Fijar Ψi−1 = Ψ
∗
i−1 y obtener muestras del conjunto reducido de distribuciones condi-








, g = 1, . . . ,M
las muestras generadas.




i ) y retire la distribución
condicional completa de Θi del conjunto del paso 1. Entonces obtenga las mues-
tras de las distribuciones restantes p(Θk|y,Θ−k), k = i + 1, . . . , B, para producir{
Θ
(j)








3. Estime p(Θ∗i |y,Θ∗1, . . . ,Θ∗i−1) a través de la razón de promedios de Monte Carlo como



















donde el promedio del denominador puede incluir ceros si se obtienen valores de Θ
(j)
i
que caigan fuera del dominio S de la distribución a posteriori.
4. Estime la log-verosimilitud marginal 3.12 como
log m̂(y) = log f(y|Θ∗) + log π(Θ∗)−
B∑
i=1
log p̂(Θ∗i |y,Θ∗1, . . . ,Θ∗i−1) (3.14)
Para el caso del modelo MTAR descrito en la sección 1.2 se tiene que Θ∗y,l =








(1), . . . ,Σ
∗
(l), κ
∗) con θj , j = 1, . . . , l como fue definido en el
caṕıtulo 1.2. Además, las variables exógenas x y de umbral z no afectan el algoritmo
previo debido a que están dadas. De esta manera la log-verosimilitud marginal del modelo
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MTAR propuesto evaluada en Θ∗y,l es






log p̂(Θ∗i |y,x, z,Θ∗1, . . . ,Θ∗i−1) (3.15)





i ) es la sumatoria del logaritmo de las respectivas distribuciones previas




i |y,x, z,Θ∗1, . . . ,Θ∗i−1) está dado por
B∑
i=1
log p̂(Θ∗i |y,x, z,Θ∗1, . . . ,Θ∗i−1) =
log p̂(r∗1|y,x, z) + log p̂(r∗2|r∗1,y,x, z) + . . .+ log p̂(r∗l |r∗1, . . . , r∗l−1,y,x, z)+
log p̂(θ∗1|r∗1, . . . , rl,y,x, z) + . . .+ log p̂(θ∗l |r∗1, . . . , rl, θ∗1, . . . , θl−1,y,x, z)+
log p̂(Σ∗(1)|r
∗
1, . . . , rl, θ
∗
1, . . . , θl,y,x, z) + . . .+
log p̂(Σ∗(l)|r
∗
1, . . . , rl, θ
∗
1, . . . , θl,Σ(1), . . . ,Σ(l−1),y,x, z)+
log p̂(κ|r∗1, . . . , rl, θ∗1, . . . , θl,Σ(1), . . . ,Σ(l),y,x, z) (3.16)
3.4. Algoritmo para la estimación de los parámetros
Para p = (p1, . . . , pl), q = (q1, . . . , ql), d = (d1, . . . , dl) y l fijos se repite el siguiente
procedimiento.
1. En t = 0 se asignan valores iniciales θ0j ,Σ
0
(j), κ
0 y r0 a los parámetros θj , Σ(j), κ y
r para cada j = 1, . . . , l.
2. Se repite el siguiente procedimiento para cada t = 1, . . . , T y j = 1, . . . , l el número
de veces deseado.
• Se simula un valor para el coeficiente autoregresivo θ′j desde la función de den-
sidad condicional completa p(θj |θi, i 6= j,Σ, κ, p, q, d, l, r,y,x, z) utilizando el
algoritmo adaptativo propuesto.
• Se simula un valor de la matriz de covarianza Σ′(j) desde la función de densi-
dad condicional completa p(Σ(j)|Σ(i), i 6= j, θ, κ, p, q, d, l, r,y,x, z) utilizando el
algoritmo adaptativo propuesto.
• Se simula un valor del parámetro de no normalidad κ′ desde la función de den-
sidad condicional completa p(κ|θ,Σ, p, q, d, l, r,y,x, z) utilizando el algoritmo
adaptativo propuesto.
• Se simula un valor del parámetro de umbral r′ desde la función de densidad con-
dicional completa p(r|θ,Σ, κ, p, q, d, l,y,x, z) utilizando el algoritmo adaptativo
propuesto.
3. Para eliminar el efecto de los valores iniciales se eliminan las primera T-N simula-
ciones (burn-in) y se reducen posibles autocorrelaciones (thinning) de las cadenas
resultantes.
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Cuando se haya conseguido estimaciones de los parámetros θj , Σ(j), κ y r para j = 1, . . . , l;
y para cada combinación p, q, d y l se aplicará la metodoloǵıa para elección del mejor
modelo descrita 3.3.2.
Algunos de los parámetros necesarios para inicializar el método adaptativo serán des-
critos en el siguiente caṕıtulo.
CAPÍTULO 4
Simulaciones
Para comprobar que la metodoloǵıa propuesta es adecuada un conjunto de modelos
TAR multivariados con Distribución de Error Generalizada fueron simulados. A continua-
ción, se enuncian los supuestos, resultados y diagnósticos para los procesos construidos
cuando 1) el parámetro de no normalidad de la distribución de error es igual a 0.1 (colas
menos pesadas que una normal) y 2) el parámetro de no normalidad es igual a 1 (colas
más pesadas que una normal). En los apéndices se presenta un ejercicio equivalente para
4 modelos más.
Las estimaciones se realizaron a través de la construcción de cadenas de Márkov me-
diante algoritmos MCMC adaptativos descritos en el caṕıtulo 2. Durante el proceso de
simulación se pudieron definir valores tentativos, según el valor de κ y el número de varia-
bles n del proceso, para el número de iteraciones o tamaño de las cadenas adecuado τN
(sin considerar la etapa de calentamiento o burn-in) y el valor del parámetro α, descrito
en la Tabla 4.1, que define la cota inferior para la varianza de las distribuciones propuestas
en el algoritmo. Adicionalmente, se recomienda que la etapa de calentamiento no tenga
una longitud inferior a 5000 (promedio de convergencia de κ).
τ
κ n = 2 n = 3 n = 4 α
> 0− ≤ 1 1 1.1 1.3 0.1
> 1− ≤ 4 1.5 1.7 2 0.05
> 4− ≤ 8 2.5 2.5 2.5 0.01
> 8 3 3 3 0.001
Tabla 4.1. Valores propuestos de τ y α para el algoritmo de obtención de muestras según valores
de κ y n
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4.1. Modelo MTAR con MGED con κ = 0.1
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con r = ẑ0.5 que es el percentil 50 de z y εt ∼ MGED2(0, I, κ = 0.1). Las variables
regresoras y de umbral fueron obtenidas mediante distribuciones iid N(0, 1). Se puede





















Figura 4.1. Serie simulada del proceso descrito en 4.1
4.1.1. Resultados de la estimación
Se procede a obtener muestras de las densidades condicionales completas encontradas
en el caṕıtulo 3. Teniendo como referencia la Tabla 4.1 se construyeron las cadenas de
parámetros generando 15000 iteraciones (1.5N) y utilizando un valor α = 0.1. De igual
manera, estas cadenas sufrieron una etapa de calentamiento (burn-in) para finalmente
conseguir una longitud de N = 10000. Este ejercicio se repitió 100 veces buscando alcanzar
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valores de sesgos promedios bajos y altas tasas de inclusión o cobertura de los parámetros
en los intervalos créıbles. Estos resultados se reportan en la Tabla C.1 del Apéndice C.
4.1.1.1. Estimación de los parámetros no estructurales
Como se mencionó antes, mediante el uso de los algoritmos MCMC adaptativos se ob-
tuvieron muestras de los parámetros. La Figura 4.2 muestra las cadenas de un conjunto de
parámetros para una realización particular. Estas cadenas presentan un comportamiento
estable que preliminarmente confirma su convergencia. La convergencia hacia la distribu-
ción estacionaria es alcanzada aproximadamente en la iteración 2000 para los parámetros











































































































Figura 4.2. Valores de las cadenas para algunos parámetros del modelo 4.1
A su vez considerando la media aritmética como un estimador de los parámetros se
obtiene la Tabla 4.2 donde se reportan las estimaciones puntuales, los intervalos de credi-
bilidad asociados y las probabilidades de aceptación estimadas de las muestras propues-
tas. De alĺı puede verse que las estimaciones son cercanas a los valores verdaderos de los
parámetros (que además se encuentran contenidos dentro de los intervalos de credibilidad)
y que se tuvieron tasas de aceptación adecuadas.
Adicionalmente, se realizaron las pruebas de convergencia enunciadas en el Apéndice
C.2 donde no se rechaza la convergencia a su distribución estacionaria.
4.1.1.2. Estimación de los parámetros estructurales
A través de la verosimilitud marginal descrita en el numeral 3.3.2 se elegirá el mejor
modelo identificando los parámetros estructurales adecuados. La Tabla 4.3 muestra el
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Régimen 1 Régimen 2
Parámetro Estimación IC 95 % % acept. Estimación IC 95 % % acept.
φ01 0.0399 (0.0) (-0.004,0.084) 38.8 % -0.1009 (-0.1) (-0.168,-0.035) 26.3 %
φ02 -0.4515 (-0.4) (-0.499,-0.406) -0.8702 (-0.9) (-0.917,-0.825)
φ111 -0.1207 (-0.1) (-0.146,-0.095) 49.0 % -0.4001 (-0.4) (-0.425,-0.375) 53.1 %
φ112 0.4333 (0.4) (0.405,0.460) -0.2026 (-0.2) (-0.221,-0.185)
φ121 -0.8286 (-0.8) (-0.861,-0.798) 0.5926 (0.6) (0.561,0.623)
φ122 -0.4946 (-0.5) (-0.528,-0.463) 0.7077 (0.7) (0.685,0.731)
φ211 -0.4174 (-0.4) (-0.451,-0.380) 48.6 %
φ212 -0.3658 (-0.4) (-0.404,-0.331)
φ221 0.2259 (0.2) (0.196,0.258)
φ222 -0.1168 (-0.1) (-0.151,-0.084)
β111 0.3040 (0.3) (0.266,0.340) 41.4 %
β112 0.0921 (0.1) (0.053,0.135)
δ11 0.2053 (0.2) (0.134,0.275) 45.8 %
δ12 0.4692 (0.5) (0.422,0.516)
Σ11 0.163 (0.16) (0.153,0.173) 45.2 % 0.643 (0.64) (0.603,0.685) 40.4 %
Σ12 -0.308 (-0.3) (-0.323,-0.295) 0.396 (0.4) (0.364,0.430)
Σ22 1.460 (1.44) (1.369,1.556) 0.638 (0.64) (0.586,0.690)
κ 0.1041 (0.1) (0.088,0.122) 57.6 %
r 0.0006 (0.0) (-0.001,0.002) 32.7 %
Tabla 4.2. Estimación puntual, intervalos de credibilidad (IC) y tasas de aceptación ( % acept.)
para el modelo 4.1 con κ = 0.1 y r = ẑ0.5 = 0. Los valores de los parámetros se
presentan entre paréntesis en las columnas de estimación.
conjunto de modelos evaluados con su respectiva log verosimilitud marginal estimada. Se




l p q d
1 2 (2,2) (0,1) (0,0) 0 1402.97
2 2 (2,2) (0,1) (0,0) 1 1320.16
3 2 (2,1) (1,0) (0,1) 1 1566.23
4 2 (1,1) (1,0) (0,1) 1 1502.12
5 3 (2,2,2) (0,1,0) (0,0,0) 0 101.15
6 3 (2,2,2) (0,1,0) (0,0,0) 1 106.45
7 3 (2,1,1) (1,0,0) (0,1,0) 0 325.21
8 3 (1,1,1) (1,0,0) (0,1,0) 1 52.69
Tabla 4.3. Log verosimilitud marginal estimada para el modelo 4.1
4.1.2. Diagnóstico del modelo
El diagnóstico es realizado a través de las pruebas CUSUM y CUSUMSQ para la
bondad de ajuste y la caracterización de los residuales marginales.
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1. Pruebas CUSUM y CUSUMSQ.
La Figura 4.3 muestran a un nivel del 95 % un buen ajuste del modelo. A través
de los gráficos CUSUM y CUSUMSQ se puede observar que la especificación del
modelo es adecuada y que los residuales no presentan heterocedasticidad. Es de






























































Figura 4.3. Pruebas CUSUM y CUSUMSQ para los residuos marginales del modelo 4.1
2. Residuales del modelo.
Por definición el kernel asociado a los residuales del modelo debeŕıa converger a una
distribución uniforme. La Figura 4.4 muestra una aproximación de ello.
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Figura 4.4. Residuales marginales del modelo 4.1
4.2. Modelo MTAR con MGED con κ = 1
También se simuló un proceso TAR bivariado con la misma estructura que 4.1 en donde
r = ẑ0.5 es el percentil 50 de z y εt ∼MGED2(0, I, κ = 1), es decir, εt se distribuye Laplace
bivariada. Al igual que en la simulación anterior, las variables exógenas y de umbral fueron
obtenidas mediante distribuciones iid N(0, 1). La Figura 4.5 muestra la realización de este
proceso (4.2). Note que el espacio muestral de las variables y1t y y2t es mayor que el caso
donde κ = 0.1






















Figura 4.5. Serie simulada del proceso 4.2
4.2.1. Resultados de la estimación
Como antes se construyen cadenas con muestras provenientes de las densidades condi-
cionales completas propuestas. Partiendo de la Tabla 4.1 se realizaron de 15000 iteraciones
por parámetro (1.5N) y utilizando un valor α = 0.1. Como antes, estas cadenas sufrieron
una etapa de calentamiento (burn-in) para finalmente tener una longitud N = 10000. Se
ejecutó el algoritmo 100 veces.
4.2.1.1. Estimación de los parámetros no estructurales
A través del algoritmo adaptativo se obtuvieron muestras de los parámetros. La Fi-
gura 4.6 presenta las cadenas de Márkov construidas. La estabilidad y convergencia hacia
la distribución estacionaria es alcanzada aproximadamente en la iteración 3000 para los
parámetros autoregresivos y la varianza. Para el parámetro de no normalidad κ se alcanza
en la iteración 5000.


















































































































Figura 4.6. Valores de las cadenas para algunos parámetros del modelo 4.2
A su vez considerando la media aritmética como un estimador de los parámetros no
estructurales se obtiene la Tabla 4.2 donde se reportan las estimaciones puntuales, los
intervalos de credibilidad asociados y las probabilidades de aceptación de muestras pro-
puestas. De alĺı puede verse que las estimaciones son cercanas a los valores verdaderos de
los parámetros (además estos caen dentro los intervalos de credibilidad) y que se tuvieron
tasas de aceptación adecuadas.
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Régimen 1 Régimen 2
Parámetros Estimación IC 95 % % acept. Estimación IC 95 % % acept.
φ01 -0.0002 (0.0) (-0.074,0.067) 29.2 % -0.0924 (-0.1) (-0.207,0.015) 29.6 %
φ02 -0.3843 (-0.4) (-0.460,-0.303) -0.8067 (-0.9) (-0.876,-0.736)
φ111 -0.1469 (-0.1) (-0.187,-0.099) 42.7 % -0.3958 (-0.4) (-0.435,-0.357) 49.7 %
φ112 0.4200 (0.4) (0.364,0.465) -0.1960 (-0.2) (-0.223,-0.169)
φ121 -0.7761 (-0.8) (-0.820,-0.732) 0.6065 (0.6) (0.56,0.653)
φ122 -0.5163 (-0.5) (-0.567,-0.467) 0.6894 (0.7) (0.659,0.717)
φ211 -0.4270 (-0.4) (-0.471,-0.386) 39.5 %
φ212 -0.3471 (-0.4) (-0.394,-0.298)
φ221 0.1918 (0.2) (0.150,0.234)
φ222 -0.1248 (-0.1) (-0.172,-0.078)
β111 0.2807 (0.3) (0.218,0.341) 35.5 %
β112 0.1125 (0.1) (0.040,0.183)
δ11 0.1453 (0.2) (0.033,0.253) 30.2 %
δ12 0.4284 (0.5) (0.355,0.500)
Σ11 0.187 (0.16) (0.161,0.214) 46.6 % 0.669 (0.64) (0.581,0.765) 45.8 %
Σ12 -0.328 (-0.3) (-0.370,-0.287) 0.418 (0.4) (0.346,0.497)
Σ22 1.536 (1.44) (1.313,1.779) 0.655 (0.64) (0.549,0.781)
κ 0.9829 (1.0) (0.899,1.082) 49.9 %
r -0.0003 (0.0) (-0.002,0.002) 35.7 %
Tabla 4.4. Estimación puntual, intervalos de credibilidad (IC) y tasas de aceptación ( % acept.)
para el modelo 4.2 con κ = 1 y r = ẑ0.5 = 0. Los valores de los parámetros se presentan
entre paréntesis en las columnas de estimación.
Adicionalmente, se realizaron las pruebas de convergencia enunciadas en el Apéndice
C.2 donde no se rechaza la convergencia a su distribución estacionaria.
4.2.1.2. Estimación de los parámetros estructurales
Al igual que antes mediante la verosimilitud marginal se escogerá el mejor modelo aso-
ciado al proceso. La Tabla 4.5 muestra el conjunto de modelos evaluados con su respectiva
log verosimilitud marginal estimada. Se observa que los mejores modelos son el 3 y el 4,




l p q d
1 2 (2,2) (0,1) (0,0) 0 -2230.23
2 2 (2,2) (0,1) (0,0) 1 -2215.43
3 2 (2,1) (1,0) (0,1) 1 -2198.25
4 2 (1,1) (1,0) (0,1) 1 -2200.22
5 3 (2,2,2) (0,1,0) (0,0,0) 0 -3132.33
6 3 (2,2,2) (0,1,0) (0,0,0) 1 -3115.26
7 3 (2,1,1) (1,0,0) (0,1,0) 0 -3098.25
8 3 (1,1,1) (1,0,0) (0,1,0) 1 -3095.21
Tabla 4.5. Log verosimilitud marginal estimada para el modelo 4.2
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4.2.2. Diagnóstico del modelo
El diagnóstico es realizado a través de las pruebas CUSUM y CUSUMSQ para la
bondad de ajuste y la caracterización de los residuales marginales.
1. Pruebas CUSUM y CUSUMSQ.
La Figura 4.7 muestran a un nivel del 95 % un buen ajuste del modelo. A través de los
gráficos CUSUM y CUSUMSQ que los residuales no presentan heterocedasticidad.
Es de destacar que los residuales presentan colas más pesada que la normal, son





























































Figura 4.7. Pruebas CUSUM y CUSUMSQ para los residuos marginales del modelo 4.2
2. Residuales marginales del modelo.
Por definición el kernel asociado a los residuales del modelo mantienen una distribu-
ción de colas más pesadas que una normal (Laplace o doble exponencial). La Figura
4.8 da muestra de ello.
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Figura 4.8. Residuales del modelo 4.2
Adicional a los modelos anteriormente presentados se simularon cuatro modelos más.
Estos resultados se encuentran en el Apéndice B y consideran distintos números de varia-
bles, diferente cantidad de reǵımenes y otros valores de κ distintos a los arriba mencionados.
CAPÍTULO 5
Aplicación Emṕırica
En esta sección se aplica la metodoloǵıa propuesta a datos financieros, en particu-
lar, sobre ı́ndices accionarios bursátiles de los mercados de capitales de Colombia (Y1t =
COLCAP), Brasil (Y2t = BOVESPA) y Estados Unidos (Zt = S&P500 ). El principal
objetivo es modelar la influencia del ı́ndice S&P500 (Zt) sobre los ı́ndices COLCAP (Y1t)
y BOVESPA (Y2t).
5.1. Hechos estilizados de las series financieras
En la práctica las series de tiempo financieras parecen compartir cierto número de ca-
racteŕısticas, a menudo llamadas hechos estilizados. Autores como Malmsten & Teräsvirta
(2004), Tsay (2005) y Melo & Becerra (2006) describen con más detalle estas caracteŕısticas
y presentan metodoloǵıas para el modelamiento de dichos procesos. Los hechos estilizados
más comunes son:
1. Los precios tienen propiedades de caminatas aleatorias. Aśı pues estos son realiza-
ciones de un proceso Pt = Pt−1 + εt donde E(εt) = 0. Sin supuestos adicionales, los
precios pueden verse como martingalas donde se tendrá ausencia de correlaciones en
los retornos, será imposible predecir precios futuros (inexistencia de arbitraje) y se
tendrá una formación eficiente de precios1.
2. Las series de retornos presentan colas pesadas (leptocurtosis) relacionadas principal-
mente a la alta frecuencia de los procesos. Este hecho ha sido un importante objeto
de estudio en la Teoŕıa de Valores Extremos (EVT).
3. Se presentan nichos de volatilidad. Esto puede ser validado a través de las autoco-
rrelaciones para cualquier medida de volatilidad, por ejemplo, el valor absoluto de
los retornos al cuadrado (|rt|2).
4. Existe una alta correlación entre la volatilidad de los precios del activo y los volúme-
nes de los activos transados. Por ejemplo, activos de baja liquidez son usualmente
más volátiles en precio.
1Situación de equilibrio en la que el precio de mercado de un t́ıtulo o valor constituye una buena
estimación de su precio teórico o intŕınseco.
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Para el caso multivariado aparece el concepto de contagio financiero, que no es otra
cosa que el efecto que tiene un choque de un páıs o mercado sobre otro (Allen & Gale, 2000;
Loaiza-Maya et al., 2015). En este contexto, el modelo MTAR con MGED propuesto puede
aplicarse para modelar la media de los ı́ndices anteriormente mencionados vinculando el
efecto que tiene la bolsa estadounidense sobre el mercado emergente latinoamericano.
5.2. Datos
Como se ha mencionado antes, el objetivo de este trabajo es modelar las relaciones
entre los ı́ndices COLCAP y BOVESPA a través del modelo propuesto donde la variable
de umbral es el ı́ndice S&P500. Las series diarias de ı́ndices utilizadas (Figura 5.1) fueron
obtenidas del portal financiero Investing.com para la ventana de tiempo del 04 de enero
de 2011 al 31 de agosto de 2018 y son descritas continuación.
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Figura 5.1. Índices accionarios COLCAP, BOVESPA Y S&P500
El ı́ndice COLCAP, vigente desde 2007, representa los cambios de precio de las 20
acciones mas ĺıquidas que se tranzan en el mercado de valores de Colombia, donde la
capitalización bursátil ajustada determina la participación de cada valor en el ı́ndice. En
la ventana de observación el ı́ndice alcanzó su máximo en febrero de 2013 y su mı́nimo
en diciembre de 2015. Su peor desempeño se presentó entre 2014 y 2015 debido a la
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desaceleración de la economı́a colombiana dada la cáıda de los precios de petróleo y el
fenómeno de El Niño.
Por otro lado, el ı́ndice BOVESPA, vigente desde 1968, se compone de las 50 empresas
más liquidas que se cotizan en la bolsa de San Pablo y que representan aproximadamente
del 70 % de su capitalización bursátil. Es el ı́ndice más importante de Brasil y es un buen
indicador del estado de su economı́a. En la ventana de tiempo analizada alcanza su mı́nimo
en enero de 2016 y su máximo en febrero de 2018. Su continua subida desde 2016 se debe
a la constante apreciación de su moneda, el real, y a su poĺıtica monetaria contractiva
sustentada en la reducción de los niveles de inflación.
El ı́ndice bursátil S&P500, se compone de las 500 empresas más grandes y liquidas de
Estados Unidos ponderadas de acuerdo a su capitalización bursátil. Este ı́ndice expresa
mejor la situación real del mercado accionario y de bonos, por lo que es más sensible que
los ı́ndices Dow Jones y NASDAQ100.
La Figura 5.2 muestra las series de retornos de cada ı́ndice que serán utilizados en el
proceso de estimación del modelo propuesto.
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Figura 5.2. Retornos de los ı́ndices accionarios COLCAP, BOVESPA y S&P500
Inicialmente se requiere confirmar si el proceso es no lineal de tipo MTAR. Para esto se
hace uso de la metodoloǵıa propuesta por Lo & Zivot (2001), cuya prueba permite validar
si las series siguen un modelo VAR (H0) o si por el contrario se siguen a un proceso no
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lineal de tipo MTAR con l reǵımenes. La distribución de la prueba no es estándar debido
a su construcción donde depende de las matrices de covarianza de los residuales de ambos
modelos (VAR y MTAR). Por ello, requiere el uso de procedimientos bootstrap en la
obtención de los p-valores. La prueba es realizada para distintos rezagos considerando la
variable de umbral en términos contemporáneos, de donde se tiene
Rezagos
l = 2 l = 3
LR Test p valor LR Test p valor
1 40.11 0.00 58.70 0.00
2 45.03 0.00 71.58 0.00
3 52.87 0.00 109.28 0.00
4 75.50 0.00 120.67 0.00
5 103.77 0.00 159.26 0.00
En todos los casos se rechaza la hipótesis nula de linealidad y por tanto, las series
parecen provenir de procesos no lineales de tipo MTAR.
5.3. Estimación del modelo
Se procede a obtener muestras las densidades condicionales completas propuestas. Con-
siderando los hechos estilizados de las series financieras y teniendo como referencia la Ta-
bla 4.1 se construyeron las cadenas de parámetros generando 30000 iteraciones (3N) y se
utilizó un valor α = 0.001. De igual manera, estas cadenas sufrieron una etapa de calenta-
miento (burn-in) para conseguir una longitud de N = 10000. Finalmente, el procedimiento
adelgazamiento (thinning) fue aplicado hasta obtener cadenas de tamaño 1000.
5.3.1. Estimación de los parámetros estructurales
Utilizando la metodoloǵıa de construcción de la verosimilitud marginal presentada en
3.3.2 se evalúan los diferentes modelos listados en la Tabla 5.1. Alĺı se observa que el mejor
modelo es aquel que considera solamente dos reǵımenes, tres rezagos autoregresivos por
régimen (p1 = p2 = 3) y la variable de umbral en términos contemporáneos.




l p q d
1 2 (3,3) (0,0) (0,0) 0 130,52
2 2 (3,3) (0,0) (0,0) 1 58,35
3 2 (3,3) (0,0) (0,0) 2 -15,02
4 2 (3,3) (0,0) (1,1) 0 81,22
5 2 (3,3) (0,0) (1,1) 1 -51,22
6 2 (3,3) (0,0) (1,1) 2 -59,88
7 3 (3,3,3) (0,0,0) (0,0,0) 0 -1069,35
8 3 (3,3,3) (0,0,0) (0,0,0) 1 -1228,14
9 3 (3,3,3) (0,0,0) (0,0,0) 2 -1747,32
10 3 (3,3,3) (0,0,0) (1,1,1) 0 -1005,95
11 3 (3,3,3) (0,0,0) (1,1,1) 1 -1782,88
12 3 (3,3,3) (0,0,0) (1,1,1) 2 -1796,56
Tabla 5.1. Log verosimilitud marginal estimada para el modelo
5.3.2. Estimación de los parámetros no estructurales
A través del modelo y algoritmo propuesto se estimaron los parámetros no estructu-
rales y el parámetro de umbral. La Figura 5.3 muestra las cadenas de un conjunto de
estos parámetros. La mayoŕıa de las cadenas muestran un comportamiento unimodal y
simétrico que apoya la idea de utilizar el promedio como un estimador de los parámetros
no estructurales. Aunque incrementar el número de iteraciones o mejorar el mecanismo de
selección de muestras ante distribuciones de colas pesadas permitiŕıa mejorar la estabili-
dad de las cadenas, para todos los parámetros, se observó convergencia hacia su respectiva
distribución estacionaria y en todo caso la estimación es adecuada. Además, por Roberts
& Rosenthal (2009) se mantiene los requerimientos de ergodicidad.
A su vez considerando la media aritmética como un estimador de los parámetros no
estructurales se obtiene la Tabla 5.2 donde se reportan las estimaciones puntuales, los
intervalos de credibilidad asociados y las probabilidades de aceptación de las muestras
propuestas. Las estimaciones significativas se resaltan en negrilla. Se observa que la mayoŕıa
de estimaciones son no significativas, por ejemplo, para el primer autoregresivo del régimen
1 el intervalo de credibilidad contiene el cero.
Los resultados muestran que el parámetro de no normalidad estimado es 8.57 por lo
cual el proceso tiene colas pesadas y coincide con los hechos estilizados que caracterizan a
las series trabajadas. Además, el valor de umbral se ubicó muy cercano a cero (-0.0081).
Los resultados muestran que para el primer régimen los ı́ndices COLCAP y BOVESPA
no se ven afectados entre śı, es decir, todo movimiento en estos recae en los rendimientos
pasados obtenidos por cada uno. En contraste, en el segundo régimen el ı́ndice BOVESPA
afecta en uno y hasta tres rezagos los retornos del COLCAP confirmando aśı la influencia
del mercado de valores brasilero sobre el colombiano. De esta manera, cuando los retornos
del ı́ndice S&P500 son superiores a -0.0081 los retornos del ı́ndice COLCAP también
dependerán del resultado en el mercado brasilero.









































































































Figura 5.3. Valores de las cadenas para algunos parámetros del modelo
De lo anterior se confirma una leve asimetŕıa hacia retornos negativos en donde valores
del ı́ndice S&P500 inferiores a -0.0081 definen comportamientos diferenciales tanto en
las estructuras de correlación (rezagos) como en la volatilidad. Se observa por ejemplo
varianzas pequeñas y de distinta magnitud entre reǵımenes. Es aśı como en el régimen uno
las varianzas y covarianzas estimadas son mayores, indicando mayor incertidumbre ante
retornos inferiores al umbral estimado. Las covarianzas estimadas son positivas validando
la relación existente entre los ı́ndices bursátiles de la región. Por último se alcanzaron las
tasas de aceptación recomendadas (entre 10 % y 60 %).
5.4. Diagnóstico del modelo
El diagnóstico es realizado a través de las pruebas CUSUM y CUSUMSQ para la
bondad de ajuste y la caracterización de los residuales marginales.
1. Pruebas CUSUM y CUSUMSQ.
La Figura 5.4 muestran a un nivel del 95 % un buen ajuste del modelo. A través de
los gráficos CUSUM y CUSUMSQ se observa que los residuales presentan un leve
grado de heterocedasticidad.
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Régimen 1 Régimen 2









φ112 0,0386 (-0.046,0.116) -0,0075 (-0.068,0.067)
φ121 0,0227 (-0.026,0.083) 0,1218 (0.098,0.146)





φ212 -0,0463 (-0.122,0.025) 0,0296 (-0.012,0.071)
φ221 0,0418 (-0.011,0.094) 0,0831 (0.067,0.096)





φ312 0,0596 (-0.061,0.175) -0,0127 (-0.054,0.015)
φ321 -0,0642 (-0.121,0.011) 0,0223 (0.004,0.041)




27,6 %Σ12 0,0019 (0.001,0.003) 0,0006 (0.000,0.001)
Σ22 0,0160 (0.012,0.021) 0,0054 (0.005,0.006)
κ 8,5731 (7.871,9.391) 41,0 %
r -0,0081 (-0.008,-0.008) 44,9 %
































































Figura 5.4. Pruebas CUSUM y CUSUMSQ para los residuos marginales del modelo
2. Validación de supuestos sobre los residuales.
Se observa que los residuos del modelo presenta alta curtosis, lo cual es coherente con
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el valor del parámetro de no normalidad estimado. Es de destacar que los residuales
presentan colas bastante pesadas y parecen ser estacionarios.
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Figura 5.5. Residuales marginales del modelo
Conclusiones
Mediante un enfoque Bayesiano se estimaron los parámetros de un modelo MTAR
cuando para cada t el error presenta una Distribución de Error Generalizada Multivariada
(MGED). Esta distribución nos permite modelar una gran variedad de procesos sin fijarnos,
preliminarmente, en la distribución multivariada asociada. De esta manera, el modelo
puede ser aplicado en una gran variedad de campos como la meteoroloǵıa, toxicoloǵıa,
psicoloǵıa, economı́a, finanzas, entre otros.
Bajo los métodos MCMC tradicionales no fue posible estimar los parámetros de la
metodoloǵıa propuesta. Se encontró que al hacer uso de los métodos adaptativos desarro-
llados por Haario et al. (2001), Rosenthal (2008) y Roberts & Rosenthal (2009) se potencia
la metodoloǵıa propuesta al: 1) evitar que la escogencia de la distribuciones propuestas
v́ıa Metropolis se realice a prueba y error, 2) lograr estimaciones mas precisas, con un
menor número de iteraciones y mejores tiempos de ejecución computacional y 3) asegurar
principios de convergencia, ergodicidad y estacionariedad al satisfacer algunas condiciones
comunes en la práctica.
Debido a la dificultad de extraer muestras de la distribución a posteriori de los paráme-
tros del modelo, se construyen las distribuciones de densidad condicionales completas de los
parámetros no estructurales y el parámetro de umbral. La elección de los demás parámetros
estructurales se hizo a través del algoritmo propuesto por Chib & Jeliazkov (2001).
Adicionalmente, se realizó un ejercicio de simulación para 6 diferentes procesos MTAR
con MGED cada uno con 100 repeticiones. Se encontró que:
1. A medida que el parámetro de no normalidad κ es más grande (colas pesadas) se
requerirá un mayor número de iteraciones para que la convergencia sea alcanzada.
2. El 97 % de los casos el parámetro se encuentra contenido en los intervalos de credi-
bilidad estimados.
3. Los residuales obtenidos son ruido blanco, aparentemente estacionarios y, en los casos
en que κ es grande, estos son levemente heterocedásticos.
Finalmente, se modeló el comportamiento de los ı́ndices accionarios COLCAP de Co-
lombia y BOVESPA de Brasil cuyas transiciones están determinadas por el ı́ndice nor-
teamericano S&P500. Se comprueba la existencia de una distribución de error de colas
bastante pesadas que coincide cn los hechos estilizados de las series trabajadas. Los re-
sultados indican una influencia del mercado brasileño sobre el colombiano y un efecto
importante del ı́ndice S&P500 sobre las dinámicas de los mercados latinoamericanos.
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Trabajo futuro
En investigaciones futuras se tienen oportunidades de mejora como:
• Mejorar el algoritmo adaptativo de selección de muestras cuando se tienen distribu-
ciones de colas pesadas. Esto debido a que las cadenas de los parámetros tienden a
estar sesgadas, presentar inestabilidad en su varianza y no converger rápidamente.
Una alternativa para el modelamiento de colas pesadas es hacer uso de la transforma-
ción logaritmo sobre cada ordenada de la distribución a posteriori donde la propiedad
de ergodicidad se mantendrá si y solo si, la distribución tiene colas exponenciales o
subexponenciales (Roberts & Tweedie, 1996).
• Completar la metodoloǵıa Bayesiana con los componentes de identificación (prueba
de no linealidad en el sentido MTAR) y de generación de pronósticos.
• Ampliar el alcance de la metodoloǵıa a la modelación de la volatilidad condicional
y no consicional. No solo la media (Moreno, 2006; Espinosa, 2016).
• Modelar la asimetŕıa dadas las caracteŕısticas de crecimientos asimétricos de los
procesos MTAR (Bauwens & Laurent, 2005).
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APÉNDICE A
Construcción de muestras MGED
A.1. Obtención muestras de R
















y r una variable aleatoria.






































































































, se tiene que W se distribuye como una distribución





r∗α−1 exp {−βr∗} I{r∗>0;α,β>0} (A.1)
1
APÉNDICE A. CONSTRUCCIÓN DE MUESTRAS MGED 2
A.2. Algoritmo para la obtención de muestras
Sea W ∼MGEDn(0, I, κ), entonces bajo 1.7 se tiene W
d
= RU(n).
1. Obtenga una muestra de R de acuerdo a A.1.
2. Obtenga una muestra n-dimensional del vector U(n) como Z||Z|| donde Z tiene distri-
bución normal multivariada.
3. Multiplique de forma escalar los dos conjuntos de muestras obtenidos en los pasos
anteriores para construir una muestra n-dimensional de W.
APÉNDICE B
Otras simulaciones
Como se mencionó en el Caṕıtulo 4 se generaron ejercicios adicionales de simulación
donde se contemplaron distintos números de variables, diferente cantidad de reǵımenes y
valores de κ distintos a los alĺı revisados.
B.1. Modelo 1: MTAR trivariado de dos reǵımenes con κ = 0.5







1 Yt−1 + Σ
1/2





1 Yt−1 + δ
(2)
1 Zt−1 + Σ
1/2








 , φ(1)1 =
0.2 −0.9 00.7 −0.5 0.4
0.3 0.3 0.1
 , Σ(1) =








 , φ(2)1 =
−0.9 −0.4 0.5−0.1 0 −0.6
−0.4 −0.6 −0.5
 , δ(2)1 =
0.90.6
0.1
 , Σ(2) =
 2 0 0.70 1.3 −0.4
0.7 −0.4 0.9

con r = ẑ0.5 como el percentil 50 de z y εt ∼ MGED3(0, I, κ = 0.5). Las variables
regresoras y de umbral fueron obtenidas mediante distribucionesN(0, 1). Se puede observar
en la Figura B.1 una realización del proceso MTAR arriba descrito.
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Figura B.1. Serie simulada del proceso descrito en B.1
Los resultados obtenidos del proceso de estimación son presentados en la Tabla B.1 y
pueden ser interpretados como en el Capitulo 4.
Régimen 1 Régimen 2
Parámetros Estimación IC 95 % % acept. Estimación IC 95 % % acept.
φ01 -0.6332 (-0.724,-0.547) 57.0 % -0.0448 (-0.233,0.136) 39.7 %
φ02 0.1775 (0.059,0.3) 0.8199 (0.673,0.97)
φ03 0.2101 (0.182,0.237) 0.5700 (0.475,0.664)
φ111 0.2315 (0.205,0.259) 22.7 % -0.9172 (-0.95,-0.883) 24.5 %
φ112 0.6856 (0.652,0.719) -0.1025 (-0.13,-0.077)
φ113 0.2962 (0.288,0.304) -0.3935 (-0.41,-0.377)
φ121 -0.9094 (-0.944,-0.869) -0.4291 (-0.475,-0.384)
φ122 -0.5317 (-0.574,-0.486) -0.0012 (-0.04,0.034)
φ123 0.3022 (0.291,0.313) -0.6342 (-0.657,-0.611)
φ131 -0.0268 (-0.064,0.012) 0.5079 (0.46,0.557)
φ132 0.4552 (0.407,0.503) -0.5986 (-0.64,-0.555)
φ133 0.1007 (0.09,0.111) -0.4739 (-0.499,-0.448)
δ11 0.9334 (0.755,1.11) 42.5 %
δ12 0.5834 (0.442,0.728)
δ13 0.1648 (0.075,0.252)
Σ11 0.9315 (0.823,1.05) 38.2 % 1.9753 (1.755,2.228) 34.6 %
Σ12 -0.2896 (-0.357,-0.226) -0.0494 (-0.202,0.105)
Σ13 -0.7703 (-0.861,-0.676) 0.6865 (0.538,0.852)
Σ22 2.2604 (1.993,2.552) 1.4242 (1.25,1.604)
Σ23 -0.5121 (-0.674,-0.366) -0.4673 (-0.591,-0.351)
Σ33 1.0444 (0.888,1.216) 0.9710 (0.806,1.141)
κ 0.4973 (0.4541,0.5443) 35.4 %
r -0.0012 (-0.0046,0.002) 28.8 %
Tabla B.1. Estimación puntual, intervalos de credibilidad (IC) y tasas de aceptación ( % acept.)
para el modelo B.1 con κ = 0.5 y r = ẑ0.5
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Asimismo, las tasas de cobertura oscilan entre el 94 % y el 100 % con un error del 5 %.
Igualmente las cadenas convergen siendo estables y estacionarias permitiendo encontrar la
estimación adecuada y consiguiendo un buen ajuste.
B.2. Modelo 2: MTAR bivariado de tres reǵımenes con κ = 0.5
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con r1 = ẑ0.44 = −0.15, r2 = ẑ0.54 = 0.1 y εt ∼MGED2(0, I, κ = 0.5). Xt y Zt fueron ob-
tenidas a través distribuciones N(0, 1). Se puede observar en la Figura B.2 una realización



















Figura B.2. Serie simulada del proceso descrito en B.2

































































































































































































































































































































































































































































































































































































































Tabla B.2. Estimación puntual, intervalos de credibilidad (IC) y tasas de aceptación ( % acept.)
para el modelo B.2 con κ = 0.5, r1 = ẑ0.44 = −0.15 y r2 = ẑ0.54 = 0.1
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Los resultados obtenidos del proceso de estimación son presentados en la Tabla B.2 y
pueden ser interpretados como en el Capitulo 4. Al igual que el modelo B.1, se encontraron
tasas de cobertura que oscilan entre el 94 % y el 100 % con un nivel de confianza del 95 %
y las cadenas convergen a su distribución estacionaria ofreciendo estimaciones adecuadas.
B.3. Modelo 3: MTAR bivariado de dos reǵımenes con κ = 0.5
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con r = ẑ0.5 = 0 y εt ∼ MGED2(0, I, κ = 0.5). Las variables regresoras y de umbral
fueron obtenidas mediante distribuciones N(0, 1). Se puede observar en la Figura B.3 una





















Figura B.3. Serie simulada del proceso descrito en B.3
Los resultados obtenidos del proceso de estimación son presentados en la Tabla B.3 y
pueden ser interpretados como en el Caṕıtulo 4.
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Régimen 1 Régimen 2
Parámetros Estimación IC 95 % % acept. Estimación IC 95 % % acept.
φ01 -0.0070 (-0.076,0.064) 38.9 % -0.0489 (-0.167,0.057) 37.3 %
φ02 -0.4129 (-0.489,-0.334) -0.8812 (-0.96,-0.806)
φ111 -0.0969 (-0.142,-0.055) 38.4 % -0.3990 (-0.44,-0.357) 52.4 %
φ112 0.4041 (0.357,0.454) -0.1695 (-0.2,-0.139)
φ121 -0.8267 (-0.88,-0.778) 0.5901 (0.545,0.634)
φ122 -0.4883 (-0.543,-0.428) 0.6934 (0.66,0.728)




β111 0.3873 (0.331,0.443) 33.5 %
β112 -0.0253 (-0.092,0.04)
δ11 0.2192 (0.111,0.337) 37.3 %
δ12 0.4943 (0.418,0.575)
Σ11 0.1513 (0.136,0.168) 47.4 % 0.6043 (0.538,0.676) 42.1 %
Σ12 -0.2834 (-0.311,-0.259) 0.3531 (0.3,0.409)
Σ22 1.3993 (1.251,1.564) 0.6115 (0.522,0.704)
κ 0.5023 (0.454,0.552) 45.0 %
r 0.0009 (-0.003,0.003) 38.0 %
Tabla B.3. Estimación puntual, intervalos de credibilidad (IC) y tasas de aceptación ( % acept.)
para el modelo B.3 con κ = 0.5 y r = ẑ0.5 = 0
En este caso las tasas de cobertura oscilan entre el 95 % y el 98 % con un nivel de
confianza del 95 %. Dado que
B.4. Modelo 4: MTAR bivariado de dos reǵımenes con κ = 8
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con r = ẑ0.5 = 0 y εt ∼ MGED2(0, I, κ = 8). Las variables regresoras y de umbral
fueron obtenidas mediante distribuciones N(0, 1). Se puede observar en la Figura B.4 una
realización del proceso MTAR arriba descrito.


















Figura B.4. Serie simulada del proceso descrito en B.4
Se puede observar en la series marcadas caracteŕısticas de procesos de colas pesadas
donde se presentan nichos de volatilidad y grandes valores at́ıpicos. Esta simulación es jus-
tificada por el resultado de la aplicación emṕırica del Caṕıtulo 5. Los resultados obtenidos
del proceso de estimación son presentados en la Tabla B.4 y al igual que antes pueden ser
interpretados de acuerdo al Caṕıtulo 4.
Régimen 1 Régimen 2
Parámetros Estimación IC 95 % % acept. Estimación IC 95 % % acept.
φ01 -0.0002 (-0.014,0.017) 26.1 % 0.1998 (0.193,0.207) 52.1 %
φ02 -0.4021 (-0.414,-0.39) -0.3060 (-0.313,-0.296)
φ111 -0.0991 (-0.1,-0.099) 49.8 % -0.1000 (-0.101,-0.099) 53.8 %
φ112 0.3996 (0.399,0.4) -0.9005 (-0.901,-0.9)
φ121 -0.8006 (-0.801,-0.8) -0.4007 (-0.401,-0.4)
φ122 -0.4999 (-0.5,-0.5) -0.2005 (-0.201,-0.2)
β111 -0.3932 (-0.407,-0.38) 38.3 %
β112 -0.3969 (-0.405,-0.39)
δ11 0.2083 (0.19,0.232) 30.5 %
δ12 -0.1032 (-0.121,-0.09)
Σ11 1.3480 (0.964,1.831) 45.3 % 2.7667 (1.966,3.825) 51.0 %
Σ12 -0.8813 (-1.199,-0.612) 0.3648 (0.077,0.692)
Σ22 1.5672 (1.102,2.173) 2.7815 (1.983,3.861)
κ 8.0370 (7.4498,8.6152) 46.4 %
r -0.0009 (-0.0033,0.0034) 45.2 %
Tabla B.4. Estimación puntual, intervalos de credibilidad (IC) y tasas de aceptación ( % acept.)
para el modelo B.4 con κ = 8 y r = ẑ0.5 = 0
Cabe destacar que la estimación presenta heterocedasticidad en ambos componentes
de los residuales verificada a través de las gráficas CUSUMSQ. De esta manera es posible
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concluir que el modelo fue ajustado correctamente en media pero no en varianza (vola-
tilidad condicional). Asimismo se consiguieron tasas de cobertura más bajas que en los
modelos anteriores oscilando entre 87 % y 99 % con una significancia del 5 %. En cuanto
a la estimación las cadenas alcanzaron su distribuciones estacionarias aunque se presenta
mayor sesgo. La Figura B.5 muestra algunas cadenas de los parámetros en donde se obser-
va que el algoritmo adaptativo ajustó la varianza de la cadena a su óptimo consiguiendo













































































































Figura B.5. Densidades a posteriori de algunos parámetros del modelo B.4
APÉNDICE C
Diagnóstico de cadenas
Rápidamente los métodos MCMC se han convertido en herramientas muy populares en
el análisis de modelos estad́ısticos complejos. Ese es el caso de algoritmos tan usuales como
Metropolis-Hastings (Metropolis & Ulam (1953)) y Gibbs Sampling (Geman & Geman
(1984)). Apropiadamente definidos e implementados, los métodos MCMC permiten al
usuario conseguir exitosamente muestras de una cadena de Márkov convergente y a la vez
de la distribución ĺımite o estacionaria de la cual proviene sin importar que tan compleja
ella sea.
C.1. Tasas de cobertura
A través de la simulación y estimación de 100 procesos para cada modelo presentado,
se obtuvieron las estimaciones de cada parámetro y se compararon con su valor verdadero
(valor simulado). Se encuentra que, en promedio, para el 97 % de los casos, el verdadero
parámetro cae dentro de los intervalos de credibilidad con una significancia del 5 %, es decir,
la tasa cobertura es del 97 %. Luego, con una confianza del 99 % la tasa de cobertura es
del 99 %.
C.1.1. Modelo MTAR con MGED con κ = 0.1
Aunque sus tasas de cobertura superan el 90 %, los mayores sesgos estandarizados lo
tienen las estimaciones de la matriz de varianzas y covarianzas; sin embargo, estos no
superan media desviación estándar por lo cual la estimación es aceptada.
11
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Parámetros
Régimen 1 Régimen 2
Parámetro Cobertura Sesgo Est. Parámetro Cobertura Sesgo Est.
φ01 0,00 0,98 0,08 -0,10 0,98 0,13
φ02 -0,40 0,98 -0,17 -0,90 0,97 0,17
φ111 -0,10 0,96 0,08 -0,40 0,96 0,01
φ112 0,40 0,94 -0,10 -0,20 0,97 -0,05
φ121 -0,80 0,97 0,02 0,60 0,96 0,10
φ122 -0,50 0,96 -0,02 0,70 0,95 -0,02
φ211 -0,40 0,97 -0,06
φ212 -0,40 0,97 0,13
φ221 0,20 0,96 0,17
φ222 -0,10 0,96 -0,22
β111 0,30 0,99 -0,12
β112 0,10 0,98 0,11
δ11 0,20 0,94 -0,04
δ12 0,50 0,97 -0,08
Σ11 0,16 0,99 0,40 0,64 0,98 0,17
Σ12 -0,30 0,96 -0,25 0,40 1,00 0,05
Σ22 1,44 0,98 -0,01 0,64 0,97 0,07
κ 0,10 1,00 -0,09
r 0,00 0,98 -0,15
Tabla C.1. Tasa de cobertura y sesgo estandarizado de las estimaciones del modelo 4.1
C.1.2. Modelo MTAR con MGED con κ = 1
Se encuentra que a medida que el valor del parámetro de no normalidad κ se hace más
grande el sesgo estandarizado asociado a cada estimación aumenta. Luego, a pesar de esto
los sesgos se mantienen por debajo de una desviación estándar y las tasas de cobertura
son adecuadas.
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Parámetros
Régimen 1 Régimen 2
Parámetro Cobertura Sesgo est. Parámetro Cobertura Sesgo est.
φ01 0,00 0,99 -0,01 -0,10 1,00 0,01
φ02 -0,40 0,95 0,00 -0,90 0,98 0,04
φ111 -0,10 0,96 0,10 -0,40 0,94 0,11
φ112 0,40 0,98 -0,18 -0,20 0,97 0,10
φ121 -0,80 0,96 0,03 0,60 0,98 -0,16
φ122 -0,50 0,96 0,02 0,70 0,99 -0,11
φ211 -0,40 0,95 -0,07
φ212 -0,40 0,91 0,03
φ221 0,20 0,94 0,06
φ222 -0,10 0,91 -0,14
β111 0,30 0,98 -0,11
β112 0,10 0,96 0,10
δ11 0,20 0,98 0,10
δ12 0,50 0,98 -0,05
Σ11 0,16 0,95 0,55 0,64 0,98 0,34
Σ12 -0,30 0,94 -0,58 0,40 1,00 0,19
Σ22 1,44 0,96 0,43 0,64 0,98 0,30
κ 1,00 0,99 -0,24
r 0,00 0,99 -0,01
Tabla C.2. Tasa de cobertura y sesgo estandarizado de las estimaciones del modelo 4.2
C.2. Pruebas de Convergencia
Una de las principales desventajas de los métodos MCMC es la dificultad para de-
terminar el número de iteraciones necesario para concluir que la cadena ha convergido.
La solución del problema de determinar la convergencia de un algoritmo MCMC se ha
concentrado en dos áreas. La primera es teórica y es explorada por autores como Polson
(1994) o Rosenthal(1993, 1995a, 1995b), entre otros. Estos trabajos han analizado el kernel
de transición de la cadena buscando determinar el número de iteraciones necesario para
alcanzar la convergencia, con algún grado de significancia, a su verdadera distribución es-
tacionaria. Tal enfoque requiere cálculos poco estandarizados y muy elaborados que deben
repetirse para cada modelo a evaluar.
El segundo enfoque es utilizado en la mayoŕıa de los trabajos que hacen uso de al-
goritmos MCMC y se concentran en el resultado obtenido del algoritmo. En este caso se
comparan las distribuciones emṕıricas de los valores conseguidos de las iteraciones y se
concluye convergencia cuando las distancia entre las cadenas sea insignificante en algún
grado.
Algunas de las pruebas desarrolladas en el marco del segundo enfoque son:
1. Gelman & Rubin (1992) propuso un enfoque general para monitorear la convergencia
de las cadenas MCMC en la m > 1 cadenas son comparadas.
• Usa diferentes valores iniciales que están sobre dispersos en relación a la distri-
bución posterior.
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• La convergencia se presenta cuando las todas cadenas, independientemente de
sus valores iniciales, presentan diferencias indistinguibles en sus últimas itera-
ciones.
• El diagnóstico es aplicado a un único parámetro por cadena y se base en una
comparación de las varianzas entre e intra.
• Valores del estad́ıstico R̂ cercanos a 1 sugieren convergencia.
2. Geweke (1992) propone un diagnóstico de convergencia basado en la igualdad de
las medias de la primera y la última parte de una cadena de Márkov (por defecto
el primer 10 % y el ultimo 50 %). Si las muestras fueron tomadas de la distribución
estacionaria de la cadena, las dos medias son iguales y el estad́ıstico Geweke sigue
asintóticamente una distribución normal estándar.
3. A través del uso del estad́ıstico Cramer-von-Mises para probar la hipótesis nula que
las muestras obtenidas provienen de una distribución estacionaria (Heidelberger &
Welch, 1983).
• La prueba es aplicada sucesivamente, iniciando con la cadena completa, luego
descartando primero el 10 %, 20 % de la cadena hasta que la hipótesis nula no
sea rechazada o el 50 % de la cadena ha sido descartada.
• El último resultado indica que la estacionariedad no fue alcanzada y se requiere
construir una cadena más larga.
• Si la estacionariedad es alcanzada (no se rechaza H0), el número de iteraciones
adecuado y el número a descartar (burn-in) es reportado.
C.2.1. Modelo MTAR con MGED con κ = 0.1
La Tabla C.3 y la Figura C.2 muestra los resultados de las pruebas de convergencia
realizadas para el modelo MTAR con MGED cuando el parámetro de no normalidad κ es
0.1. Se observa que para todos los casos alcanza convergencia y estacionariedad.

















































































































































































































































































































































































































































































































































































































































































































































Tabla C.3. Pruebas de convergencia de Gelman & Rubin (1992) y Heidelberger & Welch (1983).
*H0 : La cadena es estacionaria.
APÉNDICE C. DIAGNÓSTICO DE CADENAS 16
Figura C.1. Prueba de convergencia de Geweke (1992) para algunos parámetros
C.2.2. Modelo MTAR con MGED con κ = 1
Al igual que antes, la Tabla C.4 y la Figura muestran los resultados de las pruebas
de convergencia realizadas para el modelo MTAR con MGED cuando el parámetro de no
normalidad es 1. Se observa que para todos los casos alcanza convergencia y estacionarie-
dad.

















































































































































































































































































































































































































































































































































































































































































































































Tabla C.4. Pruebas de convergencia de Gelman & Rubin (1992) y Heidelberger & Welch (1983).
*H0 : La cadena es estacionaria.
APÉNDICE C. DIAGNÓSTICO DE CADENAS 18
Figura C.2. Prueba de convergencia de Geweke (1992) para algunos parámetros
