Introduction
Let K be a field of characteristic zero and let R = K[X 1 , . . . , X n ]. We consider R graded with deg X i = ω i for i = 1, . . . , n; here ω i are positive integers. Set m = (X 1 , . . . , X n ). Let I be a graded ideal in R. The local cohomology modules H * I (R) are clearly graded R-modules. Let A n (K) = K < X 1 , . . . , X n , ∂ 1 , . . . , ∂ n > be the n th Weyl algebra over K. By a result due to Lyubeznik, see [2] , the local cohomology modules H i I (R) are holonomic A n (K)-modules for each i ≥ 0. We can consider A n (K) graded by giving deg ∂ i = −ω i for i = 1, . . . , n.
Let N be a graded left A n (K) module. Now ∂ = ∂ 1 , . . . , ∂ n are pairwise commuting K-linear maps. So we can consider the de Rham complex K(∂; N ). Notice that the de Rham cohomology modules H * (∂; N ) are in general only graded K-vector spaces. They are finite dimensional if N is holonomic; [ (f ) (R)) = 0. In this paper we extend a technique from [4] . In that paper the first author related H n−1 (∂; H 1 (f ) (R)) with H n−1 (∂(f ); A). In this paper quite generally we prove that if H i−1 (∂(f ); A) = 0 then we construct a filtration F = {F ν } ν≥0
consisting of K-subspaces of H i (∂; H 1 (f ) (R)) for i ≥ 1 with F ν = H i (∂; H 1 (f ) (R)) for ν ≫ 0, F ν ⊇ F ν−1 and F 0 = 0 and K-linear maps
We also show that η ν is injective for ν ≥ 2. If i = 1 then η 1 is also injective. Furthermore if i = 1 then ker(η 1 ) = K. When A is an isolated singularity then note that H i (∂(f ); A) = 0 for i ≤ n − 2. This gives our result. We now describe in brief the contents of the paper. In section one we discuss a few preliminaries that we need. In section two we construct certain functions which we need to define η ν . In section three we construct our filtration of H i (∂; H 1 (f ) (R)) and prove our result.
Preliminaries
In this section we discuss a few preliminary results that we need. Remark 1.1. Although all the results are stated for de Rham cohomology of a A n (K)-module M , we will actually work with de Rham homology. Note that
th Koszul homology module of M with respect to ∂.
Let A be commutative ring and a
Then the Koszul complex of A with respect to a is
Here J = {j 1 < j 2 < · · · < j p−1 } and
1.3. Let f ∈ R be a homogeneous polynomial. We consider elements of R m f as column-vectors. For x ∈ R m f we write it as x = (x 1 , . . . , x m ) ′ ; here ′ indicates transpose.
The de Rham complex on a holonomic module N is just the Koszul complex K(∂; N ) of N with respect to S. In particular when N = R f we have,
.
1.5. Let f ∈ R be a homogeneous polynomial. Set A = R/(f ), and ∂f = ∂f /∂x 1 , · · · , ∂f /∂x n . Consider the Koszul complex K ′ (∂f ; A) on A with respect to ∂f .
Here
It can be easily shown that normal form of ξ exists and is unique (see [4, Proposition 5 .1] ).
The following properties of the function L can be easily verified.
Proposition 1.9. (with hypotheses as above) Let
ξ, ξ 1 , ξ 2 ∈ R m f and α, α 1 , α 2 ∈ K. (1) If L(ξ 1 ) < L(ξ 2 ) then L(ξ 1 + ξ 2 ) = L(ξ 2 ). (2) If L(ξ 1 ) = L(ξ 2 ) then L(ξ 1 + ξ 2 ) ≤ L(ξ 2 ). (3) L(ξ 1 + ξ 2 ) ≤ max{L(ξ 1 ), L(ξ 2 )}. (4) If α ∈ K * then L(αξ) = L(ξ). (5) L(αξ) ≤ L(ξ) for all α ∈ K. (6) L(α 1 ξ 1 + α 2 ξ 2 ) ≤ max{L(ξ 1 ), L(ξ 2 )}. (7) Let ξ 1 , . . . , ξ r ∈ R m f and let α 1 , . . . , α r ∈ K. Then L   r j=1 α j ξ j   ≤ max{L(ξ 1 ), L(ξ 2 ), . . . , L(ξ r )}.
Construction of certain functions
In this section we construct few functions. We define a function, θ :
′ be the normal form of ξ. As φ p (ξ) = 0. We have for every J such that |J| = p − 1,
This implies
So f.
The following Lemma identifies the degree of θ(ξ).
It follows that
A natural condition we want in θ is that it vanishes on boundaries. The following result gives a sufficient condition when this happens.
Claim: f does not divides V I for some I with |I| = p. First assume the claim. Then U = (
is the normal form of U . Therefore
We now prove our claim. Suppose if possible f |V I for all I with |I| = p.
So −cb ∈ Z p+1 (∂f ; A). As H p+1 (∂f ; A) = 0, we get −cb ∈ B p+1 (∂f ; A). Thus
For p = n − 1 we have
Thus f /b G for all G. This contradicts the that (b G /f c | |G| = p + 1) ′ is the normal form of ξ. Therefore p < n − 1. So
It can be easily checked that
Case ( 
. We obtain
So we have U = φ p+1 (ξ) = φ p+1 (ξ) and L(ξ) ≤ c − 1. This contradicts our choice of c.
Construction of a filtration on H p (∂; R f ).
In this section we construct a filtration of H p (∂; R f ). Throughout this section 1 ≤ p < n and H p+1 (∂f ; A) = 0.
By 1.6 we have
We now define a functioñ
, and L(x) = L(ξ).
Proposition 3.2. (with hypothesis as above )θ(x) is independent of ξ.
Proof.
′ be the normal form of δ. We consider two cases. Case(1): j < c. Then note that a I = b I + f c−j c I , for |I| = p. It follows that
Case (2): j = c. Note that a I = b I + c I for |I| = p. It follows that
However by Proposition 2.2 θ(δ) = 0. So θ(ξ 1 ) = θ(ξ 2 ). Henceθ(x) is independent of choice of ξ.
We now construct a filtration
We claim that Proof. Suppose u = x + F υ−1 = x ′ + F υ−1 be non-zero. Then x = x ′ + y where y ∈ F υ−1 . As u = 0 we have
′ be normal forms of ξ, ξ ′ , δ and α respectively, here |I| = p. So we have
Case (1): r < υ. In this case we have thatā
Proposition 3.7. (with notation as above). For all
Proof. Let u, u ′ ∈ F υ /F υ−1 . We first show that η υ (αu) = αη υ (u). If α = 0 or u = 0 we have nothing to show. So assume α = 0 and u = 0. Say u = x + F υ−1 . Then αu = αx + F υ−1 . It can be easily shown thatθ(αx) = αθ(x). So we get the result.
Next we show that
We have nothing to show if u or u ′ is zero. Now consider the case when u + u
. Thus in this case
Now consider the case when u, u ′ are non-zero and u+u ′ non-zero. Say u = x+F υ−1 and
′ be the normal forms of ξ, and ξ ′ respectively. Note that ((a I + a
Surprisingly the following result holds.
Proposition 3.8. (with notation as above). (a)
Proof. Suppose if possible η ν is not injective. Then there exists non-zero u ∈ F ν /F ν−1 with η ν (u) = 0. Say u = x+F ν−1 . Also let
It follows that (a I )
It follows that for |I| = p we have the following equation in R:
for some d I ∈ R. Note that the above equation is of homogeneous elements in R. So we have the following
We consider two cases:
By equation (3.8.2) we have
So we have
It follows that deg 
It is easily verified that ξ ∈ Z n−1 (∂; R f ) and that if x = [ξ] then η 1 (x) = 0. We prove that ξ ∈ B n−1 (∂; R f ). Suppose if possible let g ∈ R, g.c.d(g, f ) = 1 and
By computing left hand side we see that f divides g∂f /∂x i for i = 1, · · · , n.
divides ∂f /∂x i and f aj j does not divides ∂f /∂x i . So we can write
V i , where f j does not divides V i ∀ j.
Let U = f 1 f 2 · · · f s . Then we have gV i = U h i . As g.c.d(g, f ) = 1 so g.c.d(g, U ) = 1. So f j divides V i a contradiction. Therefore ξ ∈ B n−1 (∂; R f ). Hence ker(η 1 ) = K.
By summarizing the above results, we have. 
Proof. Let α + 1 ≤ i ≤ n − 2.. By Theorem 3.9 there exist a filtration {F υ } υ≥0 of H i (∂; R f ) and injective maps η υ :
Note that F 0 = 0. As H i (∂f ; A) = 0 we get F 1 = 0. Continuing this way we get F υ = 0 for all υ. As F υ = H i (∂; R f ) for υ ≫ 0. Hence H i (∂; R f ) = 0. Let i = n − 1. Then ker(η 1 ) = K. So F 1 /K = 0. Thus F 1 = K.
As dim K H n−1 (∂; R f ) = dim K (F υ /F υ−1 ) = dim K F 1 = 1.
We now have our main result. Proof. As A is smooth, so H i (∂f ; A) = 0 for i ≥ 2. Therefore by Corollary 3.10 
