Abstract Multi user open source batch scheduling software based on Docker containers with custom scheduler and executor plugin mechanisms.
Its architecture scales to handle large configurations and provides end-user easy access with a Web UI, CLI tools and API access for external programs integration.
Containers provide job isolation, preventing resources overlap, and easier management for the cluster administrators. For the end-user, it provides a choice of operating systems, pre-built configurations and possible root access to the container.
Its plugin architecture eases the integration of new scheduling algorithms or other execution/control mechanisms.
The software targets multi-user systems with a central authentication (ldap …) and shared storage (home directory, shared data, etc.) and manages Docker access for users, leveraging security concerns with container access.
II. FEATURES GO-Docker is in active development but is functional for the most common features. Additional features are planned. A. Access Go-Docker can be managed via a web interface, a CLI tool or a REST API. API is documented and used by the web interface and the CLI too.
User authenticates using an ACL plugin mechanism. A default LDAP plugin is available. Other mechanisms can be added as new plugin. A unique key, per user, ensures the user authenticity. All transactions are encrypted via HTTPS access and no sensitive data is stored on user computer.
B. Components
The software is built on 4 main components ( Figure [1 At last, a shared directory is used to st data. A default pair-tree implementation is av storage strategies can be easily added. 
C. Scalability
The architecture is horizontally scalable many web servers as needed to manage user several watchers to monitor jobs. Sched instance as it needs to have a complete view jobs to schedule them.
The executor is in charge of managin against the execution nodes.
Docker Swarm is a kind of proxy in fron daemons running on nodes. Mesos integrat solution to manage a very large number of n IV. JOBS IN CONTAINERS When a job is executed, it is execut container on an execution node, selected acc requirements (cpu, ram, queue constraints). an image (selected by user) on the node ho runs the selected operating system (runn Linux Kernel). This choice provides the us to execute jobs in different OS/configura containing the software needed for their j increasing number of containers available.
In the container, the executed command processes, they will run in the same contain same boundaries. This prevents different job over using the same resources. If job is ki example, all container processes will be ki node in a clean state. Several directories can be m configuration) in the container. This home directory and other common d …). They can be mounted as read authentication plugin will check th adjust them. An additional directory specific to the job. As root, this is t can write persistent data. After com directories will be set with user o access them with his usual access r standard output log of the job comm
Interactive jobs are SSH access t user SSH public key. User can get c to the same container.
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