As an attempt to bridge the gap between classical information theory and the combinatorial world of zero-error information theory, this paper studies the performance of randomly generated codebooks over discrete memoryless channels under a zero-error constraint. This study allows the application of tools from one area to the other. Furthermore, it leads to an information-theoretic formulation of the birthday problem, which is concerned with the probability that in a given population, a fixed number of people have the same birthday. Due to the lack of a closed-form expression for this probability when the distribution of birthdays is not uniform, the resulting computation is not feasible in some applications; the information-theoretic formulation, however, can be analyzed for all distributions.
Abstract-As an attempt to bridge the gap between classical information theory and the combinatorial world of zero-error information theory, this paper studies the performance of randomly generated codebooks over discrete memoryless channels under a zero-error constraint. This study allows the application of tools from one area to the other. Furthermore, it leads to an information-theoretic formulation of the birthday problem, which is concerned with the probability that in a given population, a fixed number of people have the same birthday. Due to the lack of a closed-form expression for this probability when the distribution of birthdays is not uniform, the resulting computation is not feasible in some applications; the information-theoretic formulation, however, can be analyzed for all distributions.
I. INTRODUCTION
Finding channel capacity under a zero-error constraint requires fundamentally different tools and ideas from the study of capacity under an asymptotically negligible error constraint; the former is essentially a graph-theoretic problem [1] , while the latter mainly relies on probabilistic arguments. To obtain a better understanding of the contrast between zero-error information theory and classical information theory, we apply probabilistic tools to the study of zero-error channel coding.
The random code construction of Shannon [2] shows that for the discrete memoryless channel (X , W (y|x), Y), a sequence of rate-R codebooks (C n ) ∞ n=1 , randomly generated according to distribution P (x), achieves lim n→∞ E P (n) e (C n ) = 0,
if R < I(X; Y ). In (1), P (n) e (C n ) is the average probability of error of codebook C n . From Markov's inequality, it follows that R < I(X; Y ) suffices to ensure that
Our aim is to understand the behavior of randomly generated codebooks when = 0 in (2). Specifically, we seek to find necessary and sufficient conditions on R in terms of the channel W and input distribution P (x), such that the sequence of randomly generated codebooks (C n ) ∞ n=1 satisfies lim n→∞ Pr P (n) e (C n ) = 0 = 1.
In other words, our goal is to quantify the performance of randomly generated codebooks under the zero-error constraint.
The study of this problem leads to an information-theoretic formulation of the birthday problem, which we next describe.
The classical birthday problem studies the probability that a fixed number of individuals in a population have the same birthday under the assumption that the birthdays are independent and identically distributed (i.i.d.). While this probability is simple to calculate when the i.i.d. distribution is uniform, it is computationally difficult in the nonuniform case. Specifically, in the nonuniform case, the mentioned probability is given by a sum that grows exponentially in the number of possible birthdays. Methods that approximate this sum under various simplifying assumptions are given in [3] - [5] .
Here we study the mentioned probability in an informationtheoretic setting. Consider the problem of channel coding over an identity channel, which is a channel over a finite alphabet where the output equals the input. A given code over such a channel is a "zero-error k-list code" if and only if no group of k + 1 messages are mapped to the same codeword. Associating codewords with birthdays, we obtain an information-theoretic formulation of the birthday problem: Given a randomly generated codebook (set of birthdays), what is the probability that k + 1 codewords (birthdays) are identical? We study this problem in Section IV.
While the birthday problem corresponds to zero-error list coding over the identity channel, in Section III we consider the general setting of zero-error list coding over an arbitrary discrete memoryless channel. Similar to the zero-error list capacity problem [6] , the problem we study here can be solved using only knowledge of the distinguishability hypergraph of the channel. We discuss hypergraphs and their application to zero-error list coding in the next section.
II. HYPERGRAPHS AND ZERO-ERROR LIST CODES
A discrete channel is a triple
where X and Y are finite sets, and for each x ∈ X , W (·|x) is a probability mass function on Y.
A hypergraph G = (V, E) consists of a set of nodes V and a set of edges E ⊆ 2 V , where 2 V denotes the collection of subsets of V. We assume that each edge has cardinality at least two.
The "distinguishability hypergraph" of channel W , denoted by G(W ), is a hypergraph with vertex set X and an edge set E which contains collections of inputs that are "distinguishable" at the decoder. Formally, E consists of all subsets e ⊆ X that satisfy ∀y ∈ Y :
that is, e ⊆ X is an edge if no y ∈ Y is reachable from all x ∈ e. Note that G(W ) has the property that the superset of any edge is an edge; that is, if e ∈ E and e ⊆ e ⊆ X , then e ∈ E. A hypergraph is "k-uniform," if all the edges have cardinality k. A 2-uniform hypergraph is a "graph." In [6] , for every k ≥ 2, Körner and Marton assign a k-uniform hypergraph
An "independent set" of a hypergraph G = (V, E) is a subset I ⊆ V such that no subset of I is in E. For zeroerror coding, an independent set corresponds to a collection of inputs for which there exists an output that is reachable from any input in the collection. The hypergraph G is "complete multipartite" if there exists a partition {I j } k j=1 of V such that each I j is an independent set, and for every subset e ⊆ V, either e ∈ E, or e ⊆ I j for some 1 ≤ j ≤ k.
As an example, consider a deterministic channel. In this case, for some mapping ϕ : X → Y,
For this channel, G(W ) is a complete multipartite hypergraph. Specifically, the sets {ϕ −1 (y)} y∈Y are the independent components of G, where for y ∈ Y, The
. Proposition 1 provides a necessary and sufficient condition for the existence of an (M, L) zero-error list code for W in terms of its distinguishability hypergraph G(W ). The proof, which follows directly from the definitions, is omitted. 
Henceforth, we say a mapping f : [M ] → X is an (M, L) zero-error list code for W if it satisfies the condition stated in Proposition 1.
For each positive integer n, the nth extension channel of W is the channel
An (M, L) zero-error list code for W n is referred to as an (M, n, L) zero-error list code for W . The distinguishability hypergraph of W n , G(W n ), equals G n (W ), the nth "conormal power" of G(W ) [7] . For any positive integer n and any hypergraph G = (V, E), the nth co-normal power of G, denoted by G n , is defined on the set of nodes V n as follows. 
III. MAIN RESULT
Fix a sequence of probability distributions (P n (x n )) ∞ n=1 , where P n is defined over X n . Our aim in this work is to study the performance of the sequence of random codes F n :
We seek to find conditions on the sequence (M n ) ∞ n=1 such that lim n→∞ Pr F n is an (M n , n, L) zero-error list code for W = 1.
Theorem 2, below, provides the desired conditions. The conditions rely on a collection of functions of the pair (G n (W ), P n ), denoted by (θ ( )
=1 , which we next define. In addition, for each positive integer k ≥ 2, define the mapping
In words, σ k maps each vector v [k] ∈ V k to the set containing its distinct components. For example, if v [k] 
When the value of k is clear from context, we denote σ k with σ.
We next define functions of the pair (G, P ) that are instrumental in characterizing the performance of random codebooks over channels with zero-error constraints. For k ≥ 2, define the quantity I k (G, P ) as
The quantity I k (G, P ) is nonnegative in general and equals zero if and only if the subhypergraph induced by the support of P contains no edges with cardinality less than or equal to k. When k = 2, I 2 (G, P ) is useful in graph theory for proving Turán's theorem [8] . In Appendix B, we prove that I 2 (G, P ) is bounded from above by Körner's graph entropy [12] . We now define the sequence of functions {θ 
From the Cauchy-Schwarz inequality, it follows that for all j ∈ [k], θ (j) k (G, P ) is nonnegative. We next state our main result which provides upper and lower bounds on the cardinality of a randomly generated codebook that has zero error. As we demonstrate in Section IV, these bounds coincide in the case of the birthday problem.
Theorem 2. Consider a channel (X , W (y|x), Y) and a se-
then lim n→∞ Pr F n is an (M n , n, L) zero-error list code = 1. (6) Conversely, assuming (6) , then for some ∈ [L + 1],
In Theorem 2, if a channel W and a sequence of distributions (P n ) ∞ n=1 satisfy
for every n ≥ 1, then (5) , in addition to being sufficient for (6) , is necessary as well. In the next corollary, we give two scenarios under which (8) holds. One case is when for all n, P n is the uniform distribution on a "clique" C n of G n (W ). For any hypergraph G = (V, E), a subset C ⊆ V is a clique of G if every subset of C with cardinality greater than or equal to two is in E. In zero-error coding, a clique corresponds to a collection of inputs for which every output is reachable from at most one input in the collection.
Corollary 3. Consider a channel (X , W (y|x), Y) and a sequence of distributions (P n (x n )) ∞ n=1 . We have lim n→∞ Pr F n is an (M n , n, L) zero-error list code = 1
if either of the conditions below hold:
(1) The hypergraph G(W ) is complete multipartite.
(2) For each n, P n is the uniform distribution on C n , where C n is a clique of G n (W ).
IV. THE BIRTHDAY PROBLEM
In this section, we study an information-theoretic version of the birthday problem. Assuming an i.i.d. distribution on the birthdays of a given population, the birthday problem studies the probability that a fixed number of people have the same birthday. Stated abstractly, the birthday problem studies the probability that a randomly generated mapping takes the same value for a fixed number of inputs. Based on this viewpoint, we present an information-theoretic formulation of this problem.
Fix an integer k ≥ 2, a finite set X , and a sequence of probability mass functions (P n (x n )) ∞ n=1 . For each n, let F n : [M n ] → X n be a random mapping with i.i.d. values and distribution P n (x n ); that is, ∀m ∈ [M n ] : Pr F n (m) = x n = P n (x n ).
Our aim is to find conditions on (M n ) ∞ n=1 so that lim n→∞ Pr ∃m 1 , . . . , m k : F n (m 1 ) = · · · = F n (m k ) = 0.
(9) Let W = (X , 1{y = x}, X ) denote the identity channel on X . Note that every subset e of X with |e| ≥ 2 is an edge of G(W ). Thus for n ≥ 2, every e ⊆ X n with |e| ≥ 2 is an edge of G n (W ). Therefore, for distinct messages m 1 , . . . , m k ∈ [M n ], we have F n (m 1 ) = · · · = F n (m k ) if and only if F n (m 1 ), . . . , F n (m k ) is not an edge in G n (W ).
Hence Proposition 1 implies that (9) holds if and only if lim n→∞ Pr F n is an (M n , n, k − 1) zero-error list code = 1.
(10) Now from Corollary 3, it follows that (10) holds if and only if lim
where H k is the Rényi entropy of order k [9] and is given by
V. CONCLUSION From Shannon's random coding argument [2] it follows that if the rate of a randomly generated codebook is less than the input-output mutual information, the probability that the codebook has small probability of error goes to one as the blocklength goes to infinity. In this work, we find necessary and sufficient conditions on the rate so that the probability that a randomly generated codebook has zero probability of error goes to one as the blocklength goes to infinity. We further show that this result extends the classical birthday problem to an information-theoretic setting and provides an intuitive meaning for Rényi entropy.
APPENDIX A PROOF OF THEOREM 2
We start by finding upper and lower bounds on the probability that a random mapping from [M ] to X is an (M, L) zeroerror list code for the channel W . The theorem then follows from applying our bounds to the channel W n for every positive integer n.
Consider the random mapping F :
random variables and each F (m) has distribution
Pr F (m) = x := P (x).
For every S ∈ [M ]
L+1 , define 
For
By linearity of expectation,
Thus
Upper Bound. By the Cauchy-Schwarz inequality,
To evaluate the upper bound on Pr{Z = 0}, we calculate E[Z 2 ]. We have
When ∈ [L], (F (m)) m∈S and (F (m)) m∈S are independent given (F (m)) m∈S ∩S . Thus for ∈ [L],
where in (12), we use the definition (4) . Note that when = 0, Z S0 and Z S 0 are independent. Thus
Therefore, we have
where in (13), for ∈ [L], 
This completes the proof of the upper bound. The asymptotic result (7) follows from the fact that for all ∈ [M ], M ≥ M .
APPENDIX B A LOWER BOUND FOR KÖRNER'S GRAPH ENTROPY
Consider a graph G with vertex set X . Let P be a probability distribution on X and Y ⊆ 2 X be the set of all maximal independent subgraphs of G. Let Δ(G, P ) denote the set of all probability distributions P (x, y) on X ×Y whose marginal on X equals P (x), and For the graph G and probability distribution P , Körner's graph entropy [12] is defined by 
Our aim is to define H 2 (G, P ) in a similar manner to how H 2 (X), the Rényi entropy of order 2, is defined. One way to accomplish this task is through the use of Jensen's inequality. Applying Jensen's inequality to Shannon entropy gives Our next proposition relates H 2 (G, P ) and I 2 (G, P ). Calculating the logarithm of both sides and maximizing the left hand side over Δ(G, P ) gives H 2 (G, P ) ≥ I 2 (G, P ).
