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Program dela
V magistrskem delu obravnavajte aproksimacijo razpr²enih podatkov v eni in ve£
dimenzijah z uporabo radialnih baznih funkcij. Pri problemu interpolacije razi²£ite
pogoje na izbiro radialnih baznih funkcij, ki zagotavljajo korektnost interpolacij-
skega problema. Rezultate raz²irite tudi na konstrukcijo interpolantov, ki reprodu-
cirajo polinome do dolo£ene stopnje. Obravnavajte tudi aproksimacijo po metodi
najmanj²ih kvadratov z ustrezno izbranimi radialnimi baznimi funkcijami.
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Aproksimacija razpr²enih podatkov z uporabo radialnih baznih funkcij
Povzetek
V tem delu obravnavamo problem aproksimacije razpr²enih podatkov v eni in
ve£ dimenzijah. Ker je znano, da pri aproksimaciji s polinomi z ve£ spremenljiv-
kami obstajajo omejitve glede izbire interpolacijskih to£k, ki zagotavljajo obstoj
in enoli£nost interpolantov, tukaj predstavimo aproksimacijo z radialnimi baznimi
funkcijami. Prednost radialnih baznih funkcij je, da so deﬁnirane z normo, zato se
pri delu z njimi izognemu ra£unanju v ve£ih dimenzijah. Predstavljeni so pogoji,
ki morajo za izbrane radialne bazne funkcije veljati, da bo re²itev interpolacijskega
problema obstajala in bo enoli£na, ter primeri ustreznih druºin funkcij. Omenjeni so
tudi problemi, ki lahko nastanejo pri interpolaciji z radialnimi baznimi funkcijami.
Opisan je na£in interpolacije s polinomsko nata£nostjo in pogoji, ki morajo pri tem
veljati. Na kratko je predstavljena tudi moºnost uporabe radialnih baznih funkcij
pri aproksimaciji z metodo najmanj²ih kvadratov in prednosti te metode.
Scattered data approximation with radial basis functions
Abstract
The topic of this thesis is approximation of scattered data in one and multiple
dimensions. Given the fact that approximation with multivariate polynomials has
some restrictions regarding the choice of interpolation points that guarantee the
problem to be well-posed, we propose approximation with radial basis functions.
Since radial basis functions are deﬁned with a norm we can avoid dealing with
calculations in multiple dimensions. We present the conditions that have to hold for
radial basis functions so that solution exists and is unique. We also present a few
examples of families of functions that fulﬁll these conditions and problems that can
arise when interpolating with radial basis functions. The manner of interpolation
with polynomial precision and the conditions that have to be met are described
too. We brieﬂy present the possibility of using radial basis functions in least squares
approximation and the advantages of this method.
Math. Subj. Class. (2010): 65D05, 65D15, 65D17, 68U07
Klju£ne besede: interpolacija, radialne bazne funkcije, aproksimacija po metodi
najmanj²ih kvadratov
Keywords: interpolation, radial basis functions, least squares approximation
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1 Uvod
Aproksimacija razpr²enih podatkov je hitro rasto£e raziskovalno podro£je, ki se je
za£elo razvijati ²ele pred kratkim. Ukvarja se s problemom rekonstrukcije neznanih
funkcij iz danih razpr²enih podatkov. Zaradi svoje uporabnosti je priljubljeno v raz-
li£nih vejah znanosti, kot so npr. ra£unalni²tvo, ﬁzika, geodezija in meteorologija,
medicina in celo ﬁnan£na matematika. Problemi, s katerimi se ta podro£ja ukvar-
jajo, so npr. rekonstrukcija ploskev, modeliranje terena, interakcija teko£ih struktur,
numeri£ne re²itve parcialnih diferencialnih ena£b, ocenjevanje parametrov, umetna
inteligenca idr. Vhodni podatki za na²tete probleme so obi£ajno razpr²eni, ve£di-
menzionalni in obseºni, zahtevajo pa hitro in natan£no rekonstrukcijo.
V numeri£ni matematiki za tak²ne vrste problemov poznamo veliko razli£nih re-
²itev: od triangulacij in metod kon£nih elementov do zlepkov in krivulj. Tovrstne
metode pa obi£ajno zahtevajo, da so podatki urejeni v mreºi (angl. mesh). eprav
je tak²no re²evanje problemov u£inkovito v niºjih dimenzijah, pa v vi²jih dimenzijah
zaradi kompleksnosti mreºe to postane teºje. V zadnjih letih se je ta problematika
²e poslab²ala, saj je zaradi razvoja tehnologije in pove£anja ra£unske mo£i ra£unal-
nikov pri²lo do pomembnega napredka pri razvoju algoritmov, generiranje mreº, ki
so podlaga za tak²ne algoritme, pa je v hitrosti zaostalo in ustvarilo ozko grlo v
ra£unalni²tvu. Poleg tega pa mreºne metode zaostajajo tudi na podro£ju avtomati-
ziranja procesov, saj so za kompleksnej²e geometrije (npr. ostri robovi, konkavnost,
deformacije teles) nezanesljive in zahtevajo £love²ki doprinos.
Brezmreºne (angl. meshfree) metode so metode, ki ne zahtevajo, da so podatki
urejeni v mreºi. Za razliko od tradicionalnih numeri£nih metod niso omejene zgolj
na nekaj vhodnih parametrov in lahko z njimi rekonstruiramo funkcije tudi v ve£di-
menzionalnih prostorih. Taki brezmreºni metodi sta tudi interpolacija z radialnimi
baznimi funkcijami (angl. radial basis function interpolation) in premikajo£a metoda
najmanj²ih kvadratov (angl. moving least squares method).
Na za£etku magistrskega dela si bomo najprej ogledali osnovne deﬁnicije in iz-
reke, ki jih bomo potrebovali v nadaljevanju naloge. Predstavljena so predvsem
osnovna dejstva iz teorije linearne algebre.
V tretjem poglavju bomo predstavili problem aproksimacije razpr²enih podat-
kov in si ogledali, zakaj z multivariatnimi polinomi ne moremo enostavno re²evati
takih problemov v ve£ dimenzijah, ter ponudili enostavno alternativo polinomski
interpolaciji.
V £etrtem poglavju so podrobneje predstavljne radialne bazne funkcije in in-
terpolacija z le-temi. Povedali bomo, kak²ne omejitve morajo take funkcije imeti,
da bodo problemi enoli£no re²ljivi, nato pa jih nekaj tudi na²teli in vsako od njih
nekoliko podrobneje obravnavali. Konec £etrtega poglavja je namenjen graﬁ£nemu
prikazu interpolacije z radialnimi baznimi funkcijami na dveh primerih, v 2D in 3D
prostoru ter opisu ugotovitev, dobljenih z implementacijo.
Peto poglavje v interpolacijo z radialnimi baznimi funkcijami vpelje ²e polinome,
tako da so kon£ni interpolanti lahko polinomsko natan£ni. To pomeni, da je v
primeru, ko so podatki pridobljeni iz polinoma dolo£ene stopnje, aproksimant kar
enak temu polinomu. V ta namen bomo pokazali nekaj lastnosti multivariatnih
polinomov in pogoje, ki jih morajo taki polinomi izpolnjevati, da jih bomo sploh
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lahko uporabili. Celoten problem interpolacije z radialnimi baznimi funkcijami s
polinomsko natan£nostjo bomo nato podrobneje deﬁnirali in pokazali ²e omejitve
radialnih baznih funkcij glede na korektnost problema.
V zadnjem poglavju bomo pozabili na interpolacijo in si ogledali uporabnost
radialnih baznih funkcij pri aproksimaciji z metodo najmanj²ih kvadratov ter po-
sku²ali tak aproksimant tudi implementirati in zapisati ugotovitve. Za konec pa si
bomo ogledali ²e dva pristopa za izbolj²anje aproksimacije po metodi najmanj²ih
kvadratov.
2
2 Osnovne deﬁnicije in izreki
V tem razdelku je opisanih nekaj osnovnih deﬁnicij in izrekov, uporabljenih v nasle-
dnjih poglavjih.
Deﬁnicija 2.1. Kvadratna n×n matrika A je nesingularna oz. obrnljiva, £e obstaja
taka inverzna matrika A−1, da je AA−1 = A−1A = I. e A nima inverza, ji re£emo
singularna.
Izrek 2.2. Naslednje trditve so ekvivalentne:
1. matrika A dimenzij n× n je nesingularna,
2. det(A) ̸= 0,
3. rang(A) = n,
4. vse lastne vrednosti matrike A so razli£ne od 0,
5. ne obstaja tak neni£elni vektor c, za katerega je Ac = 0.
Dokaz najdemo v [23].
Deﬁnicija 2.3. Matrika A je simetri£na, £e velja A = AT .
Deﬁnicija 2.4. Simetri£na matrika A je pozitivno semideﬁnitna, £e za vsak c ̸= 0
velja cTAc ≥ 0, ter pozitivno deﬁnitna, £e velja stroga neenakost.
Izrek 2.5. Simetri£na matrika A je pozitivno semideﬁnitna natanko tedaj, ko so vse
njene lastne vrednosti nenegativne.
Simetri£na matrika A je pozitivno deﬁnitna natanko tedaj, ko so vse njene lastne
vrednosti pozitivne.
Dokaz. Naj bo matrika A pozitivno deﬁnitna. Naj bo λ poljubna lastna vrednost
matrike A in c pripadajo£ lastni vektor. Potem velja
cTAc = cTλc = λ∥c∥2 > 0.
Ker je ∥c∥ > 0, mora biti tudi λ > 0.
Dokaºimo izrek ²e v drugo smer. Naj bo A simetri£na matrika dimenzij n × n,
ki ima vse lastne vrednosti pozitivne. Vemo, da obstaja ortogonalna baza {ci, i =
1, . . . , n} prostora Rn, ki jo sestavljajo lastni vektorji. Tedaj lahko vsak vektor
c ∈ Rn zapi²emo kot linearno kombinacijo lastnih vektorjev c = ∑ni=1 αici. Velja
torej
cTAc =
(
n∑
j=1
αjc
T
j
)
A
(
n∑
k=1
αkci
)
=
n∑
j,k=1
αjαkλic
T
j ck,
kar pa je zaradi ortogonalnosti vektorjev ci enako
n∑
i=1
α2iλi∥ci∥2 > 0,
saj so vse lastne vrednosti pozitivne. Podobno lahko dokaºemo tudi za pozitivno
semideﬁnitne matrike.
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Posledica 2.6. Pozitivno deﬁnitne matrike so nesingularne.
Izrek 2.7 (Courant-Fischerjev minimaks izrek). e je A realna simetri£na matrika
velikosti n× n z lastnimi vrednostmi λ1 ≥ λ2 ≥ · · · ≥ λn, potem velja
λk = max
ν1⊂Rn
dim ν1=k
min
x∈ν1
∥x∥=1
xTAx = min
ν2⊂Rn
dim ν2=n−k+1
max
x∈ν2
∥x∥=1
xTAx. (2.1)
Dokaz je povzet iz [24].
Dokaz. Naj bosta ν1 in ν2 podprostora vektorskega prostora Rn in naj bosta njuni
dimenziji dim ν1 = k in dim ν2 = n−k+1. Potem obstaja xν1ν2 ∈ ν1∩ν2, ∥xν1ν2∥ = 1,
saj je dim ν1 + dim ν2 = n+ 1. O£itno je
min
x∈ν1
∥x∥=1
xTAx ≤ xTν1ν2Axν1ν2 ≤ maxx∈ν2
∥x∥=1
xTAx. (2.2)
Ker ena£ba (2.2) velja za vsak ν1 in ν2, velja tudi za nek par ν˜1 in ν˜2, kjer sta
doseºena minimum in maksimum, torej
max
ν1⊂Rn
dim ν1=k
min
x∈ν1
∥x∥=1
xTAx ≤ xTν˜1ν˜2Axν˜1ν˜2 ≤ minν2⊂Rn
dim ν2=n−k+1
max
x∈ν2
∥x∥=1
xTAx. (2.3)
Pokazati moramo ²e obratno neenakost. Naj bosta νˆ1 = Lin{x1, . . . ,xi} in νˆ2 =
Lin{xi, . . . ,xn}, kjer so xℓ normirani lastni vektorji za λℓ, ℓ = 1, . . . , n, ki so med
sabo paroma pravokotni. S podobnim razmislekom kot v dokazu izreka 2.5 dobimo
min
x∈νˆ1
∥x∥=1
xTAx = λi = max
x∈νˆ2
∥x∥=1
xTAx, (2.4)
od tod pa
max
ν1⊂RN
dim ν1=k
min
x∈ν1
∥x∥=1
xTAx ≥ min
x∈νˆ1
∥x∥=1
xTAx, (2.5)
in
min
ν2⊂RN
dim ν2=N−k+1
max
x∈ν2
∥x∥=1
xTAx ≤ max
x∈νˆ2
∥x∥=1
xTAx. (2.6)
Sledi
max
ν1⊂RN
dim ν1=k
min
x∈ν1
∥x∥=1
xTAx ≥ min
ν2⊂RN
dim ν2=N−k+1
max
x∈ν2
∥x∥=1
xTAx.
Povejmo ²e nekaj o linearnih sistemih ena£b in ob£utljivosti re²itve le-teh.
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Deﬁnicija 2.8. Linearni sistem n ena£b z n neznankami
a11c1 + · · ·+ a1ncn = y1
a21c1 + · · ·+ a2ncn = y2
...
an1c1 + · · ·+ anncn = yn
lahko zapi²emo v obliki
Ac = y, (2.7)
kjer je aij (i, j)−ti element matrike A ∈ Rn×n (ali A ∈ Cn×n), ci oz. yi pa i−ta
elementa vektorjev c, y ∈ Rn (ali c, y ∈ Cn).
Deﬁnicija 2.9. Pogojenostno ²tevilo oz. ob£utljivost matrike A glede na izbrano
matri£no normo ∥ · ∥M deﬁniramo kot
κM(A) := ∥A−1∥M · ∥A∥M . (2.8)
Opomba 2.10. Najbolj znane matri£ne norme so Frobeniusova
∥A∥F =
√∑
i
∑
j
|aij|2
ter operatorske oz. inducirane norme
∥A∥ := max
x ̸=0
x∈Cn
∥Ax∥
∥x∥
izpeljane iz vektorskih norm ∥·∥. Med njimi so najbolj uporabljane neskon£na, prva
in druga operatorska norma, za katere veljajo slede£e formule:
∥A∥∞ = max
i
∑
j
|aij|,
∥A∥1 = max
j
∑
i
|aij|,
∥A∥2 = max
i
√
λi(ATA).
Ve£ o tem je na voljo v [24].
Opomba 2.11. Ozna£imo κ(A) := κ2(A), kjer ∥ · ∥2 ozna£uje 2-matri£no normo.
Opomba 2.12. e je matrika singularna, je njeno pogojenostno ²tevilo neskon£no.
Matrika je dobro pogojena, £e je njeno pogojenostno ²tevilo majhno, sicer je slabo
pogojena. Slede£i izrek nam bo povedal, da pri dobro pogojenih matrikah majhna
sprememba podatkov povzro£i majhno spremembo re²itve, pri slabo pogojenih ma-
trikah pa majhna sprememba podatkov povzro£i veliko spremembo re²itve. Re£emo,
da je sistem ena£b nestabilen. Velja tudi, da £e je matrika slabo pogojena, je skoraj
singularna, tj. v njeni bliºini je singularna matrika.
V dokazu izreka bomo potrebovali slede£o lemo.
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Lema 2.13. e za matri£no normo velja ∥AB∥ ≤ ∥A∥ · ∥B∥, in £e za matriko X
velja ∥X∥ < 1 in je ∥I∥ = 1, sledi da je matrika I −X nesingularna in velja
∥(I −X)−1∥ ≤ 1
1− ∥X∥ . (2.9)
Dokaz leme je na voljo v [24].
Izrek 2.14. Naj bo matrika A nesingularna in naj bo δA taka motnja, da velja
∥A−1∥ · ∥δA∥ < 1. e velja Ac = y in (A+ δA)(c+ δc) = y+ δy, potem velja ocena
∥δc∥
∥c∥ ≤
κ(A)
1− κ(A)∥δA∥∥A∥
(∥δA∥
∥A∥ +
∥δy∥
∥y∥
)
. (2.10)
Opomba 2.15. ∥δA∥∥A∥ in
∥δy∥
∥y∥ ozna£ujeta relativno spremembo v podatkih,
∥δc∥
∥c∥ pa
relativno spremembo rezultata.
Ta ocena nam pove, da bo relativna sprememba re²itve navzgor omejena z
majhno vrednostjo, £e bo pogojenostno ²tevilo matrike blizu 1. e bo pogojenostno
²tevilo veliko, pa bo meja za napako velika.
Dokaz. Naj bo Ac = y in (A+ δA)(c+ δc) = y + δy. Potem lahko zapi²emo
δc = (A+ δA)−1(−δAc+ δy) = (I + A−1δA)−1A−1(−δAc+ δy).
Predpostavimo ²e, da velja ∥A−1∥ · ∥δA∥ < 1. Potem je I + A−1δA nesingularna.
Dobimo oceno
∥δc∥
∥c∥ ≤
(I + A−1δA)−1 · ∥A−1∥ · (∥δA∥+ ∥δy∥∥c∥
)
≤
≤ ∥A
−1∥
1− ∥A−1∥ · ∥δA∥ ·
(
∥δA∥+ ∥δy∥∥c∥
)
=
=
∥A−1∥ · ∥A∥
1− ∥A−1∥ · ∥A∥ · ∥δA∥∥A∥
·
(∥δA∥
∥A∥ +
∥δy∥
∥A∥ · ∥c∥
)
,
oziroma
∥δc∥
∥c∥ ≤
κ(A)
1− κ(A)∥δA∥∥A∥
(∥δA∥
∥A∥ +
∥δy∥
∥y∥
)
.
Opomba 2.16. Za pogojenostno ²tevilo velja 1 ≤ κ(A), saj je 1 ≤ ∥I∥ = ∥AA−1∥ ≤
∥A∥ · ∥A−1∥.
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3 Aproksimacija razpr²enih podatkov
Mnoºico razpr²enih podatkov (angl. scattered data) sestavljajo to£ke v prostoru z
danimi lokacijami in vrednostmi, ki med sabo niso povezane ali urejene na kakr²en-
koli na£in. V ra£unalni²ki graﬁki razpr²ene podatke pogosto imenujemo tudi oblaki
to£k (angl. point clouds), pridobivamo pa jih s 3D opti£nimi bralniki, ki analizirajo
dan objekt (npr. povr²je Zemlje ali £love²ko telo) ter izmerijo podatke o to£kah, ki
leºijo na njegovi povr²ini.
Temeljni problem v teoriji aproksimacije je problem prileganja funkcij na razpr-
²ene podatke: zanima nas, kako bi dano mnoºico podatkov aproksimirali s pravilom,
iz katerega bi lahko sklepali, kak²ne so vrednosti funkcije na drugih lokacijah. Ob-
staja ve£ na£inov iskanja primerne aproksimacije. Eden izmed njih uporablja krite-
rij, po katerem morajo vse dane to£ke leºati na funkciji, imenujemo ga interpolacija.
e to£ke niso urejene v mreºi, potem proces aproksimacije imenujemo interpola-
cija razpr²enih podatkov (angl. scattered data interpolation). Problem interpolacije
razpr²enih podatkov formuliramo na naslednji na£in:
Problem 3.1. Za dane podatke (xi, yi), i = 1, . . . , N , kjer je xj ∈ Rd in yi ∈ R
i²£emo zvezno funkcijo Pf , da bo veljalo Pf (xi) = yi, i = 1, . . . , N .
Tak²na formulacija omogo£a, da to£ke xi leºijo v d-dimenzionalnem prostoru:
• d = 1: to£ke leºijo na premici. Premica lahko predstavlja npr. £asovni interval,
pripadajo£e vrednosti pa meritve koli£ine, ki nas zanima (npr. temperatura
zraka).
• d = 2: to£ke leºijo v ravnini. Podane vrednosti v teh to£kah opi²ejo tretjo di-
menzijo, npr. vi²ino (npr. pri modeliranju povr²ja Zemlje). Primer je prikazan
na sliki 1.
• d = 3: to£ke leºijo v prostoru. S tako formulacijo lahko opi²emo problem
modeliranja neke vrednosti znotraj telesa (npr. gostota).
• za ve£je dimenzije (d > 3) primeri niso tako intuitivni, pojavljajo pa se pred-
vsem pri optimizacijskih problemih in problemih v ﬁnan£ni matematiki.
Najpogostej²i pristop k re²evanju problema interpolacije razpr²enih podatkov je
s predpostavko, da je funkcija Pf linearna kombinacija nekih baznih funkcij Bj:
Pf (x) =
N∑
j=1
cjBj(x), x ∈ Rd. (3.1)
Pri re²evanju tega problema pridemo do sistema ena£b oblike
Ac = y, (3.2)
kjer je A interpolacijska matrika z elementi Aij = Bj(xi), i, j = 1, . . . , N , c =
[c1, . . . , cN ]
T in y = [y1, . . . , yN ]T . Problem 3.1 je korekten (re²itev obstaja in je
enoli£na) £e in samo £e je matrika A nesingularna.
7
(a) To£ke xi v ravnini (modra) ter njihove
vrednost yi (rde£a).
(b) Ploskev, ki interpolira vrednosti to£k.
Slika 1: Primer razpr²enih podatkov in interpolacijske ploskve. Vir: [7, str. 18].
3.1 Izrek Haar-Mairhuber-Curtis
Znano je, da za univariatne probleme, kjer so dane paroma razli£ne to£ke x1, . . . , xN
iz R z vrednostmi y1, . . . , yN obstaja natanko en interpolacijski polinom p iz prostora
Π1N−1 polinomov ene spremenljivke stopnje manj²e ali enake N − 1. Korektnost pa
ni odvisna niti od pozicije to£k xi niti od njihovih vrednostih yi, pomembno je zgolj
²tevilo to£k in to, da so x1, . . . , xN paroma razli£ne. Izkaºe pa se, da to ne velja za
multivariatne probleme.
Deﬁnicija 3.1. Naj Ω ⊆ Rd vsebuje vsaj N to£k in naj bo prostor B ⊆ C(Ω)
N -dimenzionalen linearen vektorski prostor. Potem B imenujemo Haarov prostor
dimenzijeN na Ω, £e za poljubne razli£ne to£ke x1, . . . ,xN ∈ Ω in poljubne vrednosti
y1, . . . , yN ∈ R obstaja natanko ena funkcija s ∈ B, za katero velja s(xi) = yi,
i = 1, . . . , N .
Izrek 3.2. Naslednje trditve so ekvivalentne:
1. B je N-dimenzionalen Haarov prostor.
2. Vsak s ∈ B \ {0} ima najve£ N − 1 ni£el.
3. Za poljubne razli£ne to£ke x1, . . . ,xN ∈ Ω in bazo {B1, . . . , BN} za B ter
matriko A z elementi Aij = Bj(xi) velja det(A) ̸= 0.
Dokaz. Dokaºimo vse tri trditve.
(1. ⇒ 2.) Predpostavimo, da ima s ∈ B \ {0} N ni£el, npr. x1, . . . ,xN . Ker iz
trditve 1 vemo, da obstaja natanko ena funkcija s, za katero velja s(xi) = yi in ker
so xi ni£le funkcije, iz s(xi) = 0 za vsak i = 1, . . . , N sledi, da je s lahko le ni£elna
funkcija. Pridemo v protislovje, torej ima vsak s ∈ B \ {0} najve£ N − 1 ni£el.
(2. ⇒ 3.) Naj bo det(A) = 0. Potem obstaja vektor c ∈ RN \ {0}, da velja
Ac = 0 oz.
∑N
j=1 cjBj(xi) = 0 za i = 1, . . . , N . To pa pomeni, da ima funkcija
g(x) :=
∑
cjBj(x) N ni£el, in je po trditvi 2 natanko ni£elna funkcija. Ker pa so
funkcije Bj linearno neodvisne, bi moralo veljati c = 0, kar po predpostavki ni res.
Pridemo v protislovje, torej je det(A) ̸= 0.
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(3. ⇒ 1.) e velja trditev 3, lahko dokaºemo, da je B Haarov prostor. Naj bo
interpolant oblike g =
∑N
j=1 cjBj. Potem mora veljati g(xi) =
∑N
j=1 cjBj(xi) = yi,
i = 1, . . . , N . Ker je A nesingularna, je re²itev problema ena sama, kar pomeni, da
je c enoli£no dolo£en, torej je tudi interpolant f enoli£no dolo£en.
Obstoj Haarovega prostora torej zagotavlja obrnljivost matrike A in s tem obstoj
in enoli£nost interpolanta iz prostora B za poljubne to£ke x1, . . . ,xN . Kot je ome-
njeno zgoraj, polinomi z eno spremenljivko stopnje N − 1 tvorijo N -dimenzionalen
Haarov prostor za poljubne razli£ne to£ke x1, . . . ,xN . Zanima nas, ali Haarov pro-
stor obstaja tudi v vi²jih dimenzijah.
Izrek 3.3 (Mairhuber-Curtis). e Ω ⊂ Rd, d ≥ 2, vsebuje notranjo to£ko, potem
ne obstaja Haarov prostor zveznih funkcij.
Dokaz. Naj bo d ≥ 2 in naj bo B Haarov prostor z bazo {B1, . . . , BN}, N ≥ 2. Naj
bodo x1, . . . ,xN ∈ Ω ⊂ Rd poljubne razli£ne to£ke in A matrika z vrednostmi Aij =
Bj(xi), i, j = 1, . . . , N . Potem po deﬁniciji Haarovega prostora velja det(A) ̸= 0.
Ker Ω vsebuje notranjo to£ko, npr. x0, to pomeni, da vsebuje tudi kroglo z
radijem δ, K(x0, δ) ⊂ Ω. Naj bodo to£ke x3, . . . ,xN znotraj krogle in naj bosta
x1(t) in x2(t) zvezni funkciji, ki opisujeta pot med x1 in x2 v K(x0, δ), ne vsebujeta
to£k x3, . . . ,xN , in za kateri velja
x1(0) = x2(1),
x1(1) = x2(0).
V R to ni mogo£e, v Rd, d ≥ 2 pa je. Potem za funkcijo
D(t) = det(Bj(xi))
veljaD(0) = −D(1), saj jeD(1) pridobljen z zamenjavo prve in druge vrstice vD(0).
Ker je D(t) zvezna funkcija, obstaja tak t, da velja D(t) = 0, kar je protislovje.
Izrek Mairhuber-Curtis nam pove, da polinomi z ve£ spremenljivkami ne mo-
rejo tvoriti Haarovega prostora, zato je na tak na£in, brez dodatnih predpostavk o
pozicijah to£k xi, nemogo£e interpolirati vrednosti to£kam iz ve£dimenzionalnega
prostora. To pomeni, da £e ho£emo korekten interpolacijski problem z ve£ spremen-
ljivkami, potem ne moremo vnaprej dolo£iti mnoºice baznih funkcij, ampak morajo
biti le-te odvisne od mnoºice to£k, ki jih ºelimo interpolirati.
3.2 Interpolacija z razdaljnimi matrikami
Navedimo preprost primer, povzet iz [11], ki nam bo v pomo£ pri iskanju aproksi-
mativnih prostorov, ki so odvisni od danih podatkov.
elimo konstruirati zvezno funkcijo Pf , ki interpolira vrednosti neke funkcije fd
v danih to£kah xi ∈ [0, 1]d, tj.
Pf (xi) = fd(xi), xi ∈ [0, 1]d. (3.3)
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Slika 2: Primer bazne funkcije Bj(x) = ∥x− xj∥2 za xj = 0 in d = 2.
Predpostavimo, da je d = 1. V tem primeru bomo to£ke xi in neodvisno spremen-
ljivko x pisali neodebeljeno. Vemo, da je za re²evanje tak²nega problema najprimer-
nej²a uporaba polinomov z eno spremenljivko, za velike N pa odsekoma polinomske
funkcije oz. zlepki, najenostavnej²i med njimi so linearni. Ena izmed najpogosteje
uporabljenih baz za prostor odsekoma linearnih funkcij, ki interpolirajo vrednosti v
to£kah iz [0, 1] je {B1, . . . , BN}, kjer je Bj = | · −xj|, j = 1, . . . , N . Na ta na£in
lahko konstruiramo funkcijo
Pf (x) =
N∑
j=1
cj|x− xj|, x ∈ [0, 1], (3.4)
nato pa izra£unamo neznane koeﬁciente ck z upo²tevanjem interpolacijskih omejitev
Pf (xi) = f1(xi), i = 1, . . . , N. (3.5)
Opazimo, da so bazne funkcije odvisne od danih to£k, kot sledi iz izreka Mairhuber-
Curtis. To£kam, h katerim premaknemo funkcijo |x|, re£emo centri oz. vozli. Centri
so lahko katerekoli to£ke, a zaradi poenostavitve obi£ajno izberemo kar dane to£ke,
katerih vrednosti ºelimo interpolirati.
Zdaj pa predpostavimo, da je d = 2. Bazo prostora ozna£imo kot prej, le da sedaj
za Bj namesto razdalje v eni dimenziji vzamemo eklidsko normo, tj. Bj = ∥ ·−xj∥2.
Na sliki 2 lahko vidimo, da so funkcije Bj radialno simetri£ne. Geometrijski objekt
je radialno simetri£en, £e ga lahko poljubno zavrtimo okoli njegove osi, a bo kljub
temu izgledal enako. Primer radialne simetrije so npr. zvezde, saj so vsi kraki
enakomerno razporejeni okoli sredi²£a. Funkcije Bj zato imenujemo tudi radialne
bazne funkcije in jih bomo kasneje podrobneje opisali in splo²neje deﬁnirali.
Naj bo spet d = 1. Problem aproksimacije razpr²enih podatkov re²imo tako, da
poi²£emo neznane koeﬁciente cj z re²itvijo linearnega sistema⎡⎢⎢⎢⎣
|x1 − x1| |x1 − x2| . . . |x1 − xN |
|x2 − x1| |x2 − x2| . . . |x2 − xN |
...
... . . .
...
|xN − x1| |xN − x2| . . . |xN − xN |
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
c1
c2
...
cN
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
f1(x1)
f1(x2)
...
f1(xN)
⎤⎥⎥⎥⎦ . (3.6)
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eprav zgornja ena£ba velja za enodimenzionalne linearne zlepke, pa jo lahko po-
splo²imo tako, da bo veljala tudi v ve£ dimenzijah.
Matrika v ena£bi (3.6) je primer razdaljne matrike. Znano je, da so razdaljne
matrike, ki temeljijo na evklidski razdalji v Rd, vedno nesingularne [11, poglavje 9.3],
zato je na² problem korekten in nam omogo£a, da re²imo interpolacijski problem v
vi²jih dimenzijah, tako da zapi²emo
Pf (x) =
N∑
j=1
cj∥x− xj∥2, x ∈ [0, 1]d (3.7)
in re²imo linearni sistem⎡⎢⎢⎢⎣
∥x1 − x1∥2 ∥x1 − x2∥2 . . . ∥x1 − xN∥2
∥x2 − x1∥2 ∥x2 − x2∥2 . . . ∥x2 − xN∥2
...
... . . .
...
∥xN − x1∥2 ∥xN − x2∥2 . . . ∥xN − xN∥2
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
c1
c2
...
cN
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
fd(x1)
fd(x2)
...
fd(xN)
⎤⎥⎥⎥⎦ (3.8)
za neznane koeﬁciente cj.
Pristop z razdaljnimi matrikami ima na ºalost kar nekaj omejitev, npr. omejeno
natan£nost in gladkost, omejenost na mnoºice z majhnim ²tevilom podatkov ter
slabo pogojenost. Podrobnosti so na voljo v [11]. V nadaljevanju bomo na²tete
probleme naslovili z alternativami tega pristopa.
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4 Radialne bazne funkcije
Deﬁnicija 4.1. Funkcijo Φ : Rd → R imenujemo radialna, £e obstaja taka funkcija
ϕ : [0,∞)→ R ene spremenljivke, da velja
Φ(x) = ϕ(r), r = ∥x∥,
kjer je ∥ · ∥ neka norma v Rd.
V nadaljevanju bomo za ∥ · ∥ uporabljali evklidsko normo ∥ · ∥2.
Lema 4.2. Za radialno funkcijo Φ velja
∥x1∥ = ∥x2∥ ⇒ Φ(x1) = Φ(x2), x1,x2 ∈ Rd.
Lema 4.2 pove, da je vrednost radialne funkcije Φ v poljubni to£ki, ki je od
sredi²£ne oddaljena za neko dolºino δ, konstantna. To pa pomeni, da je Φ radialno
simetri£na. Vidimo, da so funkcije Bj iz prej²njega razdelka poseben primer radialne
funkcije, kjer je ϕ(r) = r.
Iz deﬁnicije 4.1 vidimo, zakaj so radialne funkcije primerne za re²evanje problema
aproksimacije razpr²enih podatkov v ve£ dimenzijah; namesto, da bi bila funkcija Φ
funkcija ve£ spremenljivk, uvedemo funkcijo ϕ, ki je vedno funkcija ene spremenljivke
in je odvisna od norme izbranih to£k x1, . . . ,xN .
4.1 Interpolacija z radialnimi baznimi funkcijami
V razdelku 3.2 smo videli, kako bi aproksimirali razpr²ene podatke s pomo£jo raz-
daljnih matrik. Ena£bo (3.7) raz²irimo tako, da bazno funkcijo Bj zamenjamo s
splo²no radialno funkcijo:
Pf (x) =
N∑
j=1
cjϕ(∥x− xj∥), x ∈ Rd. (4.1)
Kot prej lahko neznane koeﬁciente ck poi²£emo z re²itvijo sistema⎡⎢⎢⎢⎣
ϕ(∥x1 − x1∥2) ϕ(∥x1 − x2∥2) . . . ϕ(∥x1 − xN∥2)
ϕ(∥x2 − x1∥2) ϕ(∥x2 − x2∥2) . . . ϕ(∥x2 − xN∥2)
...
... . . .
...
ϕ(∥xN − x1∥2) ϕ(∥xN − x2∥2) . . . ϕ(∥xN − xN∥2)
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
c1
c2
...
cN
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
f(x1)
f(x2)
...
f(xN)
⎤⎥⎥⎥⎦ .
(4.2)
Vemo, da bo ta problem korekten, £e bo zgornja matrika nesigularna, torej nas
zanima, za kak²ne funkcije ϕ bo to res.
4.2 Pozitivno deﬁnitne funkcije
eprav zaenkrat ²e ne vemo, ali obstaja kak²na skupina baznih funkcij ϕ, za katero
bi bila matrika iz ena£be (4.2) nesingularna za poljubno mnoºico to£k {x1, . . . ,xN},
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pa si pri zagotavljanju korektnosti lahko pomagamo s t.i. pozitivno deﬁnitnimi ma-
trikami. Vemo namre£, da so lastne vrednosti pozitivno deﬁnitnih matrik pozitivne,
zato so pozitivno deﬁnitne matrike nesingularne. elimo si torej takih funkcij ϕ,
iz katerih v raz²iritvi (4.2) dobimo pozitivno deﬁnitno matriko. Na ta na£in bo
interpolacijski problem korekten.
Deﬁnicijo pozitivne deﬁnitnosti lahko raz²irimo tudi na funkcije.
Deﬁnicija 4.3. Zvezno funkcijo Φ : Rd → C imenujemo pozitivno semideﬁnitna
na Rd, £e za N paroma razli£nih to£k x1, . . . ,xN ∈ Rd in poljuben vektor c =
[c1, . . . , cN ]
T ∈ CN velja
N∑
k=1
N∑
j=1
ckcjΦ(xk − xj) ≥ 0. (4.3)
Funkcija je pozitivno deﬁnitna na Rd, £e je pozitivno semideﬁnitna in je kvadrati£na
forma (4.3) ni£elna samo takrat, ko je c natanko enak 0.
V literaturi najdemo razli£ne terminologije pozitivne deﬁnitnosti. Namesto iz-
raza pozitivno semideﬁnitne funkcije se ponekod uporablja izraz pozitivno deﬁnitne
funkcije, namesto izraza pozitivno deﬁnitne funkcije pa izraz strogo pozitivno deﬁni-
tne funkcije.
Izrek 4.4. Naj bo funkcija Φ pozitivno semideﬁnitna. Potem velja:
1. Φ(0) ≥ 0,
2. Φ(−x) = Φ(x),∀x ∈ Rd,
3. Φ je omejena, tj. |Φ(x)| ≤ Φ(0),∀x ∈ Rd,
4. Φ(0) = 0 £e in samo £e Φ ≡ 0,
5. £e so Φ1, . . . ,Φn pozitivno semideﬁnitne in ci ≥ 0, i = 1, . . . , n, potem je line-
arna kombinacija Φ :=
∑n
i=1 ciΦi tudi pozitivno semideﬁnitna. e ve£, £e je
vsaj ena funkcija Φi pozitivno deﬁnitna in je ci hkrati pozitiven, potem je Φ
pozitivno deﬁnitna.
6. Produkt pozitivno (semi)deﬁnitnih funkcij je pozitivno (semi)deﬁniten.
Dokaz. Dokaºimo prvih pet to£k.
1. Prva to£ka sledi neposredno iz deﬁnicije pozitivne deﬁnitnosti, £e izberemo
N = 1 in c1 = 1.
2. Z izbiro N = 2, c1 = 1, c2 = c,x1 = 0 in x2 = x dobimo iz deﬁnicije
(1 + |c|2)Φ(0) + cΦ(x) + cΦ(−x) ≥ 0.
e je c = 1 ali c = i, potem morata biti Φ(x) + Φ(−x) in i(Φ(x) − Φ(−x))
realni ²tevili, to pa bo res samo, £e bo veljalo Φ(x) = Φ(−x).
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3. Naj bo N = 2,x1 = 0,x2 = x in c1 = |Φ(x)| ter c2 = −Φ(x). Potem iz
deﬁnicije 4.3 dobimo
2Φ(0)|Φ(x)|2 − Φ(−x)Φ(x)|Φ(x)| − Φ2(x)|Φ(x)| ≥ 0.
e upo²tevamo to£ko 2, dobimo
2Φ(0)|Φ(x)|2 − 2|Φ(x)|3 ≥ 0.
Za |Φ(x)| > 0 lahko dobljeno neena£bo delimo z |Φ(x)|2, da dobimo rezultat
|Φ(x)| ≤ Φ(0), za |Φ(x)| ≡ 0 pa je rezultat trivialen.
4. etrta lastnost sledi iz tretje.
5. Peta lastnost sledi iz deﬁnicije pozitivne deﬁnitnosti.
6. esta lastnost je posledica Schurovega izreka, ki pravi, da je produkt pozitivno
(semi)deﬁnitnih matrik tudi pozitivno (semi)deﬁniten. Dokaz je na voljo v [32,
str. 66].
Iz to£ke 2 izreka 4.4 je jasno, da morajo biti pozitivno (semi)deﬁnitne funkcije
z realnimi vrednostmi sode. Omejimo pa se lahko tudi na pozitivno (semi)deﬁnitne
funkcije z realnimi vrednostmi. Velja naslednji izrek.
Izrek 4.5. Naj bo funkcija Φ : Rd → R zvezna. Potem je Φ pozitivno semideﬁnitna
na Rd natanko tedaj ko je soda in velja
N∑
k=1
N∑
j=1
ckcjΦ(xk − xj) ≥ 0 (4.4)
za N poljubno izbranih paroma razli£nih to£k x1, . . . ,xN ∈ Rd in c = [c1, . . . , cN ]T ∈
RN .
Funkcija Φ je pozitivno deﬁnitna na Rd, £e je pozitivno semideﬁnitna in je kva-
drati£na forma (4.4) ni£elna samo takrat, ko je c natanko enak 0.
Dokaz. Dokaºimo izrek v obe smeri.
(⇒) e je funkcija Φ pozitivno deﬁnitna in ima realne vrednosti, potem je po
to£ki 2 izreka 4.4 soda. Neenakost (4.4) pa velja po deﬁniciji.
(⇐) Recimo, da je ci = ai + ibi. Iz tega sledi
N∑
k,j=1
ckcjΦ(xk − xj) =
N∑
k,j=1
(akaj + bkbj)Φ(xk − xj)+
+ i
N∑
k,j=1
ajbk(Φ(xk − xj)− Φ(xj − xk)).
Ker je Φ soda, je drugi del vsote na desni strani ena£be enak 0. Prvi del vsote pa je
nenegativen zaradi predpostavke oz. se izni£i le, £e velja ai = bi = 0.
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4.3 Pozitivno deﬁnitne radialne bazne funkcije
Zdaj lahko raz²irimo deﬁnicijo pozitivne deﬁnitnosti tudi na univariatno funkcijo ϕ:
Deﬁnicija 4.6. Univariatna funkcija ϕ : [0,∞) → R je pozitivno deﬁnitna na Rd,
£e je njena pripadajo£a multivariatna funkcija Φ(x) := ϕ(∥x∥), x ∈ R2 pozitivno
deﬁnitna.
Lema 4.7. Naj bo univariatna funkcija ϕ pozitivno deﬁnitna na Rd. Potem je ϕ
pozitivno deﬁnitna tudi na Rs, s ≤ d.
Dokaz. Dokaz je trivialen, saj je Rs podprostor prostora Rd.
elimo si, da bi znali karakterizirati pozitivno deﬁnitne funkcije z navedenimi
lastnostmi, saj bo na² problem na ta na£in korekten. elimo tudi, da bi bile te funk-
cije radialne, da bomo lahko problem ve£ih spremenljivk obravnavali kot problem
ene spremenljivke.
Izkaºe se, da je Boschnerjeva in Schoenbergova integralna karakterizacija po-
zitivno deﬁnitnih funkcij s pomo£jo Fourierovih transformacij eden od na£inov, s
katerimi je mogo£e najti ustrezne bazne funkcije. Podrobnosti so na voljo v [11, str.
31-35] in [32, str. 67-84]. e vpeljemo ²e deﬁnicijo popolnoma monotonih (angl.
completely monotone) ali ve£kratno monotonih (angl. multiply monotone) funkcij,
pa lahko do karakterizacije pozitivno deﬁnitnih funkcij pridemo celo brez Fourierove
tranformacije. Podrobnosti so na voljo v [11, str. 47-52].
V nadaljevanju si bomo ogledali primere radialnih baznih funkcij, ki so pozitivno
deﬁnitne in si ogledali nekatere njihove lastnosti. Videli bomo, da se ºe same funkcije
lahko zelo razlikujejo med seboj (npr. glede na obliko ali zveznost), saj so odvisne
od nekaterih spremenljivih parametrov. Te razlike bomo kasneje tudi primerjali na
konkretnih primerih in pokazali, da je prava izbira radialne bazne funkcije in njenih
parametrov klju£na.
4.4 Primeri
4.4.1 Gaussove funkcije
Deﬁnicija 4.8. Gaussove funkcije deﬁniramo kot
Φ(x) := e−∥x∥
2
oz. Φε(x) = Φ(εx), ε > 0. (4.5)
Take funkcije so pozitivno deﬁnitne in radialne na Rd za poljuben d. Gaussove
funkcije so C∞ zvezne.
Parameter ε je tesno povezan z varianco σ2 normalne porazdelitvene funkcije,
saj velja ε2 = 1
2σ2
. S njim lahko na enostaven na£in spreminjamo izravnanost bazne
funkcije; za ε → 0 bo funkcija bolj poloºna, za ε → ∞ pa bolj ²pi£asta. Izkaºe
se ([11]), da ima izbira parametra ε mo£an vpliv na natan£nost interpolanta in
ob£utljivost linearnega sistema.
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Slika 3: Primer Gaussove radialne bazne funkcije Φε za d = 1 in ε = {5.0, 1.0, 0.5},
(levo) ter d = 2 in ε = 1.0 (desno).
d = 1 d = 2
n = 1 (3
2
− |x|2)e−|x|2 (2− ∥x∥2)e−∥x∥2
n = 2 (15
8
− 5
2
|x|2 + 1
2
|x|4)e−|x|2 (3− 3∥x∥2 + 1
2
∥x∥4)e−∥x∥2
n = 3 (35
6
− 35
8
|x|2 + 7
4
|x|4 − 1
6
|x|6)e−|x|2 (4− 6∥x∥2 + 2∥x∥4 − 1
6
∥x∥6)e−∥x∥2
Tabela 1: Laguerre-Gaussove radialne bazne funkcije Φε za d = 1 in d = 2, ε = 1.0
ter razli£ne n.
4.4.2 Laguerre-Gaussove funkcije
Deﬁnicija 4.9. Laguerre-Gaussove funkcije deﬁniramo kot
Φ(x) := e−∥x∥
2
Ld/2n (∥x∥2) oz. Φε(x) = Φ(εx), ε > 0, (4.6)
pri £emer je
Ld/2n (t) :=
n∑
k=0
(−1)k
k!
(
n+ d/2
n− k
)
tk (4.7)
posplo²en Laguerrov polinom stopnje n reda d/2. Laguerre-Gaussove funkcije so
pozitivno deﬁnitne in radialne na Rd. Iz leme 4.7 pa sledi, da so pozitivno deﬁnitne
in radialne tudi na Rs, s ≤ d. So C∞ zvezne za poljubno izbiro d in n.
V tabeli 1 lahko vidimo Laguerre-Gaussove funkcije za razli£ne izbire d in n, na
sliki 4 pa grafe funkcij, ki so skalirane tako, da je Φ(0) = 1.
4.4.3 Poissonove funkcije
Preden deﬁniramo naslednjo druºino pozitivno deﬁnitnih radialnih baznih funkcij,
predstavimo ²e Besselove funkcije. Podrobnosti in izpeljave slede£ih ena£b v tem
podpoglavju so na voljo v [35].
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Slika 4: Primer skalirane Laguerre-Gaussove radialne bazne funkcije Φε za d = 1,
ε = 3.0 in n = {1, 2, 3} (levo) ter d = 2, ε = 3.0 in n = 2 (desno).
Deﬁnicija 4.10. Diferencialno ena£bo drugega reda
z2w′′ + zw′ + (z2 − ν2)w = 0, (4.8)
kjer je z kompleksna spremenljivka, ν pa poljubno realno ali kompleksno ²tevilo,
imenujemo Besselova ena£ba. Z re²itvijo ena£be dobimo dve linearno neodvisni
re²itvi, Besselovo funkcijo prve vrste reda ν, ki jo ozna£imo z Jν , ter Besselovo
funkcijo druge vrste reda ν, ki jo ozna£imo z Yν . Take funkcije imenujemo cilindrske
funkcije.
Besselovo funkcijo prve vrste lahko s pomo£jo Frobeniusove metode zapi²emo
kot vrsto
Jν(z) :=
∞∑
k=0
(−1)k(z/2)ν+2k
k!Γ(ν + k + 1)
, | arg z| < π, ν ̸= −1,−2,−3, . . . , (4.9)
kjer je Γ funkcija gama. Funkcija J−ν , £e obstaja, je prav tako re²itev Besselove
ena£be, saj je le-ta neob£utljiva za transformacijo ν → −ν.
e ν ni celo ²tevilo, funkcija J−ν obstaja in velja, da sta funkciji Jν in J−ν
linearno neodvisni, splo²na re²itev Besselove ena£be pa ima obliko
w(z) = C1Jν(z) + C2J−ν(z), ν /∈ Z, (4.10)
kjer sta C1 in C2 poljubni konstanti, ki ju dolo£imo iz za£etnih pogojev.
e je ν celo ²tevilo, sta funkciji Jν in J−ν linearno odvisni, saj velja
J−ν(z) = (−1)νJν(z), ν ∈ Z, (4.11)
splo²na re²itev Besselove ena£be pa ima obliko
w(z) = C1Jν(z) + C2Yν(z), ν ∈ R, (4.12)
kjer sta C1 in C2 poljubni konstanti, Yν pa je Besselova funkcija druge vrste, deﬁni-
rana kot
Yν(z) :=
Jν(z) cos νπ − J−ν(z)
sin νπ
, (4.13)
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kjer za celo²tevilske vrednosti ν vzamemo limito limu→ν Yu. Besselovo funkcijo druge
vrste v£asih imenujemo tudi Neumannova ali Webrova funkcija. Funkciji Jν in Yν
sta linearno neodvisni za vse vrednosti ν.
Videti se da, da so vse Besselove funkcije reda ν, kjer je ν = n + 1
2
, n ∈ Z,
elementarne. Deﬁniramo jih lahko s t.i. sfernimi Besselovimi funkcijami :
• sferna Besselova funkcija prve vrste reda n:
jn(z) =
√
π
2z
Jn+ 1
2
(z), (4.14)
• sferna Besselova funkcija druge vrste reda n:
yn(z) =
√
π
2z
Yn+ 1
2
(z). (4.15)
Primer 4.11. Pokazati se da ([1]), da velja
j0(z) =
sin z
z
, j1(z) =
sin z
z2
− cos z
z
, j2(z) =
(
3
z3
− 1
z
)
sin z − 3
z2
cos z, (4.16)
y0(z) =
cos z
z
, y1(z) = −cos z
z2
− sin z
z
, y2(z) =
(
3
z3
− 1
z
)
cos z − 3
z2
sin z.
(4.17)
Zdaj lahko deﬁniramo ²e eno druºimo pozitivno deﬁnitnih radialnih funkcij.
Deﬁnicija 4.12. Poissonove funkcije, imenovane tudi Besselove ali J-Besselove ra-
dialne funkcije, deﬁniramo kot
Φ(x) :=
Jd/2−1(∥x∥)
∥x∥d/2−1 , d ≥ 2, oz. Φε(x) = Φ(εx), ε > 0, (4.18)
pri £emer je Jν Besselova funkcija prve vrste reda ν.
Poissonove funkcije so pozitivno deﬁnitne in radialne na Rd za d ≥ 2. Iz leme 4.7
pa sledi, da so pozitivno deﬁnitne in radialne tudi na Rs, s ≤ d. eprav Poissonove
funkcije niso deﬁnirane v izhodi²£u, jih je mogo£e raz²iriti tako, da so C∞ zvezne
na celem Rd. To naredimo tako, da funkcijo v izhodi²£u deﬁniramo kot limito, ko
gre x→ 0.
V tabeli 2 so podane Poissonove funkcije za razli£ne izbire parametra d. Poe-
nostavljene funkcije za d = 3 in d = 5 dobimo tako, da v ena£bo (4.18) vstavimo
ena£bi sfernih Besselovih funkcij prvega reda j0 in j1 (4.16). Na sliki 5 pa lahko
vidimo grafe Poissonovih funkcij, ki so skalirane tako, da je Φ(0) = 1.
Opomba 4.13. Poissonovo funkcijo lahko v Matlabu evaluiramo s pomo£jo vgrajene
funkcije besselj.
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d = 2 d = 3 d = 4 d = 5
J0(∥x∥)
√
2
π
sin(∥x∥)
∥x∥
J1(∥x∥)
∥x∥
√
2
π
sin(∥x∥)−∥x∥ cos(∥x∥)
∥x∥3
Tabela 2: Poissonove funkcije Φε za ε = 1.0 ter razli£ne d.
Slika 5: Primer skalirane Poissonove radialne bazne funkcije Φε za d = {2, 3, 4} in
ε = 12.0 (levo) ter d = 2 in ε = 12.0 (desno).
4.4.4 Matérnove funkcije
Deﬁnirajmo ²e modiﬁcirane Besselove funkcije. Podrobnosti in izpeljave slede£ih
ena£b v tem podpoglavju so na voljo v [35].
Deﬁnicija 4.14. Diferencialno ena£bo drugega reda
z2w′′ + zw′ − (z2 + ν2)w = 0, (4.19)
kjer je z kompleksna spremenljivka, ν pa poljubno realno ali kompleksno ²tevilo,
imenujemomodiﬁcirana Besselova ena£ba. Dobimo jo lahko tudi tako, da v Besselovi
ena£bi (4.8) z zamenjamo z iz. Z re²itvijo ena£be dobimo dve linearno neodvisni
re²itvi, modiﬁcirano Besselovo funkcijo prve vrste reda ν, ki jo ozna£imo z Iν , ter
modiﬁcirano Besselovo funkcijo druge vrste reda ν, ki jo ozna£imo s Kν .
Modiﬁcirano Besselovo funkcijo prve vrste lahko zapi²emo kot vrsto
Iν(z) :=
∞∑
k=0
(z/2)ν+2k
k!Γ(ν + k + 1)
. (4.20)
Funkcija I−ν je prav tako re²itev modiﬁcirane Besselove ena£be.
e ν ni celo ²tevilo, sta funkciji Iν in I−ν linearno neodvisni, splo²na re²itev
modiﬁcirane Besselove ena£be pa ima obliko
w(z) = C1Iν(z) + C2I−ν(z), ν /∈ Z, (4.21)
kjer sta C1 in C2 poljubni konstanti.
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e je ν celo ²tevilo, sta funkciji Iν in I−ν linearno odvisni, saj velja
I−ν(z) = Iν(z), ν ∈ Z, (4.22)
splo²na re²itev Besselove ena£be ima v tem primeru obliko
w(z) = C1Iν(z) + C2Kν(z), ν ∈ R, (4.23)
kjer sta C1 in C2 poljubni konstanti, Kν pa je modiﬁcirana Besselova funkcija druge
vrste, deﬁnirana kot:
Kν(x) :=
π
2
I−ν(x) cos νπ − Iν(x)
sin νπ
, (4.24)
kjer za celo²tevilske vrednosti ν vzamemo limito limu→ν Ku. Modiﬁcirano Besselovo
funkcijo druge vrste imenujemo tudi modiﬁcirana Besselova funkcija tretje vrste ali
MacDonaldova funkcija. Funkciji Iν in Kν sta linearno neodvisni za vse vrednosti
ν.
Kot prej lahko modiﬁcirane Besselove funkcije reda ν, kjer je ν = n + 1
2
, n ∈ Z,
zapi²emo z modiﬁciranimi sfernimi Besselovimi funkcijami :
• modiﬁcirana sferna Besselova funkcija prve vrste reda n:
in(z) =
√
π
2z
In+ 1
2
(z), (4.25)
• modiﬁcirana sferna Besselova funkcija druge vrste reda n:
kn(z) =
√
2
πz
Kn+ 1
2
(z). (4.26)
Primer 4.15. Pokazati se da ([1]), da velja
i0(z) =
sinh z
z
, i1(z) =
cosh z
z
− sinh z
z2
, i2(z) =
(z2 + 3) sinh z − 3z cosh z
z3
,
(4.27)
k0(z) =
e−z
z
, k1(z) =
e−z(1 + z)
z2
, k2(z) =
e−z(3 + 3z2 + z2)
z3
. (4.28)
Deﬁnicija 4.16. Matérnove funkcije, imenovane tudi Soboljevi zlepki, deﬁniramo
kot
Φ(x) :=
Kβ−d/2(∥x∥)∥x∥β−d/2
2β−1Γ(β)
, β >
d
2
, oz. Φε(x) = Φ(εx), ε > 0, (4.29)
pri £emer je Kν modiﬁcirana Besselova funkcija druge vrste reda ν, Γ pa funkcija
gama. Matérnove funkcije so pozitivno deﬁnitne in radialne na Rd za vse d < 2β, iz
leme 4.7 pa sledi, da so pozitivno deﬁnitne in radialne tudi na Rs, s ≤ d. Ker niso
deﬁnirane v izhodi²£u, jih moramo raz²iriti tako, da jih v izhodi²£u deﬁniramo kot
limito, ko gre x→ 0.
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β = d+1
2
e−∥x∥
β = d+3
2
(1 + ∥x∥)e−∥x∥
β = d+5
2
(3 + 3∥x∥+ ∥x∥2)e−∥x∥
Tabela 3: Matérnove funkcije Φε za ε = 1.0 ter razli£ne β.
Slika 6: Primer skalirane Matérnove radialne bazne funkcije Φε za d = 1, ε = 10.0
ter razli£ne β (levo) ter d = 2, β = d+1
2
in ε = 2.0 (desno).
V tabeli 3 so podane Matérnove funkcije za razli£ne izbire parametra β. Zaradi
poenostavitve je izpu²£en faktor skaliranja, ki je sicer odvisen od izbire d, zato so
navedene funkcije povsem neodvisne od dimenzije prostora. Funkcije so izra£unane
z vstavljanjem ena£be modiﬁcirane sferne Besselove funkcije drugega reda k0, k1 in
k2 v deﬁnicijo Matérnove funkcije. Matérnova funkcija s parametrom β = d+12 ni
odvedljiva v izhodi²£u, za parameter β = d+3
2
je C2 zvezna, za parameter β = d+5
2
pa C4 zvezna.
Opomba 4.17. Matérnovo funkcijo lahko v Matlabu evaluiramo s pomo£jo vgrajene
funkcije besselk.
4.4.5 Posplo²ena inverzna multikvadrika
Deﬁnicija 4.18. Posplo²eno inverzno multikvadriko deﬁniramo kot
Φ(x) := (1 + ∥x∥2)−β, β > 0, oz. Φε(x) = Φ(εx), ε > 0. (4.30)
Posplo²ene inverzne multikvadrike so pozitivno deﬁnitne in radialne na Rd za vse d
ter vse β > 0. So C∞ zvezne. V literaturi lahko zasledimo tudi druga£no deﬁnicijo
posplo²ene inverzne multikvadrike, Φ(x) := (c2 + ∥x∥2)−β, ki jo lahko preprosto
pretvorimo v re²eno ena£bo (4.30), £e nastavimo c2 = 1
ε2
in dobljeno ²e ustrezno
skaliramo.
Inverzno multikvadriko s parametrom β = 0.5 imenujemo tudi Hardyjeva multi-
kvadrika oz. originalna inverzna multikvadrika. Inverzno multikvadriko s parame-
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Slika 7: Primer posplo²ene inverzne multikvadrike za d = 1, ε = 3.0 in β =
{5.0, 1.0, 0.5} (levo) ter d = 2, ε = 3.0 in β = 0.5 (desno).
trom β = 1.0 pa imenujemo inverzna kvadrati£na funkcija. Na sliki 7 so prikazani
graﬁ posplo²ene inverzne multikvadrike za razli£ne izbire parametra β.
4.5 Implementacija
V tem podpoglavju si bomo ogledali nekaj primerov interpolacije z radialnimi ba-
znimi funkcijami v R2 in R3, primerjali rezultate in si za primer v R3 ogledali tudi
grafe napak in pogojenostnih ²tevil matrik v linearnem sistemu, ki ga re²ujemo.
Za oba primera bomo izvedli naslednji postopek:
1. Izberemo si eno izmed zgoraj opisanih radialnih baznih funkcij Φ(x) = ϕ(z),
z = ∥x∥.
2. Za dane to£ke xi, njihove vrednosti f(xi) in izbrano radialno bazno funkcijo
ϕ re²imo linearni sistem (4.2), da dobimo vrednosti neznanih koeﬁcientov ci.
3. Izra£unane koeﬁciente ci vstavimo v ena£bo (4.1), da dobimo interpolant
Pf (x).
4. Nari²emo graf interpolanta (to lahko zdaj storimo tudi za to£ke, ki jih prej
nismo poznali).
Opomba 4.19. V nadaljevanju se bomo ve£krat sklicevali na linearni sistem ena£b
(4.2) in pripadajo£o matriko sistema.
Parametri radialnih baznih funkcij so bili v vseh spodaj opisanih primerih izbrani
tako, da £im bolje ilustrirajo njihov vpliv na izbrano radialno bazno funkcijo in
kon£no re²itev. V primerih, kjer je imela radialna bazna funkcija ve£ parametrov,
pa smo spreminjali zgolj vrednosti enega izmed njih, drugi so ostali ﬁksni.
Povejmo ²e nekaj o izbiri ²tevila interpolacijskih to£k. Jasno je, da bomo pri bolj
razgibani funkciji f za dovolj dober pribliºek potrebovali ve£ interpolacijskih to£k.
Velja tudi, da morajo biti interpolacijske to£ke dovolj enakomerno razporejene preko
intervala, ki nas zanima. Znano pa je, da z nara²£ajo£im ²tevilom interpolacijskih
to£k nara²£a tudi velikost matrike sistema, zaradi £esar je problem lahko teºje re²ljiv
oz. zahteva ve£ ra£unske mo£i.
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4.5.1 Primer v 2D
Primer 4.20. Naj bo
f(x) = − sin
(x
2
(x− 3)− cos(2x)
)
zvezna funkcija v R in naj bodo xi, i = 1, . . . , N , N = 30, naklju£no izbrane to£ke
z intervala [−15, 15] (slika 8). Zanima nas, kako bi aproksimirali funkcijo f , £e bi
imeli zgolj podatke o to£kah xi in vrednostih f(xi).
Slika 8: Funkcija f in naklju£no izbrane to£ke xi ter njihove vrednosti f(xi).
Vemo, da lahko tako funkcijo aproksimiramo z interpolacijskim polinomom, saj
gre za funkcijo ene spremenljivke. Namesto tega si poglejmo implementacijo inter-
polacije z radialnimi baznimi funkcijami iz razdelka 4.4. Na slikah 9-13 so prikazani
graﬁ interpolantov za razli£ne vrednosti parametrov.
Slika 9: Interpolacija razpr²enih podatkov z Gaussovo radialno bazno funkcijo Φε
za ε = 0.5 (levo) in ε = 2.0 (desno).
Na sliki 9 vidimo, da so pri interpolaciji z Gaussovo radialno bazno funkcijo
posamezni odseki interpolanta nekoliko bolj valoviti za ve£je vrednosti ε, saj so
bazne funkcije bolj za²iljene. Z manj²anjem ε pa lahko doseºemo skoraj popolno
ujemanje s podano funkcijo f .
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Slika 10: Interpolacija razpr²enih podatkov z Laguerre-Gaussovo radialno bazno
funkcijo Φε za ε = 0.7, d = 1, n = 1 (levo) in n = 3 (desno).
Pri interpolaciji z Laguerre-Gaussovo radialno bazno funkcijo smo izbrali ﬁksna
ε in d, spreminjali pa smo parameter n. Na sliki 10 sta prikazana interpolanta za
n = 1 in n = 3. Opazimo, da je pribliºek z niºjo stopnjo posplo²enega Laguerrovega
polinoma v na²em primeru nekoliko bolj²i od pribliºka z vi²jo stopnjo posplo²enega
Laguerrovega polinoma, saj interpolant za n = 3 na bolj ravnih odsekih intervala
po nepotrebnem preve£ zaniha, £e so interpolirane to£ke preve£ narazen.
Slika 11: Interpolacija razpr²enih podatkov s Poissonovo radialno bazno funkcijo za
ε = 3.0, d = 2 (levo) in d = 4 (desno).
Naslednja slika (slika 11) prikazuje interpolanta s Poissonovo radialno bazno
funkcijo za ε = 3.0 in spremenljiv parameter d. Opazimo lahko, da je interpolant
bolj²i za ve£jo vrednost parametra d. Pri manj²ih vrednostih d namre£ Poissonova
funkcija mo£neje zaniha in se zaradi tega na posameznih odsekih intervala preve£
oddalji od ºelenega rezultata.
Pri interpolaciji z Matérnovo radialno bazno funkcijo (slika 12) s ﬁksnima para-
metroma ε in d vidimo, da ima pri uporabi parametra β = d+1
2
dobljeni interpolant
ostre vrhove v interpolacijskih to£kah, saj Matérnova radialna bazna funkcija s tem
parametrom ni odvedljiva v izhodi²£u. Z vi²anjem parametra β dobimo gladkej²i
interpolant.
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Slika 12: Interpolacija razpr²enih podatkov z Matérnovo radialno bazno funkcijo za
ε = 1.0, d = 1, β = d+1
2
(levo) in β = d+5
2
(desno).
Slika 13: Interpolacija razpr²enih podatkov s posplo²eno inverzno multikvadriko za
ε = 0.5, β = 0.5 (levo) in β = 10 (desno).
Pri interpolaciji s posplo²eno inverzno multikvadriko opazimo, da ima parame-
ter β podoben u£inek na interpolant, kot ga ima ε pri interpolaciji z Gaussovimi
radialnimi baznimi funkcijami. Za ve£je vrednosti β bo v interpolacijskih to£kah
interpolant bolj valovit, za manj²e vrednosti β pa bolj prilegajo£ se funkciji f .
V vseh primerih smo lahko opazili, da parametri radialnih baznih funkcij mo£no
vplivajo na natan£nost interpolanta. Eden od razlogov za tak²no obna²anje je vpliv,
ki ga imajo parametri na obliko bazne funkcije in pa vpliv bazne funkcije v posamezni
interpolacijski to£ki. Bazne funkcije imajo v to£kah, ki so bolj oddaljene od drugih
to£k, ve£ji lokalni vpliv, in £e so hkrati ²e bolj za²iljene (oz. manj izravnane), bo
kon£en interpolant v bliºini te to£ke bolj vzvalovil. Vrednosti parametrov (in tudi
izbiro same bazne funkcije) je zato potrebno prilagoditi vsakemu primeru posebej.
Izbrana radialna bazna funkcija in njeni parametri ne bodo nujno enako dobri za
aproksimacijo poloºnej²ih in bolj hribovitih funkcij.
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4.5.2 Primer v 3D
Primer 4.21. Naj bo
f(x, y) = −1
2
y cos(x2)ey
zvezna funkcija v R2 in naj bodo xi, i = 1, . . . , N , N = 30, naklju£no izbrane
to£ke iz intervala [1, 2]× [1, 2] (slika 14). Kot prej nas zanima, kako bi aproksimirali
funkcijo f , £e bi imeli zgolj podatke o to£kah xi in vrednostih f(xi).
Slika 14: Funkcija f in naklju£no izbrane to£ke xi ter njihove vrednosti f(xi).
Zaradi enostavnej²e predstavitve in laºje analize smo si tokrat izbrali enostav-
nej²o ploskev. Kot prej za razli£ne radialne bazne funkcije re²imo linearni sistem in
nari²emo dobljene interpolacijske ploskve. Na slikah 15-19 so prikazani graﬁ inter-
polantov za razli£ne vrednosti parametrov. rna mreºa na slikah ponazarja funkcijo
f , modro-vijoli£na prosojna ploskev pa interpolant.
(a) Interpolant z majhno vrednostjo ε. (b) Interpolant z veliko vrednostjo ε.
Slika 15: Interpolacija razpr²enih podatkov z Gaussovo radialno bazno funkcijo za
ε = 0.5 (levo) in ε = 10.0 (desno).
Na sliki 15 je prikazan primer interpolacije z Gaussovo radialno bazno funkcijo.
Podobno kot v primeru v R2 lahko ugotovimo, da z manj²anjem vrednosti ε dobimo
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interpolant, ki se bolje ujema s funkcijo f kot pa interpolant, kjer je parameter ε
ve£ji. Za zelo visoke vrednosti ε dobimo skoraj ravno ploskev z osamljenimi vzpe-
tinami z vrhovi v interpolacijskih to£kah xi, kar lahko vidimo na sliki 15b (zaradi
bolj²e preglednosti je odstranjena ploskev funkcije f).
Slika 16: Interpolacija razpr²enih podatkov z Laguerre-Gaussovo radialno bazno
funkcijo za ε = 3.0, d = 2, n = 1 (levo) in n = 3 (desno).
Pri interpolaciji z Laguerre-Gaussovimi radialnimi baznimi funkcijami s ﬁksnima
parametroma ε in d (slika 16) smo z vi²anjem parametra n dobili nekoliko bolj hri-
bovit interpolant, vendar ker je funkcija f zelo enostavna, se interpolant z manj²im
parametrom n bolj ujema.
Slika 17: Interpolacija razpr²enih podatkov s Poissonovo radialno bazno funkcijo za
ε = 12.0, d = 3 (levo) in d = 6 (desno).
Interpolacija s Poissonovo radialno bazno funkcijo s ﬁksnim parametrom ε ima
podobne rezultate kot interpolacija pri prej²njem primeru v R2 (slika 17): opazimo,
da je za manj²e vrednosti parametra d interpolacijska ploskev bolj razgibana. Izkaºe
se tudi, da lahko dobre pribliºke dobimo ²ele za zelo velike vrednosti parametra ε
(ε ≥ 12). Za manj²e vrednosti dobimo slabo pogojeno matriko sistema in izrojene
re²itve.
Na sliki 18 sta prikazani interpolacijski ploskvi, dobljeni pri interpolaciji z Ma-
térnovimi funkcijami za razli£na parametra β in ﬁksen parameter ε. Vidimo, da se
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Slika 18: Interpolacija razpr²enih podatkov z Matérnovo radialno bazno funkcijo za
ε = 12.0, d = 2 in β = d+1
2
(levo) in β = d+7
2
(desno).
interpolacijska ploskev bolj prilega funkciji f £e je parameter β ve£ji. Za β = d+1
2
Matérnova funkcija namre£ ni odvedljiva v izhodi²£u, zato namesto gladke funkcije
vidimo ostre vrhove.
Slika 19: Interpolacija razpr²enih podatkov s posplo²eno inverzno multikvadriko za
ε = 1.0, β = 0.5 (levo) in β = 20.0 (desno).
Zadnji primer (slika 19) prikazuje interpolacijo s posplo²eno inverzno multikva-
driko s ﬁksnim parametrom ε. Kot pri primeru z Gaussovimi radialnimi baznimi
funkcijami tudi tukaj dobimo bolj²i interpolant, £e zmanj²amo parameter β.
e na teh preprostih primerih smo lahko videli, da je z radialnimi baznimi funk-
cijami mogo£e priti do dobrih pribliºkov za funkcijo f , £e le izberemo ustrezne
parametre. Izkaºe pa se, da je izbira ustreznih parametrov teºek problem, ki je ²e
vedno predmet raziskav. Prav tako pa se poraja vpra²anje, katero izmed radialnih
baznih funkcij izbrati, da bo re²itev na²ega problema optimalna. Poleg natan£-
nosti pribliºka smo se pri interpolaciji s Poissonovo funkcijo sre£ali s problemom
ob£utljivosti oz. slabo pogojenostjo matrike sistema. V nadaljevanju bomo posku-
sili analizirati ta dva problema in ugotoviti, kako po eni strani dobiti £im bolj²o
aproksimacijo in po drugi ohraniti neob£utljivost sistema.
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4.5.3 Parameter ε in ob£utljivost
Kot smo videli na primerih 4.20 in 4.21, lahko parameter ε, v£asih imenovan tudi
parameter oblike (angl. shape parameter), mo£no spremeni obliko radialne bazne
funkcije in s tem vpliva na kon£no obliko interpolanta, s tem pa na natan£nost apro-
ksimacije za£etne funkcije. Videli smo, da lahko v ve£ini primerov z manj²anjem
parametra oblike izbolj²amo natan£nost interpolanta, a lahko to povzro£i ob£utlji-
vost linearnega sistema ena£b.
V nadaljevanju si bomo nekoliko natan£neje ogledali primer 4.21 in interpolacijo
z Gaussovo radialno bazno funkcijo. Za razli£ne parametre ε bomo izra£unali napako
aproksimacije in pogojenostno ²tevilo matrike sistema. Napako aproksimacije bomo
izra£unali kot neskon£no normo razlike med funkcijo in aproksimantom na obmo£ju
Ω, ki vsebuje vse interpolacijske to£ke:
Ee := ∥f − Pf∥∞,Ω = max
x∈Ω
|f(x)− Pf (x)|. (4.31)
(a) Napaka aproksimacije. (b) Pogojenostno ²tevilo matrike.
Slika 20: Interpolacija razpr²enih podatkov z Gaussovo radialno bazno funkcijo za
N = 20, N = 50 in N = 120. Rezultati so prikazani z log-log grafom.
Na sliki 20 so prikazani graﬁ napake aproksimacije (levo) in pogojenostnega
²tevila matrike sistema (desno) za razli£ne parametre ε in razli£no ²tevilo N in-
terpolacijskih to£k xi. V tabeli 4 pa so navedene ²tevilske vrednosti napake in
pogojenostnega ²tevila za nekatere primere. Vidimo lahko:
• Napaka aproksimacije se manj²a z manj²anjem parametra ε, vendar ne do
ε = 0, ampak je najmanj²a v okolici parametra ε = 0.5.
• Z ve£anjem ²tevila interpolacijskih to£k se ve£a ob£utljivost problema pri
manj²ih vrednostih parametra ε. Na grafu napak aproksimacije lahko opa-
zimo, da je napaka pri majhnih vrednostih parametra ε mo£no ob£utljiva na
majhne spremembe parametra ε.
• Pogojenostno ²tevilo matrike sistema je zelo visoko in pada proti 1 z ve£anjem
parametra ε. To je neodvisno od ²tevila interpolacijskih to£k.
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N = 20 N = 50 N = 120
ε Ee κ Ee κ Ee κ
0.10 5.12 · 10−1 8.03 · 1017 5.54 · 10−1 2.93 · 1018 1.91 1.26 · 1019
0.50 1.18 1.27 · 1014 1.46 · 10−2 7.49 · 1017 4.51 · 10−2 6.67 · 1018
0.80 7.59 · 10−1 9.19 · 1011 8.49 · 10−3 7.07 · 1017 6.45 · 10−3 9.75 · 1018
1.00 3.60 · 10−1 8.14 · 1010 7.86 · 10−3 7.11 · 1016 7.14 · 10−3 2.05 · 1018
1.10 1.82 · 10−1 2.83 · 1010 4.00 · 10−3 1.89 · 1017 8.28 · 10−4 2.99 · 1018
1.20 1.62 · 10−1 1.07 · 1010 3.24 · 10−3 1.33 · 1016 1.09 · 10−3 3.88 · 1018
1.30 3.94 · 10−1 4.30 · 109 5.28 · 10−3 2.86 · 1015 3.04 · 10−3 4.61 · 1018
1.50 9.65 · 10−1 8.28 · 108 2.27 · 10−2 1.91 · 1014 3.30 · 10−3 3.48 · 1018
2.00 2.34 2.85 · 107 9.96 · 10−2 8.88 · 1011 6.65 · 10−3 9.30 · 1017
4.00 4.00 1.98 · 104 5.79 · 10−1 4.43 · 106 4.84 · 10−1 6.54 · 1010
6.00 4.06 1.20 · 103 1.89 1.92 · 104 2.20 8.34 · 106
9.00 6.53 1.80 · 102 4.87 4.04 · 102 4.28 6.21 · 104
10.00 6.90 1.20 · 102 5.65 1.86 · 102 4.82 2.38 · 104
Tabela 4: Napake Ee in pogojenostna ²tevila κ matrike sistema za razli£no ²tevilo
interpolacijskih to£k in razli£ne vrednosti parametra ε pri interpolaciji z Gaussovo
radialno bazno funkcijo Φε.
Problem ve£anja ob£utljivosti z manj²anjem parametra ε je dobro znan problem.
Pogosto se zgodi, da najbolj²o aproksimacijo dobimo pri zelo majhnem parametru
oblike, a je ta tako majhen, da povzro£i ob£utljivost sistema. Temu pojavu re£emu
tudi kompromisni princip (angl. trade-oﬀ principle). Zaradi tega je bilo razvitih
veliko metod, s katerimi poisku²amo poiskati optimalen parameter ε, pri katerem
bo sistem dovolj neob£utljiv, hkrati pa bo napaka aproksimacije majhna. Ve£ je na
voljo v [22, 11].
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5 Interpolacija s polinomsko natan£nostjo
Problem aproksimacije razpr²enih podatkov (3.1) lahko raz²irimo tako, da k inter-
polantu Pf dodamo ²e nek polinom, da dobimo
Pf (x) =
N∑
j=1
cjBj(x) +
M∑
k=1
akpk(x), x ∈ Rd, (5.1)
kjer je {p1, . . . , pM} neka mnoºica linearno neodvisnih polinomov, ak, k = 1, . . . ,M ,
pa neznane konstante. Take raz²iritve omogo£ajo natan£no ujemanje interpolanta
in funkcije f , ki jo aproksimiramo, £e je funkcija f polinom iz podprostora, ki ga
razpenjajo pk, k = 1, . . . ,M .
Izkazalo se bo, da v primerih, ko je interpolant oblike (5.1), re²itev obstaja in
je enoli£na le v posebnih primerih, saj vemo, da problem polinomske interpolacije
z ve£imi spremenljivkami ni nujno re²ljiv. Pokazali bomo tudi, da lahko pogoje za
obstoj in enoli£nost re²itve zagotovimo z ustrezno izbiro radialnih baznih funkcij.
5.1 Multivariatni polinomi
Vemo, da multivariatni polinomi ne morejo tvoriti Haarovega prostora, torej z njimi
ne moremo interpolirati vrednosti to£k iz poljubne mnoºice. Interpolacija je sicer
vseeno mogo£a, a se bomo morali omejiti pri izbiri mnoºice interpolacijskih to£k.
Povejmo najprej, kaj multivariatni polinomi sploh so in kako jih ozna£ujemo.
Deﬁnicije in oznake so povzete iz [30, 26].
To£ko x ∈ Rd iz prostora dimenzije d kot prej ozna£imo z x = (x1, . . . , xd)T ,
prostor polinomov z d spremenljivkami z realnimi koeﬁcienti pa z Πd. Podprostor
polinomov s totalno stopnjo najve£m ozna£imo z Πdm. Sestavljajo ga polinomi oblike
p(x) =
∑
|α|≤m
bαx
α, (5.2)
kjer je α = [α1, . . . , αd]T , αi ∈ N0 vektor dolºine |α| =
∑d
i=1 αi in bα ∈ R, xα pa
ozna£uje monom xα11 x
α2
2 · · ·xαdd . Velja naslednja lema.
Lema 5.1. Dimenzija prostora Πdm je enaka dimΠ
d
m =
(
m+d
d
)
.
Dokaz. Ker obstaja
(
k+d−1
k
)
na£inov, s katerimi lahko k eksponentov porazdelimo k
d razli£nim spremenljivkam, sledi
dimΠdm =
m∑
k=0
(
k + d− 1
k
)
=
(
m+ d
d
)
.
Vemo, da lahko v R enoli£no dolo£imo polinom iz Π1m, ki interpolira m + 1
to£k. V ve£dimenzionalnih prostorih pa to ni tako samoumevno. Ni nujno, da
bomo lahko enoli£no dolo£ili podprostor polinomov z d spremenljivkami za dano
mnoºico interpolacijskih to£k. tevilo interpolacijskih to£k se mora namre£ ujemati
z dimenzijo prostora interpolacijskih polinomov, kar pa ni vedno mogo£e, poleg tega
pa tudi ta pogoj ne zagotavlja, da bo problem korekten.
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Primer 5.2. Primer je povzet iz [11]. Naj bo M = 9 ²tevilo vseh med seboj
razli£nih interpolacijskih to£k v R2. e bi poskusili interpolirati neke vrednosti v teh
to£kah, bi to lahko poskusili storiti na ve£ na£inov; poizkusili bi lahko s kvadrati£nim
polinomom dveh spremenljivk, ali pa s kubi£nim polinomom dveh spremenljivk. V
prvem primeru je dimenzija prostora polinomov enaka N = 6, v drugem pa N = 10.
V nobenem izmed primerov se N ne ujema s ²tevilom interpolacijskih to£k M in
vidimo lahko, da ne obstaja prostor polinomov Π2m z dimenzijo 9.
Deﬁnicija 5.3. Mnoºica to£k X = {x1, . . . ,xN} ⊂ Rd, kjer je N = dimΠdm, je
Πdm-unisolventna, £e je ni£elni polinom edini polinom totalne stopnje najve£ m iz
Πdm, ki ima v to£kah xj ∈ X, j = 1, . . . , N , vrednost 0:
p(xj) = 0, j = 1, . . . , N ⇒ p ≡ 0, p ∈ Πdm. (5.3)
Z drugimi besedami lahko re£emo, da je mnoºica X Πdm-unisolventna, £e obstaja
enoli£en polinom p ∈ Πdm totalne stopnje najve£ m, ki interpolira poljubne vrednosti
v to£kah iz X. V praksi to pomeni, da je v R2 mnoºica treh to£k Π21-unisolventna, £e
obstaja enoli£en linearen polinom, ki interpolira vrednosti v teh treh to£kah. To je
res, £e te tri to£ke niso kolinearne. e so kolinearne, mora biti funkcija, ki jo inter-
poliramo, linearna na premici, ki vsebuje interpolacijske to£ke, sicer interpolacijski
polinom ne more obstajati. V tem primeru pa obstaja neskon£no mnogo razli£nih
polinomov, ki interpolirajo dane to£ke, torej re²itev ni enoli£na. Mnoºica treh to£k
je torej Π21-unisolventna le, £e so to£ke nekolinearne.
Primer 5.4 (To£ke Padova). Primer mnoºice unisolventnih to£k so to£ke Padova
(angl. Padua points) ([2]). Ime so dobile po Univerzi v Padovi, kjer so jih pr-
vi£ deﬁnirali. Deﬁniramo jih lahko na obmo£ju [−1, 1] × [−1, 1] za interpolacijo z
bivariatnimi polinomi. Naj bo
γm(t) := (cos(mt), cos((m+ 1)t)), 0 ≤ t ≤ π, (5.4)
parametri£na krivulja, kjer je m = 0, 1, 2, . . . . Na tej krivulji deﬁnirajmo mnoºico
to£k z ekvidistantno izbranimi parametri:
Am :=
{
γm
(
kπ
m(m+ 1)
)
; k = 0, 1, . . . ,m(m+ 1)
}
. (5.5)
Izkaºe se, da je ²tevilo to£k v tak²ni mnoºici sicer ve£je od dimΠ2m, a se nekatere
to£ke prekrivajo. Med seboj razli£nih to£k pa je natanko dimΠ2m =
(
m+2
2
)
. Razli£ne
to£ke lahko deﬁniramo tudi kot
Am :=
{
γm
(
(im+ j(m+ 1))π
m(m+ 1)
)
; i, j ≥ 0 in i+ j ≤ m
}
. (5.6)
Na sliki 21 lahko vidimo, da te to£ke leºijo na samoprese£i²£ih izbrane parametri£ne
krivulje in v kraji²£nih to£kah krivulje.
Drugi primer mnoºice unisolventnih to£k pa sta v £lanku [5] deﬁnirala Chung in
Yao. Sledi naslednji izrek.
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Slika 21: To£ke Padova za m = 5.
Izrek 5.5. Naj bo {L0, . . . , Lm} mnoºica m + 1 med seboj razli£nih premic v R2
in naj bo X = {x1, . . . ,xQ}, Q = (m+1)(m+2)2 , mnoºica med seboj razli£nih to£k,
takih, da to£ka x1 leºi na L0, to£ki x2 in x3 leºita na L1, ne pa tudi na L0, in tako
dalje, tako da zadnjih m+ 1 to£k leºi na Lm, ne pa tudi na L0, . . . , Lm−1. Potem je
mnoºica X Π2m-unisolventna in obstaja enoli£en polinom totalne stopnje najve£ m,
ki interpolira poljubne vrednosti v to£kah iz mnoºice X.
Dokaz. Dokaºimo z indukcijo. Za m = 0 je dokaz trivialen. Za m − 1 naj velja
indukcijska predpostavka, in sicer naj bo q ∈ Π2m−1 polinom, ki ima v prvih W
to£kah xℓ ∈ X vrednost 0, ℓ = 1, . . . ,W , W = (m+1)m2 , ni£eln. Dokaºimo zdaj to ²e
za m.
Vzemimo polinom p ∈ Π2m, za katerega velja
p(xj) = 0, j = 1, . . . , Q.
Pokazati je treba, da je p ni£elni polinom. Za vsak j = 1, . . . , Q naj bo ena£ba
premice Lj enaka
γj = αjx+ βjy,
kjer je x = (x, y)T ∈ R2. e ena£bo premice vstavimo v ena£bo polinoma p, dobimo
polinom ene spremenljivke stopnje najve£m na Lm. Za univariatne polinome stopnje
najve£ m pa velja, da imajo lahko najve£ m ni£el. Ker ima polinom p na premici
Lm m+ 1 ni£el, velja, da ima p vrednost 0 povsod na Lm. Pi²emo
p(x) = (αmx+ βmy − γm)q(x),
kjer je q nek polinom stopnje m− 1, ki ravno ustreza indukcijski predpostavki. Po
indukcijski predpostavki pa velja, da je q ni£eln polinom, torej je p ≡ 0.
Opomba 5.6. Izrek je mogo£e raz²iriti tudi na Rd. Podrobnosti so na voljo v [32,
str. 22].
Opomba 5.7. Vemo, da je linearni sistem ena£b enoli£no re²ljiv, £e ima matrika
P = (Pij)
N
i,j=1, Pij = pj(xi), linearno neodvisne stolpce. Unisolventnost mnoºice
to£k X torej implicira, da ima matrika P linearno neodvisne stolpce.
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V tem poglavju smo videli nekaj lastnosti multivariatnih polinomov in ugota-
vljali, v katerih primerih bo multivariatni polinomski interpolant obstajal in bo eno-
li£en. eprav smo se v prej²njih poglavjih temu ºeleli izogniti, saj je re²evanje takih
problemov teºavno, pa se izkaºe, da je v£asih potrebno da radialni bazni interpolant
raz²irimo s tak²nimi polinomi, posebej v primerih, ko ºelimo interpolirati funkcije,
ki imajo posebno obliko, npr. konstantne ali linearne funkcije. Takih enostavnej²ih
oblik z radialnimi baznimi funkcijami ne moremo aproksimirati. Izjema je le pri-
mer interpolacije z razdaljnimi matrikami. Poleg tega pa so raz²iritve s polinomi
uporabne pri re²evanju parcialnih diferencialnih ena£b ([11]).
5.2 Raz²iritev interpolacije z radialnimi baznimi funkcijami
V uvodu poglavja smo nakazali, na kak²en na£in lahko raz²irimo funkcijo interpo-
lanta, da doseºemo polinomsko natan£nost. Zdaj pa si natan£neje oglejmo, kako to
storimo, £e podatke interpoliramo z radialnimi baznimi funkcijami. Ena£bo (4.1)
lahko raz²irimo na naslednji na£in
Pf (x) =
N∑
j=1
cjϕ(∥x− xj∥) +
M∑
k=1
akpk(x), x ∈ Rd, M ≤ N, (5.7)
kjer je {p1, . . . , pM} baza prostora polinomov Πdm−1, M = dimΠdm−1 =
(
m−1+d
d
)
.
Dobimo sistem z N + M neznankami, imamo pa le pogoje Pf (xi) = f(xi), i =
1, . . . , N . Da bi zagotovili enoli£no re²itev dodamo ²e pogoje
N∑
k=1
ckpj(xk) = 0, j = 1, . . . ,M. (5.8)
To vodi do linearnega sistema [
A P
P T O
] [
c
a
]
=
[
y
0
]
, (5.9)
kjer je Aik = ϕ(∥xi − xk∥), i, k = 1, . . . , N , Pij = pj(xi), i = 1, . . . , N in j =
1, . . . ,M , c = [c1, . . . , cN ]T , a = [a1, . . . , aM ]T , y = [y1, . . . , yN ]T , 0 je ni£elni vektor
dolºine M , O pa ni£elna matrika dimenzij M ×M .
Spet pa nas bo zanimalo, kdaj bo matrika sistema nesigularna, da bo zagoto-
vljena korektnost re²itve. V nadaljevanju bomo videli, da je dovolj preveriti, da so
take matrike pogojno pozitivno deﬁnitne.
5.3 Pogojno pozitivno deﬁnitne funkcije
Deﬁnicija 5.8. Zvezna funkcija Φ : Rd → C je pogojno pozitivno semideﬁnitna
reda m, £e za vse N ∈ N, vse paroma razli£ne to£ke x1, . . . ,xN ∈ Rd in vse c =
[c1, . . . , cN ]
T ∈ CN , ki ustrezajo pogoju
N∑
j=1
cjp(xj) = 0 (5.10)
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za vse polinome s kompleksnimi vrednostmi stopnje manj²e od m, velja
N∑
j=1
N∑
k=1
cjckΦ(xj − xk) ≥ 0. (5.11)
Φ je pogojno pozitivno deﬁnitna funkcija reda m, £e je pogojno pozitivno semide-
ﬁnitna reda m in £e je kvadrati£na forma (5.11) ni£elna samo takrat, ko je c natanko
enak 0.
Opomba 5.9. Namesto pogojno pozitivno (semi)deﬁnitnih funkcij lahko deﬁniramo
tudi pogojno negativno (semi)deﬁnitne funkcije, tako da namesto (5.11) zahtevamo
N∑
j=1
N∑
k=1
cjckΦ(xj − xk) ≤ 0. (5.12)
Iz deﬁnicije sledi:
Lema 5.10. Funkcija, ki je pogojno pozitivno (semi)deﬁnitna reda m je tudi pogojno
pozitivno (semi)deﬁnitna za katerikoli vi²ji red ℓ. Poleg tega velja tudi, da je funkcija,
ki je pozitivno (semi)deﬁnitna reda m na Rd, pozitivno (semi)deﬁnitna reda m na
Rs, s ≤ d.
Vidimo lahko, da so vse pozitivno (semi)deﬁnitne funkcije vedno tudi pogojno
pozitivno (semi)deﬁnitne kateregakoli reda.
Deﬁnicijo pogojno pozitivno (semi)deﬁnitnih funkcij lahko posplo²imo tudi na
realne vrednosti.
Izrek 5.11. Naj bo funkcija Φ : Rd → R zvezna in soda. Potem je Φ pogojno
pozitivno deﬁnitna reda m natanko tedaj, ko za vse N ∈ N, vse paroma razli£ne
to£ke x1, . . . ,xN ∈ Rd in vse c = [c1, . . . , cN ]T ∈ RN \ {0}, ki ustrezajo pogoju
N∑
j=1
cjp(xj) = 0 (5.13)
za vse polinome z realnimi vrednostmi stopnje manj²e od m, velja
N∑
j=1
N∑
k=1
cjckΦ(xj − xk) > 0. (5.14)
Dokaz izpustimo ([11]).
Izrek 5.12. e je realna soda funkcija Φ pogojno pozitivno deﬁnitna reda m na Rd
in mnoºica to£k x1, . . . ,xN vsebuje podmnoºico U , ki je Πdm−1-unisolventna, potem
je sistem linearnih ena£b (5.9) enoli£no re²ljiv.
Dokaz. Naj bo [c,a]T re²itev homogenega sistema ena£b, tj. y = 0. Pokazati je
treba, da je edina re²itev tega sistema [c,a]T = 0.
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e zgornji del sistema (5.9) pomnoºimo s cT , dobimo
cTAc+ cTPa = 0.
Iz spodnjega dela sistema vemo, da je P Tc = 0. Iz tega sledi, da je cTP = 0T . e
to vstavimo v zgornjo ena£bo, dobimo
cTAc = 0.
Ker je po predpostavki funkcija Φ pogojno pozitivno deﬁnitna reda m, bo zgornja
ena£ba velja le, £e bo c = 0. e zgornji del sistema zapi²emo kot
Ac+ Pa = 0
ter upo²tevamo c = 0, dobimo
Pa = 0.
Ker mnoºica to£k x1, . . . ,xN vsebuje podmnoºico U , ki je Πdm−1-unisolventna, je
rang(P) = M, P ∈ RN×M , torej je jedro trivialno, od koder sledi a = 0.
5.4 Pogojno pozitivno deﬁnitne radialne bazne funkcije
Najprej si poglejmo deﬁnicijo popolne monotonosti funkcij, ki nam bo pri²la prav v
nadaljevanju.
Deﬁnicija 5.13. Funkcijo ϕ : [0,∞)→ R, ki leºi v C[0,∞)∩C∞(0,∞) in zado²£a
pogoju
(−1)ℓϕ(ℓ)(r) ≥ 0, r > 0, ℓ = 0, 1, 2, . . . , (5.15)
imenujemo popolnoma monotona na [0,∞).
Izrek 5.14. Naj bo funkcija ϕ iz C[0,∞) ∩ C∞(0,∞). Funkcija Φ = ϕ(∥ · ∥2) je
pogojno pozitivno semideﬁnitna reda m in radialna na Rd za vse d natanko tedaj, ko
je (−1)mϕ(m) popolnoma monotona na (0,∞).
Dokaz je na voljo v [32, str. 114].
Posledica 5.15. Naj bo funkcija ϕ kot v izreku 5.14 in naj to ne bo polinom stopnje
najve£ m. Potem je Φ pogojno pozitivno deﬁnitna reda m in radialna na Rd za vse
d.
Posledico dokaºemo s podobnim argumentom kot v dokazu izreka 5.14. Ve£ o
tem je na voljo v [32, str. 115].
Kasneje bomo videli tri primere funkcij, ki ustrezajo pogojem iz posledice 5.15.
Zdaj pa si poglejmo ²e eno zanimivo lastnost pozitivno deﬁnitnih funkcij reda 1. Iz
izreka 2.7 sledi naslednje.
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Izrek 5.16. Naj bo Φ pogojno pozitivno deﬁnitna funkcija reda 1 in naj velja Φ(0) ≤
0. Potem ima matrika A z vrednostmi Aij = Φ(xi − xk) za poljubno mnoºico med
seboj razli£nih to£k x1, . . . ,xN ∈ Rd N−1 pozitivnih in eno negativno lastno vrednost
in je nesingularna.
Dokaz. Naj bodo λ1 ≥ λ2 ≥ · · · ≥ λN lastne vrednosti matrike A. Ker je A
simetri£na matrika velikosti N ×N , iz Courant-Fischerjevega izreka 2.7 sledi
λN−1 = max
ν∈RN
dim ν=N−1
min
x∈ν
∥x∥=1
xTAx ≥ min
c:
∑
ck=0
∥c∥=1
cTAc > 0,
kjer smo upo²tevali, da je Φ pogojno pozitivno deﬁnitna reda 1, zato iz izreka 5.11
vemo, da je za
∑N
k=1 ck = 0 kvadrati£na forma c
TAc pozitivna. Iz tega sledi, da je
vsaj N − 1 lastnih vrednosti pozitivnih.
e upo²tevamo ²e Φ(0) ≤ 0, dobimo, da je sled matrike A enaka sl(A) =∑N
i=1 λi = NΦ(0) ≤ 0. Torej je vsaj ena lastna vrednost negativna.
Ker nobena od lastnih vrednosti ni enaka 0, pa sledi, da je matrika A nesingu-
larna.
Ugotovili smo, da lahko funkcije, ki so pogojno pozitivno deﬁnitne reda 1, upora-
bimo tudi brez pri²tevanja polinoma k interpolantu. Kot bomo videli kasneje, nam
to omogo£a, da za nekatere spodaj opisane radialne bazne funkcije re²imo problem
aproksimacije razpr²enih podatkov, brez da bi nas skrbelo, ali je mnoºica interpola-
cijskih to£k unisolventna. e ve£, pokaºemo lahko tudi naslednje:
Izrek 5.17. Naj bo C ∈ R poljubna konstanta in naj bo realna soda funkcija Φ
pogojno pozitivno deﬁnitna reda 1. Potem je tudi Φ+C pogojno pozitivno deﬁnitna
reda 1.
Dokaz. Zapi²imo kvadrati£no formo funkcije Φ + C:
N∑
j=1
N∑
k=1
cjck (Φ(xj − xk) + C) =
N∑
j=1
N∑
k=1
cjckΦ(xj − xk) +
N∑
j=1
N∑
k=1
cjckC.
Drugi del vsote na desni je enak 0, saj iz predpostavke (5.10) sledi
∑N
j=1 cj = 0.
5.5 Primeri
V tem poglavju bomo predstavili ²e tri druºine radialnih baznih funkcij, ki pa so
pogojno pozitivno deﬁnitne. Kot v poglavju o pozitivno deﬁnitnih funkcijah ome-
nimo, da bi lahko pogojno pozitivno deﬁnitnost spodaj omenjenih funkcij dokazali
s Fourierovo transformacijo ([32]), vendar lahko to veliko laºje naredimo tako, da
dokaºemo popolno monotonost in upo²tevamo posledico 5.15.
5.5.1 Posplo²ena multikvadrika
Deﬁnicija 5.18. Posplo²eno multikvadriko deﬁniramo kot
Φ(x) := (1 + ∥x∥2)β, x ∈ Rd, β ∈ R \ N0, Φε(x) = Φ(εx), ε > 0. (5.16)
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Slika 22: Primer posplo²ene multikvadrike Φε za ε = 1.0 in β = {0.5, 1.5, 2.5} (levo)
ter β = 0.5 (desno).
Pokazati se da [11, str. 74, primer 9.1], da so funkcije
Φ(x) := (−1)⌈β⌉(1 + ∥x∥2)β, 0 < β /∈ N, Φε(x) = Φ(εx), ε > 0, (5.17)
pogojno pozitivno deﬁnitne reda m ≥ ⌈β⌉ in radialne na Rd za vse d. Pri tem smo
izpustili vse pozitivne naravne vrednosti parametra β, da ne bi dobili polinoma. To
bi bilo moºno, ker sode potence izni£ijo koren v evklidski normi in ostane polinom.
Za β < 0 dobimo posplo²eno inverzno multikvadriko, ki je pozitivno deﬁnitna,
torej je tudi pogojno pozitivno deﬁnitna kateregakoli reda. To se sklada z ugotovi-
tvami iz poglavja 4.4.
Posplo²eno multikvadriko je prvi raziskoval Hardy v £lanku [15]. Multikvadriko s
parametrom β = 1
2
zato imenujemo tudi Hardyjeva multikvadrika. Na sliki 22 lahko
vidimo grafe posplo²ene multikvadrike za razli£ne vrednosti parametra β.
5.5.2 Radialne poten£ne funkcije
Deﬁnicija 5.19. Radialne poten£ne funkcije deﬁniramo kot
Φ(x) := ∥x∥β, x ∈ Rd, 0 < β /∈ 2N. (5.18)
Pokazati se da [11, str. 74, primer 9.2], da so funkcije
Φ(x) := (−1)⌈β2 ⌉(∥x∥)β, 0 < β /∈ 2N, (5.19)
pogojno pozitivno deﬁnitne reda m ≥ ⌈β
2
⌉ in radialne na Rd za vse d. Podobno kot
pri posplo²eni multikvadriki smo morali tudi tu omejiti izbiro parametra β, da ne
bi dobili polinoma. Za razliko od drugih radialnih baznih funkcij poten£ne funkcije
nimajo parametra oblike ε, saj ta ne vpliva na obliko funkcije, ampak le na skalo.
Na sliki 23 lahko vidimo grafe radialne poten£ne funkcije za razli£ne vrednosti
parametra β.
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Slika 23: Primer radialne poten£ne funkcije Φ za β = {1, 3, 5} (levo) ter β = 5
(desno).
Slika 24: Primer funkcije tanke plo²£e Φ za β = {1, 2, 3} (levo) ter β = 2 (desno).
5.5.3 Funkcije tanke plo²£e
Deﬁnicija 5.20. Funkcije tanke plo²£e deﬁniramo kot
Φ(x) := ∥x∥2β log ∥x∥, x ∈ Rd, β ∈ N. (5.20)
Pokazati se da [11, str. 74, primer 9.3], da so funkcije
Φ(x) := (−1)⌈β+1⌉(∥x∥)2β log ∥x∥, β ∈ N, (5.21)
pogojno pozitivno deﬁnitne reda m = β+1 in radialne na Rd za vse d. Kot radialne
poten£ne funkcije tudi funkcije tanke plo²£e nimajo parametra ε. Skupino teh dveh
druºin funkcij imenujemo tudi poliharmoni£ni zlepki.
Na sliki 24 lahko vidimo grafe funkcije tanke plo²£e za razli£ne vrednosti para-
metra β.
Iz izreka 5.16 vemo, da lahko posplo²eno multikvadriko reda 1 in radialno po-
ten£no funkcijo reda 1 uporabimo tudi pri interpolaciji brez polinomske raz²iri-
tve (4.1). Za funkcijo tanke plo²£e to ne velja, saj ne morejo biti reda m = 1.
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Slika 25: Primer posplo²ene multikvadrike Φε za ε = 1.0 in β = 0.5 (levo) ter β = 2.5
(desno).
5.6 Implementacija
V tem podpoglavju bomo pokazali implementacijo interpolacije s tremi radialnimi
baznimi funkcijami, ki so opisane zgoraj. Pokazali bomo tudi, kako lahko interpola-
cija s polinomsko natan£nostjo pride prav, £e interpoliramo polinom.
Primer 5.21. Naj bodo f in to£ke xi, i = 1, . . . , N take kot v primeru 4.21.
Funkcijo f ºelimo aproksimirati s polinomsko natan£nostjo, kjer za bazo prostora
polinomov Π22 izberemo {1, x, y, x2, xy, y2}, torej m = 3.
Za izbrane radialne bazne funkcije in izbrano bazo polinomov re²imo sistem (5.9)
ter nari²emo dobljene interpolacijske ploskve, prikazane na slikah 25 - 27. Kot vemo
iz prej²njih poglavij, morajo za korektnost re²itve veljati nekateri pogoji:
• radialna bazna funkcija Φmora biti realna, soda in pogojno pozitivno deﬁnitna
reda ≤ m,
• mnoºica to£k x1, . . . ,xN mora vsebovati podmnoºico, ki je Π22-unisolventna.
Komentirajmo ²e drugi pogoj. Za mnoºico to£k, ki je naklju£no izbrana, bo
skoraj zagotovo veljalo, da je tudi unisolventna, saj se v praksi redko zgodi, da
pogoji izreka 5.5 ne bi veljali. Dodatno pa lahko preverimo, £e je matrika P iz
sistema (5.9) res polnega ranga. Za primere, navedene spodaj, se to zares izkaºe.
Na sliki 25 vidimo interpolacijo s posplo²eno multikvadriko za razli£ne parametre
β. Izbrana sta parametra β = 0.5 in β = 2.5, s katerima dobimo pogojno pozitivno
deﬁnitni funkciji reda 1 in 3.
Interpolacija z radialno poten£no funkcijo je prikazana na sliki 26. Kot pri po-
splo²eni multikvadriki smo tu z ustrezno izbiro parametrov dobili pogojno pozitivno
deﬁnitni funkciji reda 1 in 3.
Oglejmo si ²e primer s funkcijo tanke plo²£e (slika 27). Za parametra β tu
izberemo β = 1 in β = 2, na tak na£in dobimo pogojno pozitivno deﬁnitni funkciji
reda 2 in 3.
Zdaj pa si oglejmo ²e naslednji primer, kjer bo mo£ videti prednost aproksimacije
s polinomsko natan£nostjo.
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Slika 26: Primer radialne poten£ne funkcije Φ za β = 1 (levo) ter β = 5 (desno).
Slika 27: Primer funkcije tanke plo²£e Φ za β = 1 (levo) ter β = 2 (desno).
Primer 5.22. Naj bo
f(x, y) =
1
2
(y − x)− 1
in naj bodo xi, i = 1, . . . , N , N = 5, naklju£no izbrane to£ke iz obmo£ja [−1, 1] ×
[−1, 1] (slika 28).
Vemo, da je funkcija linearna, zato bi jo radi £im bolj natan£no aproksimirali.
Za interpolacijo s polinomsko natan£nostjo za bazo prostora izberemo {1, x, y}. Za
interpolacijo izberemo posplo²eno multikvadriko s parametroma ε = 1.0 in β = 0.5,
saj je v tem primeru radialna bazna funkcija pogojno pozitivno deﬁnitna reda 1 in jo
lahko uporabimo tudi pri interpolaciji brez polinomske natan£nosti ter tako primer-
jamo razlike med obema metodama. Vidimo lahko (slika 29), da nam interpolacija
s polinomsko natan£nostjo reproducira linearen polinom f , medtem ko pri navadni
interpolaciji interpolant mo£no odstopa od prave funkcije.
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Slika 28: Linearna funkcija f in naklju£no izbrane to£ke xi ter njihove vrednosti
f(xi).
Slika 29: Primer aproksimacije linearne funkcije v 3D s posplo²eno multikvadriko Φ
za navadno interpolacijo (levo) ter interpolacijo s polinomsko natan£nostjo (desno).
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6 Aproksimacija po metodi najmanj²ih kvadratov
Kot ºe vemo iz drugih podro£ij numeri£ne matematike, interpolacija ni edini na£in
aproksimacije podatkov, ki ga poznamo. V praksi dostikrat ne zahtevamo nujno, da
se aproksimanti v danih to£kah natan£no ujemajo z njihovimi vrednostmi. Pogosto
je dovolj ºe, da je aproksimacijska funkcija dovolj blizu danim podatkom. Drugi
razlog, zakaj interpolacija ni vedno zaºeljena, so napake oz. ²um v podatkih. Pri
re²evanju konkretnih problemov podatki obi£ajno niso podani iz vnaprej dolo£enih
funkcij, kot smo to na primer storili v poglavju 4.5, ampak so pridobljeni iz razli£nih
meritev (npr. magnetne resonance in 3D £italnikov), pri tem pa pogosto prihaja do
napak in vsi dobljeni podatki ne leºijo nujno na ploskvi, ki jo ºelimo aproksimirati.
e en razlog, zakaj interpolacija ni vedno optimalen pristop, je ob£utljivost sistema
linearnih ena£b, £e je matrika sistema slabo pogojena. Vemo pa tudi, da je poleg
na²tetih problemov najve£krat najbolj omejujo£e po£asno re²evanje oz. velikost
danega linearnega sistema ena£b. Vse te probleme bomo naslovili tako, da bomo
namesto interpolacije uporabili metodo najmanj²ih kvadratov.
6.1 Metoda najmanj²ih kvadratov z radialnimi baznimi funk-
cijami
Naj bodo dane funkcija f , mnoºica to£k X = {x1, . . . ,xN} ⊂ Rd in podmnoºica
Q = {q1, . . . , qn}, Q ⊂ X, n ≪ N , imenovana mnoºica centrov oz. vozlov. Potem
bo aproksimant oblike
Pf (x) =
n∑
j=1
cjΦj(x) ∈ S = Lin{Φ1, . . . ,Φn}, x ∈ Rd, (6.1)
kjer je Φj(x) = ϕ(∥x− qj∥), j = 1, . . . , n.
Koeﬁciente c = [c1, . . . , cn]T dobimo z re²itvijo predolo£enega sistema
Ac = y, (6.2)
kjer je Aij = Φj(xi), i = 1, . . . , N, j = 1, . . . , n, y = [f(x1), . . . , f(xN)]T . Tak
sistem ima ve£ ena£b kot neznank in v splo²nem nima re²itve. Problem pa lahko
preoblikujemo tako, da namesto natan£nega ujemanja aproksimanta Pf s funkcijo
f v to£kah x1, . . . ,xN zahtevamo, da ima ostanek Ac − y minimalno normo. e
izberemo ∥ · ∥2, govorimo o t.i. re²itvi predolo£enega sistema po metodi najmanj²ih
kvadratov, torej i²£emo
min
c∈Rn
∥Ac− y∥2. (6.3)
Opomba 6.1. Predolo£en sistem (6.2) lahko re²imo z razli£nimi metodami npr.
preko normalnega sistema, s QR razcepom ali singularnim razcepom ([34]).
e sistem Ac = y z leve pomnoºimo z AT , dobimo normalni sistem
ATAc = ATy. (6.4)
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Normalni sistem je nesingularen, £e je matrika A polnega ranga. To je res, £e so
funkcije Φj, j = 1, . . . , n, pozitivno deﬁnitne ali pogojno pozitivno deﬁnitne reda
1 in £e je mnoºica centrov podmnoºica mnoºice to£k X, saj ima A v tem primeru
podmatriko velikosti n × n, ki je nesingularna. Pokazati se da ([24]), da z re²itvijo
normalnega sistema dobimo re²itev po metodi najmanj²ih kvadratov, vendar pa ta
na£in ni numeri£no najstabilnej²i (teºave so, kadar so stolpci matrike A slabo
linearno neodvisni).
Naj bo
∥f∥2 =
√
⟨f, f⟩, ⟨f, g⟩ =
N∑
i=0
f(xi)g(xi), xi ∈ X. (6.5)
Potem lahko (i, j)-ti element matrike ATA izra£unamo kot
[
Φi(x1) Φi(x2) . . . Φi(xN)
] ·
⎡⎢⎢⎢⎣
Φj(x1)
Φj(x2)
...
Φj(xN)
⎤⎥⎥⎥⎦ =
N∑
k=1
Φi(xk)Φj(xk) = ⟨Φi,Φj⟩. (6.6)
Glede na izbran skalarni produkt je matrika ATA enaka Gramovi matriki G z ele-
menti Gij = ⟨Φi,Φj⟩, i, j = 1, . . . , n, vektor ATy pa je enak vektorju w = (wj)nj=1,
wj = ⟨Φj, f⟩, j = 1, . . . , n. Normalni sistem (6.4) lahko potem zapi²emo kot
Gc = w. (6.7)
Poznamo ve£ postopkov, s katerimi izberemo ustrezno mnoºico centrov, da bo
normalni sistem (6.4) enoli£no re²ljiv. Mnoºico centrov lahko izberemo tudi tako, da
le-ta ni podmnoºica mnoºice to£k X, vendar v tem primeru ne moremo z gotovostjo
trditi, da re²itev zagotovo obstaja in je enoli£na. S tem problemom sta se ukvarjala
Sivakumar in Ward ([28]) in pokazala, da je Gramova matrika G za dolo£ene radialne
bazne funkcije (npr. Gaussove funkcije in (inverzno) multikvadriko) nesingularna,
£e so centri dovolj dobro porazdeljeni in £e to£ke X leºijo v skupkih okoli centrov.
Ve£ o tem je na voljo v [28, 11].
6.2 Implementacija
V nadaljevanju si oglejmo primer aproksimacije po metodi najmanj²ih kvadratov,
kjer bomo k to£kam, ki leºijo na ploskvi, ki jo ºelimo aproksimirati, dodali ²e ²um,
mnoºica to£k pa bo zelo velika. Kot re£eno, se primeri s takimi vhodnimi podatki
pogosto pojavljajo v praksi. Najpogosteje jih lahko sre£amo npr. pri delu z Li-
DAR podatki. LiDAR podatke pridobivamo s 3D opti£nimi £italniki in laserji in
se uporabljajo v razli£nih vejah znanosti, kot so na primer geodezija, topograﬁja,
arheologija, idr. (slika 30). LiDAR podatki lahko prikazujejo povr²je zemlje, stavbe
in celo rastje. Aproksimacija tak²nih podatkov je zaradi kompleksnosti problema
lahko zelo teºavna.
44
Slika 30: Prikaz dela povr²ja Slovenije z LiDAR to£kami. Vir: [19].
Slika 31: Naklju£no izbrane to£ke xi z dodanim ²umom.
Primer 6.2. Naj bo f taka funkcija kot v primeru 4.21 in naj bodo xi, i = 1, . . . , N ,
N = 1000, naklju£no izbrane to£ke iz obmo£ja [1, 2] × [1, 2], ki jim dodamo ²e
20% ²um (slika 31). Zanima nas aproksimacija danih podatkov z interpolacijo in
aproksimacija z metodo najmanj²ih kvadratov.
Za delo izberimo druºino Matérnovih radialnih baznih funkcij s parametri ε = 1.0
in β = d+3
2
, d = 2. Interpolacijo izvedemo enako, kot smo to storili v poglavju 4.5.
Pri aproksimaciji po metodi najmanj²ih kvadratov pa si moramo poleg danih to£k
izbrati ²e centre. Ker o izbiri centrov nismo kaj dosti povedali, si izberemo kar
naklju£no podmnoºico mnoºice to£k xi mo£i 30.
Slika 32 prikazuje interpolant in aproksimant po metodi najmanj²ih kvadratov.
Po pri£akovanjih ploskev interpolanta zaradi ²uma v podatkih ni videti gladka, plo-
skev aproksimanta po metodi najmanj²ih kvadratov pa je. Na sliki 33 je vidna
primerjava s ploskvijo funkcije f . V tem primeru se je zamenjava na£ina aproksi-
macije izpla£ala, saj je bila funkcija, ki smo jo aproksimirali, gladka, podatki pa
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(a) Interpolacija. (b) Aproksimacija po MNK.
Slika 32: Primerjava interpolacije in aproksimacije po MNK za podatke s ²umom.
Slika 33: Aproksimacija razpr²enih podatkov s ²umom po metodi najmanj²ih kva-
dratov ter originalna mreºa, ki kaºe prileganje aproksimanta in funkcije f .
so imeli ²um. Poleg tega smo zmanj²ali tudi kompleksnost re²evanja, saj smo pri
aproksimaciji z metodo najmanj²ih kvadratov ra£unali vrednosti le v 30 centrih, pri
interpolaciji pa kar v 1000.
6.3 Optimizacije metode najmanj²ih kvadratov
Videli smo, kako lahko radialne bazne funkcije uporabimo pri aproksimaciji z me-
todo najmanj²ih kvadratov. Osnovno metodo pa lahko raz²irimo oz. izbolj²amo
z razli£nimi tehnikami. Enega od takih pristopov imenujemo prilagodljiva metoda
najmanj²ih kvadratov (angl. adaptive least squares). Spodaj opisane metode se
uporabljajo tudi pri izbolj²evanju aproksimacije v univariatnih problemih (npr. po-
linomska aproksimacija), pa tudi pri izbolj²evanju aproksimacije s polinomskimi
zlepki na triangulacijah.
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6.3.1 Dodajanje centrov
Ideja za algoritmom dodajanja centrov je, da za£nemo z majhnim ²tevilom centrov,
nato pa dodajamo centre tam, kjer je norma napake najve£ja. Algoritem izvajamo
toliko £asa, dokler ne doseºemo maksimalne tolerance za napako.
Algoritem 1 Dodajanje centrov
Vhod Mnoºica to£k X = {x1, . . . ,xN}, vrednosti f(xi), i = 1, . . . , N in toleranca
tol.
1: Izberi mnoºico za£etnih centrov Q = {q1, . . . , qn} ⊆ X.
2: Izra£unaj aproksimacijo po MNK: Pf (x) =
∑n
i=1 ciΦi(x).
3: Izra£unaj napako e =
∑N
j=1 (f(xi)− Pf (xi))2.
4: while e > tol do
5: for i = 1 : n do
6: Izra£unaj napako ei = ∥f(xi)− Pf (xi)∥.
7: end for
8: Poi²£i to£ko xν /∈ Q, ki ima najve£jo napako eν .
9: To£ko xν dodaj v mnoºico Q: Q = Q ∪ {xν}.
10: Ponovno izra£unaj aproksimacijo po MNK in napako e.
11: end while
Problem aproksimacije po metodi najmanj²ih kvadratov v algoritmu bo vedno
enoli£no re²ljiv, £e bomo za mnoºico za£etnih centrov izbrali podmnoºico mnoºice
X in £e bomo pri dodajanju centrov pazili, da ne dodamo ºe obstoje£ega centra. V
tem primeru bo imela matrika sistema vedno poln rang ([11]).
eprav moramo pri dodajanju centrov v vsaki iteraciji ra£unati z vedno ve£jim
sistemom ena£b, se izkaºe ([14]), da moramo v praksi pogostokrat dodati le majhno
²tevilo centrov, da doseºemo ºeljeno toleranco.
Obstaja tudi nekaj variacij algoritma dodajanja centrov. V [14] je dodan dodatni
parameter r, ki dolo£a, kak²na mora biti minimalna razdalja med izbranimi centri.
Za dovolj majhno razdaljo r lahko rezultat nekoliko izbolj²amo, saj so centri zaradi
te omejitve bolj enakomerno razpr²eni po obmo£ju, kjer i²£emo aproksimacijo.
6.3.2 Odstranjevanje centrov
Podobno kot prej pa lahko deﬁniramo tudi pristop odstranjevanja centrov (angl.
knot removal). Ta postopek se uporablja predvsem takrat, ko imamo na voljo zelo
veliko koli£ino podatkov, a bi ºeleli zmanj²ati ²tevilo parametrov, ki nastopajo v ta-
kih problemih ([20]). Odstranjevanje centrov deluje tako, da za£nemo z dobro apro-
ksimacijo na velikem ²tevilu centrov, nato pa sku²amo to ²tevilo £im bolj zmanj²ati,
brez da bi presegli maksimalno toleranco napake.
Kot prej bo matrika sistema polnega ranga, £e bodo izbrani centri podmnoºica
mnoºice to£k X.
Za razliko od algoritma dodajanja centrov, moramo pri odstranjevanju centrov
v vsaki iteraciji za vsakega izmed centrov re²iti problem po metodi najmanj²ih kva-
dratov. Zaradi tega je zahtevnost tega algoritma veliko ve£ja. Da bi optimizirali
pristop odstranjevanja centrov, je v [9] predlaganih nekaj alternativ:
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Algoritem 2 Odstranjevanje centrov
Vhod Mnoºica to£k X = {x1, . . . ,xN}, vrednosti f(xi), i = 1, . . . , N in toleranca
tol.
1: Izberi mnoºico za£etnih centrov Q = {q1, . . . , qn} ⊆ X.
2: Izra£unaj aproksimacijo po MNK Pf (x) =
∑n
i=1 ciΦi(x).
3: Izra£unaj napako e =
∑N
j=1 (f(xi)− Pf (xi))2.
4: while e < tol do
5: for i = 1 : n do
6: Za Q∗ = Q \ {Φi}, P∗f (x) =
∑n−1
k=1 ckΦk(x), Φk ∈ Q∗ izra£unaj napako
ei =
N∑
j=1
(
f(xj)− P∗f (xj)
)
.
7: end for
8: Poi²£i center qν , ki ima najve£jo napako eν .
9: Center qν odstrani iz mnoºice Q, Q = Q ∪ {qν}.
10: Ponovno izra£unaj aproksimacijo po MNK in napako e.
11: end while
• so£asno odstranjevanje skupin centrov,
• odstranjevanje centrov na podlagi koeﬁcienta ci v Pf (x) =
∑n
i=1 ciΦi(x), tako
da odstranimo tisti center, ki ji pripada najmanj²a vrednost ci (vpliv bazne
funkcije v tem centru je najmanj²i).
V literaturi se pojavljajo ²e drugi na£ini implementacije adaptivnih algoritmov
za metodo najmanj²ih kvadratov, ki jih ne bomo omenjali. Ve£ je na voljo v [11, 16].
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7 Zaklju£ek
V tem magistrskem delu smo spoznali na£in aproksimacije razpr²enih podatkov z
uporabo radialnih baznih funkcij. Zaradi hitrega razvoja tehnologije in rasti podro£ij
znanosti, kot so na primer ra£unalni²ka graﬁka, medicina, ﬁnan£na matematika idr.,
v katerih se pogosto sre£ujemo z multivariatnimi problemi, nas velikokrat zanima,
kako take probleme re²ujemo na optimalen na£in.
Motivacija za raziskovanje moºnosti aproksimacije z radialnimi baznimi funkci-
jami je nezmoºnost aproksimacije poljubne mnoºice podatkov s polinomi v vi²jih
dimenzijah, saj kot smo spoznali v izreku Mairhuber-Curtis, polinomi z ve£ spre-
menljivkami ne morejo tvoriti Haarovega prostora, zato je brez dodatnih omejitev
taka aproksimacija nemogo£a. Pokazali smo, da lahko re²evanje multivariatnega pro-
blema poenostavimo z uporabo evklidske razdalje, saj le-ta omogo£a, da problem
enostavno preoblikujemo v univariatni problem.
Spoznali smo poseben primer inteprolacije danih multivariatnih podatkov z upo-
rabo razdaljnih matrik, saj so take matrike vedno nesingularne in zagotavljajo ko-
rektnost re²itve. Na podlagi tega primera smo deﬁnirali radialne bazne funkcije, ki
so pravzaprav le posplo²itev primera z razdaljnimi matrikami. Zanimalo pa nas je,
ali bodo take funkcije prav tako zagotavljale korektnost re²itve. Da bi to ugotovili,
smo se spomnili teorije linearne algebre, iz katere je jasno, da so matrike, ki so
pozitivno deﬁnitne, tudi nesingularne. Zato smo deﬁnirali tudi pozitivno deﬁnitne
funkcije. Deﬁnicijo pozitivno deﬁnitnih funkcij smo raz²irili tako, da ustreza deﬁni-
ciji radialnih funkcij. Na ta na£in smo dobili u£inkovito orodje za re²evanje problema
aproksimacije v ve£ih dimenzijah, ki zagotavlja enoli£nost in obstoj re²itve.
V nalogi so nato predstavljeni primeri petih druºin pozitivno deﬁnitnih radialnih
baznih funkcij: Gaussova, Laguerre-Gaussova, Poissonova, Matérnova in druºina
posplo²ene inverzne multikvadrike. Videli smo, da so vse druºine mo£no odvisne od
izbranih parametrov. Najpogostej²i parameter je parameter oblike, ki lahko nastopa
v vseh na²tetih funkcijah in s tem vpliva na obliko grafa funkcije. To smo pokazali
v primeru Gaussove funkcije in videli, da z manj²im parametrom oblike dobimo
bolj poloºne grafe, z ve£jim parametrom oblike pa so graﬁ bolj za²iljeni. Laguerre-
Gaussove funkcije smo deﬁnirali s pomo£jo posplo²enih Laguerrovih polinomov in
s tem uvedli dva dodatna parametra. Predstavili smo tudi Besselove funkcije in z
njihovo pomo£jo deﬁnirali Poissonove in Matérnove radialne bazne funkcije, ki pa
so imele vsaka svoje vhodne parametre, ki vplivajo na obliko funkcije. Matérnove
funkcije so bile tudi edine iz mnoºice druºin, ki niso neskon£nokrat zvezno odvedljive
in pri katerih gladkost nara²£a z nara²£anjem vhodnega parametra. Pri posplo²eni
inverzni multikvadriki pa smo omenili tudi nekaj bolj znanih razli£ic te druºine
funkcij, npr. Hardyjevo multikvadriko.
Lotili smo se tudi implementacije vseh na²tetih funkcij. Najprej smo si za bolj²o
predstavo ogledali primer v 2D prostoru, £eprav vemo, da lahko tak²ne probleme
sicer u£inkovito re²ujemo s polinomsko interpolacijo. Ugotovili smo, da lahko pri
interpolaciji z radialnimi baznimi funkcijami dobimo zadovoljive rezultate, in se ne-
koliko poigrali z izbiro parametrov, da bi videli, kako le-ta vpliva na obliko kon£nega
interpolanta. Poizkusili pa smo tudi interpolacijo danih podatkov v 3D prostoru,
kjer smo sku²ali aproksimirati gladko ploskev. Izra£unali pa smo tudi napake apro-
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ksimacije v odvisnosti od parametra oblike in ugotovili povezavo med ob£utljivostjo
linearnega sistema in velikostjo parametra oblike. Izkazalo se je, da manj²i para-
meter oblike sicer zagotovi bolj²o aproksimacijo, a imamo lahko po drugi strani
probleme z velikim pogojenostnim ²tevilom matrike sistema, zato moramo biti pri
izbiri parametrov zelo previdni.
Predstavili smo tudi na£in interpolacije s polinomsko natan£nostjo, ki omogo£a,
da lahko polinomske ploskve natan£no aproksimiramo. S tem si lahko zagotovimo
tudi natan£no aproksimacijo ploskve, ki je konstantna, £esar prej sicer nismo mogli.
Spet nas je zanimalo, kdaj bo tak problem korekten, saj tokrat ploskev aproksimi-
ramo tudi s polinomom. Natan£neje smo deﬁnirali multivariatne polinome in dimen-
zijo prostora teh polinomov ter predstavili pojem unisolventnosti v tem prostoru.
To£ke, ki jih ºelimo interpolirati z univariatnim polinomom, morajo biti unisolven-
tne, da bi bil tak problem enoli£no re²ljiv. V nadaljevanju smo nato natan£neje
deﬁnirali problem interpolacije z radialnimi baznimi funkcijami s polinomsko na-
tan£nostjo in predstavili pojem pogojne pozitivne deﬁnitnosti, ki skupaj z zahtevo
po unisolventnosti zagotavlja, da bo problem enoli£no re²ljiv.
Predstavili smo ²e tri druºine radialnih baznih funkcij, ki so pogojno pozitivno
deﬁnitne: druºino posplo²enih multikvadrik, poten£no radialno in druºino funkcij
tanke plo²£e. Vse te funkcije so sicer zelo znane in uporabljane za re²evanje proble-
mov v aproksimaciji.
Na koncu smo pokazali tudi, da je z radialnimi baznimi funkcijami mogo£a tudi
aproksimacija po metodi najmanj²ih kvadratov in to tudi implementirali ter opisali
nekaj moºnosti za izbolj²avo te metode.
V magistrskem delu smo tako strnili nekaj na£inov, s katerimi je aproksimacija
multivariatnih problemov mogo£a in tudi pokazali, da bodo take re²itve res obstajale
in bodo enoli£ne, £e bomo le pazili pri izbiri radialnih funkcij, parametrov in mnoºici
to£k, ki jo ºelimo aproksimirati.
50
Literatura
[1] M. Abramowitz in I. A. Stegun, Handbook of Mathematical Functions With
Formulas, Graphs, and Mathematical Tables, Applied Mathematics Series 55,
Dover Publications, New York, 1972.
[2] L. Bos, M. Caliari, S. De Marchi, M. Vianello in Y. Xu, Bivariate Lagrange
interpolation at the Padua points: The generating curve approach, Journal of
Approximation Theory 143(1), 2006, 1525.
[3] M. E. Chenoweth in S. A. Sarra, A Numerical Study of Generalized Multiquadric
Radial Basis Function Interpolation, SIAM Undergraduate Research Online
2(2), 2009.
[4] E. Y. M. Chiang, A Brief Introduction to Bessel and Related Special Functions,
verzija 10. 10. 2011, [ogled 9. 2. 2019], dostopno na https://www.math.ust.
hk/~machiang/150/Notes/Intro_bessel_bk_Nov2011.pdf.
[5] K. C. Chung in T. H. Yao, On lattices admitting unique Lagrange interpolation,
SIAM Journal on Numerical Analysis 14, 1977, 735743.
[6] J. R. Culham, Bessel Functions of the First and Second Kind, [ogled 9. 2.
2019], dostopno na http://www.mhtlab.uwaterloo.ca/courses/me755/web_
chap4.pdf.
[7] S. De Marchi in E. Perracchione, Lectures on Radial Basis Functions, verzija
24. 1. 2018, [ogled 15. 12. 2018], dostopno na https://www.math.unipd.it/
~demarchi/RBF/LectureNotes_new.pdf.
[8] W. Du Toit, Radial Basis Function Interpolation, magistrsko delo, Faculty of
Science, Stellenbosch University, 2008.
[9] G. E. Fasshauer, Adaptive least squares ﬁtting with radial basis functions on
the sphere, Mathematical Methods for Curves and Surfaces (ur. M. Dæhlen,
T. Lyche in L. L. Schumaker), Vanderbilt University Press, Nashville, 1995,
141150.
[10] G. E. Fasshauer, Meshfree Methods, Handbook of Theoretical and Computati-
onal Nanotechnology (ur. M. Rieth in W. Schommers), 2, American Scientiﬁc
Publishers, 2006, 3397.
[11] G. E. Fasshauer, Meshfree Approximation Methods with MATLAB, Interdisci-
plinary Mathematical Sciences 6, World Scientiﬁc, Singapur, 2007.
[12] N. Flyer, Exact polynomial reproduction for oscillatory radial basis functions
on inﬁnite lattices, Computers & Mathematics with Applications 51(8), 2006,
11991208.
[13] B. Fornberg, E. Larsson in G. Wright, A new class of oscillatory radial basis
functions, Computers & Mathematics with Applications 51(8), 2006, 1209
1222.
51
[14] R. Franke, H. Hagen in G. M. Nielson, Least squares surface approximation
to scattered data using multiquadratic functions, Advances in Computational
Mathematics 2, 1994, 8199.
[15] R. L. Hardy, Multiquadric equations of topography and other irregular surfaces,
Journal of Geophysical Research 76(8), 1971, 19051915.
[16] A. Ikse, Multiresolution Methods in Scattered Data Modelling, Lecture Notes in
Computational Science and Engineering 37, Springer-Verlag, Berlin, 2004.
[17] Interpolating Scattered Data, [ogled 15. 12. 2018], dostopno na https://www.
mathworks.com/help/matlab/math/interpolating-scattered-data.html.
[18] A. J. Katz, Meshless Methods for Computational Fluid Dynamics, doktorska
disertacija, Department of Aeronautics and Astronautics, Stanford University,
2009.
[19] LiDAR podatki povr²ja Slovenije, [ogled 2. 3. 2019], dostopno na http://gis.
arso.gov.si/evode/profile.aspx?id=atlas_voda_Lidar@Arso.
[20] T. Lyche, Knot removal for spline curves and surfaces, Approximation Theory
VII (ur. E. W. Cheney, C. K. Chui in L. L. Schumaker), Academic Press, New
York, 1992, 207226.
[21] D. E. McAdams, Radial Symmetry, verzija 21. 12. 2018, [ogled 24. 2. 2019],
dostopno na http://www.allmathwords.org/en/r/radialsymmetry.html.
[22] M. Mongillo, Choosing Basis Functions and Shape Parameters for Radial Basis
Function Methods, SIAM Undergraduate Research Online 4, 2011.
[23] B. Orel, Linearna algebra, Zaloºba UL FRI, Ljubljana, 2017.
[24] B. Plestenjak, Raz²irjen uvod v numeri£ne metode, DMFA - zaloºni²tvo, Lju-
bljana, 2015.
[25] G. Roussos in B. J. C. Baxter, Rapid evaluation of radial basis functions, Jour-
nal of Computational and Applied Mathematics 180(1), 2005, 5170.
[26] T. Sauer in Y. Xu, On Multivariate Lagrange Interpolation, Mathematics of
Computation 64(211), 1995, 11471170.
[27] R. Shaback, Creating Surfaces from Scattered Data Using Radial Basis Functi-
ons, Mathematical Methods for Curves and Surfaces (ur. M. Dæhlen, T. Lyche
in L. L. Schumaker), Vanderbilt University Press, Nashville, 1995, 477496.
[28] N. Sivakumar in J. D. Ward, On the least squares ﬁt by radial functions to
multidimensional scattered data, Numerische Mathematik 65, 1993, 219243.
[29] M. L. Stein, Interpolation of Spatial Data: Some Theory for Kriging, Springer
Series in Statistics, Springer-Verlag, New York, 1999.
52
[30] V. Vitrih, Correct Interpolation Problems in Multivariate Polynomial Spaces,
doktorska disertacija, Fakulteta za matematiko in ﬁziko, Univerza v Ljubljani,
2010.
[31] E. W. Weisstein, Gamma function, [ogled 10. 02. 2019], dostopno na http:
//mathworld.wolfram.com/GammaFunction.html.
[32] H. Wendland, Scattered Data Approximation, Cambridge Monographs on
Applied and Computational Mathematics 17, Cambridge University Press,
Cambridge, 2004.
[33] P. Young, Bessel Functions, Asymptotic Expansions and Stokes' Phenomenon,
verzija 17. 6. 1997, [ogled 24. 2. 2019], dostopno na http://young.physics.
ucsc.edu/250/bessel.pdf.
[34] E. Zakraj²ek, Uvod v numeri£ne metode, Matemati£ni rokopisi 22, DMFA -
zaloºni²tvo, Ljubljana, 2000.
[35] E. Zakraj²ek, Analiza III, Matemati£ni rokopisi 21, DMFA - zaloºni²tvo, Lju-
bljana, 2013.
53
