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SIGNIFICANCE
The morphology and physiology of our brains are shaped by selective pressures through evolution to improve fitness for survival. The massive information-processing capacity of the brain, along with its tremendous metabolic energy consumption, requires our brain to be energy efficient, which could be achieved through trade-offs between benefits accrued and costs incurred by select morphological and physiological parameters. Eventually, our brains evolved to be highly energy efficient in neural computation and cognition. Understanding the mechanisms underlying the energy-efficient operation of the brain will not only help us better understand the computational and organizational design principles of the brain but will also have wide implications for the improvement of the next generation of energy-efficient artificial intelligence devices. This review demonstrated examples, from the gating of ion channels to whole-brain functional connectivity, of how an energy-efficient, nature-made computer was created by optimizing the design of neural systems. 
INTRODUCTION
Our brains have an impressive capacity to encode and exchange information through hundreds of billions (10 11 ) of neurons and hundreds of trillions of synaptic connections in a matter of milliseconds (Heidelberger et al., 2009) . Such a massive parallel processing capacity enables the visual system to successfully decode complex input images within a 100-msec time period (Rousselet et al., 2004) . The most recent estimation of synaptic transmission suggests that individual synapses can store up to 4.7 bits of information on average. This capacity results in 1 petabyte of exchanged information within 1 sec throughout the whole brain, the same scale of information in the entire World Wide Web (Bartol et al., 2015) . This large amount of information flow in the brain is highly costly in energy. As a result, the human brain only accounts for 2% of body mass but uses more than 20% of whole-body energy production in the resting state, and the newborn infant brain uses up to 50% of the energy consumed by the entire body. More than 70% of cortical energy costs are the direct result of neural signal processing within cortical circuits from the subcellular level (e.g., opening/closing of ionic channel for action potentials [APs] and neurotransmitter release underlying synaptic transmission) to concurrent oscillatory activities across cortical networks that formulate macroscopic functional connectivity (Bear et al., 2015) . In turn, limited energy resources might serve as an external constraining factor to shape network wire connections and neural signal generation and propagation in optimized ways to save on costs (Chklovskii et al., 2002; Laughlin, 2001; Zhang and Sejnowski, 2000) . Among the wide range of individual physiological and morphological parameters, the one that could promote information processing while reducing energy cost may have survived as the most evolutionarily fit and was therefore likely to be selected (Laughlin, 2001) . This selection may have eventually affected the choice of coding strategy in the representation of input signals (Laughlin, 2001; Laughlin and Sejnowski, 2003) . Therefore, maximizing the ratio of the coding capacity to energy cost has been suggested to be one of the key principles chosen by the nervous system to evolve under selective pressure, and the metabolic energy efficiency demands of the nervous system could be sufficiently large to influence the design, function, and evolution of the brain (Niven and Laughlin, 2008) .
If selective pressure does act to maximize the coding efficiency and minimize the cost for the brain, experimental evidence as a consequence of the above selection processes should be expected to be observed (Cherniak and Rodriguez-Esteban, 2009 ). The evidence may include but is not limited to optimizing the ionic channel dynamics and distribution of sodium and potassium channels among axons, optimizing the morphological parameters (e.g., axonal wiring length) of individual neurons within the neuronal dense cortex, and choosing the most economical strategies to represent information by producing trade-offs between costs and benefits (Laughlin, 2001; Niven and Laughlin, 2008) . Therefore, these optimized parameters and energy-economic strategies serve as "footprints" of evolution toward energy efficiency. Validating the possibility and eventually proving the existence of these "footprints" requires knowledge of their effects on not only the signal process capacity but also energy cost. Together, these studies will answer many questions about our brain, including why our brains are designed as they are, how and why the information in our cortices is processed in a particular way, and whether there is more capacity to improve the power of our brains. Indeed, Peter Sterling and Simon Laughlin have demonstrated that efficiency enters into all levels of neural organization as a basic principle to explain the design and function of brains (Sterling and Laughlin, 2015) .
Recent studies have made substantial advances on this topic. In this paper, we have reviewed the most recent experimental and computational evidence that supports the energy-efficient neural code principle, which includes optimizing ion channel gating for the generation of energy-efficient APs, optimizing the neuronal size of neuronal networks for the generation of energy-efficient spike trains, using sparse coding to represent information, optimizing network wiring in the cortex, and allocating energy to important functional connection nodes. Together with these studies, one fundamental principleenergy-efficient codes-emerged from brain evolution.
ENERGY-EFFICIENT APs AND CHANNEL KINETICS APs, the electrical signals carrying neural information in the cortex, use more than 20% of the energy in the gray matter of the rodent brain Howarth et al., 2012; Sengupta et al., 2010) . During the AP period, a large number of Na 1 ions rapidly flow through the membrane into the inside of the cell because of the almost 100-mV electrical potential difference formed by the high concentration of Na 1 ions outside the cell (approximately 140 mM) versus the low concentration inside (below 10 mM). In addition, it is costly to pump those Na 1 ions into the extracellular space after the AP through the operation of the Na 1 /K 1 ion pump because of the expenditure of energy via hydrolysis of ATP, particularly along long, intracortical, unmyelinated axons (Ju et al., 2016; Lennie, 2003; Magistretti, 2006) . Given that the information carried per AP is limited, the energy-efficient way to transmit information is to lower the cost per AP.
The generation of APs requires the inward Na 1 current to generate the upstroke of the membrane potential and the outward K 1 current to facilitate the downstroke. The more the two opposing currents overlap, the more Na 1 ions are needed to flow into the cell to generate one AP. Hence, the most energy-efficient AP would entail no Na 1 /K 1 overlap. However, investigations of the classical Hodgkin-Huxley (HH) mathematical model (Hodgkin and Huxley, 1952a) for AP generation in the squid giant axon revealed that the two currents overlap a great deal during the AP generation process (Fig. 1A) , resulting in over four times more Na1 ions than the theoretical minimum required (Hodgkin, 1975) . However, a recent experimental study by Alle et al. (2009) observed less Na 1 /K 1 used in the generation of an AP in nonmyelinated mossy fibers of the rat hippocampus (Fig. 1B) . This effect results in a highly energyefficient AP process with only 1.3 times more Na 1 ions than the theoretical minimum; this finding has been confirmed by other groups (Carter and Bean, 2009 ). These studies suggest that APs in higher-order animals are far more energy efficient than previously thought. Subsequent work demonstrated that the relatively complete Na 1 channel inactivation prior to substantial activation of the outward K 1 current may be one of the key factors contributing to high energy efficiency in AP generation (Schmidt-Hieber and Bischofberger, 2010) . The proper ratio of sodium to potassium conductance and a smaller Na 1 activation/inactivation time constant may also contribute to the energy-efficient APs, as demonstrated by experimental (Hasenstaub et al., 2010; Schmidt-Hieber and Bischofberger, 2010) and computational studies (Ogawa et al., 1990; Sengupta et al., 2010) . The early work done by Crotty and Levy (2007) showed that reducing time constants increases the energy efficiency of APs. Later, Sengupta et al (2010) showed explicitly that reducing time constants by raising temperature could substantially improve the efficiency. Also, considering the body temperature difference of more than 20 8C between cold-blooded (e.g., a squid in an ocean environment at approximately 6 8C-18 8C) and warm-blooded animals (e.g., rodent brain at 37 8C with the recording solution maintained at this same temperature), the ionic protein channel biochemical processes and kinetics should be largely affected, as captured by the Boltzmann-Arrhenius thermodynamics theory (Kondepudi and Prigogine, 1998) or the so-called Q10 effect (Hodgkin and Huxley, 1952b) . Indeed, a recent study by Yu et al. (2012) demonstrated that a 20 8C increase in temperature can result in a dramatic change in channel kinetics, including several-fold change in the reduction of the time constants for both Na 1 and K 1 channel ion channels, a much faster rising phase of APs, narrow spike durations, and a much smaller Na 1 /K 1 overlap. All of these temperaturedependent changes result in energy-efficient APs with costs close to the theoretical minimum as the temperature reaches 378C-40 8C (Yu et al., 2012 ) (see Fig. 1C ). Thus, the development of an internal thermoregulation system in mammals and birds during evolution indeed naturally served as a mechanism to promote energy-efficient AP generation, and the maintenance of a constant temperature may largely benefit the neural response reliability and coding accuracy (Rinberg et al., 2013) .
The effects of temperature on AP generation and conduction are not new and were reported at an earlier time (Bolton et al., 1981; De Jesus et al., 1973; Lang and Puusa, 1981; Lowitzsch et al., 1977) . Faisal et al. (2005) showed that raising temperature reduces spontaneous activity because it speeds up ion-channel kinetics, causing a decrease in the duration of spontaneous depolarizing currents, and thus the membrane is less likely to reach the AP threshold. This effect would increase efficiency by The action potential of the cortical neuron model generated at 18 8C, 27 8C, and 37 8C. Bottom: The corresponding Na 1 and K 1 currents during action potential generation for temperatures at 18 8C, 27 8C, and 37 8C. Note that there is a substantial overlap of Na 1 and K 1 currents during action potential generation at 18 8C, reduced overlap at 27 8C, and much less overlap at 37 8C. The largely nonoverlapping nature of the ionic currents at high temperatures results in considerably lower excess Na 1 entry. Dashed lines indicate the peak of each action potential for reference. A and C are adapted with permission from Yu et al. (2012) ; B is adapted with permission from Alle et al. (2009). making axonal transmission more reliable and lowering the minimum permissible diameter of axons (because the firing rates in axons are linear in diameter [Perge et al., 2009] ). However, an increase in temperature also leads to an increase in spike discharge rate in response to a constant-amplitude input, particularly at temperatures above 38 8C. The total energy cost (i.e., the product of spike rate and the cost of single AP) varies with temperature and actually first decreases and then increases as a function of temperature. Therefore, the maximal overall energy efficiency in neuronal responsiveness is observed in the range of 368C to 40 8C (Yu et al., 2012) . However, for invertebrates, such as squid, both the information transmission and energy efficiency (defined as the ratio of information rate to energy cost) are maximized in the range of typical living temperature (10 8C-26 8C) for Loligo (the squid used by (Hodgkin and Huxley, 1952a) ), suggesting that ectotherms may adapt to the environmental temperature to maximize energy efficiency (Wang et al., 2015) .
The metabolic cost of APs may vary greatly among neurons of different species. Sengupta et al. (2010) compared the costs of APs generated from neurons in both vertebrates and invertebrates through singlecompartment models incorporated with the corresponding properties of ion channels (density, single-channel conductance, activation/inactivation kinetics, and voltage dependency; Fig. 2A-G ). This analysis found that the energy cost of APs in mammalian neurons (e.g., thalamo-cortical interneurons, hippocampal interneurons, cerebellar granule cells) is close to the predicted theoretical minimum, whereas the energy consumption of APs in crab motor neurons and the squid giant axon is far from the minimum (Fig. 2H) . Thus, the energy cost, represented by the ratio of the sodium entry and the total Na 1 load compared with the theoretical minimum required, is much smaller for mammalian neurons than invertebrate neurons (Fig. 2I ). Therefore, it is possible that channel kinetics were optimized for AP initiation with minimal energy cost through evolution, possibly from invertebrates (e.g., squid giant axon) to mammals (e.g., rodent cortical axons). This principle may help explain both the shape of the AP and the underlying biophysics of ionic currents. However, more evidence is required to establish that energy-efficient APs have not evolved in invertebrates.
ENERGY COST OF AP CONDUCTION
ALONG AXONS The traditional way to estimate the energy cost of a neuron is the Na 1 -counting method, which obtains the total number of Na 1 ions by integrating the Na 1 current over time and then converts the total number into the amount of ATP molecules based on the fact that the Na 1 /K 1 pump hydrolyzes one ATP molecule for three Na1 ions extruded and two K 1 ions imported. This method seriously limits the accurate assessment of the metabolic cost of ionic currents underlying AP conduction along the axon. Ju et al. (2016) recently derived a full cable energy function for cortical axons based on classic HH neuronal equations and then applied the cable energy function to precisely estimate the energy consumption of AP conduction along axons with different geometric shapes. The results based on the cable energy function revealed that the Na 1 -counting method severely underestimates energy cost in the cable model by 20% to 70%. Meanwhile, results from both methods showed that energy cost per unit of membrane area for APs estimated from the multicompartment model is 15% more than that estimated from single-compartment model. Because of the higher ) of each action potential (dark gray) and the theoretical minimum Na 1 load of each action potential (light gray). Error bars show the effect of changing the peak conductances of the voltage-gated ion channels by 6 5% on AP energy consumption. (I) The efficiency of action potentials from each model. Error bars show the effect of changing the peak conductances of the voltage-gated ion channels by 6 5% on AP energy efficiency. cost of the axial and sodium conductance, more energy is needed to promote AP conductance across longer axons than across shorter ones. The energy cost can vary greatly depending on axonal branching complexity, ion channel density distribution, and AP conductance states. The authors also noted that the energy consumption rate for cortical axonal branches as a function of spatial volume exhibits a 3/4 power law relationship. This value matches the allometric law observed in the basal metabolic rate versus body mass in animals (Martin, 1981) .
Indeed, recent experimental data analysis showed that cortical axon morphology in the cortex of higherorder animals may be designed heavily under the pressure of space and energy (Koch et al., 2006) . Currently, we know that cortical axons (especially myelinated axons) in mammals and primates differ largely in diameter by nearly 100-fold (0.1-10 lm). Considering that the major function of axons is to deliver information via APs, one critical issue arises: how do information rate and energy set the rule for designing the diameter and length of cortical axons? Indeed, data analysis revealed a rule that cortical axons conserve space and energy by sending most information at a low rate over thin axons with small terminal arbors and by sending some information at higher rates over thicker axons with larger terminal arbors. This rule might be the reason that most axons are thin and near the lower limit set by ion channel noise (Faisal et al., 2005) . The diameter of axons is correlated proportionally with the firing rate of cells (Koch et al., 2006) . In the optic nerve, mitochondrial volume is also correlated with axon diameter (Perge et al., 2009 ), suggesting that most axons may try to reduce their diameter to reduce the cost of delivering information at a low firing rate. Together, these facts imply a law of diminishing returns for neural communication in that the information rate fails to increase proportionately with added energy cost, as previously predicted by theory (Balasubramanian et al., 2001; Levy and Baxter, 1996; Niven et al., 2007) . This law is the revealed principle "send at the lowest rate" (Sterling and Laughlin, 2015) . The principle explains why axons differ in caliber and why the retinal architecture splits visual information across so many lowrate parallel channels Perge et al., 2012) . Because rate reduction reduces axon volume, it also increases wiring efficiency by increasing neuronal density, which will be discussed in the following sections.
ENERGY-EFFICIENT SYNAPSES ACHIEVED
WITH LOW RELEASE PROBABILITY The calculation of the distribution of ATP use across the different signaling mechanisms in the rat neocortex shows that pre-and postsynaptic transmission consume more than 50% of the total ATP used by individual neurons (Howarth et al., 2012) . When an AP arrives at the synaptic terminals in axons, each terminal releases a single package called a quantum (10 4 neurotransmitter molecules). The probability of evoking the release of one such package ranges from 0.25 to 0.5, with 0.5 being less common and 0.25 being common. This low release probability not only allows synapses to have a wide dynamic range, increases information transmission from correlated inputs, and maximizes information storage (Goldman, 2004; Varshney et al., 2006; Zador, 1998) but also saves energy. Supposing that multiple synaptic release sites (onto different spines) exist, at each of which a vesicle is released with a certain probability onto the postsynaptic cell, a low release probability would promote an optimal ratio of transmitted information to energy cost. Strikingly, the theoretical calculation predicts that the lower the optimal release probability, the more synapses a single axon makes onto the same postsynaptic neuron, which is due to the relationship between release probability and the number of release sites reported for cortical and hippocampal synapses (Branco et al., 2008; Hardingham et al., 2010) . Another argument for the low release probability at a synapse to reduce energy use was proposed by Levy and Baxter (2002) . They noted that synaptic energy is wasted on transmitting information that cannot possibly be passed on by the postsynaptic cell because the rate at which information arrives at all of these synapses is greater than the rate at which the output axon of the cell can convey information. This hypothesis is based on the fact that a cortical neuron typically receives approximately 8,000 synapses on its dendritic tree. They suggested that failures of synaptic transmission would reduce this energy waste. However, the ideal release rate they predicted does not depend on the number of synaptic inputs onto the cell .
For synapses, the differences between axo-axonic, axo-somatic, and axo-dendritic synaptic connections in their energy efficiency and relations to their functions remain unknown (Miles et al., 1996; Schmitz et al., 2001) . Based on empirical data from different mammals, Karbowski (2012) found that the regional metabolic rate per synapse is approximately conserved from birth to adulthood for a given species. On average, primate cerebral cortex consumes approximately (7 6 2) 3 10 -13 glucose molecules per second. Further analysis combining theoretical models reveals that synaptic efficacy (signaling) is negatively correlated with the cortical average neural firing rate across all examined species. Low firing rates usually correspond to high synaptic efficacy, and vice versa. This finding is inconsistent with the so-called synaptic scaling, which was found in cortical circuits and showed that synaptic efficacy increases if network activity is decreased (Turrigiano et al., 1998) . Cerebellar connections are characterized by a small number of mossy fiber synapses onto a granule cell across a wide range of species, from vertebrates to mammals, suggesting that it has been conserved during evolution (Llin as, 1969) . Billings et al. (2014) studied the effect of the number of synapses and threshold on the trade-off between the entropy and sparseness of granule cells that receive information from mossy fibers in both a two-layer binary network and a biologically detailed spiking network model constrained with a large amount of anatomical and physiological data. They found that the small number of mossy fiber synapses on a granule cell enable it to perform sparse coding without loss of information. This balance between information transmission and sparseness is a striking example of natural selection favoring efficiency.
SIZE MATTERS IN THE ENERGY EFFICIENCY OF NEURONS AND NEURON
CLUSTERS The effect of the size of a single neuron (measured in membrane area or number of ion channels) has recently been studied in detail because of its effects on information transmission and energy cost in a single neuron (Schoenberg et al., 1975; Teka et al., 2016) . Changes in the size of electrical compartments will alter the area of the membrane and, consequently, the total membrane capacitance. In turn, the AP generation is altered and thus the information capacity is adjusted (Schoenberg et al., 1975; Teka et al., 2016) . Neurons with a smaller size cost less energy, but a reduced number of ion channels would cause increased fluctuations in the transmembrane ion current because of the stochasticity of the ion channel gating (Steinmetz et al., 2000) . This so-called ion channel noise could cause variability in the response of neurons to external stimuli and could induce spontaneous APs, damaging the reliability of signal processing (Chow and White, 1996; Schneidman et al., 1998; White et al., 2000) . Therefore, trade-offs between information transfer and energy use under the energy efficiency demand can strongly influence the size of the neuron. Schreiber et al. (2002) first demonstrated the dependence of energy efficiency on the size of analog neurons by computational investigation of the generation of graded electrical signals by sodium and potassium channels. The energy efficiency of the analog graded electrical signals was observed to be maximized by the optimum numbers of channels. The optima depend on several factors: the relative magnitudes of the signaling cost (current flow through channels), the fixed cost of maintaining the system, the reliability of the input, additional sources of noise, and the relative costs of upstream and downstream mechanisms. This result is similar to that of spiking neurons for which the optimal Na 1 and K 1 channel distributions along the axon could promote a high informationcarrying rate with minimum cost (Ogawa et al., 1990; Sengupta et al., 2013) . Intriguingly, in digital neurons, increasing the compartment size increases the information rate but reduces the energy efficiency monotonically, and the energy efficiency cannot be maximized by the compartment size as in the analog neurons. A possible reason for this result is that in the calculation of digital neurons, the fixed energy of maintaining the system is not included. Indeed, as stressed by Schreiber et al. (2002) , the fixed energy cost is vital for the maximization of energy cost. Without fixed energy costs, the energy efficiency decreases as the size of the neuron increases.
In the AP generation process, the inward Na 1 current raises the membrane potential from resting to its peak value. Without the K 1 current, the neuron can be regarded as a bistable system. Thus, in a simple way, the HH equations, with the inclusion of stochastic channel dynamics, can be approximated by a one-dimensional bistable Langevin equation (Chow and White, 1996) . Inspired by this idea, we applied a simple model to mimic AP generation with a particle crossing the barrier of a double well under the perturbation of pulse force and noise. We then analytically derived the firing probability of the neuron in response to the pulse signal and spontaneous firing rate. Based on these two characteristics of the single neuron, we measured the ratio of the signal detection rate to energy cost of a single neuron in the pulselike synaptic inputs detection task. Our results show that this ratio is maximized by the number of ion channels on the neuron and that ion channel noise causes unreliability in signal detection (Yu and Liu, 2014; Yu et al., 2016) .
The system size can also constrain the energy efficiency of the neuronal network. To demonstrate this effect, we further analyzed the energy efficiency of a typical neuronal network (as demonstrated in Fig. 3A ) in response to both subthreshold and suprathreshold pulse stimuli with uniformly distributed strength. Through deriving the dependence of the mutual information, as well as the energy cost on the size of the neuronal array in the network (Fig. 3B-E) , we found that the energy cost per unit of information transmitted is minimized with a certain number of neurons in the array for both subthreshold and suprathreshold inputs ( Fig. 3F and G) . These results reveal a general rule for population coding in which the neuronal number should be sufficiently large to ensure reliable information transmission that is robust to the noisy environment but small enough to minimize energy cost .
It is worth mentioning that for the above neuronal network, its ratio of signal detection rate to energy cost could be maximized by the optimal configuration of the number of ion channels on each neuron and the number of neurons in the array (Yu and Liu, 2014) . This result suggests that the neuronal systems may maximize energy efficiency by combining the optimization of size through many different levels.
OPTIMAL INPUT SIGNAL AND NOISE FOR
ENERGY-EFFICIENT INFORMATION CODING Neural systems receive inputs from the environment. It is reasonable to assume that the neural systems may adapt to shape themselves to respond to their surrounding environmental inputs in the most energy-efficient manner, favoring survival. Certainly, there should exist a range of stimulus properties that could drive neurons to fire APs with fewer ionic currents, resulting in less energy cost (Forger et al., 2011) . Schreiber et al. (2002) showed that stimuli with a bimodal distribution of temporal statistics might be optimal to excite graded neurons with the most Fig. 3 . The energy efficiency of a neuronal network is maximized by the number of neurons in the array. A: Demonstration of the network performing the pulse signal detection task. The front layer is composed of bistable neurons, each of which receives the same pulse train input. CD is the coincidence detector neuron with threshold h. It fires an action potential when h or more than h upstream neurons fire at the same time. B and C: The average mutual information per neuron transmitted by the above network is maximized by the number of neurons. B for subthreshold inputs and C for suprathreshold inputs. D and E: The dependence of the energy cost of the network on the number of neurons in the neuronal array. D for subthreshold inputs and E for suprathreshold inputs. F and G: Energy efficiency of the above network (defined as the ratio of mutual information to energy cost) is maximized by the number of neurons in the array. F for subthreshold inputs and G for suprathreshold inputs. (Adapted with permission from Yu et al., 2016). energy-efficient responses. In addition, for a single spiking neuron with both excitatory and inhibitory synaptic inputs, its spiking cost may be reduced in an efficient way as long as the two types of synaptic currents are optimally balanced (Sengupta et al., 2013) , which will be discussed in the later section on excitation/inhibition (E/I) balance.
In addition, the background noise in neural systems may also interact with neuronal reactions to enhance energy-efficient neuronal output. Neurons can be treated as highly nonlinear devices. An optimal level of noise intensity was reported to exist in which weak signals promote a neuronal response with a higher signal-to-noise ratio (Adair, 2003) . This phenomenon, known as stochastic resonance (SR) (Gammaitoni et al., 1998) , is believed to benefit neural information processing in many aspects (Durand et al., 2013; McDonnell and Ward, 2011) . Our recent theoretical analysis on energy cost and signal transmission of a stochastic bistable neuron also proved that an optimal noise level could enhance energy efficiency (Yu and Liu, 2014) . At a network level, in addition to SR, suprathreshold stochastic resonance (SSR) may also be a mechanism that promotes energy efficiency. SSR is a form of noise-enhanced signal transmission that occurs in a parallel array of independently noisy identical threshold nonlinear devices. Unlike most forms of SR, the output response to suprathreshold random input signals of arbitrary magnitude is improved by the presence of even small amounts of noise. Recent studies of SSR suggested that the specific statistical distribution of the input signal as well as the background noise could maximize the neuronal coding capacity (McDonnell et al., 2007 ). Therefore, a certain level of background noise could promote neural information transmission for both sub-and suprathreshold inputs by either an SR or SSR mechanism, respectively (for examples, see Fig. 3B and C) . Eventually, the background noise could save energy by stimulating neurons to fire APs, resulting in a higher energy efficiency of the neuronal network (Fig. 3F and G) . Specifically, in some cases, optimal noise can maximize the energy efficiency. For example, in Fig. 3G , the moderate noise yields the largest energy efficiency when the size of the array is between 10 and 20 neurons.
E/I BALANCE
In the cortex, neurons receive thousands of weak excitatory synaptic input currents, which are balanced by inhibitory input currents from inhibitory interneurons (Abeles, 1991; Shadlen and Newsome, 1998) . These balanced synaptic currents drive the neuronal membrane potential with subthreshold fluctuations, resulting in a high variability in spike trains, as revealed by extracellular recordings from single cortical neurons (Shadlen and Newsome, 1994) . The balanced currents also reduce the membrane time constant, resulting in an increased temporal resolution and higher cutoff frequency bandwidth (Bernander et al., 1991; Carandini et al., 1997; Destexhe et al., 2003; Mittmann et al., 2005) . Furthermore, this balanced synaptic current may adjust both the sensitivity and response gain of neurons (Rudolph et al., 2007; Wehr and Zador, 2003; Wilent and Contreras, 2005; Wolfart et al., 2005) . Experiments in cortex cultures, anesthetized rats, and awake monkeys, as well as computer models, have shown that balanced E/I could lead to a critical dynamic of avalanches in the cortical neural network (Poil et al., 2012; Shew et al., 2009; Yang et al., 2012) . The number of metastable states (Haldeman and Beggs, 2005) and the dynamic range to the input stimuli (Shew et al., 2009) , as well as the information capacity and transmission (Beggs, 2008; Shew et al., 2011) of the cortical neural networks, could be maximized at the critical point.
The developed E/I balance within brain circuits during rest, learning, and memory states may be beneficial for the brain to maintain an optimal state based on the theory of criticality. A large E/I ratio leads to a supercritical state whereby the neurons are highly activated and spikes among neurons are highly correlated. However, a small E/I ratio leads to a subcritical state whereby the overall neural activity level drops and the spikes among neurons are random and not correlated (Yang et al., 2012) . For information processing, highly correlated spikes reduce entropy in the former case, and in the latter case, the reduced correlation increases entropy, but this increase is counteracted by the concurrent drop in total information, resulting in maximal information transmission at a moderate E/I ratio (Shew et al., 2011) . However, energy expenditure increases monotonically as the E/I ratio increases as a result of the increasing overall neural activity level. Therefore, energy efficiency, measured by the ratio of mutual information to energy cost, is expected to be maximized around the critical E/I ratio.
Another example of E/I balance promoting energy efficiency in the cortex comes from work done by Sengupta et al. (2013) . They assessed the impact of balanced synaptic currents on information coding and energy consumption in a single HH-type neuron driven by one of three synaptic input regimes: excitatory inputs only, balanced synaptic conductances, or balanced synaptic currents. They found that the balanced synaptic currents result in fewer spikes (i.e., less energy consumption) than the other two regimes, but the information rates of the spike trains remain the same (Fig. 4) . So, rather than benefitting the information rate (bits/sec), the balanced synaptic currents benefit the coding efficiency (bits/ spike). This result means that spikes evoked by balanced synaptic currents are more informative. Therefore, balanced synaptic currents increase the energy efficiency (bits/ATP molecule) of spike trains by reducing energy consumption and increasing coding efficiency.
SPARSE CODING
Several theoretical, computational, and experimental studies have suggested that neurons encode sensory information using a small number of active neurons at any given point in time. There is widespread evidence to support such a coding scheme in neural systems across a variety of species (Hrom adka et al., 2008; Poo and Isaacson, 2009; Vinje and Gallant, 2000) . This strategy, referred to as "sparse coding," has several computational advantages, including increasing storage capacity in associative memories, making the structure in natural signals explicit, and representing complex data in a way that is easier to read at subsequent levels of cortical processing (Kanerva, 1993; Olshausen and Field, 2004; Willshaw et al., 1969) . Another advantage of sparse coding is that it helps to conserve metabolic costs. Historically, Barlow (1961) introduced the concept of the economy of impulses to argue that through evolution, the neuronal code should minimize its representational entropy and use a lower and lower firing rate of neurons to produce the equivalent encoding efficiency. Levy and Baxter (1996) further factored energy expenditures into the economy of impulses and suggested that there should exist an optimal firing probability for any given mean firing rate in a neural network so that its energy efficiency is maximized. Based on this energy efficiency hypothesis, Attwell and Laughlin (2001) estimated the energy required for signaling in cortical neurons. They concluded that the average firing rates of the whole brain must be relatively low. On the basis of those findings, Lennie (2003) estimates that, at any given moment, only 1/50th of the population of cortical neurons could afford to be significantly active. Thus, given the actual energy constraints of the mammalian cortex, sparse coding would seem to be a necessity.
It is worth mentioning that the efficient coding strategy is tightly related to the E/I balance in the neural networks (Deneve and Machens, 2016; Poo and Isaacson, 2009) . studied dendrodendritic processing in a scaled-up computer model of the mitral-granule cell network in the rodent olfactory bulb. They found that two fundamental computational mechanisms emerge from the interaction between excitation and inhibition: the sparse representation of the odorant input emerges from a balanced E/I, and lateral inhibition arises from an unbalanced E/I. Thus, the optimal level of synaptic excitation and inhibition could produce the highest level of sparseness and decorrelation in the network response and enhance energy efficiency (Nawroth et al., 2007) .
NEURONAL WIRING OPTIMIZATION
In the cortex, neurons are wired into multiple maps according to their functional properties. Wiring distant neurons is costly because it not only causes signal delay and attenuation (Rall et al., 1992) but also requires volume (Mitchison, 1991) and metabolic energy to support the transmitted signals along the axons (Attwell and Laughlin, 2001 ). Thus, among various functionally equivalent arrangements of neurons, the most evolutionarily fit and likely to be selected is the one with connected neurons as close as possible. Many questions about brain organization have been answered with this principle (for more examples, see the review by Chklovskii and Koulakov, 2004 )-for instance, the segregation of gray and white matter in the cerebral cortex (Murre and Sturdy, 1995; Ruppin et al., 1993) , segregation of visual cortical areas (Mitchison, 1991) , and the particular dimensions and branching angles of axonal and dendritic arbors (Cherniak, 1992; Chklovskii, 2000; Chklovskii and Stepanyants, 2003) . These examples, in turn, suggest that the nervous systems may achieve energy efficiency through optimization of wiring.
WHOLE-BRAIN FUNCTIONAL
CONNECTIVITY The brain spends a large fraction of energy supporting synaptic transmission, which is associated with the hemodynamic response (Logothetis et al., 2001 ) that can be measured by functional magnetic resonance imaging (fMRI) technique. A higher degree of connectivity was observed to be associated with nonlinear increases in metabolism as revealed by in vivo positron emission tomography (PET) imaging (Tomasi et al., 2013) . This finding supports the hypothesis of the energy efficiency of the connectivity hubs. The analysis indicated that the energy efficiency of the connectivity hubs was higher for the ventral precuneus, cerebellum, and subcortical hubs than for cortical hubs (Tomasi et al., 2013) . These results suggest a tight coupling between energy consumption and functional connectivity in the brain. Tomasi et al. (2013) conducted computational studies and predicted that the glucose metabolism and the degree of functional connectivity would have power scaling across voxels by using a Hopfield network with the assumption that energy consumption of a voxel is proportional to the amplitude of the hemodynamic signal fluctuations. The results of a coupled PET-magnetic resonance imaging method demonstrated a linear association between baseline glucose metabolism and fMRI amplitude, as well as the coupling between the power scaling of glucose consumption and the degree (global/local) of functional connectivity. These results, along with those of previous studies (Achard et al., 2006; Laughlin and Sejnowski, 2003) , imply that neural networks rely on a well-established "small-world" topology (Bassett and Bullmore, 2006; Egu ıluz et al., 2005; Watts and Strogatz, 1998) to accomplish maximal communication speed with minimal energy consumption.
LEARNING AND MEMORY
Learning and memory could be considered an optimization process to achieve a minimal energy state of neural networks through modification of synaptic strength (Tank and Hopfield, 1987) . These modifications (e.g., long-term potentiation and long-term depression) include changes in the sensitivity of postsynaptic transmitter receptors, activation of previously silent receptors, generation of retrograde messengers to the presynaptic terminal, structural changes in dendritic spines, and activation of transcription in the nucleus (Bear and Malenka, 1994) . Postsynaptic density 95 protein (PSD-95) plays a critical role in the above process, such as targeting, anchoring, and regulating receptors and signaling proteins at synapses and shaping the morphology of dendritic spines (El-Husseini et al., 2000; Keith and El-Husseini, 2008) . A previous experiment has shown that PSD-95 mutant mice had a marked inability to learn a spatial learning task, possibly because the degradation of information storage and recall capacity resulted in too many strongly potentiated synapses and not enough depressed synapses (Migaud et al., 1998) . These results suggest that learning and memory may both physiologically and anatomically modulate neural systems to store data in an optimal and possibly energy-efficient manner.
CONCLUSIONS
Here, we reviewed the physiological and morphological parameters and strategies that may promote signal transmission efficiency with minimal energy cost in neural systems, ranging from the optimized kinetics of ion channels at the microscopic level to the global functional connectivity of the whole brain system. We show that these parameters could be optimized, through trade-offs between information transfer and energy cost, to maximize the efficiency of energy use in neural systems. These optimized parameters and strategies serve as "footprints" of the evolution of neural systems to support the hypothesis that brain evolution may have occurred under the pressure of energy limitations by natural selection, and developed brains should be as efficient as possible in their energy use to survive (Niven and Laughlin, 2008) .
These studies reviewed here not only demonstrated the impact of energy consumption on the evolution of the nervous system but also uncovered underlying principles of brain circuits. This increased knowledge helps to develop a better understanding of the design and operational principles of the brain. These studies of the energy efficiency of neuronal circuits may also contribute to the building of unified brain theory (Friston, 2010; Sengupta et al., 2016) , which may enlighten the design of advanced energy-efficient electronic circuits and computing devices (Suzuki et al., 2013; Zhao et al., 2016) . Although advances have been made, this topic is still in need of more research. For example, neuronal dendrites have been considered a largely passive current collector, as formulated in the cable theory, but have turned out to be complex multifaceted computing devices that can operate in a highly nonlinear fashion (Euler and Denk, 2001; London and H€ ausser, 2005) . Dendrites actually consume only 14% of the total energy required to propagate spikes through a typical neuron (over 70% of the total neuronal energy is estimated to support AP conduction and synaptic transmission along unmyelinated axon collaterals) (Howarth et al., 2012) . However, the mechanisms by which dendrites cost-efficiently participate in signal conduction are not known and require further investigation. For synapses, the differences between axoaxonic, axo-somatic, and axo-dendritic synaptic connections in their energy efficiency and relations to their functions remain unknown (Miles et al., 1996; Schmitz et al., 2001 ). In addition, many studies have revealed an altered small world property of the brain network structure accompanied by reduced energy efficiency in brain functional connectivity for many types of brain diseases (Liu et al., 2008; Ponten et al., 2007; Stam et al., 2007; Wang et al., 2009 ). These alterations may require more attention to investigate the origin and mechanism of disordered connectomics and metabolism associated with various brain diseases (B elanger et al., 2011; Deco and Kringelbach, 2014; Yun et al., 2006; Zhou et al., 2016) .
