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SUMMARY
Silicon germanium heterojunction bipolar transistors (SiGe HBTs) have recently gained
attention due to their potential for use in quantum computing readout circuits. To serve such
applications, which requires low noise, low to medium speed, and low power, it is crucial to
understand the transport physics of SiGe HBTs at cryogenic temperatures. This thesis aims
to extend the existing transport theories for collector current through theoretical analysis,
experimental data, and TCAD simulation. A novel transport mechanism, namely the direct
tunneling mechanism, is found to account for a portion of collector current at cryogenic
temperatures. A method is proposed to differentiate between direct tunneling and quasi-
ballistic transport. With the understanding of collector current and its physics, the impact
of technology scaling on future SiGe HBTs are evaluated. Portions of this work have been





SiGe HBTs have long been recognized as a viable candidate for cryogenic temperature
applications [4, 5, 6, 7]. When cooled, SiGe HBTs naturally exhibit improved frequency
response (fT and fMAX , as shown in Fig. 1.1), current gain, transconductance (shown in
Fig. 1.2), noise, bandwidth, and output conductance[8, 9]. Additionally, the compatibility
with CMOS technology enables highly-integrated solutions to satisfy a wide variety of
applications [10, 11, 12, 13, 14, 15].
An emerging field with interesting application opportunities for cryogenically-operated
SiGe HBTs is readout pre-amplification in quantum computing. Traditionally, qubit (quan-
tum bit) is placed at deep cryogenic temperatures (< 4 K) to maintain coherence, and the
information of qubit is read out by quantum amplifiers such as superconducting quantum
interference devices (SQUIDs) or single electron transistors (SETs). This information is
sent through cables to room temperature electronics for the amplification and processing
[17, 18]. Due to the low signal-to-noise ratio (SNR), low bandwidth, and size inefficiency
associated with this “indirect” readout method, there are growing efforts to amplify the out-
put from quantum amplifiers directly at cryogenic temperatures with conventional electron-
ics before sending it to room temperature1 [19]. These kinds of electronics are frequently
referred to as pre-amplifiers or interface circuits. Previously, CMOS devices, HEMTs, and
MESFETs have successfully demonstrated for such cryogenic preamplification tasks [20,
21, 22, 23, 24]. SiGe HBTs, however, are largely absent from this picture until the recent
1IBM used such scheme in its quantum computer. The infographic showed a pre-amplifier at 4 K stage,
followed by another amplifying stage at room temperature (source: https://www.research.ibm.com/ibm-
q/learn/what-is-quantum-computing/).
1
Figure 1.1: The h21 parameter of SiGe HBTs across frequency at 300 K and 4.3 K. Inset:
fT/fMAX of SiGe HBTs at 300 K, 78 K, and 4.3 K (after [16]).
2
Figure 1.2: The DC current gain (β) and transconductance (gm) of SiGe HBTs across
temperatures. Inset: Thermal resistance and avalanche multiplication (M-1) of SiGe HBTs
across temperatures (after [16]).
3
demonstration [18]. Compared with CMOS devices, SiGe HBTs have lower noise (1/f and
broadband), higher gain, and higher transconductance (gm), which is clearly desired for
interface circuit.
Apart from these, SiGe HBTs also provide the scalability needed for quantum comput-
ing in an inexpensive way compared with III-V compound semiconductor devices. This
is especially the case since the push2 for large-scale quantum computers has been recently
boosted by the advent of quantum algorithms and, in particular, the invention of quantum
error correction codes because such methods require a large number of physical qubits [25,
26]. In a large-scale quantum computer, if the information of each qubit is sent out through
a physical cable, thousands of wires (DC and AC) are fed out of the refrigerator, which
clearly is not feasible [19]. To solve this problem, integrated circuits can be employed
to amplifier the signals, combine the data streams, and implement local control and qubit
initializations at cryogenic temperatures, dramatically reducing the number of communica-
tion lines needed between the refrigerator chambers and the room temperature instrumen-
tations. Among various common choices of integrated circuits, silicon-based technology
such as BiCMOS technology (SiGe HBTs and CMOS on the same chip) is clearly a strong
candidate with its high yield and relatively low cost. In an integrated communication link
composed from BiCMOS technology, SiGe HBTs can provide the low-noise front end for
readout amplification, while the CMOS circuits provide the compact form of data process-
ing. Therefore, it is meaningful to qualify SiGe HBTs at deep cryogenic temperatures for
such potential applications.
1.2 Methodology
In the present work, multiple technology generations of SiGe HBTs were characterized
at cryogenic temperatures. All SiGe HBTs were obtained from commercial product lines
of GlobalFoundries through MOSIS multi-project wafers (MPW). There are two reasons
2Such push has already seen results. IBM drew attention with its 50-qubit quantum computer in 2017.
Google announced the 72-qubit quantum computers in 2018
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to study multiple commercial technology generations instead of any particular batch of
devices or in-house fabrications.
First, the mature SiGe technology means that almost all SiGe HBTs available today
come from commercial semiconductor foundries. Therefore, the details of profiles and de-
vice structures are always classified information and unavailable for the public. However,
from literatures (including those from foundries themselves), the scaling rules for tech-
nology are known [27]. Such scaling rules have been observed from the early generation
(0.5 µm node) to the advanced generation (90 nm node) [28]. By studying the change in de-
vice characteristics across multiple generations and assuming a known scaling rule, we can
obtain correlations between doping profiles, device structures, and transport physics with
less uncertainty. On the other hand, SiGe technology has so far been driven by the high
frequency applications at room temperature, such as automative long-range radar, Tera-Hz
imaging, and high speed wireline applications [29]. These applications are most likely
following a different scaling rule than what the cryogenic amplification demands [14, 16].
Therefore, it is meaningful to evaluate how the existing scaling rules affects the operation
of future SiGe HBTs at cryogenic temperatures.
Second, early technology generations of SiGe HBTs exhibited non-ideal characteris-
tics at cryogenic temperatures. In particular, quasi-ballistic (non-equilibrium) transport
and trap-assisted tunneling mechanisms appear as temperature decreases [30, 11]. Despite
the same underlying operating principles, the present technologies are in many shapes and
forms different from the early generations of devices. A simple comparison of fMAX re-
veals the drastic difference between devices used in [18], which have a fMAX of 110 GHz,
and those in [31], which have a fMAX as high as 720 GHz, both at 300 K. Since the mar-
ket is dominated by the new technology generations nowadays, which have not seen much
characterization at extreme temperatures, it is of interest to see if the previously observed
non-ideality still exists in the advanced technology generations. A comparison between
generations also yields useful information on whether the effect of any undesirable non-
5
ideality has been enhanced or diminished with the technology scaling.
In the present work, the measurement of one batch of devices down to 70 mK reveal a
novel non-ideality in transistor terminal currents. This gives evidence to support the pres-
ence of a new transport mechanism, namely, the direct tunneling mechanism. In light of
this newly discovered mechanism, the present work proposes a simple method to differen-
tiate direct tunneling mechanisms from other transport mechanisms based on simple DC
measurements. The measurement of various technology generations also enables the em-
pirical observation of how technology scaling impacts the characteristics of SiGe HBTs at
cryogenic temperatures. In addition, SiGe HBTs of multiple generations were simulated
in TCAD at cryogenic temperatures in order to examine the sensitivity of transport mecha-
nisms to process parameters and to provide insight for future profile designs. The transport
mechanisms for collector current will be the major focus, due to the available literatures on
cryogenic collector transport mechanisms. The transport mechanisms operative in the base
current, though clearly important, will be investigated in a future work.
The remaining part of this thesis is organized into five chapters. Chap. 2 explains the
measurement setup and device technologies used in this thesis. Chap. 3 summarizes the
existing transport theories and presents a qualitative picture of direct tunneling mechanism
in the context of other known mechanisms. Chap. 4 presents the measurement data at
70 mK temperature together with the theoretical analysis that shows the plausibility of
direct tunneling mechanism for collector current. Chap. 5 studies the impact of technology
scaling on collector transport based on empirical observations of experimental data and
calibrated TCAD simulations. Lastly, Chap. 6 concludes the thesis.
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CHAPTER 2
MEASUREMENT SETUP AND DEVICE TECHNOLOGY
2.1 Measurement Setup
Cryogenic measurements were made using a Quantum Design Physical Property Measure-
ment System (PPMS) DynaCool R© system. It includes a cryogenic refrigerator capable of
cooling the base (chamber) down to 1.8 K. A superconducting magnetic is placed in the
base and is capable of generating a static magnetic field of ±14 T. A dilution refrigerator
(DR) module with a DR insert (which will be inserted into the base) can provide the addi-
tional cooling capability to reach a temperature of 50 mK at the tip of the DR insert. The
system is shown in Fig. 2.1.
The PPMS offers two configurations for measurement. The first configuration is with a
DR insert, which achieves a minimum sample temperature of 50 mK while allowing a max-
imum of 25 µW power dissipation. This configuration is shown in Fig. 2.2(a). The second
configuration is without a dilution refrigerator insert. In other words, the sample is placed
directly inside the base of the chamber. This achieves a minimum temperature of 1.8 K
but allows a maximum heat dissipation of 5 mW. Both configurations can achieve any tem-
perature between room temperature and the lowest achievable temperature, by controling a
heater in the base chamber with a PID controller.
Test samples were die-attached on custom gold packages (also called “pucks“) using
indium solder to ensure good thermal conductivity, as shown in Fig. 2.2(b). Electrical
connections between the die and package were made by gold wirebonds of 25.4 µm diam-
eter. The package is placed in the DR or in the base, and all electrical connections inside
the PPMS system are provided via low-loss superconducting aluminum twisted pairs. No
cryogenic filtering was applied. Outside the system, the connections were adapted to tri-
7
Figure 2.1: The first configuration of the PPMS system, showing the base chamber, dilution
refrigerator (DR) insert, dilution refrigerator module, and the control computer.
axial cabling to minimize residual noise and fed into the Agilent 4156C Semiconductor
Parameter Analyzer for characterizations. The exterior and interior design of the breakout
box is shown in Fig. 2.2(c) and Fig. 2.2(d). During operation, the samples (either in the
DR insert or in the base) were placed in the bore of a superconducting cryomagnet in the
base that is capable of generating ±14 T of magnetic field.
The package temperature was constantly monitored to ensure minimal temperature fluc-
tuations across all measurements. One limitation in the first configuration of measurement
(with the DR insert) is the limited cooling power (0.25 µW at 50 mK). All measurements
at 4 K and below were limited to a maximum collector current of 1 µA in order to maintain
a stable DUT temperature. To obtain the higher current, a quick DC sweep (with small in-
tegration time setting in the analyzer) was performed up to 0.1 mA collector current. This
caused a transient temperature rise up to 50 mK above ambient (the ambient temperature
was noticed to begin rapidly changing at currents > 1 µA). Higher current sweeps were
avoided in the first configuration (i.e., when DR insert is used) because the rapid heating
can potentially damage the measurement system. If the device is measured in the second
configuration, no such limitation exist. As will be shown in this thesis, the DC operation of
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Figure 2.2: Details of the experimental setup. (a) The measurement setup of PPMS system
together with 4156C, showing the location of the sample puck and the breakout box. (b)
The empty sample puck (first two figures) and the puck with a sample DUT and a Cernox
thermometer. (c) The connector (Triaxial) at the exterior of the breakout box. (d) The
interior look of the breakout box that converts the custom Fisher connectors to standard
Triaxial connectors using twisted pairs.
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SiGe HBTs at 16 K and below is mostly identical, except in a handful of bias range. There-
fore, after the initial characterization at mK temperatures, most subsequent measurements
were obtained with the second configuration of PPMS system (with higher cooling power),
and long integration time was used to obtain high resolution data.
2.2 Device Technology
The devices investigated in this work are from GlobalFoundries BiCMOS 5AM1 (0.5 µm),
BiCMOS 8HP (130 nm), and BiCMOS 9HP (90 nm) technologies, and are referred to as
the first [32], third [33], and fourth [28] generation devices. The categorization of genera-
tion is mainly based on the peak fT/fMAX value of each technology. As shown in Fig. 2.3,
the high-performance (HP) devices from the first, the third, and the fourth generations have
peak fT/fMAX values of 50/90, 210/270, and 300/350 GHz, respectively, at 300 K. All de-
vices presented are high-performance (HP) device variants from each generation, meaning
that their collector profiles were optimized for maximum speed by increasing the doping of
selectively implanted collector (SIC). For simplicity, only NPN SiGe HBTs transistors will
be discussed because all processes investigated here only include high-performance NPN
devices. The lateral PNP devices are of considerably lower performance in a typical BiC-
MOS process, unless it is specifically designed as a complementary platform. C-B-E-B-C
layout structures are used, which means the devices have an emitter contact in the center
of the device, followed by two base and two collector contacts on each side of the emitter
contact. The emitter width is fixed by the process node, at 0.5 µm, 130 nm, and 90 nm for
the first, third, and the fourth generation, respectively. The emitter length in the range of
0.76 - 10 µm were measured for each generation and the presented results were verified to
be both reproducible and consistent across samples of multiple sizes.
1The process is officially called 5HP, though it is often referred to as 5AM because later versions of 5HP
has the improved back end of the line (BEOL) dubbed “AM”.
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Figure 2.3: The fT/fMAX of SiGe HBTs from Globalfoundries 5HP, 7HP, 8HP, and 9HP,
categorized as the first, second, third, and fourth generation of the technology, respectively
(after [28]).
2.2.1 TCAD Cross Sections and TEMs
Although the exact doping profile and device structures are classified information, the
foundries do reveal limited information on profiles and device structures in published lit-
eratures. Such device structure and profile are considered to be qualitative, though it does
showcase key features of the device reasonably well. The cross section of the third gener-
ation device in Technology Computer-Aided Design (TCAD) simulation is shown in Fig.
2.4 [34, 35]. The pink portions are the bottom of the tungsten plug. The contacts for all
terminals are ohmic contacts and there are no Schottky contact throughout the device, in all
generations. The poly-silicon emitter (red in Fig. 2.4) is doped with arsenic (As) at a level
close to solid solubility to reduce the emitter resistance. The small brown region between
the poly-emitter pedestal (red) and the extrinsic base is the E-B spacer oxide. The intrinsic
base (the blue region right between emitter and collector) is SiGe layer grown epitaxially
on top of the silicon collector. The extrinsic base (the blue region connecting the intrinsic
base to the base contact) is doped heavily with Boron (B) to reduce the base resistance.
The SiGe layer has a varying Ge mole fraction and is doped in-situ with boron during with
the epitaxial process. The collector is formed on top of the heavily doped sub-collector
region to reduce the collector contact resistance. Both the collector and the sub-collector
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Figure 2.4: The cross section of a third generation SiGe HBT device in Sentaurus TCAD,
showing the device structure and a qualitative view of the doping profile (after [34, 35]).
are doped with phosphorus (P). In high performance (HP) devices, a pocket of collector is
doped (the so-called SIC) by ion implantation to a higher level than the background collec-
tor to suppress the Kirk effect. The collector opening is defined by the distance between the
two shallow trench isolation (STI). A scanning electron micrograph of the device including
the first metallization layer is shown in Fig. 2.5.
The cross section of the fourth generation device in TCAD simulation is shown in
Fig. 2.6 [28]. The detailed doping profile is not revealed. However, compared to the third
generation device, poly-silicon emitter doping stays the same (at solid solubility), while the
base and collector doping increase. The emitter window (i.e., the spacing between the two
E-B oxides) is decreased to reduce the length of the lateral linkage between the intrinsic
and the extrinsic base, thereby decreasing base resistance. Similarly, collector window is
12
Figure 2.5: The scanning electron micrograph (SEM) of a third generation SiGe HBT
device, showing the vertical stack from the substrate up to the first metal layer (after [2]).
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Figure 2.6: TCAD cross section of the fourth generation SiGe HBT (after [28]).
reduced by reducing the distance between the shallow trench isolation (STI), which reduces
the capacitive coupling between the highly doped extrinsic base and the intrinsic collector
and increases the peak speed. From the TEM picture of the B-E junction in the fourth
generation device, as shown in Fig. 2.7, it can be seen that the actual device structure is
similar to the published TCAD cross section. Therefore, it is assumed that the published
TCAD cross section captures the essence of device structure reasonably well.
The Secondary Ion Mass Spectrometry (SIMS) profile of the first generation device is
shown in Fig. 2.8. Compared to the more advanced generations, the base and collector
doping in the first generation is lowered, and the base width and collector depth is wider.
The peak Ge mole fraction is also lowered compared to close to 30% in the fourth gener-
ation. Despite the lowered doping, even the first generation of SiGe HBTs does not suffer
much from the freeze-out effect. Freeze-out occurs when the lack of thermal energy at low
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Figure 2.7: The TEM micrograph of a fourth generation SiGe HBT (after [28]).
temperatures cause carriers to be bound to their donor (or acceptor) atoms and therefore
can not contribute to the electrical conduction. Experimentally, this is equivalent to having
a large resistance in the terminal that has the freeze-out effect. When the doping den-
sity is sufficiently high (above Mott-transition threshold), the impurity band merges with
the conduction band and the dopants are considered activated regardless of temperatures
[36]. From the experimental data and theoretical analysis, the threshold doping level for
Mott-transition is around 3×1018/cm3 for Si:P, 4×1018/cm3 for Si:As, and 1.7×1018/cm3
for Si:B, above which the dopants are considered to be activated across all temperature
[37, 38]. This also explained the almost constant conductivity of highly doped Si samples
across temperatures [39].
2.2.2 SiGe Band Structure
The base of the SiGe HBTs are graded SiGe alloy, where the Ge mole fraction is mostly
below 30%, due to the stability limit of the thin-films. The graded alloy is engineered such
that the final band structure of the intrinsic device does not contain any discontinuity. Since
the SiGe base is pseudomorphically grown on the Si-100 surface of the n-type collector,
15
Figure 2.8: SIMS profile of a first generation SiGe HBT, showing the doping concentration
of the respective species (left axis) and the Ge mole fraction (right axis) (after [14]).
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Figure 2.9: The illustration of four-fold valley degeneracy of SiGe alloy with respect to
the direction of transport z. The 6-fold valley degeneracy is lifted due to the compressive
strain.
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Figure 2.10: The effect of strain on the valence band of SiGe alloy (after [14]).
the sixfold valley degeneracy of pure Si is broken due to the compressive strain, and the
bottom of the conduction band has a fourfold valley degeneracy, as shown in Fig. 2.9. Due
to the compressive strain, the degeneracy of heavy hole, light hole, and split-off band also
shifts correspondingly, as shown in Fig. 2.10. In particular, the top of the heavy hole band
shifts closer to the conduction band, resulting in the bandgap energy reduction.
2.3 TCAD Models Used in This Work and Calibrations
2.3.1 TCAD Models
Since the aforementioned TCAD models from the foundry are unaccessible, similar TCAD
models for the first, third, and the fourth generation were used in this thesis. The doping
profile of the fourth generation device is shown in Fig. 2.11. The doping profiles for the
first and the third generation device are qualitatively similar to that of the fourth generation,
except the peak doping concentration in the base and collector and the peak Ge content is
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Figure 2.11: The net doping profile and the Ge mole fraction of the fourth generation SiGe
HBT used in this thesis. The doping species are identical to those in Fig. 2.8.
lower, and the vertical distance for each region is correspondingly longer. More information
on the simulation models will be given in Chap. 4 and Chap. 5 when the TCAD models
are discussed.
2.3.2 Calibrations
The TCAD model was calibrated with the actual measurement data to make sure the profile
is correctly modeling the actual device. Since the number of process parameters for cali-
bration is large, a systematic approach was adopted to limit the possible range of profiles
that match the actual device.
First, the lateral dimensions of the device is calibrated against the mask set in the pro-
cess design kit (PDK). These include the emitter width, the distance between emitter and
extrinsic base (the width of emitter-base oxide), the extrinsic base location and width, the
collector reach-through location, the shallow trench isolation (STI) thickness, and the se-
lectively implanted collector (SIC) opening, etc. Second, device parameters related to the
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Figure 2.12: The calibration of Gummel characteristics of the profile.
vertical transport is calibrated, such as the emitter-base intercept Ge values, peak Ge per-
centage, emitter decay length, base peak doping and decay length, and SIC location and
shape. The calibration is done by comparing TCAD simulation to the Gummel and fT
measurement data. Third, the vertical profile in the extrinsic region of the device is tuned
to match the fMax data. In all calibration steps, the decay length of each doping is evaluated
to ensure that the profile is compatible with the processing technology limitations, such as
the out diffusion from thermal rapid annealing (RTA). It is assumed with good faith that
only a very limited set of profile will match the measurement data with all of the above
constraints.
The Gummel calibration is shown in Fig. 2.12. The DC current gain, β, is calibrated in
Fig. 2.13. The fT/fMax calibration is shown in Fig. 2.14.
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Figure 2.13: Calibration of DC current gain, β.
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Figure 2.14: The calibration of AC performance of the profile through fT/fMax comparison




Two transport mechanisms have been inferred in literatures to account for the collector
current of SiGe HBTs operating at cryogenic temperatures: quasi-ballistic transport [30]
and trap-assisted tunneling [11]. This chapter summarizes the two mechanisms briefly
in order to explain qualitatively how the direct tunneling could fit in the context of other
transport mechanisms. Chap. 4 will explain the quantitative results of direct tunneling in
detail.
3.1 Quasi-ballistic Transport
Quasi-ballistic transport was inferred to account for the collector current of SiGe HBTs at
low temperatures [30]. Although there is no concrete proof for its presence, no evidence
has thus far been raised against it, either. Therefore, we assume in this thesis that such
mechanism is present. We do need to emphasize that the validity of Sec. 4.6 needs to be
re-examined shall the mechanism be proved wrong in the future, and that other sections of
the thesis do not depend upon the presence of quasi-ballistic transport.
To understand the quasi-ballistic transport, we shall first introduce the semiclassical
transport mechanism in general. Charge carriers can contribute to the collector current
through two classical transport mechanisms. Here, the word “classical” simply denotes
that carriers can be described semi-classically as particles. This is different from the quan-
tum mechanical description of carriers as propagating waves (e.g., in tunneling). Classical
transport includes drift-diffusion (in a thick base) and quasi-ballistic transport (in a thin
base). The word “thick” versus “thin” refers to how the base width compares to the mean
free path of carriers that contribute to the collector current. In a transistor with a thick base,
the transport of carriers through the base is mostly by diffusion, where carriers encounter
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numerous collisions and the transport can be characterized by “average” parameters such as
mobility. For an extremely thin base, however, most carriers traverse the base without scat-
tering and the transport is called ballistic transport [40, 41, 42]. For an intermediate base
width, both forms of transport exist and the transport is called quasi-ballistic transport.
Quasi-ballistic transport was used to explain the saturation of transconductance (slope
of collector at zero VCB) at low temperatures [30]. At cryogenic temperatures, the lack
of phonons results in less energy exchange between the electron ensemble and the lattice,
which translates to a reduced cooling power on the electrons. This shortage of phonon
cooling can cause the electron temperature, even in the steady state, to be higher than the
lattice (i.e., ambient) temperature. Therefore, previous work has modeled the collector
current phenomenologically as drift-diffusion current, but with an electron temperature
higher than the ambient temperature [30, 43].
To model the quasi-ballistic transport, we can start with the drift-diffusion model. In the
drift-diffusion model, the collector current consists of emitter electrons diffusing through
the emitter-base depletion region and subsequently traversing the base to reach the collec-
tor. Since the base is short, and the base-collector built-in field is strong, it can be assumed
that the majority of the electrons reaching the emitter side of the base will reach collector.
In other words, the collector current is proportional to the number of minority electrons
at the emitter side of the base (diffusing downstream from emitter to base). If the emit-
ter electrons, due to reduced phonon scattering at low temperatures, have a higher energy
when they reach the base, we can associate the transport with a higher effective tempera-




where IC is the collector current, VBE is the base-emitter voltage, and Te is the electron
temperature that is higher than ambient temperature.
Generally, it is observed that the temperature scaling of collector current initially tracks
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Figure 3.1: Effective temperature (electron temperature) versus the ambient temperature
for various kinds of SiGe HBT devices (after [30]).
the ambient temperature until the temperature is “low”, at which point the slope saturates to
a constant value [43]. Since the slope of current implies a particular electron temperature
as in Equ. 3.1, the saturation of slope implies that electron temperature saturates at low
temperature. The ratio of effective electron temperature versus the ambient temperature
for multiple types of devices is plotted in Fig. 3.1. As illustrated, the electron temperature
starts to diverge from the ambient temperature at around 50 K and below. For this reason, in
the present work, the deviation of the collector current slope from the ambient temperature
with cooling is assumed to come from the quasi-ballistic transport.
As mentioned above, the proof or disproof of quasi-ballistic transport is still an open
research question, and we do not intend to discuss such subject in this thesis.
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Figure 3.2: Collector current versus base-emitter voltage of SiGe HBTs from 77 K down
to 5.84 K as the leakage current below 1 nA becomes more pronounced as the temperature
decreases (after [11]).
3.2 Trap-assisted Tunneling
Another form of transport mechanism in collector current is trap-assisted tunneling. Carri-
ers can tunnel quantum-mechanically from the emitter to the collector through trap states
in the base [11]. Such mechanism exists when there is a finite distribution of traps in the
bandgap of base region and the base width is small. Trap-assisted tunneling was observed to
be prevalent in bipolar junction transistors (BJTs) of various base profiles and device struc-
tures at cryogenic temperature [11]. As shown in Fig. 3.2, the signature of trap-assisted
tunneling is a progressively noticeable leakage current at low injection as the temperature
is reduced.
Trap-assisted tunneling is weakly temperature dependent, because the temperature de-
pendence mostly comes from the dependence of the potential profile on temperature [11].
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Figure 3.3: The bandgap energy (simulated and measured data) of the Si and SiGe alloy
with different Ge mole fractions across temperature (after [44]).
For SiGe HBTs that do not have the freeze-out effect, the potential profile depends on the
charge carrier density and the inherent band structures (bandgap). On one hand, the charge
profile of the device is constant across temperatures, because at low injection, the charge
profile is determined by the background doping which are constant across temperature (no
freeze-out effect as discussed in Chap. 2). On the other hand, the bandgap of Si and SiGe
alloy both saturate at low temperatures, as shown in Fig. 3.3. Therefore, at temperatures
where trap-assisted tunneling is observed, the band structure is weakly dependent on tem-
perature, which results in a weak dependence on temperature for trap-assisted tunneling.
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3.3 Overall Picture
A qualitative illustration of the transport mechanisms with respect to bias is shown in Fig.
3.4. Here we show the conduction band edge of a typical SiGe HBT.
When the base-emitter voltage (VBE) is small, no conduction is possible because carri-
ers do not have sufficient energy to surmount the base potential barrier, and the base width
is too large for any tunneling process.
As VBE is increased, however, the conduction band energy in the emitter is raised rel-
ative to the base. For a positive base-emitter bias, we can define the base barrier width as
the distance between two points of the same energy in the conduction band, one to the left
and the other to the right of the neutral base. With increasing VBE , the quasi-Fermi level
of emitter (i.e. energy of electrons in the emitter) is increased, for which energy the base
barrier width is reduced, as can be visually seen in Fig. 3.4. The distance reduction mainly
comes from the collector side, where the conduction band edge is moving closer towards
base with higher energy. The barrier height for electrons in the emitter is reduced as well,
as the quasi-Fermi level of emitter is raised closer to the peak of base conduction band. If
the base barrier width is small and trap levels exist in the base, electrons can tunnel from the
emitter into the trap states in the base and subsequently tunnel into the collector to generate
transport current. With increasing VBE , base width is reduced even further.
Direct tunneling may become possible when the base width is so small that electrons
can tunnel directly (instead of via traps) from emitter to collector. At higher VBE , electrons
are brought close to the top of the base conduction band, and classical conduction occurs.
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Figure 3.4: Qualitative illustration of conduction band of SiGe HBTs under various VBE
values, showing the dominant transport mechanisms in different bias regimes.
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CHAPTER 4
NEW TRANSPORT MECHANISM-DIRECT TUNNELING
The transport theories from Chap. 3 are able to explain the experimental data well, until
we characterized some early versions of the fourth generation devices. In Sec. 4.1.1, we
present the data that can be explained by existing transport theories. In Sec. 4.1.2, we
point out a “step” non-ideality whose temperature dependence raises doubts about existing
theories. Due to the similarity of “step” to the single-charge tunneling, we introduce the
basics of tunneling in Sec. 4.3 and conducted a quantitative analysis on the non-ideality.
The conclusion is that a different transport mechanism, likely direct tunneling, exists in
the regime previously considered to be quasi-ballistic transport. Based on the quantitative
analysis in Sec. 4.4, it is very plausible that direct tunneling is present. Based on this,
we compare between multiple technology generations and find the characteristics of this
mechanism is congruent with that of direct tunneling, which gives further evidence that
direct tunneling is present. In Sec. 4.6, a method is proposed to differentiate between the
quasi-ballistic transport and direct tunneling, which have very similar I-V characteristics.
4.1 Experimental Data
4.1.1 Typical Characteristics
In this section, we present the measurement data of cryogenically-operated SiGe HBTs.
The intention is to familiarize readers with the common features of SiGe HBTs data at
cryogenic temperatures, such as the loss of temperature dependence.
A prototype version of the fourth generation SiGe HBT devices is characterized from
300 K to 70 mK. This is the lowest temperature any SiGe HBTs have ever been charac-
terized to be operable [1]. The Gummel characteristics, or transfer characteristics (base
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current IB and collector current IC versus base-emitter voltage VBE1), of this device are
shown in Fig. 4.1. As illustrated, the collector and the base current is temperature depen-
dent down to 16.7 K, but below 16.7 K, and all the way down to 70 mK, the curves (both IC
and IB) essentially overlap, even though the difference in reciprocal temperature is enor-
mous (1000/T = 60 at 16.7 K vs. 1000/T = 14,286 at 70 mK). Since the drift-diffusion
transport is exponentially dependent on the reciprocal temperature, the measured current is
clearly different from the thermally-activated drift-diffusion mechanism.
As a closer examination of the non-ideal temperature dependence, the transconductance
(gm) and DC current gain (β) were extracted from the Gummel characteristics at a fixed
collector current density and plotted versus reciprocal temperature (1/T) in Fig. 4.2. As
can be seen, from 300 K to 40 K, the curve is linear, which means log(gm) is linear with
1/T. This is congruent with the drift-diffusion theory. Below 40 K, however, gm flattens,
indicating the slope of the collector is no longer steepening. Similarly, the current gain
flattens below 40 K, indicating the slope of base current also stops changing together with
that of the collector current. This is consistent with the lack of temperature scaling between
16.7 K and 70 mK seen in Fig. 4.1. The temperature independent collector and base
current was observed in two other measured samples. Experimentally, this characteristic is
common among cryogenically-operated SiGe HBTs and frequently observed [30, 43, 45].
In [30], the quasi-ballistic transport is used to explain the loss of temperature dependence,
as explained in Chap. 3, and is widely accepted [46]. However, the presence of another
non-ideality raised our attention.
1The VBE is assumed to be applied on the actual junction until the emitter current starts to flatten from
the exponential curve (slope becomes smaller) due to the parasitic resistance. When the flattening occurs in
the emitter current, it also shows in collect and base current (which combine to give the emitter current). The
effect of collector resistance versus emitter resistance is not easily separated. However, in the measurement
presented in this thesis, the measurement is clipped much below the high-injection region where the resistance
effect is visible.
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Figure 4.1: The Gummel characteristics (collector and base current versus base-emitter
voltage) of SiGe HBTs at 300 K, 167 K, 16.7 K, and 70 mK. The curves at 16.7 K and 70
mK overlaps. The black arrow at 70 mK points to the “step” in base current (dashed line).
32
Figure 4.2: The transconductance (gm) and DC current gain (β) of a SiGe HBT versus
1/T showing the loss of temperature dependence for these parameters below around 40 K.
Above 40 K, the expected 1/T dependence of transconductance from the drift-diffusion
transport is shown in dashed line.
33
Figure 4.3: (a) The zoom-in view of the Gummel characteristics of SiGe HBTs at 100‘ mK.
(b) and (c): zoom-in view of the base current under a magnetic field of 0 T, 7 T, and 14 T.
The same axis and unit is used in (a)-(c).
4.1.2 “Step” Discontinuity
This section presents the “step” non-ideality never seen before in SiGe HBTs at cryogenic
temperatures, which stimulates our interest to study it further.
The Gummel measurement at 16.7 K and 70 mK reveals a novel non-ideality. In Fig.
4.1, the base current exhibits a sharp transition (“step”) around the region where collector
and base current crosses. A zoomed-in view of Gummel (i.e., VBE = 0.85 V to 1.02 V) at
100 mK is provided in Fig. 4.3. As can be seen, the base current has two “step” disconti-
nuities that have very steep slopes.
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This “step” non-ideality is present in the other two SiGe HBTs from the same batch
of fabrication. It is present in the inverse Gummel measurement as well, where we biased
the transistor in reverse active mode (i.e. treating the physical emitter as collector and
physical collector as emitter). This configuration is typically not useful for circuits, but
does provide insights into the device physics. An interesting inferrence can be made based
on the comparison of number of “steps” in forward versus inverse mode, as discussed in
Sec. 4.3.2. A total of 3 samples were measured (including the aforementioned sample
1) and showed similar behaviors except the “steps” occur at different VBE values. Both
forward and inverse Gummel measurement of all three samples at 70 mK under different
VCB (for forward Gummel) or VEB (for inverse Gummel) are shown in Fig. 4.4. The
variation of VCB and VEB reveals some interesting behavior, which we will discuss in Sec.
4.6.
More insight on the “steps” is obtained through further experiment. A tunable static
magnetic field (-14 T to +14 T) was applied on the device at 100 mK. The reason for apply-
ing a magnetic field is two-fold. First, the temperature-independent Gummel characteristics
imply that the transport mechanism should not have a strong temperature dependence. One
possible mechanism which is consistent with this hypothesis is tunneling through the base
region. Second, the “step” in the base current resembles the characteristic I-V curve of
electrons tunneling through a discrete energy level under an electric field [47]. Accord-
ing to the Zeeman effect, a degenerate energy level will split into two sub-levels under a
static magnetic field. Therefore, if the transport is initiated by tunneling, and the “steps”
are caused by discrete trap levels, an applied magnetic field should affect this transport
mechanism and reveal itself in the magnetic field dependent Gummel characteristics.
Thus, a static and uniform magnetic field parallel to the transport direction (i.e., from
emitter to collector) was applied to sample 1. The Gummel characteristics around the
“step” region under different magnetic fields are shown in Fig. 4.3(b) and Fig. 4.3(c), for
the lower and upper step, respectively. At 14 T, the lower step splits into two steps. As
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Figure 4.4: (a), (c), (e): forward Gummel characteristics of sample 1-3 at 70 mK. (b), (d),
(f): inverse Gummel characteristics of sample 1-3 at 70 mK. Red curves indicate collector
current density at VCB (for forward Gummel) or VEB (for inverse Gummel) of 0 V while
blue curves are VCB (for forward Gummel) or VEB (for inverse Gummel) of 0.2 V. Inset:
Gummel characteristics at 300 K. 36
shown in the red curve in Fig. 4.3(b), the lower portion of the current shifts to the left
while the upper portion of the current shifts to the right, resulting in two discrete steps.
This infers that for this “step”, the tunneling is occurring through a discrete energy level,
where the level splits into two non-degenerate levels under an applied magnetic field. At
7 T, the current lies between the 0 and 14 T curves, denoting that the current splitting has
a linear dependence on the applied magnetic field, which further confirms the presence of
the Zeeman effect. Interestingly, the upper step does not show such a splitting, but rather a
uniform shift in current under magnetic field. It is likely that when the discrete energy level
splits, the upper sub-level is suppressed due to asymmetric transport rates [48]. Therefore,
the discrete level essentially has a lower energy. This translates to current conduction at a
lower base-emitter voltage, as shown in Fig. 4.3(c).
The visual inspection reveals that “steps” have steep slopes, similar to the observed
steps in current when a single charge tunnels into a discrete energy state. To examine it fur-
ther, we adopted the transport spectroscopy methods frequently used in the field of single
electron transistors (SET) and tunnel junctions [49, 50, 51, 52]. The method is well estab-
lished to determine the electron temperature from the temperature dependence of full width
at half maximum (FWHM) of current steps. It has been used recently to analyze tunneling
through an individual donor in a semiconductor device [53]. Before we embark on that
journey, however, we will take a detour now and introduce some important assumptions
and simplifications that will later be referred to during the derivation or calculation.
4.2 Assumptions and Simplifications
The problem of calculating tunneling current in a SiGe HBT comes down to finding the tun-
neling rate of electrons. Though the exact solution is found from one electron Schrodinger
equation in Equ. 4.1, it is often unnecessary due to its complexity in computation. Rather,
the effective mass equation, as in Equ. 4.2, is used to solve for an envelope function instead
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∇2 + UL(r) + UE(r))ψ0(r) (4.1)
Eψ(r) = − ~
2
2m∗
∇2ψ(r) + EC(r)ψ(r) (4.2)
As mentioned in Appendix A, the effective mass equation comes with an assumption.
To make the analysis in Sec. 4.4 easier, we also make additional assumptions. In total,
we adopt the following three assumptions and discuss them individually in this section: 1)
all electrons in the transport can be described by the same constant effective mass, 2) the
self-periodic part of the basis function µv,k is slowly varying in k space and is of similar
nature between the initial and final state, and 3) the potential EC is slowly varying within a
unit cell.
4.2.1 Assumption 1
Assumption 1: all electrons in the transport can be described by the same constant effective
mass.
For Assumption 1) to be valid, electrons have to occupy energy ranges near the bottom
of the conduction band. It is known that the conduction band is parabolic near the band
minimum, where electrons have constant effective mass. There are two potential concerns
for this 1) at cryogenic temperatures, electrons could freeze out to the impurity band, and
no free electrons are available in the conduction band, not to mention contributing to any
conduction, and 2) the tunneling calculation spans across multiple regions of the device
with different doping and Ge alloy mole fraction, and the effective mass in those regions
may be different. Fortunately, the two concerns are alleviated based on experimental data.
For concern 1), electron spin resonance data on degenerately and non-degenerately
doped Si samples show that instead of having two types of electrons (from the impurity
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band and the conduction band), degenerately doped samples only one type of electrons
as conduction band electrons [54]. The reason is that in a heavily doped Si sample, the
impurity band and the conduction band overlaps in energy, and the interaction between
the two bands delocalizes electrons. In other words, the nature of the electrons partici-
pating in the transport from the impurity band is the same as those from the conduction
band. An interesting fact that results from this is the similar values of effective mass ob-
tained from different types of measurement, such as hall mobility and cyclotron resonance
measurement [55, 56, 57, 58]. This is the case even with the presence of non-significant
compensation doping (i.e. in the emitter-base depletion region where the the net doping
is low but either species is doped heavily) [56]. In addition, the free electrons only pop-
ulate the bottom of the conduction band at zero temperature (T = 0 K), when the sharp
Fermi-Dirac distribution prevents electrons from occupying higher energy portion of the
band.
For concern 2), a closer examination shows that for SiGe HBTs under consideration, the
emitter and collector are heavily doped n-type silicon while the base is heavily doped p-type
SiGe alloy (Ge mole fraction < 30%). In any case, we assume a constant effective mass for
all regions in this thesis. This approximation is justified in two aspects. First, the effective
mass of electron is weakly dependent on the Ge mole fraction or on the induced strain by
Ge until the Ge mole fraction is larger than 85% [59]. This is also showcased from the band
structure calculation in Appendix C. The reason is that the addition of Ge only affects the
curvature of the higher conduction bands and not the lowest one that we are concerned with
[60]. Second, the effective mass is mostly independent from the As doping concentration
until the doping concentration is above 1 × 1021/cm3 [61]. From this, we assume that
effective mass is mostly independent from B and P doping concentration as well, due to
their similarity. In all regions, the doping concentration is less than 1 × 1021/cm3, so
it is justified to use the same effecive mass in all regions. Experimentally, the transverse
effective mass is around 0.18m0 at 4.2 K [62]. Since the effective mass is weakly dependent
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on temperature, we assume at 40 K and below the effective mass is all 0.18m0 [63].
The fact of constant effective mass in all regions alleviates a less noticeable concern,
which is the boundary condition for inhomogenous material. The boundary condition for
Equ. 4.2 will be a condition for the envelope function, φ(r), and not the original wave
function ψ0(r, t). In the limiting case of an abrupt junction of inhomogenous material on












where mL and mR are the effective mass to the left and to the right of the boundary, and
the derivative terms are the envelope function evaluated at either side of the boundary.
Since the effective mass in all regions is the same, the treatment on boundary conditions is
simplified.
4.2.2 Assumption 2
Assumption 2: the self-periodic part of the basis function µv,k is slowly varying in k space
and is of similar nature between the initial and final state.
As detailed in Appendix A, the absence of µv,k (replaced by the envelope wave func-
tion) in the construction of the effective mass equation comes with approximations, the
Assumption 2 being one of them. To prove this assumption for SiGe HBTs under question,
we use the 15-band k ·pmethod from [64, 65] and compare the eigenvectors at wave vectors
of interest. In particular, we compare wave vector k whose energy lies within 3kT of the
conduction band minimum, for different Ge mole fraction and doping. One approximation
that we take here is that doping level between 4× 1018/cm3 and 5× 1020/cm3 affects the
band structure in a similar way. As mentioned in Assumption 1, the effective mass does
not change much in this range of doping concentration, and the curvature of the band is
weakly dependent on the doping level. To get an exact evaluation, a Schrodinger-Poisson
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solver needs to be constructed to include the self-consistent calculation of band structure
due to doping concentration, which is beyond the scope of this thesis. Therefore, the task
of evaluating wave vector k across doping and Ge mole fraction simplifies to the evaluation
across Ge mole fraction only.
The details of the Hamiltonian matrix from the k · p construction can be found in [64].
The direction of interest is [001] for the SiGe HBTs device under investigation. The 15-
band construction denotes the wave function is constructed from 15 basis functions, which
are the wave functions of 2S, 2Pz, 2Py, 2Px, 3S, 3Pz, 3Py, 3Px, 4S, 3Dx, 3Dz, 4Pz, 4Py,
4Px, and 5S orbitals. Therefore, the solution to the Hamiltonian is the actual wave function,
which is represented as an eigenvector whose values are the coefficients for each basis
function, and the linear combination of all basis function with the coefficient constructs the
actual wave function. The eigenvalue is the energy of this wave function. In essence, this
is an eigenvalue problem. The eigenvalues and eigenvectors are solved by eig function in
MATLAB R2017b. The numbers shown in Table C.1 in Appendix C are the coefficient in
front of each basis function.
SiGe alloy is similar to Si when the Ge mole fraction is less than 85%. In such alloy,
the indirect bandgap occurs at around k = 0.88× 2π/a along [100] as in Si. The range of
k for energy within 3kT (≈ 3.4meV for a T of 40K) of the conduction band minimum is
0.86− 0.9× 2π/a. In Table C.2 and Table C.3 in the Appendix C, we list the eigenvectors
at this range of k for Ge mole fraction of 0− 30%.
The first part of the assumption that µv,k is slowly varying in k space is now easy
to justify. From Table C.2 and C.3, the eigenvectors vary within 7% when k is close to
the bottom of the conduction band, and the approximation of them being the same is not
outrageous. The second part of the assumption can be justified from Table C.1 in Appendix
C. The maximum variation of eigenvectors is 12% when the Ge mole fraction is varied from
0% to 30%. Therefore, for initial and final states close to the bottom of the conduction band
in SiGe HBTs, the error due to approximating the overlap integral as unity is at most 12%.
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4.2.3 Assumption 3
Assumption 3: the potential EC is slowly varying within a unit cell.
Since this assumption needs to be justified for the Wentzel-Kramers-Brillouin (WKB)
approximation we will adopt shortly, a brief introduction to WKB approximation is given
here.
To obtain the transmission probability and therefore tunneling rate, we need to solve
the envelope wave function, ψ, from the effective mass equation as in Equ. 4.2. For com-
plicated shapes of potential profile, WKB approximation can be applied to solve Equ. 4.4
for tunneling calculation. In addition, it gives an analytical result that is easy to understand





+ U(x)ψ = Eψ (4.4)
The derivation and requirement for applying WKB approximation is well documented
in literatures and is briefly summarized in Appendix B [66]. Repeating the same result








where U is the potential energy along the tunneling direction x, m is the effective mass of
electron, and E is the energy of the electron.
Equ. 4.5 essentially states that the potential energy should vary slowly compared to the
wavelength of the tunneling electrons, because the right-hand side has the dimensionality
of (U − E)/λ, or energy over the wavelength. This is a slightly more stringent require-
ment than the Assumption 3, because the electron wavelength tends to be comparable or
larger than the lattice constant. Therefore, if we can satisfy Equ. 4.5, we can satisfy the
Assumption 3 as well.
In a SiGe HBT, U(x) = EC(x), where EC(x) is the conduction band edge, and m =
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me, where we use the effective mass of electron me = 0.18m0 in the transport direction
from emitter to collector. To assess whether the WKB condition is met in SiGe HBTs, we
estimate the left- and right-hand side of Equ. 4.5 at the extreme case. At the right-hand side,
consider an electron encountering a 0.1 eV barrier (U −E = 0.1 eV ). This corresponds to
an electron in the emitter when emitter-base junction is forward biased at around 0.95 V and
the SiGe base has a bandgap of around 1.05 eV. In this case, 2
√
2me/~2(EC − E)3/2 ≈
2.2 × 10−11 J/m. For the left-hand side, we obtain it from the TCAD model of a fourth
generation SiGe HBT whose doping profile was presented Sec. 2.2.1. This represents the
worst scenario compared to the TCAD models of the first and third generation devices,
because in the fourth generation device, the vertical profile is reduced and the built-in field
is stronger in the B-E junction, which translates to a faster varying potential. Since the SiGe
alloy in the base is carefully engineered to prevent any abrupt heterojunction interface, the
derivative of EC will never approach infinity. From TCAD simulations (details will be
given below), the maximum slope of conduction band edge EC with respect to the position




≈ 4.8×10−12 < 2.2×10−11
J/m. This means that Equ. 4.5 is reasonably satisfied but cautions should be exercised for
potential barriers less than 0.1 eV , where the WKB approximation starts to fail.
4.3 Analysis of “Steps”
Coming back from the detour in the previous section, we should now march towards the
goal and use the transport spectroscopy method to analyze the “steps” region and obtain
insight on the transport of collector current.
Qualitatively, the nature of the defect states which we are going to analyze is as follows.
We assume they are individual defect states in the neutral base region, and that they are
both small in number and spaced apart in energy compared to kBT . This assumption is re-
examined in Sec 4.3.2. The defects need not be spatially spaced apart. Actually they could
be spatially close as long as the energy difference between them is considerably larger than
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kBT . Also, because the distance of the EB space charge region is on the order of 2-3 nm,
electrons can easily tunnel across the barrier if there are another states available in the
neutral base. With these in mind, we can draw a qualitative picture of the single charge
tunneling as follows.
As the quasi-Fermi energy of electrons in the emitter is raised with increasing VBE , the
emitter electron energy will screen through those discrete defect levels in the neutral base.
When the defect level aligns with the quasi-Fermi energy, conduction band electrons 2 in
the emitter can tunnel through the potential barrier in the EB space charge region and reach
the defect state in the base. The electrons subsequently recombine in the base due to the
abundance of holes. The electrons could also tunnel into the collector (the neutral base is
only about 5 nm thick in these VBE bias levels), but the process is more complicated and is
not considered here. When the Fermi distribution in the emitter is a step function (i.e., zero
temperature limit where all electrons sit at Fermi level), the change in current will be abrupt
as the quasi-Fermi level aligns with the discrete level. When the temperature is higher, the
emitter Fermi distribution will be smoother, and the current step will correspondingly be
smoother. Therefore, it is intuitive to see why the sharpness of the current step is related
to the emitter electron temperature (in the Fermi-Dirac distribution), which we will extract
after the following derivation.
An illustration of single charge tunneling is shown in Fig. 4.5. The current from single-
charge tunneling, as derived extensively in [48], is




where I+ = 2e γrγl2γr+γl , f(x) is the Fermi function in Equ. 4.7, γl and γr are the tunneling
2Note that there are no distinction between impurity band versus conduction band electron, as mentioned
in Sec. 4.2.
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Figure 4.5: Illustration of tunneling rate and energy levels.







Therefore, the output current will have the shape of Fermi function. Equ. 4.6 is slightly
different from the standard Fermi function due to the last term in the argument. This term
causes a temperature dependent shift in center energy. However, at low temperatures that
we are considering, such shift is barely noticeable, and we can regard the function as the
standard Fermi-Dirac function. The most prominent effect of temperature on the current
is the steepening slope as the temperature decreases. The steepness of the slope is directly
controlled by T . Therefore, by extracting the steepness of the slope, we can obtain the
temperature of the lead from which the electrons tunnel into the discrete state. Usually,
this approximation is checked by comparing the extracted FWHM versus temperature to
the theoretical FWHM of Fermi-Dirac distribution (3.526kBT from simple algebraic cal-
culations). This will reveal whether the current indeed can be approximated as Fermi-Dirac
function.
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4.3.1 Electron Temperature Extraction
To obtain the electron temperature, we will extract the “sharpness” of the step by fitting the
tunneling current expression to the measurement. The goal is to obtain the derivative of this
fitting function versus voltage, from which we can obtain the FWHM for each temperature.
From the previous section, plotting this FWHM versus temperature yields a line whose
slope indicates whether the current has the shape of Fermi-Dirac function.
First, we chose from sample 2 a couple of “steps” that only show up in the base current
(instead of in both base and collector current). Having only two terminal simplifies the
analysis while still yields sufficient information for electron temperature. However, directly
fitting Equ. 4.7 to the data is not practical, because there are other transport mechanisms
causing a leakage current while the single charge tunneling takes place. Those background
leakage current causes the current to slowly increase. Since we are ultimately concerned




+ cVBE + d (4.8)
In Equ. 4.8, a, b, c, d, and T are fitting parameters, where a scales the function vertically, b
translates the function laterally along VBE , T determines the sharpness of the distribution
at the transition, and c and d translates the curves vertically. The linear term cVBE and d
are placed here only to fit the gradual increase of the current in the relatively flat region
of the “step” (i.e. on either side the sharp transition), because the base current consists of
not only the “step” but also the classical diffusion and recombination current. These linear
terms do not affect the following analysis in any way, because we only need to calculate
the conductance (dI/dV ), which is the derivative of the fitted Fermi function with respect
to VBE . Therefore, the offset term d will disappear, and the linear terms cVBE will show up
only as a constant offset in the derivative of Equ. 4.8. As one can easily see, the fitting is
unique because each fitting parameter controls one and only one feature of the shape.
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Figure 4.6: (a) Conductance peak fitted by Fermi function. (b) Conductance peak fitted by
a broadened Lorentzian (solid line). The dashed line shows the fitting in (a) (after [67]).
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The data and the fitted Fermi function for the two “steps” are shown in Fig. 4.7(a)
and Fig. 4.7(b), respectively. The fitting is obtained by the built-in fit function with least
absolute residual robust (LAR) method in MATLAB R2017a. The parameters obtained
from the fitting and the coefficient of determination (R2) are given in Appendix D. From
the derivative of the fitted Fermi function (i.e., the conductance of the “step” current), the
FWHM (in units of voltage) is extracted at each temperature and plotted in Fig. 4.7(c).
Visually, the trend looks exactly like the FWHM extracted from a typical current spike in a
SET (e.g., see inset of Fig. 2 in [68]). A linear fit is applied to the two curves in Fig. 4.7(c)
from 0.5 K to 4 K. The obtained best fit is kB(3.48T+0.197)/e and kB(3.52T+1.69)/e for
step 1 and 2, respectively. The closeness of the slope to 3.52kB shows that approximating
the single charge tunneling as Fermi-Dirac function is not a bad approximation, and that the
distribution function of the lead (i.e., emitter) is indeed close to Fermi-Dirac distribution.
Such argument is valid only up to a current density of around 2 nA/um2, above which
no “step” are distinctively visible to verify the electron temperature. It is likely that the
device is quickly heating up as the bias current increases, or the current from other transport
process dominates over the single charge tunneling. It should be noted that the above
analysis does not rely on the type of functions used for fitting, as long as the fitting extracts
the steepness of the slope. Therefore, we obtain approximately the same FWHM using erf
function and arctan function in the fitting. The fitting will be valid for any function that is
proportional to x in the limit of x approaching zero.
Next, we would like to obtain the electron temperature from a more acccurate method.
In single charge tunneling through a quantum dot, the conductance peak is usually ac-
counted for by Fermi distribution, as shown in Fig. 4.6(a), while the Lorentzian broadening
also occurs at the tail of the conductance peak, as shown in Fig. 4.6(b). Therefore, to ob-
tain the electron temperature, it is necessary to remove the effect of Lorentzian broadening
on the line width of FWHM. In order to obtain the Lorentzian broadening, the FWHM is
calculated as the convolution of Fermi distribution with a Lorentzian [67]. Straightforward
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calculations of the convolution shows that FWHME = 0.675γ+
√
0.11γ2 + (3.52kBT )2,
where the linewidth γ = γc + γd + γn is the charge and discharge transfer rates between
the trap and transistor terminals and the coupling of the trap to a classical noise source.
Here, FWHME is in units of energy instead of voltage. For the case of kBT  γ,
FWHME = 0.675γ+3.52kBT , indicating that the y-axis crossing of the previous FWHM
in voltage is directly related to the γ. Using the y-axis crossing from the linear fit in Fig.
4.7(c), we calculated the γ for step 1 and 2 as 0.025 and 0.22, respectively. Then we solved
for electron temperature from FWHME and plot them in Fig. 4.7(d). As shown, the elec-
tron temperature at 4 K and below tracks the ambient temperature fairly well, until hitting
the limit of broadening at around 0.5 K. The same analysis yielded similarly low electron
temperature, as expected from the sharp “steps” present in the collector in sample 2. The
exact values of electron temperature will be less accurate for collector current because the
tunneling process is more complicated (can occur between the trap and the base or between
the trap and the collector). However, the electron temperature in the collector is still well
below 40 K.
The fact that the extracted electron temperature is well below 40 K has an important
implication. As discussed before, the loss of temperature dependence in collector current
below 40 K was attributed to quasi-ballistic transport. The quasi-ballistic transport should
be initiated by “hot” electrons (much higher than ambient temperature). However, the elec-
tron temperature of these “steps” tracks the ambient temperature well below 40 K. Since all
transport mechanisms initiated from emitter should occur in parallel, it is very unlikely that
one transport mechanism will have a much higher electron temperature than another simul-
taneous mechanism from the source. This suggests that some portions of current previously
considered to be quasi-ballistic are explanable even with “cold” electrons. Such mechanism
is likely in the form of tunneling. It is known that trap-assisted tunneling assumes a dif-
ferent slope compared to quasi-ballistic transport [43, 11]. Therefore, we want to evaluate
whether direct tunneling is plausible because as explained in Chap. 3 the effective base
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Figure 4.7: (a)-(b) The Fermi function fitted to the base current at VBE ≈ 0.87 V and
VBE ≈ 0.95 V in sample 2. (c) Extracted FWHM of the conductance peak versus temper-
ature, showing the linear relationship of FHWM and temperature until below about 0.5 K.
The red curve is from (a), or step 1, while the black curve is from (b), or step 2. (d) The
same data from (c) but corrected for broadening.
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barrier width is reduced at high VBE , and the probability of transmission could become
non-negligible. In Sec. 4.4, we will conduct quantitative analysis to analyze whether direct
tunneling is present.
4.3.2 Discussions of “Steps”
There are a couple of notes before we go to the analysis of direct tunneling. First, these
“steps” are only observed in one early version of the fourth generation devices. The later
version does not show any discontinuity, but a smooth I-V curve. However, all versions of
devices show characteristics of tunneling, as explained in Sec. 4.6. Due to the variations in
process technology between the early and the later versions (including a change of epitaxy
tool, improved trap density control, etc), it is difficult to conclude what was causing the
discrete steps. Similar “steps” were frequently observed in the transport spectroscopy of
tunneling through individual donors in silicon transistors [53]. Therefore, some steps could
be due to the unintentionally diffused donor into the neutral base. The exact nature of the
“steps”, however, require further study. Despite the difference in process tools, the device
structure and doping profile from early to later versions is largely similar. Therefore, the
potential profile used in the following quantitative analysis is applicable to both the early
and the later versions of the fourth generation devices. In addition, from the perspective of
circuit design, all steps except one observed in this experiment (in all 3 samples) are below
unity current gain (β). Typically, circuits require a β of 100 to be practical. Therefore, the
steps lie outside the bias range of practical circuits.
Now that we have analyzed the step, it is interesting to infer the type of defects that
could cause such “steps”. From the energy perspective, a Gummel sweep essentially uses
the quasi-Fermi energy of emitter to screen through defect levels in the base. Therefore, we
can relate the energy level to the base-emitter voltage. This is only valid at low temperature,
when the Fermi distribution is quite narrow, and the density of states at the band edge can
be assumed to be constant. From the Gummel voltage at which the “steps” occur, we can
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Figure 4.8: Band diagram illustration of defect energy level with respect to quasi-Fermi
energy of emitter, quasi-Fermi energy of base, and band gap.
calculate the defect energy level relative to the conduction band in the base as shown in
Fig. 4.8. Clearly, defect energy with respect to base conduction band is related to bandgap
and VBE as
EC − ET = Eg,b + (EF − EV )− eVBE
For Eg,b, we need to consider the bandgap narrowing due to the heavy doping and Ge
incorporation. The bandgap for 1 × 1020cm−3 of p-type doping is about 1.14 eV at 20 K
[69]. With an average of 15% Ge in the base, the bandgap narrowing is about 0.11 eV [14].
The Fermi level with respect to base conduction band can be calculated from Joyce and
Dixon approximation, which gives about 50 meV for 1×1020cm−3 doping [70]. Therefore,
the defect energy can be calculated as
EC − ET = Eg,b + (EF − EV )− eVBE = 1.14 + 0.05− eVBE
Note that such calculation of energy level is a crude estimate to the actual defect level,
because the Ge mole fraction and the doping in the base is nonuniform, which results in
a position-dependent values of Eg,b and EF . Therefore, cautions should be taken not to
over-interpret the data.
We can count the number of “steps” in each Gummel sweep and obtain a histogram
of defect energy (calculated above). Shown in Fig. 4.9 and Fig. 4.10 are the histogram
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of “steps” that we obtained from the findpeaks function in MATLAB. The routine extracts
the local maximum according the the prominence and width of the peak in conductance.
With the small sample size, the result of the algorithm was checked manually to make sure
no spurious “steps” are found. As shown, the defect levels for forward and inverse mode
mostly centers at 150-160 meV below the conduction band, which means they are shallow
traps. Given that the base Ge mole fraction could be in the range of 0 − 27%, the defect
level obtained from the histogram has a large uncertainty, and could be in the range of
0− 300 meV .
This is quite a large range that covers many types of impurity or defect states. It could
be due to impurities like oxygen, nitrogen [71], copper [72], tantalum, iron [73], lead, tel-
lurium [74], erbium [75], among others. In addition, many defects have more than one state
of incorporation, meaning that they can have different defect energy levels with different
concentrations. For example, iron could show up as both donor and acceptor with a wide
range of possible energies [73].
To gain further information on the defect, we can estimate the volume density of the
defect as the number of “step” occurrence in the Gummel divided by the active device vol-
ume. The volume is estimated as the emitter area times 10 nm of thickness. The choice of
thickness is based on the knowledge that the rate of direct tunneling decreases significantly
if the barrier width is more than 10 nm. Since each Gummel sweep from each Gummel
predicts a particular density, we plot in Fig. 4.11 the density obtained from all samples
in both forward and inverse mode. Surprisingly, the density is in a similar range around
3×1015/cm3. This is a reasonably low concentration compared to intentional doping (even
in collector the doping is above 1× 1018/cm3, but higher than the background impurity in
a bare silicon wafer. Therefore, it is likely that in this particular batch of fabrication, wafers
are contaminated during the processing but does not have high enough leakage current at
room temperature to warrant a quality rejection.
The forward and inverse Gummel comparison shows that inverse mode in general has
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Figure 4.9: Histogram of trap levels versus the energy inferred from base current of forward
and inverse Gummel.
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Figure 4.10: Histogram of trap levels versus the energy inferred from collector current of
forward and emitter current of inverse Gummel.
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Figure 4.11: Histogram of volume defect density.
more “steps”, which means the defects are located closer to the collector than the emitter.
This could indicate that the defects originate from the epitaxial growth process in the base.
However, as emphasized before, cautions should be taken in interpreting these inference
because of the uncertainty from relating “steps” to defect energy.
The “step” non-ideality is very stable against thermal cycling and bias. It can be repro-
duced at the same VBE even after thermal cycling the device from 70 mK to 300 K and back
to 70 mK. This is different from the defects caused by poor interface passivation, which is
very unstable and could easily be affected by current or temperature cycling.
4.4 Direct Tunneling in Collector
In this section, we analyze the direct tunneling quantitatively and suggest that it is plausible
to have direct tunneling in the collector transport.
In quantum mechanical tunneling, electrons (or more generally, charge carriers) have a
finite probability to go through a potential barrier even if the energy (E) of the electrons is
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Figure 4.12: Qualitative illustration of an electron with energy E tunneling through a po-
tential barrier U . The distance of the tunneling path under the barrier is a, and the wave
function in the incidental and the output side is ψ0 and ψt, respectively.
smaller than the potential energy (U ).
Classically, this is forbidden because electrons do not have sufficient kinetic energy to
overcome the barrier. Quantum mechanically, however, electrons behave like waves. The
wave function decays exponentially in the region where the energy of the electron is smaller
than the potential barrier. Such penetration of the wave function into the potential barrier
denotes that electrons have a finite probability to be found within the classically forbidden
region. If the potential barrier is thin, the exponential decay of the wave function may still
result in a nonzero value coming out of the other end of the potential barrier, which means
the electrons can go, or “tunnel”, through the potential barrier.
We will calculate the tunneling probability and the tunneling current in the following
sections. It should be emphasized early on that the calculation of tunneling current is not
trivial. As a result, we use many approximations along the way to aid the analysis and the
simulator implementation. We acknowledge that some assumptions, though reasonable,
does not have experimental proof. In those cases, we try to state them explicitly so that the
theory can be examined in the future when the experimental data are available.
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4.4.1 Tunneling Probability and Current
From the WKB approximation, the tunneling current is proportional to the transmission
probability T = |ψt|
2
|ψ0|2 , where ψt and ψ0 is the envelope wave function at the right and the
left side of the barrier, as shown in Fig. 4.12. The wave function ψ on either side of the













To calculate the transmission probability, the band profile of a realistic SiGe HBT was
obtained from the TCAD simulation at 300 K. The potential barrier (EC) was calculated
self-consistently as a function of the base, emitter, and collector chemical potentials and
local current density from hydrodynamic model. Based on the result of measurement data,
as in Sec. 4.6, tunneling current only occurs at low injection, at which point the band profile
is not affected by the current. To calculate the current density, simulations were set up in
the Synopsys Sentaurus TCAD suite. The device structure was similar to those given in
Chap. 2 and the doping profile was given in Sec. 2.2.1. The transistors are biased such
that the base terminal is grounded, the collector voltage is fixed, and the emitter voltage is
swept, identical to the biasing scheme used in the actual measurement.
The TCAD simulation to obtain the potential profile was performed at 300 K. The band
diagram in the emitter and base was found to vary minimally from 300 K to 40 K, as
expected, because the doping in the emitter and base are above the Mott transition, not
subject to freeze-out effect [37].
58
4.5 Tunneling Model and Measurement
Two implementations of the tunneling model is discussed in this thesis. In this section,
calculations will be performed on the internal 1-D transistor to assess the likelihood of
direct tunneling in SiGe HBTs. The calculation shows that direct tunneling is very likely
to exist. Based on this conclusion, Chap. 5 introduces a non-local tunneling model set up
in a 2-D TCAD model. Since both methods used the potential profile obtained from the
TCAD simulation and tunneling is mostly dependent on the potential profile, they showed
remarkable agreement.
The form of tunneling current density (A/m2) in a position dependent barrier is derived











W2P (Ez, V )dEz (4.11)
where EF is the Fermi energy at the left electrode, EF −eV is the Fermi energy at the right
electrode under bias, and Ez is the energy of the electron. During the derivation, Fermi
distribution is assumed. At T = 0 K, the Fermi distribution becomes a step function, and
W1 = eV and W2 = EF − Ez in Equ. 4.11. At deep cryogenic temperatures of a few K,
such approximation is valid. The two terms in Equ. 4.11 correspond to the two summations
for the transverse momentum, as illustrated in Fig. 4.13. The spherical shell lying between
EF and EF −eV is the filled states from which electrons in the left electrode may tunnel to
unfilled states in the final electrode when a bias V is applied. Depending on the magnitude
of the incidental momentum kz (perpendicular to the tunneling interface), the summation
of the transverse momentum kt (parallel to the tunneling interface) can be an annulus (Fig.
4.13(a)) or a disk (Fig. 4.13(b)).
In SiGe HBTs under consideration, the emitter is the aforementioned left electrode
while the collector is the right electrode. In a Gummel measurement, base and collector
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Figure 4.13: Graphical illustration of two cases of
∑
kt
, the summation of all momentum k
transverse to the tunneling direction z (after [76]). The summation can be an annulus (a),
or a disk (b), depending on the magnitude of the wave vector kz.
are tied to the same potential while the emitter-base junction is forward biased at VBE .
Therefore, EF in Equ. 4.11 is the emitter quasi-Fermi energy (for electrons in NPN tran-
sistor) while EF − eV = EF − eVBE is the collector quasi-Fermi energy for electrons.
In heavily doped n-type Si, EF is comparable to the bandgap energy of silicon, or 1.1 eV.
For VBE ≈ 1 V , EF − eVBE ≈ 0.1 eV is much smaller than EF . Therefore, the inner
sphere is much smaller than the outer one in Fig. 4.13 and the first term in Equ. 4.11 can
be neglected compared to the second term. If T 6= 0 K, W2 = kBT ln(1 + e(EF−Ez)/kBT )
is the Fermi-Dirac integral for energy states transverse to the direction of tunneling. Based






W2P (Ez, VBE)dEz (4.12)
A pre-factor of c is added to account for the effect of band structure on the density
of states electron mass. c = 4
√
ab, where a = 0.98 and b = 0.18 are the ratios of the
longitudinal and transverse effective electron masses over the electron mass, respectively.
The prefactor 4 accounts for valley degeneracy. It is supposed that the higher-energy valleys
will not contribute to the tunneling current. In addition, the energy of electrons is typically
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referenced to the conduction band edge EC . Since there are no energy state Ez within the
bandgap of emitter, the range of integration from EF − eVBE to EF is actually only valid
from EC to EF . Here, we assume a sharp conduction band and the effect of band tails on
the transport is negligible, because the electrons contributing to the tunneling only come
from the vicinity of the Fermi energy [77] . By using the notation E ′F , E
′
z to denote the







′)P (E ′z, VBE)dEz (4.13)
where E ′z = ~2k2z/2m, m is the free-electron mass, and P (E ′z, VBE) is the tunneling prob-
ability.
Using the WKB approximation for the transmission probability as in Equ. 4.10, we find




The relationship between EC(z), eVBE , EF , E ′F , Ez and E
′
z are shown graphically in Fig.
4.14. The integral is taken over the region where the square root is real.
EC was obtained from TCAD simulations of a fourth generation SiGe HBT device, and
the tunneling current was calculated and compared to the measurement. The comparison
is plotted in Fig. 4.15(a). Although the calculation looks different than the data in terms
of slope, the magnitude of the current is actually remarkably close given that no fitting
parameters are used and only reasonably approximations have been made to obtain the
tunneling current with a realistic SiGe HBT profile. Due to the exponential dependence of
tunneling current on the detailed shape of potential profile, a slight deviation of the potential
profile from that in the actual SiGe HBT sample will change the current exponentially.
Inspecting Fig. 4.15(a) in a different way, we found that for a given collector current
density, the difference between the measured and calculated base-emitter voltage varies
less than 40 mV, within 5% of the actual VBE . In other words, the barrier height could be
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Figure 4.14: Graphical illustration of EC(z), eVBE , EF , and Ez used in Equ. 4.13 and Equ.
4.14 for the tunneling probability P in a SiGe HBT.
only 5% off despite the seeming discrepancy. It was found that the change of base width
can change the simulation result dramatically, as shown in Fig. 4.15(b). For a particular
bias voltage, a larger base width increases the slope and decreases the magnitude of the
current. Considering the TCAD model is not exactly identical to the real device, such
a small variation proves that direct tunneling is very likely the actual mechanism. The
same mechanism was used to explain the measurement data in a different SiGe technology,
suggesting the mechanism is prevalent in advanced SiGe HBTs [78].
4.6 Direct Tunneling versus Quasi-ballistic Transport
So far, it has been shown that a portion of collector current previously thought of as quasi-
ballistic transport is due to a different mechanism with “cold” electrons. Tunneling is very
likely to be this mechanism. However, it would be useful to provide more experimental
evidence of tunneling. In particular, it would be useful to show that direct tunneling and
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Figure 4.15: (a) The calculated direct tunneling current density (JC) and measured JC
versus base-emitter voltage (VBE) for the transistor operating in the forward active mode.
The spikes in the measurement are single-point anomaly, likely due to the ranging circuit of
the instrumentation. (b) The calculated tunneling current for various base widths. A larger
base width decreases the tunneling current but increases the slope of the current.
quasi-ballistic transport can be differentiated in the measurement. To achieve this, we
measured three generations of SiGe HBTs and compared their characteristics at cryogenic
temperatures. Since the data of devices from the same generation are similar, only one
representative device from each generation is showcased here.
The collector current density (JC) versus VBE of SiGe HBTs from three technology
generations across temperature is shown in Fig. 4.16. At high temperatures, the current
is linear on a log scale (exponential) as drift-diffusion transport dictates. At both 1.8 K
and 18 K, a non-ideal current at low injection is observed for all generations. In the 1st
generation device, the non-ideal current below 10 nA/µm2 was shown to be driven by
trap-assisted tunneling (TAT) [11]. Since a similar slope and location of the non-ideal
current is observed in the 3rd and the 4th generation, it is plausible that the same TAT
mechanism is present in the more advanced generations. In the present investigation, the
region with a smaller slope, circled in Fig. 4.16, is assumed to be due to a TAT mechanism.
Chap. 5 will discuss the effects of scaling more in depth. For now, the main question
to address is under which conditions the other mechanisms, namely direct tunneling and
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Figure 4.16: Measured collector current density versus VBE of all three generations from
300 K to 1.8 K. Below 18 K, the curves overlap. The trap-assisted tunneling region is
circled, with its onset marked with arrows.
quasi-ballistic transport, exist, and more importantly, how to differentiate between them in
the measurement.
To distinguish between the two, it is recognized that quasi-ballistic transport should
be only weakly dependent on the base width. In quasi-ballistic transport, the majority of
carriers travel across the base without scattering. Therefore, a small change in base width
does not change the already small scattering rate for carriers. In other words, the collec-
tor current component from quasi-ballistic transport should be invariant to changes in the
base width. On the other hand, direct tunneling current is proportional to the transmission
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where m is the effective mass of the electron, U is the potential energy, E is the energy
of the electron (E < U inside the potential barrier), and W is the barrier width. Although
the base barrier is not rectangular, the exponential dependence still applies, and a change
in barrier width (base width) is expected to result in an exponential change in tunneling
current [2, 78]. Therefore, the difference between direct tunneling versus the quasi-ballistic
transport can be revealed by measuring collector current for different base widths.
To vary the base width without changing the other characteristics of devices, collector-
base voltage VCB is used as a tuning parameter. As shown in Fig. 4.17, increasing VCB
shifts the collector conduction band energy (EC) down, effectively reducing the tunneling
barrier width. Similarly, decreasing VCB increases the barrier width. Experimentally, the
Gummel characteristics were measured at VCB = −0.3V and VCB = 0.5V . As shown in
Fig. 4.18, apart from the increase of current at low injection due to band-to-band tunneling
in the collector-base junction, the collector current of the 1st generation device is invariant
to changes in VCB. However, a portion of the collector current in the 3rd and the 4th
generation devices changes with VCB.
To quantify this change in current, the normalized collector current at multiple VCB
values is plotted versus collector current density (JC) in Fig. 4.19. Clearly, in the 3rd and
the 4th generation devices, collector current density from 10−11 to 10−7 A/µm2 is very
sensitive to VCB and this sensitivity disappears towards higher JC . In the 1st generation,
however, the sensitivity is much smaller throughout the JC range. The strong sensitivity
can be explained by the strong dependence of direct tunneling current on the base width
(i.e., VCB), while the weak sensitivity indicates quasi-ballistic transport dominates, which
is independent of the base width. In other words, quasi-ballistic transport is present in all
generations, but direct tunneling is present only in the 3rd and the 4th generation devices.
65
Figure 4.17: Qualitative illustration of the conduction band diagram of SiGe HBTs showing
the variation of base barrier width under multiple VCB values.
This makes intuitive sense.
There are two interesting observations to be made. First, it may seem surprising that the
ratio of current is larger in the 3rd than the 4th generation device, although the 3rd genera-
tion device should have less tunneling due to its larger base width. This can be understood,
since the ratio of the current is proportional to the ratio of the tunneling probability, P . This
ratio, from (4.15), is proportional to e∆W , where ∆W is the change in base width. In other
words, the ratio is proportional to the absolute change of base width, not its percentage
change. Compared to the 4th generation, the collector and base doping are lower in the 3rd
generation, causing a larger change in depletion width for the same change in VCB. This
causes the effective base width to change more significantly, resulting in a larger change in
tunneling current for the 3rd generation, as can be seen in Fig. 4.19. The tunneling current,
however, is still larger in the 4th generation if we compare them at a fixed VBE (barrier
height), because of its smaller base width. The second observation is that direct tunneling
can potentially degrade the device transconductance, gm, as shown by the smaller slope
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Figure 4.18: Collector current from the Gummel characteristics at 1.8 K for VCB = −0.3V
and 0.5V . Extrapolations of quasi-ballistic current (dotted lines) estimates the turn-on
voltage for this mechanism.
of current in Fig. 4.18. Therefore, the presence of direct tunneling requires more careful
considerations for cryogenic circuit designs.
To gain more insight into how direct tunneling becomes significant as temperature de-
creases, the ratio of collector current between VCB = 0.5V and −0.3V is plotted across
temperature in Fig. 4.20. At 82 K, the ratio is mostly constant for all generations, indicating
that direct tunneling is negligible. As the temperature is lowered, a “hump” is progressively
observable in the 3rd and the 4th generation devices, but not in the 1st generation device.
Since at a fixed VBE , drift diffusion current decreases with temperature while the tunnel-
ing current remains roughly constant with temperature, tunneling becomes the dominant
mechanism at low temperatures, thereby increasing the ratio. In particular, the hump due
to direct tunneling first shows up in low injection and then slowly encroaches towards high
injection as the temperature is lowered. When the drift diffusion current is replaced by
quasi-ballistic current, the percentage of tunneling also stops changing, as shown in the 4th
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Figure 4.19: The ratio of collector current at various VCB values to the current at VCB =
−0.3V at 1.8 K in the first, third, and fourth generation SiGe HBT devices.
generation device. For the 3rd and the 4th generation devices, the hump at 1.8 K corre-
sponds to a 3× and 2× increase, respectively, which is very significant. In comparison, the
ratio is constant in the 1st generation, as the base width is too large for any direct tunnel-
ing. In short, direct tunneling can be observed in scaled technologies over a finite range of
collector currents by simply varying VCB.
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Figure 4.20: The ratio of collector current under VCB = 0.5V and VCB = −0.3V from
82 K to 1.8 K in each generation.
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CHAPTER 5
EFFECT OF SCALING ON TRANSPORT MECHANISMS
5.1 Qualitative Discussions
As SiGe HBT technology scales, there is a consequent decrease in base width, increase in
collector doping, increase in Ge mole fraction, and increase in base doping. Aside from
the increase in base doping, which raises the base potential barrier, all the other modifi-
cations will lower the base potential barrier. A lower barrier enhances the direct tunneling
mechanism, which means if quasi-ballistic transport is not increased at the same rate, direct
tunneling will become significant.
Quasi-ballistic transport is mostly dependent on the base barrier height. This can be
understood by recognizing that most electrons do not have enough energy to overcome the
base barrier at cryogenic temperatures until the barrier height is close to zero, which is when
the emitter quasi-Fermi level is similar in height to the base conduction band edge. The base
barrier height is directly dependent on the integrated Ge content, which is indirectly related
to the peak Ge content and the width of the Ge profile. As seen from the extrapolated
line in Fig. 4.18, the onset of the quasi-ballistic transport shifts towards smaller VBE as
technology scales, because the peak Ge content increases in the more advanced generations.
To decrease the turn-on voltage of the quasi-ballistic transport, a larger Ge mole fraction is
required. However, a larger Ge mole fraction requires a thinner base to maintain Ge film
stability [14]. Additionally, technology scaling targets improved high frequency operation
at room temperature, and typically does not exceed a 30% peak Ge content. Instead one
must also shrink the base width using decreased thermal cycles to achieve the improved
performance [27]. Therefore, the onset of quasi-ballistic transport is likely fixed if room
temperature scaling rules are followed. The reduced base width, however, will increase the
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direct tunneling current relative to quasi-ballistic current. Such increase will be visible until
quasi-ballistic current eventually rises above the direct tunneling current. In other words,
direct tunneling is expected to dominate the collector current up to a higher VBE in more
scaled technology generations.
It is difficult to predict how the trap-assisted tunneling will change with technology
scaling, since TAT, which relies on the presence of traps, depends on technology sensitive
process steps, such as epitaxial growth conditions and tooling. For example, in [78], no
TAT region is observed, which indicates that the specifics of the device structure design
and processing conditions can play a major role in eliminating the TAT. In particular, a
perimeter versus area (P/A) analysis can give more insight into the physical location of the
traps in play. However, a P/A analysis is not meaningful in the present case because the
standard device sizes in these highly scaled technologies allow for only a small range of
P/A ratio (their emitter stripe width is fixed at minimum geometry and cannot be altered).
That said, we can still estimate the energy of the trap levels based on the onset of the TAT
from the Gummel characteristics. As illustrated in Fig. 3.4, quasi-ballistic transport occurs
when the emitter quasi-Fermi level is close to the base conduction band edge. Since the
onset of trap-assisted tunneling occurs earlier than the onset of the quasi-ballistic transport,
the trap states must be located below the base conduction band. From Fig. 4.16, the onset
of trap-assisted tunneling is 0.87 V, 0.82 V, and 0.81 V for the 1st, 3rd, and 4th generation
devices, respectively. From Fig. 4.18, the extrapolated onset of quasi-ballistic transport is
about 1.05 V, 0.96 V, and 0.90 V. Therefore, TAT occurs about 100-200 mV before the onset
of quasi-ballistic transport, indicating that the traps are likely located within 100-200 meV
from the base conduction band edge. The good news here is that, as shown in Fig. 4.18,
in the 4th generation devices, the TAT leakage current extends only to about 10 pA/um2,
much lower than in the 1st generation devices, where it extends to 10 nA/um2. This
may be the result of both improved process technology and film tooling (yielding reduced
trap density) and, equally importantly, an earlier onset of direct tunneling (as discussed
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above). From the data, the onset of direct tunneling current appears to shift to a smaller
VBE from the 1st to the 4th generations, thereby masking the trap-assisted tunneling. It is
expected that, with scaling, such trends will continue and the direct tunneling will become
more significant, causing the trap-assisted tunneling current to only appear at extremely
low injection.
A table that summarizes the characteristics of each transport process is given in Table.
5.1.
5.2 TCAD Simulations
5.2.1 TCAD Simulation Setup
Sentaurus TCAD models (2D) of three SiGe HBT generations were used to investigate
how scaling impacts the direct tunneling current. The doping profiles and geometries were
calibrated to match on-wafer DC and small-signal AC measurements of the respective mea-
surement. Hydrodynamic transport model was used with the parameter sets calibrated to
300 K measurements for Slotboom bandgap narrowing and Phillips unified mobility mod-
els [79, 80].
In addition, the nonlocal tunneling model was enabled to augment the hydrodynamic
model [81]. The model was enabled only for electrons in the conduction band because the
tunneling in the valence band is negligible. The non-locality of tunneling was incorporated
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G(r) is dependent on the local electrostatic potential φ, energy ε, and electric field ξ, re-
spectively [81]. To obtain the tunneling paths, a special-purpose mesh was defined to cover
the emitter-base junction, the neutral base, and part of the base-collector junction. The tun-
neling paths were along the paths in the special-purpose mesh, and are the geometrically
shortest line connecting vertices within specified distance to the interface. For this simula-
tion, the distance for tunneling calculation is set as 15 nm to each side of the interface at
the base and emitter junction (30 nm in total). The transmission probability γ(u, l, ε) for
particles from location l to u > l with energy ε is written as in Equ. 4.10, with the range of
integral replaced as l to u. The local recombination rate rateR(u, l, ε) minus the generation
rate G(u, l, ε) at point u from l < u is given, based on Equ. 5.1, as [82]










× [T (u)ln(1 + e(EF (u)−ε)/kBT (u))− T (l)ln(1 + e(EF (l)−ε)/kBT (l))] (5.2)
where ϑ(x, y) = δ(x)|y|Θ(y). In Equ. 5.2, A = 4πmekq/h3 is the Richardson constant,
T (r) is the electron temperature at location r. In the definition of ϑ(x, y), δ(x) is the
Kronecker delta function, |y| comes from Oφ in Equ. 5.1, and Θ is the heavy-side step
function restricting the shape of the potential barrier to be an incline in the incidental side
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and a decline in the output side.
The tunneling current density at point l from u > l is the integral of the genera-










[R(u, l, ε)−G(u, l, ε)]dεdu (5.3)
The potential profile, the quasi-Fermi level, and the total current density (including the
contribution from tunneling) are calculated self-consistently.
Quasi-ballistic transport was not set up in the TCAD due to the lack of physics-based
models. For simulations below 50 K, recombination in the base was found to not affect the
simulated collector current (as expected for direct tunneling).
5.2.2 TCAD Simulation Studies
Two investigations were conducted using TCAD. The first evaluated the amount of tunnel-
ing versus conventional drift-diffusion present in the transport current as the device scales.
To evaluate this, the device was simulated with either hydrodynamic (HD) and tunneling
models engaged, or with HD model alone. The ratio of collector current with and without
tunneling at VBE , corresponding to 10 nA of current from HD model alone, is plotted in
Fig. 5.1. As expected, the ratio of current with or without tunneling is constant throughout
the temperature range in the 1st generation device because the base width is too large for
tunneling processes. For the 3rd and the 4th generation devices, however, the effects of di-
rect tunneling on collector current begin to appear at as high as 180 K in the 4th generation
and 130 K in the 3rd generation. Initially, the tunneling is simply a fractional increase com-
pared to the hydrodynamic current. At lower temperatures, however, the hydrodynamic
current becomes smaller compared to the direct tunneling current, and the ratio between
the two increases dramatically. This can be visually seen in Fig. 5.2, where the collector
current from the simulation with and without the tunneling model, as well as the measured
data, are plotted across temperature for the 4th generation device. At high temperatures,
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Figure 5.1: The ratio of collector current from hydrodynamic (HD) model with and without
the tunneling model. The collector current is extracted from forward Gummel simulation
at the VBE corresponding to IC = 10 nA in the HD model
the tunneling does not affect the collector current, and both simulations overlap with the
data. At low temperatures, however, the simulated current with only the HD model can be
as much as 2 to 4 orders of magnitude smaller than measured data! The HD model with
direct tunneling, on the other hand, still models the data fairly well until a divergence above
1 µA/um2 at low temperatures, as shown in Fig. 5.2 for 46 K. The inaccuracies at high
currents is due to the absence of a quasi-ballistic transport model, which is necessary to
explain the continuous exponential increase in the measured current.
The second investigation evaluates the sensitivity of tunneling to the technology process
parameters that can modify the base barrier shape. Four process parameters were chosen;
namely, peak base doping, peak doping of the selectively implanted collector (SIC), peak
Ge, and base width. In addition, a scenario where the base width is reduced while the base
doping is increased by the same factor (to keep constant integrated base charge) was also
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Figure 5.2: Collector current of the fourth generation device from Gummel characteristics
and TCAD simulations. TCAD simulations are in hydrodynamic model with or without
the tunneling model.
simulated. For comparison purposes, the base width is defined as the distance between the
E-B and C-B metallurgical junctions. Though clearly multiple parameters will be scaled
simultaneously in the real world (e.g., vertical reduction of base/collector profiles, reduc-
tion of emitter cap layer thickness, and modification of Ge profile, etc.), it is difficult to
assess the contribution of individual parameters and make a fair comparison. Instead, the
sensitivity to the various individual parameters was examined through the use of TCAD
simulations. The base and SIC doping profile are assumed to be Gaussian shaped, and
defined by the peak and standard deviation. The base width was adjusted by varying the
standard deviation of the Gaussian boron profile, which changes the E-B and C-B dop-
ing intercepts. All simulations were performed using the calibrated 4th generation TCAD
model deck. The doping profile across the cutline in the intrinsic device is published in [2].
Shown in Fig. 5.3 is the normalized collector current at a fixed VBE versus the various
process parameters, all simulated at 57 K. The process parameters were normalized to the
values given in Table 5.2. Observe that scaling Ge affects the current density significantly,
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Table 5.2: Summary of Parameters in TCAD Simulation
Parameters Values
Peak Base Doping 7.8× 1019 cm−3
Peak SIC Doping 9.0× 1018 cm−3
Peak Ge Fraction 0.27
Base Width 16 nm
as even a slight reduction in Ge increases the base barrier width and height and thereby de-
creases the tunneling current exponentially. A separate simulation (not shown) reveals that
at low temperatures the Ge content at the BE junction or the Ge grading in the base alone
are much less important to the magnitude of tunneling than the total integrated Ge. To un-
derstand why, we can look at a typical Ge profile, which ramps up before the EB intercept
and ramps down after the CB intercept. Compared to a graded Ge profile, a box Ge profile
reduces the base barrier height not only within the neutral base, but also in the EB and CB
depletion regions, which effectively reduces the barrier width and exponentially increases
the tunneling. Therefore, if a large collector current is desired (e.g., for a large current
gain β), or if the turn-on voltage needs to be reduced, a larger Ge mole fraction (close to
a box profile shape) throughout the base is preferred. There should be less concern over
using a box profile in scaled technologies as the Ge film stability requirement would be
more relaxed due to inherently smaller base widths. The base width reduction decreases
the tunneling barrier width and allows significantly more collector current to flow. Even if
the base doping is increased (higher barrier) while the base width is reduced, the current
still increases significantly because the effect of base width dominates over the effect of
base doping. The effect of collector doping is also small, which means that a higher col-
lector doping to suppress Kirk and heterojunction barrier effects for the room temperature
operation will not have much impact on cryogenic operation.
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Figure 5.3: The simulated collector current versus process parameters that are individually





There are many useful information that was obtained from this thesis. First and foremost,
the DC behavior of multiple technology generations of SiGe HBTs have, for the first time,
been characterized at deep cryogenic temperatures as low as 70 mK and subjected to strong
magnetic field as large as 14 T. The devices are fully operating and usable, even in the first
generation device where the freeze-out effect could potentially has detrimental effect. The
characteristics of all terminal currents and DC parameters (gm and β) saturates at low tem-
peratures. Such loss of temperature dependence has been accounted for by existing theories
and a new transport mechanism-direct tunneling. The loss of temperature dependence can
be considered desirable from a cryogenic circuit perspective, since circuit designers can set
an universal operating point at around 40 K and expect it to remain fixed down to 70 mK,
provided self-heating is minimized. This also greatly simplifies the effort of characterizing
SiGe HBTs for low temperature applications, because the devices only need to be cooled
down to 40 K instead of tens of mK. This reduces the complexity of experimental apparatus
by large and shortens the length of characterization time.
This thesis also provides insight into cryogenic collector transport in SiGe HBTs. A
unified picture of transport is summarized for three technology generations, where direct
tunneling can be distinguished from quasi-ballistic transport through a simple experimen-
tal method. Among all transport mechanisms, trap-assisted tunneling could be potentially
eliminated using optimized process technology, device structures, and film deposition tool-
ing with lower epi trap densities. At least, the industry scaling trend so far suggests that
the effects of trap-assisted tunneling is diminishing in more advanced generations. Direct
tunneling and quasi-ballistic transport are expected to become more dominant when the
base width is scaled down, and the competition between the two transport mechanisms
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centers around the integrated Ge profile (width and Ge profile shape). Without an increase
in Ge content, direct tunneling may dominate over quasi-ballistic transport to a higher col-
lector current level. Through a process parameter sensitivity analysis using TCAD, total
integrated Ge content and base width are determined to be the most important factors for
optimizing cryogenic collector current in SiGe HBTs.
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APPENDIX A
DERIVATION OF EFFECTIVE MASS EQUATION
In this section, we derive the effective mass equation from the one-electron Schrodinger
equation. Quantum mechanically, the electron motion is a complex many-body problem,
where electrons and phonons can interact with one another. Normally, one assumes that
each electron feels an average force due to the presence of other electrons and phonons.




ψ0(r, t) = Hψ0(r, t) + US,E(r, t)ψ0(r, t) (A.1)
where




Here, ψ0(r, t) is the wave function of the electron at location r and time t, UL(r) is the
time-independent potential energy of the lattice, m0 is the rest mass of electron (different
from the effective mass below!) and US,E(r, t) is the sum of time-dependent potential
energy due to scattering (US) and electric field (UE).
For the discussion in this thesis, we assume US = 0, since the phonon scattering is
minimal at low temperatures, and we ignore impurity and alloy scattering. In addition, with





∇2 + UL(r) + UE(r))ψ0(r) (A.2)
As UL(r) and UE(r) approach zero (i.e., free electron), the solutions approach plane
waves eikr. For UE(r) = 0, only the lattice potential UL(r) is present, the problem becomes
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the simple infinite lattice problem. The solutions are Bloch waves
ψv,k(r) = µv,k(r)e
ikr
, and the time-evolution is of the simple form ψv,k(r, t) = µv,k(r)eikre−iE(k)t/~. In solid
state physics, it often takes a major effort to find the appropriate UL(r) in order to calculate
E(k). Therefore, it is often more convenient to use the effective-mass equation where
UL is implicitly formulated into E(k), as in Equ. A.3. Here, UL is absorbed into the
energy term, Ev(k) with k replaced by −i∇. ψ(r) is the so-called envelope wave function,
different than the original wave function ψ0(r) solved from Equ. A.2. Since Ev(k) values
are readily available for most semiconductors as a function of wave number k, the effective
mass equation is used more often.
Eψ(r) = Ev(−i∇)ψ(r) + UE(r)ψ(r) (A.3)
Since the transport problem in this thesis centers around the bottom of the conduction




where m∗ is the effective mass related to the curvature of the band. Therefore, Ev(−i∇) =
− ~2
2m∗
∇2 + EC0, and we obtain the familiar
Eψ(r) = − ~
2
2m∗
∇2ψ(r) + EC(r)ψ(r) (A.4)
where EC(r) = EC0 +UE(r) is the conduction band energy frequently calculated in device
simulators.
The readers are referred to [83] for detailed steps of the above derivations. The only
approximation involved in the derivation is
< v, k|US,E|v′, k′ >= δv,v′ < k|US,E|k′ >
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where |v, k > is the Dirac notation for the wave function at a wave vector of k in the energy
band v. Since we assume US = 0, and EC0 is a constant, the approximation becomes
< v, k|EC |v′, k′ >= δv,v′ < k|EC |k′ >





We will derive the WKB approximation in the context of SiGe HBTs here. To begin, we
have the effective mass equation in 1D as
Eψ(x) = − ~
2
2m
∇2ψ(x) + U(x)ψ(x) (B.1)







2m(U(x)− E)/~2, U(x) > E.√
2m(E − U(x))/~2, E > U(x).
(B.2)
If, instead, the potential U is slowly varying (the exact meaning of “slowly varying” is dis-
cussed below), the solution can still be assumed to have a similar form as e±iu(x). Plugging







)2 + [k(x)]2 = 0 (B.3)
Equ. B.3 can be written in an equivalent form by rearranging terms and integrating with






+ k2dx+ C (B.4)
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This is reasonable because ∂
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k2dx+ C = ±
∫
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Table C.1: Eigenvectors for Different Ge Fraction at k = 0.88× 2π/a
Ge frac-
tion
2S 2Pz 2Py 2Px 3S 3Pz 3Py 3Px 4S 3Dx 3Dz 4Pz 4Py 4Px 5S
0 0 0.408 0 0 0 0.492 0 0 0 -0.686 0 0 0 -0.343 -0.057
0.05 0 -0.411 0 0 0 0.494 0 0 0 -0.686 0 0 0 -0.335 0.058
0.1 0 -0.415 0 0 0 -0.496 0 0 0 0.686 0 0 0 0.328 -0.059
0.15 0 -0.419 0 0 0 0.498 0 0 0 0.686 0 0 0 -0.322 -0.060
0.2 0 0.422 0 0 0 -0.500 0 0 0 0.685 0 0 0 -0.315 -0.060
0.25 0 -0.426 0 0 0 -0.502 0 0 0 0.684 0 0 0 -0.309 0.061
0.3 0 0.429 0 0 0 0.504 0 0 0 0.683 0 0 0 -0.302 0.062
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Table C.2: Eigenvectors for Si (0% Ge Fraction) at k = 0.86− 0.9× 2π/a
k (2π/a) 2S 2Pz 2Py 2Px 3S 3Pz 3Py 3Px 4S 3Dx 3Dz 4Pz 4Py 4Px 5S
0.860 0 -0.411 0 0 0 0.489 0 0 0 -0.7 0 0 0 0.331 -0.055
0.866 0 0.410 0 0 0 -0.490 0 0 0 0.7 0 0 0 -0.335 -0.056
0.871 0 0.409 0 0 0 -0.491 0 0 0 0.7 0 0 0 0.338 0.056
0.877 0 0.408 0 0 0 -0.491 0 0 0 0.7 0 0 0 -0.341 -0.057
0.883 0 0.407 0 0 0 0.492 0 0 0 0.7 0 0 0 -0.344 0.057
0.889 0 -0.406 0 0 0 0.493 0 0 0 -0.7 0 0 0 -0.347 0.057
0.894 0 -0.406 0 0 0 -0.494 0 0 0 -0.7 0 0 0 -0.351 -0.058
0.900 0 0.405 0 0 0 0.495 0 0 0 -0.7 0 0 0 -0.354 -0.058
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Table C.3: Eigenvectors for 30% Ge Fraction at k = 0.86− 0.9× 2π/a
k (2π/a) 2S 2Pz 2Py 2Px 3S 3Pz 3Py 3Px 4S 3Dx 3Dz 4Pz 4Py 4Px 5S
0.860 0 0.433 0 0 0 0.502 0 0 -0.687 0 0 0 0 -0.292 -0.060
0.866 0 0.432 0 0 0 -0.502 0 0 0.686 0 0 0 0 -0.295 -0.061
0.871 0 0.431 0 0 0 -0.503 0 0 0.685 0 0 0 0 -0.298 -0.061
0.877 0 0.430 0 0 0 0.503 0 0 0.684 0 0 0 0 -0.301 0.062
0.883 0 0.429 0 0 0 0.504 0 0 0.683 0 0 0 0 0.304 0.062
0.889 0 0.428 0 0 0 -0.505 0 0 0.681 0 0 0 0 -0.307 -0.062
0.894 0 -0.427 0 0 0 -0.505 0 0 -0.680 0 0 0 0 -0.309 0.063
0.900 0 0.426 0 0 0 -0.506 0 0 -0.679 0 0 0 0 0.312 -0.063
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APPENDIX D
VALUES USED IN FITTING FUNCTIONS
Below are values used in the fitting functions of Equ. 4.8 for Fig. 4.7.
Table D.1: Parameters for Fitting (VBE = 0.8772V )
Temperature (K) a b T c d R2
4.000 12.397 0.877 3.645 678.79 -590.73 0.99331
2.200 14.399 0.877 2.267 63.18 -52.05 0.99892
1.565 14.400 0.877 1.592 101.65 -85.72 0.99882
1.200 14.485 0.877 1.216 71.31 -59.15 0.99874
0.800 14.441 0.877 0.867 82.90 -69.29 0.99874
0.500 14.480 0.877 0.445 72.37 -60.09 0.99870
0.200 14.412 0.877 0.289 69.86 -58.01 0.99880
0.100 14.425 0.877 0.353 72.49 -60.30 0.99884
0.070 14.399 0.877 0.264 71.76 -59.65 0.99884
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Table D.2: Parameters for Fitting (VBE = 0.9498)
Temperature (K) a b T c d R2
4.000 0.116 0.950 4.079 8.00 -7.50 0.99919
2.200 0.118 0.950 2.313 7.41 -6.94 0.99882
1.565 0.122 0.950 1.776 6.34 -5.92 0.99867
1.200 0.126 0.950 1.479 4.67 -4.34 0.99840
0.800 0.127 0.950 1.181 4.45 -4.14 0.99840
0.500 0.128 0.950 1.056 4.21 -3.90 0.99841
0.200 0.128 0.950 1.025 4.10 -3.80 0.99950
0.100 0.128 0.950 0.998 4.46 -4.14 0.99951
0.070 0.129 0.950 1.008 4.14 -3.83 0.99950
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