It is the aim of reproducible research to provide mechanisms for objective comparison of methods, algorithms, software and procedures in various research topics. In this paper, we discuss the role of data sets, benchmarks and competitions in the fields of system identification, time series prediction, classification, and pattern recognition in view of creating an environment of reproducible research. Important elements are the data sets, their origin, and the comparison measures that will be used to rank the performance of the methods. The issues are discussed, a comparison is made and recommendations are given.
INTRODUCTION
The rise of information and communication technology has opened up various new mechanisms for cooperation and for pooling information in order to improve the quality of designs, systems, and processes. In a recent book of C. Sunstein [22] various important and recent sociological phenomena of the distributed production ofknowledge are described and analyzed, like the self correcting mechanisms of wikis, the aggregation and synergy of information of market predictions, the large participation of contributors to technological developments using open source software, and the added value of aggregation of information without creating herd mentality.
In experimental research the typical role model is that of a researcher or a team of cooperating researchers that sets up an experiment to verify or falsify a certain concept, or design in the presence of a certain physical phenomenon. These researchers then describe their findings in a paper. Reviewers of that paper or competing researchers reading that paper then try to reproduce these experiments in order to verify the findings of that paper. However, there is often a lack of information on In this paper we discuss various forms of cooperation, interaction and competition among the different researchers in a domain such as benchmark problems, publicly available data sets, competitions, tournaments, and so on. In the same way as it has happened in various fields of sports such cooperations and competitions can lead to faster progress if a number of conditions of reproducibility and fairness are satisfied. Such mechanisms all fit very well in the whole idea ofmaking research more reproducible and open access to knowledge in sciences and technology.
In the domains of time series prediction, classification, and pattern recognition, one has typically data sets of measurements that exhibit a wide range of ingredients and phenomena. During the design process of new methods the data set is split into three parts: the training set, the validation set and the test set. The training set is used in order to find the optimal parameters. The validation set is used to fix the meta-parameters or to select the best model during the design process. Finally the test set is used to compare the method with other methods. For a fair evaluation, the test set should not be used during the design. It is precisely at the test set that the pros and the cons of a competition versus a regular comparison can be distinguished. In a competition, the test results are not revealed to the participants during the design. These results are only presented publicly after the submission deadline, when they are compared during the oral or written performance analysis and when the different submitted methods are ranked. During a regular comparison, the test data is available at all times. The database is organized into several data categories such as for process industry systems, electrical/electronic systems, mechanical systems, biomedical systems, biochemical systems, econometric data, environmental systems, thermic datasets and others. A benchmarking study organized in the area of nonlinear system identification is the Silver box case (NOLCOS 2004 special session, organizer J. Schoukens) with successful results obtained using nonlinear black-box techniques [18] .
DATA SETS FOR TIME SERIES PREDICTION
Several challenging time-series competitions have been organized [5, 6, 7, 8] and time-series data sets have been collected, e.g. [4] .
Santa Fe Time Series Competition
Six time series data sets were proposed: Data Set A within this competation: Laser generated data, Data Set B: Physiological data, Data Set C: Currency exchange rate data, Data Set D: Computer generated series, Data Set E: Astrophysical data, Data Set F: J. S. Bach's last (unfinished) fugue [5, 26] . The main benchmark of the competition was the Data Set A recorded from a Far-Infrared-Laser in a chaotic state. From this physical system 1,000 data points were given, and 100 points in the future had to be predicted by the participants. The winner of the competition was E.A. Wan using a finite impulse response neural networks for autoregressive time series prediction.
K.U. Leuven Time-Series Prediction Competition
The benchmark of the competition was a time series with 2,000 data [6, 23] . The competition data were generated from a computer simulated generalized Chua's circuit. The task was to predict the next 200 points of the time series. In total, 17 entries were submitted for the competition and the winning contribution was made by J. McNames (Fig. 1) . The strategy incorporated a weighted Euclidean metric and a novel multi-step cross-validation method to assess model accuracy. A nearest trajectory algorithm was proposed as an extension to fast nearest neighbor algorithms [20] .
EUNITE: EUropean Network on Intelligent TEchnologies for Smart Adaptive Systems classification competition
The problem to be solved here was the forecasting of maximum daily electrical load based on half an hour loads and average daily temperatures (time period 1997-1998). Also included were the holidays for the same period of time. The actual task of each participant was to supply the prediction of maximum daily values of electrical loads for January 1999 (31 data values all together). The advantages of this benchmark were the length (around 35,000 points) and that the real dataset allows to give further interpretation on the prediction result. The disadvantage was the specificity of the prediction with maximum of curves and the use of external inputs (temperatures). The winner of the competition was C.-J. Lin with a support vector machine method [17] . In total, 26 entries were submitted for the competition.
CATS Benchmark: Time Series competition
The proposed time series is the CATS benchmark, an artificial time series with 5,000 values [8] . The goal was the prediction of 5 blocks of 20 missing values. The advantage was that the set to be predicted was big enough and simultaneously the horizon of prediction was not too large (twenty step-ahead prediction). The disadvantage was that the problem is no longer a classical problem of time series prediction but a problem of determination of missing values in a temporal database. The winner of the competition was S. Sarkka using a Kalman smoother in order to perform the prediction [21] . In total, 25 entries were submitted for the competition.
DATA SETS FOR CLASSIFICATION
In the area of neural networks and machine learning it is currently common practice to test the design of new methods on data sets from e.g. UCI, Delve [9, 10] . Usually new techniques are being illustrated both on toy problems (or artificial data problems where one knows the true solution) and on real life data sets from repositories. As demonstrated e.g. in [24, 25] exhaustive benchmarking with comparisons between different methods on many different data sets can be very revealing. Although 'no-free-lunch' theorems have been proven, certain techniques are able to become ranked consistently among the best results, while other techniques may sometimes perform excellently on certain types of data but break down on others. In this respect issues like scaling of data, removal of outliers and handling of different data types can be important. Challenging competitions have been organized e.g. on feature selection and on performance prediction [ 11, 12, 19] . Furthermore, the use of open source software is often stimulated [13, 14] .
RECOMMENDATIONS FOR DATA SETS SELECTION AND PROCESSING
The design of benchmark problems and the selection of data sets involves many issues. First of all, it needs to be done objectively in order not to give any method unfair advantages.
Moreover there is always a choice between breadth and depth. While broad coverage is desirable, it may not take into account the specificity of the concrete situation. Also the broad coverage avoids the design of methods that have a too narrow range of application, or even the design of methods that are tuned to a specific problem, and that do not work properly on other problems. The choice of problems can also range from toy problems to real applications. The toy problems have the advantage ofbeing succinct, challenging and exciting the creativity, but may not convince the practitioner. In case of real applications the problems are often cluttered with so many details so that it is often quite tedious, but it is much more valuable for the users. So a delicate balance has to be struck in the design of benchmarks and the choice of data sets. Also one needs to select the data sets from different application domains in order to offer the user the opportunity to prove the broad validity of his/her methods.
CONCLUSIONS
This paper strongly encourages the development and broad distribution of benchmark problems and data sets and the or-ganization of competitions for various relevant problems in signal processing, system identification, time series prediction, and classification. We argued that the wide availability will stimulate the quality of the new methods, and speed up the progress of the methods. Various participants in the research arena should contribute to make this process happen. Professional and research organizations like IEEE should endorse the data sets (see e.g. [15] ), and benchmark problems that are designed and can widely distribute these among their members. The publishers ofjournals and organizers of conferences can stimulate their reviewers to devote special attention to the application of the methods on these benchmark problems or data sets. In education courses the design work of the students can be made more stimulating if they are invited to solve such benchmark problems or develop methods for public data sets.
