The circadian timing system is a complex biological network of interacting circadian clocks that regulates 24 h rhythms of behavioral and physiological processes. One intriguing observation is that stem cell homeostasis is subject to circadian clock regulation. Rhythmic oscillations have been observed in a variety of embryonic and adult stem cell dependent processes, such as hematopoietic progenitor cell migration, the hair follicle cycle, bone remodeling, regenerative myogenesis and neurogenesis. This review aims to discuss the nature of the circadian clock in embryonic stem cells and how it changes during differentiation. Furthermore, it will examine how the circadian clock contributes to adult stem cell function in different tissues of the body with an emphasis on the brain and adult neurogenesis.
1. The circadian clock
The hallmarks of the circadian timing system
Organisms face regular changes in their environment linked to day and night cycles, including, for example, variations in the availability of food or the activity of predators. In order to adapt to these cyclical daily changes, organisms possess an internal timing system, proactively orchestrating their behavior and physiology. In modern societies, humans are no longer subjected to variations in prey and predator presence, but many aspects of human behavior (e.g., sleep/wake cycle) and physiology (e.g., hormone secretion, body temperature, metabolism) are still regulated by the same timing system. This system consists of biological clocks that can be found in almost every cell of the body. Via regulatory mechanisms including rhythmic transcriptional, post-transcriptional and post-translational modulation of gene expression and function such clocks produce rhythmic changes in behavior and physiology (Atger et al., 2017; Lim and Allada, 2013; Reddy et al., 2006a Reddy et al., , 2006b ). These clocks have particular hallmarks: they conduct rhythms with a periodicity of approximately 24 h and, thus, are called "circadian" clocks (coined from Latin: circa-diem = around a day). Circadian clocks are endogenous and self-sustained, leading to rhythms that persist in constant conditions such as sustained darkness. However, to remain synchronized with their environment, they are "entrainable" or "resettable" by external time cues, the most prevailing one being light (Roenneberg et al., 2013) . In chronobiology, these cues are called Zeitgeber (German, literally: "time giver"). This property of the clock becomes obvious during "jet-lag", which causes a temporary disruption of the sleep/wake cycle that soon adapts to the new environmental light conditions.
The organization of circadian clocks in vertebrates
The first experiments aiming to locate the clock that drives circadian rhythms in mammals pointed to the suprachiasmatic nucleus (SCN). This small region of the brain is a paired neuronal structure located in the anteroventral hypothalamus above the optic chiasm (Brancaccio et al., 2014) . Ablating the SCN in rodents resulted in abolished circadian locomotor and endocrine rhythms (Moore and Eichler, 1972) , as well as in circadian feeding (Nagai et al., 1978) and drinking behavior (Stephan and Zucker, 1972) . A transplantation of SCN tissue can restore these rhythms (Lehman et al., 1987) . Moreover, the donor tissue dictates its period length to the restored rhythms of the recipient (Ralph et al., 1990) . The discovery of the first circadian clock genes led to the observation that their self-sustained oscillatory expression is not restricted to neural structures such as the SCN, but can also be found in virtually all cells of the body . In this network of oscillating cells, the mammalian SCN fulfils the role of a "central" or "master" pacemaker orchestrating the tissue clocks in peripheral organs (Fig. 1A) . Environmental light sensed by the retina leads to entrainment of the central pacemaker clocks in the SCN. This timing information is then forwarded via neuronal and humoral signals, to other areas of the brain, such as the pineal gland responsible for melatonin release, and to the peripheral organ clocks Hastings et al., 2007) . Interestingly, under certain conditions, conflicting systemic signals can lead to a decoupling of peripheral clocks from synchronization with the central pacemaker. For example, when mice are fed only during daytime (their rest phase) their liver clocks show a phase shift of up to 12 h compared to the SCN, which remains locked to the light phase (Damiola et al., 2000) . This indicates that the peripheral clocks are able to integrate various physiological signals in order to mount appropriate rhythms in their tissues.
It has been proposed that mammals possess a more centralized organization of their circadian clocks than non-mammalian vertebrates (Cahill, 2002; Falcon et al., 2010; Menaker et al., 1997) . In fish, amphibians, reptiles and birds, the retina and the pineal gland serve as central pacemaker structures, acting together with or even dominating the SCN or other brain clocks. In zebrafish, peripheral tissue clocks are directly light sensitive, reflecting expression of photoreceptors such as opsins in a wide variety of tissues (Cavallari et al., 2011; Whitmore et al., 2000) . In contrast to the SCN-centered mammalian brain (Wilsbacher et al., 2002) , the anatomically defined SCN equivalent in zebrafish is only one of many brain nuclei showing a high clock gene expression and activity (Moore and Whitmore, 2014; Weger et al., 2013) . However, under some conditions, the SCN seem to be dispensable for systemic rhythm generation also in mammals, and other ill-defined oscillators take over. For example, a food-entrainable oscillator drives food anticipatory activity rhythms (Guilding and Piggins, 2007; Mistlberger, 2011; Patton and Mistlberger, 2013 ). The precise relationship of this oscillator mechanism to the SCN still needs to be defined. It has recently been suggested that a larger neural network, that comprises the SCN, generates food anticipatory activity (Acosta-Galvan et al., 2011) . In this view, it is tempting to speculate that both mammalian and non-mammalian circadian systems possess decentralized oscillator networks. Several modes of centralization may have evolved in the different vertebrate lineages starting from a highly decentralized system in fish to a centralized system with dominance of the SCN pacemaker being a unique innovation of mammals.
The molecular clockwork
The molecular mechanism underlying circadian clock rhythms consists of a transcriptional-translational feedback loop that takes approximately 24 h to complete. The circadian clock genes themselves are not conserved between the different groups of organisms, but a common principle in all organisms is the generation of circadian rhythms by such a transcriptional-translational feedback loop (BellPedersen et al., 2005; Mohawk et al., 2012) . In vertebrates, the molecular "clockwork" can be subdivided into the so-called core loop and the stabilizing loop (Fig. 1B) . In the core loop, a heterodimer of the "positive" factors of the circadian clock, CLOCK (Circadian Locomotor Output Cycles Kaput) and BMAL1 (Brain and Muscle Arnt-Like protein), binds to E-box enhancer elements to activate transcription of their target genes. Among these target genes are the "negative" factors Cryptochrome (Cry) and Period (Per), acting as inhibitors of their own expression. After the translation and dimerization of the PER and CRY proteins, the PER/CRY complex translocates into the nucleus, where it inhibits the transcriptional activity of the CLOCK/BMAL1
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Per Cry A B Fig. 1 . The circadian timing system in mammals. (A) Schematic overview of the circadian clock system in mammals. The suprachiasmatic nucleus (SCN), a small region in the brain, is hierarchically at the top of all body clocks. After receiving light (yellow circle representing the sun) entrainment information from the eyes, the SCN acts as a central pacemaker to synchronize the circadian clocks outside the SCN, including the circadian clock of, for example, the liver and the heart via systemic cues. (B) Schematic of the molecular mechanism of the circadian clock oscillator. On a molecular level, circadian clocks consist of a core loop and accessory loops, such as the stabilizing loop. In the core loop, a heterodimer of bHLH/PAS transcription factors, namely CLOCK (green) and BMAL1 (blue), bind to E-box enhancer elements (E; gray) of the Per (purple) and Cry (orange) genes in order to initiate transcription. The PER and CRY proteins are translated and accumulate in the cytosol. Here, they heterodimerize and are translocated into the nucleus to repress CLOCK/BMAL1 activity, causing the repression of their own transcription. This mechanism is regulated by several posttranslational modifications that cause delays in the process such that a cycle takes about 24 h to complete. In the stabilizing loop, CLOCK/BMAL1 activity leads to the expression of REV-ERBα/β (yellow) and RORα/β (red), which regulate the rhythmic expression of Bmal1 by binding to the RORE (gray).
complex. As a consequence, Per and Cry transcripts decrease and subsequently less PER and CRY proteins are synthesized. This together with their degradation by the 26S proteasomal pathway releases the inhibition and starts a new cycle of transcription (Takahashi, 2015) . The so-called stabilizing loop is an integral part of the circadian clock (Fig. 1B) , as its impairment can lead to circadian clock arrhythmicity (Bugge et al., 2012; Cho et al., 2012) . In this loop, Bmal1 expression is regulated by two types of nuclear orphan receptors, namely the REV-ERB [NR1D1 (REV-ERBα), NR1D2 (REV-ERBβ)], for nuclear receptor subfamily 1, group d, member 1/2) and ROR isoforms (RORα, RORβ for RAR-related orphan receptor α/β). REV-ERBs can inhibit Bmal1 expression, whereas RORs compete with REV-ERBs for shared DNA binding sites (ROREs) and promote Bmal1 expression. Closing the stabilizing loop, expression of both factors is regulated by the core loop (Bell-Pedersen et al., 2005) .
Circadian regulation of stem cells
The circadian clock controls a huge variety of physiological processes including the sleep/wake cycle, metabolism, and cell proliferation. One intriguing role of the circadian clock is its involvement in stem cell homeostasis, which is important throughout an organism's life. Even though it is well known that stem cell homeostasis and function are subject to circadian clock regulation, many aspects of how precisely this is managed are only beginning to be explored. Herein, we will first give an overview about stem cell properties and then will continue to discuss the current literature about how embryonic and adult stem cells are subject to circadian clock regulation.
Stem cells
Stem cells are essential for the development of tissues during embryogenesis, and they allow in postnatal stages tissue homeostasis and regeneration due to general turnover or tissue injury. Stem cells are defined as primal (for "first" or "original") cells that are basically undifferentiated (or unspecialized), and give rise to different cell lineages. A crucial property of stem cells is their capacity to self-renew, with cell divisions producing new stem cells and cells embarking on differentiation. During embryonic development, the fusion of an egg with a sperm initiates cell division that results in the formation of cells at the morula stage that are totipotent and able to differentiate into embryonic and extra-embryonic cells (Fig. 2) . These totipotent stem cells produce pluripotent stem cells that are able to generate cells of the three germ layers (ectoderm, mesoderm, and endoderm) that will then differentiate into all embryonic tissues. Embryonic stem cells (ESCs) derived from the inner cell mass of a blastocyst also exhibit these pluripotent properties upon culture in vitro, as do induced pluripotent stem (iPS) cells generated in vitro from differentiated cells. Finally, multipotent stem cells only produce cells of a restricted type, such as, for example, hematopoietic or neural stem cells that give rise solely to red and white blood cells and to neurons, respectively (Wobus and Boheler, 2005) .
Circadian clock regulation of embryonic stem cells
One of the most intriguing questions is whether a functional circadian clock exists in pluripotent stem cells such as ESCs and if so, what role might the circadian clock play in these cells during development. Several studies in both fish and mammals showed that clock gene products are deposited in eggs by the mother and, therefore, are already present before activation of the zygotic genome (Dekens and Whitmore, 2008; Delaunay et al., 2003; Hamatani et al., 2004; Ko et al., 2000) . However, these gene products may not yet form a functional circadian feedback loop during early stages of development (Amano et al., 2009; Dekens and Whitmore, 2008; Johnson et al., 2002; Ko et al., 2000; Weger et al., 2013) .
Along the same lines, experiments by Yagita et al. (2010) revealed that undifferentiated mouse ESCs expressing a luciferase reporter gene driven by a clock gene promoter do not show any circadian bioluminescence oscillations. Differentiation of these cells towards a neural fate induced by all-trans retinoic acid initiated circadian reporter oscillations. In contrast, the induced dedifferentiation of neural stem cells using Oct3/4, Sox2, Klf4 and c-Myc factors led to the loss of circadian oscillation (Yagita et al., 2010) . More recent work has implicated high expression levels of the Kpna2/Importin-α2 gene, which correlates with cytoplasmic accumulation of PER proteins, as one molecular mechanism underlying the absence of clock oscillations in ESCs (Umemura et al., 2014) . These observations strongly suggest that the differentiation process of ESCs is an important feature for the development of a functional circadian clock and that a functional selfsustaining oscillator is generated gradually during development, as also seen in other studies (Dierickx et al., 2017; Kowalska et al., 2010; Umemura et al., 2013 of transcription of glucose transporter mRNA (Paulose et al., 2012) . Thus, it is unclear whether rhythmic transcription of clock genes is indeed required for rhythmic physiological outputs such as glucose uptake and utilization. Importantly, there is some evidence that oscillations in clock protein abundance are not always required for the generation of circadian rhythms (Hastings et al., 2008; LakinThomas, 2006; Putker and O'Neill, 2016) . These findings, together with the recent discovery of transcription-independent circadian redox cycles [as revealed, for example, by circadian changes of peroxiredoxin hyperoxidation in cultured human erythrocytes (O'Neill and Reddy, 2011; Putker and O'Neill, 2016; Reddy and Rey, 2014) ], indicate noncanonical clock mechanisms that may underlie circadian rhythms in ESCs.
Even though clock gene expression oscillations are absent from ESCs and apparently not required for circadian regulation of glucose metabolism, clock genes may have functions also in these cells. A recent study reported that ESCs in which the Clock gene had been deleted exhibit decreased proliferation and increased apoptosis (Lu et al., 2016) . This may indicate some non-clock function for this gene, as we will also discuss in other contexts further below. (Bryder et al., 2006) ]. Their niches are quite dispersed in the fetus, with cells found in the yolk sac, placenta, the bone marrow and the spleen and liver. In the adult, the bone marrow forms the main site for HSPC niches. HSCs and HSPCs are mobile. They regularly exit the bone marrow and enter the circulation (egression), and then re-enter the hematopoietic tissues (homing) (Morrison and Scadden, 2014; Shiozawa and Taichman, 2012) . The physiological role of this behavior remains elusive, but was suggested to be important for normal immunosurveillance and for maintaining homeostasis (Massberg et al., 2007; McKelvie, 1994) . The mobilization of HSCs into and out of the circulation is regulated by Chemokine (C-X-C Motif) Ligand 12 (CXCL12) via its receptor Chemokine (C-X-C Motif) Receptor 4 (CXCR4). CXCL12 expressed in the stromal cells of the bone marrow niche forms a retention signal for HSCs to remain in the bone marrow and an attractant to re-enter it from circulation (Hoggatt et al., 2014; Link, 2010; Shiozawa and Taichman, 2012) .
The circulation of HSCs and HSPCs under steady-state conditions is subject to circadian clock regulation. Diurnal variations in the presence of HSCs in the circulation were observed in human and mouse blood samples in early studies (Haus et al., 1983; Ross et al., 1980; Verma et al., 1980) , and later work verified that the mobilization of HSCs and HSPCs into the bloodstream is under circadian clock regulation (Haus and Smolensky, 1999; Lucas et al., 2008; Mendez-Ferrer et al., 2008; Scheiermann et al., 2012) . In both mouse and human, the highest blood HSC levels are found while they are resting . Cxcl12 expression in the bone marrow shows a circadian pattern inversely correlated with the circadian circulation pattern of HSCs, suggesting that changes in the availability of this retention and homing cue underlie the HSC mobilization rhythms. In line with this observation, circadian expression of Cxcl12 is lost in the arrhythmic Bmal1 knockout (KO) mice, as are the HSC release rhythms (Mendez-Ferrer et al., 2010 . This circadian regulation seems to be systemic, because the circadian expression of Cxcl12 requires β-adrenergic receptor activation by local noradrenalin release from sympathetic nervous system neurons in the bone marrow (Mendez-Ferrer et al., 2010 . Activation of β-adrenergic signaling leads to the degradation of the transcription factor Sp1 in stromal cells, which seems to be more important for the circadian transcription of Cxcl12 than the noncanonical E-boxes also present in the Cxcl12 promoter. Thus, sympathetic nervous system activity dependent circadian changes in transcription of the retention and homing cue Cxcl12 in the niche would generate circadian patterns of HSPC mobilization (Mendez-Ferrer et al., 2009 . Expression of the cognate receptor of Cxcl12, Cxcr4, was also reported to be regulated by the circadian clock in a pattern synchronized with its ligand .
HSPC egression also appears to be linked with neutrophil turn-over (Casanova-Acebes et al., 2013) . Under steady state conditions, young neutrophils are released into the blood mainly during the second half of the murine active phase, while aged neutrophils are taken up again into the bone marrow and thereby eliminated from the circulation during the second half of the murine rest phase. The uptake is dependent on the CXCR4 receptor of the neutrophils themselves, again implicating the CXCL12 chemokine system in this process (Casanova-Acebes et al., 2013) . After their uptake, the authors suggest that aged neutrophils are phagocytosed by macrophages. This in turn seems to cause modulations of the hematopoietic niche, which eventually result in reduction of CXCL12 protein levels produced by the niche and an increase in HSC egression. This process involves signaling by the cholesterol-sensing LXR nuclear receptors, and indeed, LXR deficient mice do not show increased HSC egression upon stimulation with aged neutrophils. Importantly, depletion of either circulating neutrophils or of macrophages abolishes diurnal HSC changes in the bloodstream as well as diurnal expression of an LXR target gene. Thus, the diurnal clearance of aged neutrophils by macrophages seems to be a crucial mechanism regulating HSC egression.
A number of further signaling mechanisms that show connections to circadian clock regulation and function have been implicated in cell autonomous and systemic regulation of HSC/HSPC numbers in the blood. These include glycogen synthase kinase 3 β (GSK3β), a negative regulator of the Wnt/β-Catenin pathway that also contributes to the regulation of clock proteins (Reischl and Kramer, 2011) . GSK3β seems to modulate egression behavior in a cell autonomous fashion, acting in parallel to the CXCL12/CXCR4 system Voermans et al., 2001) . Furthermore, diurnal corticosterone oscillations were linked to the diurnal regulation of HSC/HSPC proliferation through modulation of Cxcl12 expression (Kollet et al., 2013) . Low levels of corticosterone promote HSPC proliferation without influencing their differentiation, while high levels lead to a reduction of HSPCs. This regulation involves signaling by NOTCH1 in the HSPCs and modulation of the stem cell niche of the bone marrow, where corticosterone affects proliferation of mesenchymal and stromal progenitors and thus Cxcl12 expression (Kollet et al., 2013) .
In summary, circadian changes in HSPC levels in the blood are driven by both changes in egression and by changes in proliferation. A key player in the regulation of egression is the peripheral nervous system, which acts on expression of the homing chemokine CXCL12 via both direct and indirect mechanisms, also involving the clearing of aged neutrophils. How precisely cell autonomous, local (niche) and systemic cues interplay in this process is not entirely understood. It may be important that two systems participating in the stress response, the noradrenergic peripheral nervous system and the glucocorticoidproducing adrenal gland, are involved in the circadian regulation of HSPC behavior. This raises a number of questions, for example: To what extent does the circadian system affect stress responses in the immune system via daily changes in stem cell behavior and how are these rhythms affected by stress? Are the circadian changes in HSPC behavior adaptive in their own right, or are they merely a side-effect of other adaptive functions for circadian dynamics in the stress systems? Clearly, studying the interface of stress, immune system function, the circadian clock and hematopoietic stem cells promises many fascinating biomedical insights.
Epidermal stem cells
Functional circadian clocks were also described in the skin (Bjarnason et al., 2001; Brown et al., 2005; Kawara et al., 2002; Shiriaev et al., 1990; Tanioka et al., 2009; Zanello et al., 2000) . The adult skin fulfils various important functions: it acts as a protective permeability barrier and is important for thermoregulation. It is a complex organ consisting of several layers. The outermost layer, the epidermis, is a squamous epithelium composed of the interfollicular epidermis containing mainly keratinocytes and the so-called pilosebaceous unit with its hair follicles and sebaceous glands for producing hair and sebum, respectively. Skin and hair renew throughout adult life, maintaining normal homeostasis and repair after injury. Therefore, the skin includes stem cells located in several niches within the interfollicular epidermis and in the pilosebaceous unit (Blanpain and Fuchs, 2009; Forni et al., 2012; Plikus et al., 2015; Sotiropoulou and Blanpain, 2012) .
2.3.2.1. Skin. Highly proliferative stem or progenitor cells of the interfollicular epidermis are located in the basal layer of the skin. The progeny of these basal stem cells exit the cell cycle and differentiate into keratinocytes as they move up towards the skin surface to form a protective barrier (Plikus et al., 2015) . Importantly, the circadian clock regulates cell proliferation of epidermal basal stem cells Gaddameedhi et al., 2011; Geyfman et al., 2012; Scheving, 1959) ], reviewed in Kumar et al. (2013) , Plikus et al. (2015) . Deeper insight into this regulation was obtained using an in vitro model of normal human epidermal keratinocytes, which when cultivated under low Ca 2+ concentrations resemble basal layer progenitors. The transcriptome of these cells is organized into five circadian waves of expression in phase with mRNA expression of different clock genes (Janich et al., 2013) . Genes linked to keratinocyte differentiation are expressed from the late night to the early morning, whereas pathways linked to cell proliferation as well as DNA replication and repair peak in the afternoon and evening. Likewise, sensitivity to different signaling pathways is apparently gated to certain phases. Thus, induction of differentiation markers by TGFβ and Ca 2+ signaling is higher in late night and early morning. The clock seems to play an instructive role in the differentiation process, as manipulation of clock gene expression led to premature differentiation of the cells in culture and defective transplantation behavior in vivo. Furthermore, the expression of metabolic genes was separated into distinct temporal domains from that of DNA replication and repair genes. This lends support to the idea that clock control may help to prevent reactive oxygen species (ROS) producing metabolic processes from damaging DNA, especially during replication. In line with this, ROS levels have been reported to change across the day in mouse skin, with an antiphasic peak of S-phase in the basal epidermis (Geyfman et al., 2012 ).
An elegant in vivo imaging analysis in mouse adult skin recently provided more direct evidence for this idea. This study correlated the circadian cell proliferative state of basal cells with their energy status by determining relative concentrations of free and bound NADH (Stringari et al., 2015) . Free NADH was assumed to be indicative of glycolysis, whereas bound NADH indicated oxidative phosphorylation. Free NADH levels of the epidermal basal cells show a diurnal oscillation, with the highest levels at the end of the night, the murine activity phase, and significantly lower levels during the late day and early night. This oscillation correlates with the circadian clock phase on a single cell level and is lost in Bmal1 KO mice (Stringari et al., 2015) . Importantly, these daily fluctuations of free NADH peak in phase with the highest percentage of proliferating cells in S-phase. Thus, S-phase proliferation occurs at the times of higher glycolytic and lower oxidative phosphorylation activity, thereby avoiding the higher ROS levels accompanying higher oxidative phosphorylation activity. Such an antiphase cycling of ROS producing metabolism and S-phase had previously been observed in yeast, although oscillations in this system occur with a shorter period (Causton et al., 2015; Klevecz et al., 2004) . Temporal separation of opposing processes appears to be a powerful mechanistic principle that increases the performance and fitness of cells and is therefore phylogenetically conserved across distant lineages.
2.3.2.2. Hair. Hair production is cyclical, with hair follicles of the pilosebaceous unit following a cycle of degeneration (catagen phase of the hair cycle), rest (telogen) and growth (anagen) (Alonso and Fuchs, 2006) . The epidermal stem cells located within the bulge of the hair follicle undergo periods of activation and dormancy (Plikus et al., 2015) . These bulge stem cells produce the cell types of the lower portion of the follicle, including highly proliferative hair matrix cells. Another population of stem cells is located in the upper part of the follicle, the infundibulum and isthmus. These cells can contribute cells to the neighboring epidermis and show a proliferation behavior similar to that of the interfollicular epidermis stem cells.
Interestingly, the timing of the hair cycle is modulated by the circadian clock, even though the hair cycle itself takes much longer to complete than a 24 h period (Lin et al., 2009) . Hair follicles of Bmal1 KO mice reveal a clear delay in anagen progression compared to their Bmal1 KO littermates while the overall duration of the entire hair cycle is not altered. The delay in anagen progression was initially suggested to be caused by a block of the G1 phase of the cell cycle (Lin et al., 2009 ). However, specific KO of Bmal1 in the keratinocytes of both interfollicular epidermis and hair follicles did not cause such a delay in anagen progression (Geyfman et al., 2012) . This observation indicates that changes in systemic factors or in neighboring cell types contribute to the impairment of hair follicle cycling when Bmal1 is absent. Similar to global Bmal1 KO conditions, the tissue specific KO disrupted circadian rhythms in S-phase in both epidermis and upper hair follicle, with slightly increased numbers of S-phase cells in both tissues (Geyfman et al., 2012) . Furthermore, the gating of mitosis in the hair matrix cells of the lower hair follicle to a later night time point was abolished in tissue-specific KOs (Plikus et al., 2013) . The overtly normal hair follicle cycle despite these changes in rhythmicity of cell proliferation indicates that compensatory mechanisms can buffer these disturbances and ensure normal hair formation. In line with the existence of such mechanisms also in the interfollicular epidermis, Bmal1 KO mice do not exhibit any obvious changes in epidermal thickness regardless of the changed proliferation rhythms (Geyfman et al., 2012) .
Another study suggested that clock function in the bulge stem cell compartment may play a role distinct from the regulation of coordinated circadian rhythms of, for example, proliferation or differentiation in the organ (Janich et al., 2011) . Studies using Per1-Luciferase reporter mice revealed that simultaneously within the same bulge at telogen, one half of the stem cells show high levels of reporter activity and the other half low levels. Indeed, transcriptome analysis of these coexisting "clock high " and "clock low " populations showed differential expression of circadian core clock genes. Interestingly, several key genes involved in signaling pathways linked with bulge stem cell homeostasis, including WNT and TGF-β signaling, were also differentially expressed between these two stem cell populations. The activity of bulge stem cells is regulated during the hair cycle by signals stimulating (such as WNT) and inhibiting (such as TGFβ) proliferation and differentiation (Janich et al., 2011) . Strikingly, only a subset of the bulge stem cells responds to the activating stimuli during a hair cycle, whereas others remain dormant (Blanpain and Fuchs, 2009; Lin et al., 2009 ). This heterogeneity of bulge stem cells in their ability to respond to activating signals correlates with the heterogeneity in circadian clock state and the corresponding differential expression of signaling path-way components (Janich et al., 2011) . Thus, "clock high " cells expressed high levels of WNT pathway components and of TGFβ antagonizing genes and were more prone to get activated and to proliferate than the "clock low " state. Indeed, CLOCK/BMAL1 complexes bind to E-boxes in the promoters of several of these genes. Furthermore, a conditional Bmal1 KO in the keratinocytes of epidermis and hair follicle causes circadian arrhythmia of epidermal cells and keeps the cells in the "clock low " condition, with pathway component expression indicative of the dormant state. These observations strongly suggest that the coexistence of different clock phases dividing the epidermal stem cells into "clock high " or "clock low " states allow certain stem cells to be ready in case of stimulation, whereas it prevents others from being activated at the same time (Janich et al., 2011) . In this way, heterogeneity is adaptive in that a pool of dormant stem cells is retained by preventing their exhaustion through activating stimuli. In summary, the circadian clock patterns the way stem cells of the hair bulge are activated and gates the subsequent proliferative behavior at certain times of day. The latter behavior is similar to the gating of Sphase in the interfollicular epidermis and upper follicle stem cells (Geyfman et al., 2012) . However, the gating in the hair matrix cells seems to be centered on the timing of mitosis (Plikus et al., 2013) . These differences may result from the different proliferative rates of the two compartments, with proliferation rates in the hair matrix cells higher than in interfollicular epidermis and upper follicle stem cells (Plikus et al., 2015) . However, none of the mouse models of circadian disruption show a very strong hair or skin phenotype, suggesting that despite the strong clock effects on stem cell recruitment and proliferation, non-clock dependent compensatory mechanisms can restore homeostasis. The beneficial effects of clock regulation in epidermal stem cells may become apparent only when the organism is challenged. In line with this assumption, Bmal1 KO mice show increased incidences of skin cancer and ageing related skin and hair phenotypes (Kondratov et al., 2006) . Clearly, mapping the precise processes under clock control in the different stem cell types under a variety of different conditions will help to better understand the role of the clock in this process.
Mesenchymal stem cells and their descendants
Mesenchymal stem cells (MSCs) are characterized by their ability to differentiate in vitro into adipocytes, bone-forming osteoblasts, and cartilage-forming chondroblasts [reviewed in Murray et al. (2014) ]. They have been isolated from a large variety of tissues, such as fat (Xu et al., 2005; Zuk et al., 2002) , dental pulp (Shi and Gronthos, 2003) , muscle (Asakura et al., 2001) , placenta (Igura et al., 2004) , and umbilical cord (Rogers and Casper, 2004) . However, compared with a large body of in vitro studies, their precise origin and properties in vivo are much less well established (Ullah et al., 2015) . Regardless of their precise developmental origin, circadian clock gene function has been implicated in the behavior of a variety of stem cells involved in homeostasis and repair of adipose tissue and bone. In the following sections, we will take a closer look at these aspects, which frequently reveal clock gene specific functions. Given the potentially heterogeneous nature (and nomenclature) of the stem cells studied, however, one should bear in mind that many results may not reflect general MSC properties, but rather could be specific to the subset of cells under study.
2.3.3.1. Bone. Bone homeostasis is assured by the activities of the MSC derived bone-forming osteoblasts and monocyte-derived boneresorbing osteoclasts. Osteoblasts also give rise to osteocytes, the mature bone cells, which equally have important regulatory functions in bone remodeling. Samsa et al. (2016) recently reported that bone derived mesenchymal stem cells of Bmal1 KO mice showed an impairment of differentiation under osteogenic conditions. This finding is in line with the observation that Bmal1 KO mice possess a reduced number of both active osteoblasts and of osteocytes in vivo. The authors link this observation to the low bone mass phenotype observed in Bmal1 KO mice. In contrast, an earlier study had described an increased amount of osteoblast activity in Bmal1 KO mice (Fu et al., 2005) . The difference between the two studies may stem from the difference of age of the mice. Increased osteoblast proliferation was also observed in mice deficient in other clock genes, namely Per1/Per2 and Cry1/Cry2 double KOs (Fu et al., 2005) . Based on their detailed analysis of the Per1/Per2 double KOs, the authors proposed a model in which the osteoblast overproliferation phenotype is due to a relief of an inhibitory action of clock genes on C-myc expression. The clock genes as well as C-myc itself are under regulation by β2-adrenergic signaling ultimately activated by the peptide hormone leptin, which is itself under circadian regulation. Thus, various levels of systemic and cell autonomous control mechanisms appear to regulate the proliferative activity of osteoblasts.
Clock gene specific effects also seem to play a role, as suggested by the analysis of single and combined Per2 and Cry2 KO (Maronde et al., 2010) . Both single KOs exhibit increased bone volume at 12 weeks of age, and this was linked by the authors to increased osteoblast activity in Per2 KOs, as indicated by increased bone formation rate, and to decreased osteoclast activity in the Cry2 KOs. However, bone volume in the double KOs is indistinguishable from wild-type. The deficient osteoclast activity of Cry2 single KOs persists, and bone formation rate is reduced as in the Per2 KOs accompanied by a reduced osteoblast number. The mechanistic basis of these differential clock gene activities is still unclear and may involve both cell autonomous and systemic mechanisms. The reduced activity and number of osteoblasts in the double KOs may result from hampered proliferation or differentiation functions of the bone mesenchymal stem cells, but it has not yet been directly examined if the double mutation affects stem cell behavior.
Genes of the accessory loop have equally been suggested to play a role in MSC behavior. Both RORs (Meyer et al., 2000) and REV-ERBs (Wu et al., 2008) are expressed in bone MSCs. RORα levels increase during osteogenic differentiation, while REV-ERBα levels decrease (He et al., 2015; Meyer et al., 2000) . Mice with a deletion in the Rorα gene, show reduced bone mineral content and density, consistent with a function in bone formation for this gene also in vivo (Meyer et al., 2000) . However, it is unclear how precisely RORα functions in this context. As in the clock loop, REV-ERBα function may have opposing roles, since overexpression in bone MSCs negatively affected their proliferation and (late) osteogenic potential (He et al., 2015) . Loss of function and especially in vivo studies are needed to provide more support to this idea.
Overall, a complication for the interpretation of many of the studies is the variation in ages and sexes of the examined animals, which may introduce confounding factors affecting bone metabolism such as age dependent changes in sex steroids. In addition, a precise dissection of systemic vs. cell-autonomous effects will require targeted genetic manipulation of specific cell types in vivo. Finally, it remains unclear whether the function of the genes in bone formation is related to their role in the clock or independent of it. This question is particularly difficult to tackle, as it will require a detailed understanding of interaction among multiple genes in different contexts, as well as precise manipulation of (rhythmic) expression levels.
Adipose tissue.
Adipose tissue is a loose connective tissue composed of fat cells (called adipocytes) and pre-adipocytes. The latter act like stem cells by generating new adipocytes upon a wide variety of stimulations (e.g., hormonal signaling, energy balance). Two types of adipose tissues have been characterized in mammals: white adipose tissue, playing a role in energy storage, and brown adipose tissue, playing a role in thermogenesis (Haas et al., 2012) .
More than 20% of the genes expressed in adipose tissue exhibit circadian oscillations in mice Zvonic et al., 2006 ). An involvement of the circadian clock in the regulation of adipose tissue metabolism and differentiation (Grimaldi et al., 2010; Shimba et al., 2005) is not surprising, given that the circadian clock is a wellknown regulator of metabolism and that its dysregulation can be linked with an increased risk to develop obesity and metabolic syndrome (Marcheva et al., 2013) . However, only few studies exist that investigated into the role of the circadian clock in the regulation of adipose stem cell function or in adipogenesis. In cultured murine pre-adipocytes, robust rhythms have been observed only for some clock genes (i.e., Per2, Rev-erba and Dbp), but not for other genes such as Per1, Cry1, or Bmal1. The temporal expression profiles of clock genes are unaltered in mature adipocytes in comparison to pre-adipocytes with reduced amplitude for Per2 and Dbp (Otway et al., 2009) . In undifferentiated human adipose stem cells, treatment with the glucocorticoid dexamethasone, as well as serum shocks, generate robust and synchronized oscillations of clock gene expression (Wu et al., 2007) . In addition, treatment with lithium chloride, which is known for its period lengthening effects on the circadian clock in vertebrates (Iwahana et al., 2004; LeSauter and Silver, 1993; Li et al., 2012; Weger et al., 2013; Welsh and Moore-Ede, 1990) , also lengthens the period of Per3 and Rev-erbα mRNA expression in human adipose stem cells (Wu et al., 2007) . Such data are of interest given that lithium chloride has been shown to inhibit adipose stem cell adipogenesis in vitro and to disrupt the cell proliferation occurring before adipocyte differentiation (Aratani et al., 1987) . Clocks of adipocytes drive rhythmic expression and secretion of various cytokines secreted by adipose tissue, the so-called adipokines (van der Spek et al., 2012) . These adipokines have important functions in general physiology, but also pathology including obesity, cardiovascular diseases, and pathophysiology of the central nervous system (Leal Vde and Mafra, 2013; Ouchi et al., 2011) . Some of the adipokines are known to modulate adipogenesis (Korbonits, 2008; Roh et al., 2007; Shimba et al., 2005) and might constitute an indirect way how the circadian clock impact on the regulation of adipose stem cell activity.
Other studies suggest that the circadian clock components can more directly participate in the regulation of adipose stem cell activity. PER3 has been reported to have an inhibitory role in adipogenesis. Thus, Per3 KO mice display increased adipose and decreased muscle tissue (Costa et al., 2011) . In vitro differentiation experiments with Per3 KO mesenchymal stem cells confirmed the inhibitory action of Per3 on adipocyte differentiation and linked this process to direct PER3-mediated inhibition of PPARγ. As rhythmic Cry1 and Rev-erba expression was not changed in mesenchymal stem cell cultures of Per3 KO mice, the authors suggested a non-clock function for Per3 (Costa et al., 2011) . This is in line with the minor circadian phenotype observed in Per3 KO mice (Liu et al., 2007; Shearman et al., 2000) and would be compatible with PER3 functioning rather as a circadian clock output gene than as a component of the clock itself.
The clock gene BMAL1 seems to play an even more important role in adipogenesis. BMAL1 has been shown in vitro to regulate adipose differentiation and lipogenesis in adipocytes (Shimba et al., 2005) . In line with this observation, Bmal1 KO mice display a 30% increase in the amount of brown fat . Similarly, a tissue-specific KO of Bmal1 leads to a similar phenotype indicating a cell-autonomous role of Bmal1 in brown adipogenesis . Nam et al. (2015) have furthermore shown that BMAL1 inhibits lineage commitment and the terminal differentiation of mesenchymal precursors and committed progenitors, which give rise to brown adipocytes. Bmal1 gene disruption favors mesenchymal precursor differentiation to brown adipocytes, which increases the expression of the brown-adipocytes differentiation marker Ucp-1, early brown progenitor genes (i.e. Myf5 and Prdm16) and adipogenic genes. Conversely, Bmal1 overexpression in brown pre-adipocytes inhibits their terminal differentiation whereas they exhibit a higher differentiation rate when Bmal1 deficient. This BMAL1-regulated brown adipogenesis is mediated by the direct transcriptional regulation of components of the WNT, TGF-β and BMP pathways by BMAL1 (Guo et al., 2012; Nam et al., 2015) .
Finally, the clock gene Rev-erbα has been shown to promote adipocyte differentiation (Fontaine et al., 2003) . Rev-erba is a direct BMAL1 target gene and is decreased in Bmal1 KO mice which show, as mentioned above, increased adipogenesis . The opposing effects of BMAL1 and REV-ERBα on adipogenesis suggest a rather complex mechanism by which these clock components influences adipogenesis. Indeed, the regulation of adipogenesis by Rev-erbα seems to depend on well-orchestrated dynamical changes of REV-ERBα levels during adipogenesis that involves posttranslational degradation (Wang and Lazar, 2008) .
Satellite cells of the skeletal muscle
Skeletal muscle consists of multinucleated cells, called myofibers, and is one of the few organs that retain a high regenerative capacity throughout most of life, with adult myogenesis replacing fibers damaged upon hard exercise or injury, for example. Satellite cells are the stem cells in skeletal muscle and convey this high regeneration capacity. Satellite cells are located between the muscle sarcolemma and the basal lamina of individual myofibers (Mauro, 1961) . The interplay between the satellite cells and this environment (their stem cell niche) plays an important role in the regeneration process.
The clock gene BMAL1 has been implicated in myogenesis, as ex vivo differentiation of primary myoblasts isolated from Bmal1 KO mice is impaired in (Chatterjee et al., 2013) . Moreover, Bmal1 overexpression in C2C12 myoblasts promotes their differentiation. This was shown to be at least partially dependent on BMAL1's ability to control expression of WNT signaling components, a signaling pathway that plays an important role in muscle growth (Chatterjee et al., 2013) . Also, expression of the differentiation promoting factor MYOD is under BMAL1 regulation (Andrews et al., 2010) , and overexpression of MyoD in Bmal1 KO cells, alone or in concert with WNT activation, enhances expression of the muscle differentiation marker myosin heavy chain (Chatterjee et al., 2013) . However, fusion of the cells into myotubes was not efficiently promoted. Thus, full restoration of the WNT signaling pathway components deregulated in the absence of BMAL1 or of other BMAL1 dependent pathways is likely to be required for fullblown differentiation. In line with these observations, a recent study indicated that BMAL1 is also required for proper muscle regeneration after injury by contributing to the expansion of satellite cells . It is currently not clear whether the effect of BMAL1 on myogenesis is a non-clock-related function of this gene. Answering this question will require further detailed studies of myoblast differentiation in other clock gene KOs with distinct defects in rhythmicity.
Neural stem cells
Neurogenesis is a process that generates neurons from neural precursors and is not restricted to embryogenesis and perinatal stages in mammals but also takes place in the adult brain (Ming and Song, 2005) . Adult neurogenesis plays a key role in physiological brain function and is important for certain forms of memory and learning. Decline or failure of adult neurogenesis is associated with cognitive decline and severe brain diseases such as depression or Alzheimer's disease Jessberger, 2014a, 2014b) .
Two main neurogenic regions are found in adult mammalian brains: the subventricular zone (SVZ) of the lateral ventricle and the subgranular zone (SGZ) of the dentate gyrus (DG) in the hippocampus (Grandel and Brand, 2013; Lindsey and Tropepe, 2006) . In these two neurogenic niches, different types of neural stem/progenitor cells (NSPCs) have been identified. In striking contrast to mammals and birds, adult teleost fish such as the zebrafish display widespread neurogenesis from the most anterior to the most caudal regions in the brain (Adolf et al., 2006; Chapouton et al., 2007; Diotel et al., 2010; Grandel and Brand, 2013; Kah et al., 2009; Marz et al., 2010; Pellegrini et al., 2007; Zupanc, 2008) . This widespread neurogenic activity is due to the persistence of numerous and distinct neural progenitors throughout the whole brain during adulthood (Lindsey et al., 2012; Marz et al., 2010) . The best characterized brain region in the fish known for its high proliferative capacity is the telencephalon. For an overview about the different stem cells of the neurogenic regions in mammals and zebrafish, please see Fig. 3 .
The circadian clock seems to influence adult neurogenesis. Rhythmic alteration of adult neurogenesis was first detected in an arthropod (Homarus americanus) (Goergen et al., 2002) in the early 2000's, and has been later described also in the mammalian hippocampus (Kochman et al., 2006; Tamai et al., 2008) . Furthermore, studies in rodents have shown that jet-lag, a misalignment of the circadian clock with its environment, can inhibit adult neurogenesis and lead to cognitive deficits (Gibson et al., 2010; Kott et al., 2012) . These effects may involve clock function in the neurogenic regions themselves. Indeed, clock gene expression in mammals was reported in the neurogenic regions of SVZ and the hippocampus (SGZ of the DG) (Borgs et al., 2009; Bouchard-Cannon et al., 2013; Kochman et al., 2006; Masubuchi et al., 2000; Wilsbacher et al., 2002; Yan et al., 2000) , and also shows prominent expression in the neurogenic regions of the adult zebrafish brain (Moore and Whitmore, 2014; Weger et al., 2013) .
In vitro studies in isolated SVZ and DG spheres have reported that circadian rhythms emerge during neurosphere differentiation and that circadian clock genes may play a role in neurogenesis by affecting No in vivo studies on clock rhythmicity were reported for neural stem cells of the SVZ ("?"). Rhythmic Per2:Luc reporter gene expression in the SGZ was detected for type 1 (high amplitude) and type 2a (low amplitude) cells (Bouchard-Cannon et al., 2013) . Per2/PER2 levels were reported to be stable in type 1, 2 and 3 cells (Borgs et al., 2009) . In zebrafish rhythmic reporter expression (4xE-Box:Luc) was described in all 3 types of neural stem cells of the adult telencephalon .
M. Weger et al. Developmental Biology 431 (2017) 111-123 neurosphere growth, proliferation and fate commitment (Malik et al., 2015a (Malik et al., , 2015b . However, only a few studies have examined functional links between specific clock genes and neurogenesis in vivo. The circadian clock seems to be critically involved in the proper control of neurogenesis in the SGZ by restricting the expansion of both rapidly dividing committed and uncommitted neural precursors and by regulating the entry of quiescent neural stem cells into the cell cycle (Bouchard-Cannon et al., 2013) . Specifically, Bouchard-Cannon and colleagues (Bouchard-Cannon et al., 2013) reported an increase of actively proliferating cells in the type 1/2a pools in both Per2 and Bmal1 KO mice. Moreover, Bmal1 and Per2 KO mice lack the circadian gating of cell cycle entry that is observed in wild-type animals, which leads to abolishment of circadian cell proliferation in the SGZ of the KOs (Bouchard-Cannon et al., 2013) . In contrast to Per2 KO mice, in Bmal1 KO mice also cell cycle exit frequency is affected. This likely explains why only Bmal1 but not Per2 KO mice exhibited an increased number of proliferating type 2b cells, post-mitotic type 3 cells, and newborn neurons, and indicates that Bmal1 function buffers against overproduction of newborn granule neurons. In line with these observations done in Bmal1 KO, Rev-erbα KO mice have more DCX + (doublecortin expressing) immature neurons, exhibit a higher proliferation rate in the SGZ, and lack the diurnal rhythmicity of neurogenesis in the SGZ (Schnell et al., 2014) . As Bmal1 mRNA expression is upregulated in Rev-erbα KOs (Preitner et al., 2002) , this could imply that either up-or downregulation of Bmal1 has a similar effect on neurogenesis. However, a detailed mapping of the cell types and cell cycle processes affected in this model is still lacking. The precise role of Per2 in adult neurogenesis remains controversial, as another study reported that the number of both dividing neural progenitors and newborn neurons in the DG are increased in Per2 KO animals (Borgs et al., 2009) . Moreover, the role of PER2 in neurogenesis might be independent of its function in the circadian clock loop. While Bouchard-Cannon and colleagues (Bouchard-Cannon et al., 2013) report rhythmic expression of a Per2 reporter gene in type 1 and weakly in type 2a cells, Borgs et al. (2009) observed constant expression of Per2 transcript and PER2 protein in all proliferating precursors and the subsequently formed immature and mature neurons in the DG. Constant expression had already been observed previously for the mRNA as well (Sun et al., 1997; Zheng et al., 1999) . Protein expression rhythms in other parts of the hippocampus were more pronounced, and peaking at ZT22-4, roughly in antiphase to the SCN [peaking at ZT 12] (Borgs et al., 2009; Wang et al., 2009) . The reasons for these discrepancies are elusive. However, as both endogenous mRNA and protein levels of Per2 show a lack of, or at least a very low amplitude oscillation in the hippocampus, a non-oscillatory expression of Per2 in these regions is supported by two independent lines of observations. This raises the possibility that the function of Per2 in neurogenesis may be separable from its function in the clock and that the neurogenesis-related functions do not require changing expression levels.
The described neurogenesis studies in Bmal1 and Per2 KOs were carried out in relatively young mice (5 weeks after birth) in order to avoid indirect effects that might be caused by the accelerated aging observed in Bmal1 KO mice (Kondratov et al., 2006) . One reason to suspect that age is an important variable is that another study examining neurogenesis in Bmal1 KO mice at 8 weeks of age did not observe significant differences in precursor proliferation compared to wild-type mice (Rakai et al., 2014) . A study with even older Bmal1 KO mice (10-15 weeks of age), but still before the onset of age-related pathologies (at 16-18 weeks), showed a significantly reduced pool proliferating neural progenitor cells in the DG, both globally and among the DCX-positive fraction of cells (type 2b and 3 precursors). Given this information, the overproliferation in young Bmal1 KO mice appears to be transient and causes a "premature 'division-coupled depletion' of NSPC" in adult mice. This effect might lead to reduced proliferation in older Bmal1 KO mice. Accelerated aging of the precursor cell populations, potentially involving ROS homeostasis deficiencies, may further aggravate this phenotype.
In addition to the reports in mice, recent studies have investigated the distribution of circadian clock gene expression and activity in the adult zebrafish brain. These studies showed that clock genes are widely expressed in a circadian manner throughout the zebrafish brain and can be detected in the neurogenic regions localized along the ventricle (Moore and Whitmore, 2014; Weger et al., 2013) . Further insights were obtained by studies using a transgenic zebrafish line allowing the monitoring of core clock feedback loop activity in vivo . Mapping reporter expression showed that all types of neural progenitor cells of the adult zebrafish telencephalon possess circadian clock activity. It would be interesting to apply a similar core loop reporter construct in mammals, to examine if and how the differential patterns of clock gene expression described above affect core loop activity in the different cell types. This may give further hints as to whether some clock genes have non-clock-mechanism related functions during mammalian neurogenesis. It might also indicate whether the role of the clock in the more spatially restricted mammalian adult neurogenesis may be different from that in the widespread neurogenesis in adult fish.
Another major gap of our understanding concerns the respective contribution of stem cell-autonomous clock functions and of systemic processes under clock control to neurogenesis. One such systemic cue might be the stress hormone cortisol that is released in an ultradian and circadian fashion [reviewed in Dickmeis et al. (2013) ]. Glucocorticoids appear to regulate hippocampal neurogenesis involving a balance of mineralocorticoid receptor and glucocorticoid receptor activation that affects both cell proliferation and apoptosis [reviewed in Dickmeis and Foulkes (2011) ]. However, since the experiments leading to these conclusions involved adrenalectomy and pharmacological treatment with glucocorticoids or mineralocorticoids, it is unclear if and how the natural ultradian and circadian patterns of glucocorticoid availability are involved in these processes under normal conditions. It is also unknown to what extent glucocorticoid-clock interactions directly affect neurogenic processes and if their role includes the temporal gating of the function of other signals such as neurotransmitters involved in neurogenesis. Neurotransmitters are part of the neurogenic niche environment that can promote or inhibit neurogenesis in different ways [reviewed in Berg et al. (2013) , Pardal and Lopez Barneo (2016) ]. Circadian changes have been described for neurotransmitter systems including dopamine, serotonin, GABA or glutamate (Cardinali and Golombek, 1998; Castaneda et al., 2004; Kalsbeek et al., 2006; Parekh et al., 2015; Versteeg et al., 2015) . One study has provided the first hints that interactions of serotonin with the circadian glucocorticoid rhythm participate in the regulation of neurogenesis by showing that the neurogenesis-stimulating effect of fluoxetine, a selective serotonin reuptake inhibitor, is dependent on circadian glucocorticoid changes (Huang and Herbert, 2006) . Future studies will elucidate whether and how rhythmic signals from systemic cues interact with NSPC clock on controlling cell proliferation in neurogenic niches.
Conclusion
It is intriguing that ESCs already show an oscillatory behavior and express components of the circadian clock, even though they apparently do not possess a proper functional circadian clock feedback loop. This observation may seem at first surprising, given for example that rapid cell divisions and differentiation on shorter time scales are a characteristic feature of embryonic development. One would not necessarily expect a selective advantage for synchronizing these early processes with the day-night cycle. However, it is tempting to speculate that the circadian clock may need to start early during development in order to allow time for its maturation over several day-night cycles, so that it is robustly functional when needed at later stages of develop-ment. This view would be consistent with the gradual emergence of the transcriptional-translational feedback loop seen upon differentiation of ESCs (Kowalska et al., 2010; Yagita et al., 2010) and during embryonic development (Dekens and Whitmore, 2008; Martin-Robles et al., 2012; Vallone et al., 2007; Weger et al., 2013) .
Another idea is that a functional cellular clock may allow for temporal compartmentalization of cellular processes, which otherwise would interfere with each other Johnson, 2010; Khapre et al., 2010; Kowalska et al., 2010) . For example, oxidant-producing metabolism and the S-phase in mouse skin are precisely antiphasic to each other across the day-night cycle (Geyfman et al., 2012; Stringari et al., 2015) . A related possible function for clocks in stem cells could be the avoidance of UV light, which equally generates ROS in cells (Ndiaye et al., 2014) and can damage DNA directly, potentially leading to mutations. Recent work in mice showed that at least one type of DNA repair, nuclear excision repair, is more effective during day time, when the fewest cells are in S-phase (Gaddameedhi et al., 2011) . Targeting the S-phase to the night may thus protect the DNA from both metabolic and UV generated ROS and from direct UV damage. Furthermore, with this temporal segregation, the most effective DNA repair is synchronized to when most damage occurs and to when replication does not hinder the repair process (Khapre et al., 2010) . Indeed, mice exposed to UV light in late night are more prone to develop skin cancer than those exposed during the day (Gaddameedhi et al., 2011) .
However, in the epidermis of the diurnal humans, S-phase peaks during the day, making cells more sensitive precisely at a time when most UV damage is possible (Brown, 1991; Geyfman et al., 2012) . Also, proliferating cells in deeper tissues, into which UV does not penetrate, show circadian rhythms of proliferation as well (Plikus et al., 2015) . It appears therefore that the length of the circadian oscillations of metabolism and cell proliferation is not necessarily the result of a direct adaptation to cycles of UV exposure. Rather, it may reflect adaptation of the cells to other cycles within the organism, such as metabolic rhythms that in turn evolved in a more direct adaptation to the environmental day-night cycles. Comparative analysis of circadian rhythms in a variety of cell types in both diurnal and nocturnal organisms with different life-styles and of rhythms with non-circadian periods will be needed to provide us with a deeper understanding of their adaptive values. The potential of the circadian clock to adapt to environmental changes was exemplified in a recent study investigating into the impact of aging on the circadian clock of epidermal and skeletal muscle stem cells (Solanas et al., 2017) . As demonstrated by this study, aged stem cells remain robustly rhythmic, but undergo a reorganization of their rhythmic transcriptome. This reorganization leads to a loss of rhythmic expression of genes involved in tissue homeostasis and to a gain of rhythmicity in transcription of genes associated with DNA damage. Thus, stem cell clocks appear to show certain flexibility in adapting their output to new conditions. Coordination with other circadian processes in the body may also be the ultimate reason for the circadian regulation of stem cell activity in other tissues of the body, such as muscle, bone and the nervous system. It is therefore important to obtain a comprehensive understanding of the circadian processes in these tissues on a global scale, and then look for interactions with the biology of the local stem cell populations. In this context, it appears interesting that the clock sometimes carry out functions in these tissues that are not directly linked to their function in the feedback loop, as discussed above for Per2 in hippocampal neurogenesis. In these cases, the stem cell specific gene function (important for neurogenesis) may have been "hijacked" from being a normal part of rhythmic processes in the tissue due to its particular usefulness for the stem cell function. What exactly such functions are and why particularly the clock genes would be involved is a question for future research.
Generally, since many biological processes including stem cell homeostasis are subject to circadian clock regulation, medical applications should consider the temporal variation of biological processes for effective treatment approaches. For example, drug treatment can vary in effectiveness and/or side effects depending on the time of their application (Dallmann et al., 2014; Kaur et al., 2013) , leading to the idea of "chronotherapy". Here, one aim is to time the application of drugs to patients in order to minimize side effects, and/or maximize the efficacy of the drug. The idea of timed treatment might be a promising approach and might be applied also to other approaches, including regenerative medicine. Indeed, it was suggested that the success and efficiency of hematopoietic stem cell transplantations could benefit from appropriate timing of stem cell harvesting and transplantation (Scheiermann et al., 2012) . Thus, besides providing crucial insights into biology, understanding the relationship of the circadian clock and stem cells may well lead to improved therapies.
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