Calibration of the PICO-0.1 bubble chamber and development of coated inner vessels for dark matter search by Girard, Frédéric
Calibration of the PICO-0.1 bubble chamber
and
Development of coated inner vessels for dark matter search
by
Frédéric Girard
A thesis submitted in partial fulfillment
of the requirements for the degree of
Master of Science (MSc) in Physics
The Faculty of Graduate Studies
Laurentian University
Sudbury, Ontario, Canada
c© Frédéric Girard, 2017.
   ii 
 
THESIS DEFENCE COMMITTEE/COMITÉ DE SOUTENANCE DE THÈSE 
Laurentian Université/Université Laurentienne 
Faculty of Graduate Studies/Faculté des études supérieures 
 
Title of Thesis     
Titre de la thèse   Calibration of the PICO-0.1 bubble chamber and Development of coated inner 
vessels for dark matter search 
 
Name of Candidate   
Nom du candidat    Girard, Frédéric 
       
Degree                            
Diplôme                            Master of Science 
 
Department/Program    Date of Defence 
Département/Programme  Physics   Date de la soutenance June 5, 2017 
                                                       
APPROVED/APPROUVÉ 
 
Thesis Examiners/Examinateurs de thèse: 
                                                      
Dr. Ubi Wichoski 
(Co-Supervisor/Co-directeur(trice) de thèse) 
 
Dr. Viktor Zacek  
(Co-Supervisor/Co-directeur(trice) de thèse) 
 
Dr. Mohamed Azzouz    
(Committee member/Membre du comité)    
        
Dr. Rizwan Haq      
(Committee member/Membre du comité)    
      Approved for the Faculty of Graduate Studies 
      Approuvé pour la Faculté des études supérieures 
      Dr. David Lesbarrères 
      Monsieur David Lesbarrères 
Dr. Wolfgang Rau      Dean, Faculty of Graduate Studies 
(External Examiner/Examinateur externe)   Doyen, Faculté des études supérieures 
 
 
                                                                                                                                  
ACCESSIBILITY CLAUSE AND PERMISSION TO USE 
 
I, Frédéric Girard, hereby grant to Laurentian University and/or its agents the non-exclusive license to archive and 
make accessible my thesis, dissertation, or project report in whole or in part in all forms of media, now or for the 
duration of my copyright ownership. I retain all other ownership rights to the copyright of the thesis, dissertation or 
project report. I also reserve the right to use in future works (such as articles or books) all or part of this thesis, 
dissertation, or project report. I further agree that permission for copying of this thesis in any manner, in whole or in 
part, for scholarly purposes may be granted by the professor or professors who supervised my thesis work or, in their 
absence, by the Head of the Department in which my thesis work was done. It is understood that any copying or 
publication or use of this thesis or parts thereof for financial gain shall not be allowed without my written 
permission. It is also understood that this copy is being made available in this form by the authority of the copyright 
owner solely for the purpose of private study and research and may not be copied or reproduced except as permitted 




The detection of dark matter is one of the biggest challenges in modern physics. The PICO
experiment aims for the direct detection of Weakly Interacting Massive Particles (WIMPs) with
bubble chambers.
In this thesis, results from calibrations of the PICO-0.1 test chamber is presented. Calibra-
tions were performed at the Tandem Van de Graaff facility of the Université de Montréal. Mono-
energetic neutrons were produced from the 51V(p,n)51Cr reaction with a 1.6 MeV proton beam.
Two 3He neutron counters used during calibrations for neutron flux normalization were also
calibrated. This result is contributing in improving Monte Carlo simulations of PICO-0.1.
Finally, preliminary work was done toward the use of new inner vessel materials with coated
surfaces for bubble chambers. A Condensation Bubble Chambers (CBCs) was used as a test-bench.
Progress has been made toward the usability of Poly-methyl-methacrylate vessels, but more work
is needed to solve spontaneous wall nucleation problems.
Keywords: Dark Matter, WIMP, Cosmology, PICO experiment, SNOLAB, Bubble Cham-
ber, 51V, 51Cr, Geyser, Condensation Bubble Chamber
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The direct observation of dark matter is probably one of the biggest challenge in modern
physics. Up until now, the only evidence of its existence has been observations of its gravitational
effects, as there is yet no indication it could interact with normal matter by the other fundamental
forces: the electromagnetic, strong and weak nuclear forces.
The race is on for direct detection experiments that look for elastic scattering of dark matter
with normal nuclei. Over the last few decades, several large-scale experiments have been deployed
over the world in deep underground laboratories to shield them from cosmic radiation. Different
types of experiments include HPGe detectors, liquid Argon or liquid Xenon detectors, droplet
detectors, bubble chambers and scintillating crystal detectors.
The PICO experiment, a joint effort from the previous dark matter experiments PICASSO and
COUPP, operates two bubble chambers (PICO-2L, PICO-60) at SNOLAB in Sudbury, Ontario.
The collaboration includes universities and research centers from Canada, the United States of
America, as well as from Mexico, India and the Czech Republic. PICO bubble chambers are
highly sensitive detectors containing liquids in a metastable superheated state. The experiment
aims for the direct detection of Weakly Interacting Massive Particles (WIMPs) by nuclear recoils
of WIMPs with fluorine atoms from the active liquid, which can produce macroscopic bubbles.
WIMPs direct detection assumes that we can exclude any signal produced by background radi-
ation (alpha, neutron, gamma, etc.). Therefore, the collaboration built several small sized calibra-
tion chambers used to study the response of a bubble chamber when subjected to diverse types of
radiation. The PICO-0.1 bubble chamber was calibrated at the Université de Montréal. The main
neutron calibration was done by the production of mono-energetic neutrons from the nuclear reac-
tion 51V(p,n)51Cr produced with the University’s Tandem Van de Graaff electrostatic accelerator’s
proton beam. In addition, gamma calibrations were done with several gamma radiation sources,
2such as 22Na, 60Co, 124Sb, 133Ba, 241Am. The complete understanding of background radiation
helps us reject background signal in dark matter physics runs of the PICO-2L and PICO-60 bubble
chambers.
The PICO collaboration is planning the build a ton-scale bubble chamber, PICO-500. To lower
the cost of the detector, a proposition was made by the collaboration to replace the current fused
silica vessel by an acrylic, or Poly-methyl-methacrylate (PMMA), vessel. Fused silica is currently
used due to its great radio purity and high stability. PMMA can also be a low radioactivity material,
but on the other hand, the roughness of the surface of the material currently renders it unusable in
a bubble chamber setup, causing surface boiling of the active fluid. It was proposed to investigate
on the applications of surface coated vessels in bubble chambers. The concept was tested on a
novel type of bubble chamber, nicknamed "Geyser". Given its simplified operation, it allowed to
be tested at low cost, only needing a few electronic and acoustic sensors to record data. The use of
giant acrylic vessels in experiments such as SNO has already established the possibility of using
this material for large scale experiments, with high radio purity and lower cost of fabrication.
The theory of dark matter and its direct detection is discussed in chapter 2. The theory of
bubble chambers is exposed in chapter 3, where the PICO experiment is also globally presented.
The original work for this thesis is presented in the three following chapters:
1) The PICO-0.1 bubble chamber calibrations are described and different results are presented
in chapter 4.
2) Results from an absolute flux measurement for the 51V(p,n)51Cr reaction and 3He neutron
counters efficiency determination are presented in chapter 5.
3) Preliminary work on the development of coated PMMA inner vessels for bubble chambers
is presented in chapter 6. The "Geyser", or Condensation Bubble Chamber (CBC) is described,
and preliminary results are analyzed.
3CHAPTER 2
DARK MATTER
Dark matter is mysterious, elusive, yet believed to be everywhere. In our day to day lives, no
trace of its presence is observed. It cannot be seen, cannot be touched, cannot be produced... yet.
However, some astrophysical phenomena seem to be unexplainable without it. Questioned for over
forty years, the existence of dark matter is today generally accepted by the scientific community.
This chapter begins with the description of the Cosmological Standard model in section 2.1.2.
The main evidence of the existence of dark matter are presented in section 2.2. An overview of the
different candidate particles for dark matter is given in section 2.3. Finally, the principle of direct
detection is presented in section 2.4.3.
2.1 Cosmology
There are multiple evidences of the existence of dark matter. These observations should be
supported by a common cosmological model. The model that currently best describes the evolution
of the Universe is the "Lambda Cold Dark Matter" (ΛCDM) model.
This model is based on the cosmological principle which state that no reference frame is pre-
ferred in the Universe. This, in turn, implies that the Universe is homogeneous and isotropic. It is
identical everywhere at large scale and identical in every direction.
2.1.1 The Big Bang
In 1929, Edwin Hubble observed that the light of distant galaxies shows a red-shift increasing
with distance [1].
This was the first observational evidence that the Universe is expanding. Reverting back in
time, the Universe can be shrunk down to a singularity that, at the beginning of time, started
swelling up, an event known as the Big Bang. Since then, the Universe has been expanding and
4cooling down.
— t < 10−43 s: Plank epoch
At the Plank time, the Universe had a temperature of 1032 K. According to the ΛCDM model,
the gravitational force decoupled from the two electroweak and strong nuclear forces, known as
the unified electronuclear force. Without a unified theory of quantum mechanics and gravity, the
Universe before the Planck time (time light takes to travel a Planck length (1.616 · 10−15 m) in
vacuum) cannot be described.
— t = 10−43 s: Grand unification epoch
During the Grand unification epoch, physical properties such as mass, charge, color and flavor
were meaningless. All matter was condensed in a hot "soup" in thermal equilibrium. Near the end
of the Grand unification era, the temperature had dropped down to 1027 K.
— t = 10−36 s: Electroweak era and inflation
During this epoch, the electroweak force and the strong nuclear force decoupled from each
other. Soon after, the Universe inflation period started. It expanded exponentially, its size swelling
up rapidly by ∼ 1026 orders of magnitude. This rapid expansion would explain the observed
homogeneity of the Universe.
During this period, dark matter evolved independently from matter. Quantum fluctuations ren-
dered the distribution of dark matter inhomogeneous and would eventually lead to the formation
of gravitational wells, forming the large scale structures of the Universe (Figure 2.1).
— t = 10−12 s: Baryogenesis
After the inflation, which lasted 10−32 s, the Universe was constituted of a quark-gluon plasma
[4]. The fall in temperature (T = 1016 K) due to the inflation lead to the epoch call "baryogene-
sis", where primordial particles first acquired their masses. The electromagnetic and weak nuclear
5Figure 2.1: Large scale structures of the Uni-
verse [2].
Figure 2.2: Dark matter freeze-out [3]. If dark
matter stayed in thermal equilibrium, its den-
sity would follow the Boltzmann-suppressed
equilibrium abundance (exponential). Because
of its weakly interacting nature, dark matter
fell out of equilibrium as the Universe cooled
down. The dark matter number density froze
out (i.e. stayed constant) as dark matter parti-
cles could not annihilate anymore.
forces finally decoupled from each other. Formerly in thermal equilibrium with the primordial
"soup", the reduced temperature made it impossible for baryons to produce new dark matter par-
ticles, while at the same time, the dark matter density became too low to allow for dark matter
annihilation. The dark matter density "froze-out". The freeze-out mechanism is presented graphi-
cally in Figure 2.2.
— t = 2 minutes: Nucleosynthesis
At t = 10−4 s, quarks condensed to form hadrons. The high density of ionized hadrons didn’t al-
low for the free propagation of light. At t ≈ 2 minutes began the nucleosynthesis. At that moment,
the temperature of the Universe fell under the nuclear binding energy, leading to the formation of
the first light nuclei (3He, 4He, Li, Be). This process lasted only 17 minutes. In the end, there was
about four times more hydrogen nuclei than helium nuclei and some other light nuclei.
— t = 380000 years: Recombination
6As the Universe kept cooling down, electrons became bounded to protons to form atoms. Pho-
tons, previously strongly coupled to electrons, could then propagate without interacting with ion-
ized particles. These photons are what we observe today as the Cosmic Microwave Background
(CMB) at T = 2.73 K.
Due to the quantum fluctuations before the inflation period, the distribution of dark matter was
inhomogeneous. This implies that dark matter overdensities acted as gravitational wells which
formed the baryonic structures of the early Universe during the period called the "dark ages".
These structures evolved to form what is seen today in the Universe as a web of baryonic matter
(Figure 2.1). The accumulation of baryonic matter in gravitational wells led to the production of
stars in the knots of the dark matter web structure between 300 and 500 million years after the Big
Bang, during a period called the re-ionization. Finally, complex galactic systems formed a billion
years after the big bang.
2.1.2 Cosmological standard model





where Gµν is the Einstein tensor, Λ is the cosmological constant, gµν is the metric tensor, G is
Newton’s gravitational constant, c is the speed of light and Tµν is the momentum-energy tensor. In
natural units, we can pose c = h = 1, so that:
Gµν +Λgµν = 8piGTµν (2.2)
For a homogeneous and isotropic expanding Universe described by the Friedmann-Lemaître-Robertson-








7where ds is a differential space-time interval and dt is a differential time interval and a(t) is a scale
factor. The factor κ is the Universe curvature factor, and can take the values -1 for a hyperbolic
geometry, 0 for a Euclidean geometry or +1 for a spherical geometry. Inserting the metric from












that governs the time evolution and dynamics of the Universe. In this equation, H(t) is the Hubble
parameter, which represents the expansion rate of the Universe. It presently has value of:
H0 = 100 h km s−1 Mpc−1 (2.5)














where the subscript i stands for the different matter species: baryons (b), photons (γ), neutrinos
(ν) and Cold Dark Matter (c). Another component ΩΛ accounts for the dark energy density,
responsible for the accelerated expansion of the Universe. From these density parameters, the







For a flat Universe, Ω= 1.






Table 2.I: Table of measured cosmological parameters [7]. Ωb is the baryonic matter density, Ωc
is the cold dark matter density, Ωm is the sum of matter densities: Ωm = Ωb +Ωc. ΩΛ is the
cosmological constant.
Figure 2.3: Relative energy density of the Universe [8].
[7]. The measurement of these parameters reveals information about the matter/energy constituents
of the Universe. As presented in Figure 2.3, from the PLANCK CMB measurements, the Universe
is constituted of 4.9% of normal matter and 26.8% of dark matter. The rest, about 68.3%, is dark
energy, responsible for the accelerated expansion of the Universe. Furthermore, the sum of the
measured densities gives Ωtot ≈ 1, supporting flat Universe cosmological models.
Overall, the ΛCMD cosmological model forms a solid theoretical basis for the existence of
dark matter, supported by cosmological observations.
92.2 Evidence of the existence of dark matter
In 1932, Jan Oort was the first astronomer to observe a truly abnormal behavior in our Milky
Way when he measured that stars in our direct neighborhood were moving too fast. This observa-
tion led him to believe that a surplus of matter was either hidden by brighter stars, especially near
the galactic center, or simply too dim on its own to be observed [9].
A year later, Fritz Zwicky was taking Doppler effect measurements in the Coma cluster, mea-
suring the average speed of galaxies. From the amount of light emitted from the system, he was
able to estimate its mass. Using the virial theorem, he calculated the gravitational mass in the clus-
ter and showed it differed by two orders of magnitudes from the expected mass [10]. To Zwicky,
the only explanation had to be the presence of a non-luminous type of matter that held the sys-
tem together gravitationally. He named this excess matter "Dunkle Materie", German for "Dark
Matter".
2.2.1 Rotation curves
In 1970, almost forty years after the observations of Fritz Zwicky, astronomer Vera Rubin
observed a new evidence of the existence of dark matter. Working with instrument maker Kent
Ford, they measured the rotation curve, the average angular velocity as a function of the distance
from the galactic center, of the Andromeda galaxy [12].






where M(r) is the galactic mass contained in the inner shells. However, what they found was that
the measured angular velocity away from the galactic center was much greater than that expected
from calculations based on the mass observed in the outer regions. An example of the measured and
calculated rotation curves is shown in Figure 2.4 [11]. In fact, according to Newtonian mechanics,
the rotation is such that the galaxy could not be held together by only the gravity of observable
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Figure 2.4: Rotation curves in galaxies [11]. The red curve is calculated from Newtonian and
Keplerian mechanics. The measured curve in white shows a velocity excess in the outer regions of
galaxies. An outer halo of dark matter in those regions would explain this difference.
matter.
During the following decades, Rubin observed the same behavior in over two hundred galaxies,
showing evidence of the existence of a non-luminous, non-interacting halo of unobserved matter
in most galaxies that would account for over 90% of the total galactic mass.
2.2.2 Gravitational lensing
Another evidence of the existence of dark matter is gravitational lensing. As stated in Einstein’s
theory of general relativity, light follows the curvature of space-time, described by the global metric
in equation 2.1. Massive objects warp space-time locally, modifying the metric gµν → g∗µν . This
results in an apparent deflection of light, as observed by Arthur Eddington during a full solar
eclipse in 1919. He observed the deflection of the light of distant stars passing near the sun in
accordance with predictions from Einstein’s theory. In 1937, Fritz Zwicky predicted that galaxies
could provoke gravitational effects such as gravitational lensing [14].
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Figure 2.5: Einstein’s cross [13]. A strong mass density in the foreground made four other images
of the same quasar appear.
A large concentration of invisible mass located between an observer and a distant object can
distort and redirect light coming from it. This effect is clearly seen in Figure 2.5. This object,
named Einstein’s cross, is a quasar whose light was bent by a galaxy containing a super-massive
black hole, so that four duplicates of the same object are observed.
Dark matter would create the same effect. Figure 2.6 shows the resulting cluster from the
collision of two galaxy clusters, named the Bullet cluster [17]. While merging, the interstellar gases
of the galaxies heated up to 106 K due to electromagnetic interactions, emitting a large amount of
X-rays that were measured by the Chandra X-ray Observatory in 2006 [18]. The observed X-ray
emission is highlighted in pink on the image. The gases were slowed down significantly due to
their interaction. However, weak gravitational lensing is observed along the projected trajectory
of the galaxy clusters and suggests the presence of invisible masses that didn’t interact during the
merger, continuing their way with no significant loss of velocity. A map of the masses, considered
as dark matter, was reconstructed from the weak lensing data and highlighted in blue in the image.
This effect was observed in multiple systems since, as in Figure 2.7 in a cluster called "El
Gordo" (spanish for "The Fat One"). This cluster is located 8 billion light years away from our
galaxy, and is the largest object of this type observed. Much like the much closer Bullet cluster,
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Figure 2.6: Bullet cluster [15]. The X-ray
emission is highlighted in pink. The blue re-
gions are the reconstructed dark matter masses
obtained from weak gravitational lensing.
Figure 2.7: "El Gordo" cluster [16]. The largest
object of this type, the cluster was probably
formed in the same manner as the Bullet clus-
ter. The color chart is the same as Figure 2.6
which is located only 4 billion light years away, "El Gordo" shows a heated region in its center
and gravitational lensing allowed for the reconstruction of dark matter regions that passed through
without interacting.
This is currently considered the most important evidence of the existence of dark matter as it is
a model-independent observation.
2.2.3 Cosmic Microwave Background
In 1964, the two Bell Laboratories engineers Arno Penzias and Robert Woodrow Wilson de-
tected an unexplained radio noise while working on a Holmdel radiometer, a horn radio-antenna in-
tended for radio astronomical observations. After removing all possible noise sources, the isotropic
signal of some dozen GHz was still present, night and day, even with the antenna chilled at Liquid
Helium temperature. Robert Dicke, inventor of the radiometer Penzia and Wilson built, suggested
that this GHz black body signal could be the Cosmic Microwave Background physicist were look-
ing for, predicted in 1948 by Ralph Alpher and Robert Herman. The results were published in 1965
[21] and Penzia and Wilson were awarded the Nobel Prize in Physics in 1978 for their discovery.
This signal was first determined to have a temperature of T = 3.5±1.0 K and is now measured
by the FIRAS instrument on the Cosmic Background Explorer (COBE) to have a mean temperature
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Figure 2.8: WMAP - CMB [19]. The measure-
ments of the anisotropy and polarization of the
CMB by WMAP set the first strong constraints
of parameter values of the Cosmological Stan-
dard Model.
Figure 2.9: Planck - CMB [20]. Measure-
ments of the Planck telescope in both the mi-
crowave and infrared spectra improved signifi-
cantly over the observations of WMAP, setting
greater constrains in the dark matter and dark
energy density parameters.
of T = 2.7255±0.0006 K [7]. The signal is a relic from the recombination epoch of the Universe as
discussed in section 2.1.1, when protons and electrons formed atoms, later allowing the interaction-
free propagation of photons.
The first ground based measurement showed the CMB to have a uniform temperature distribu-
tion [21]. However, COBE first measured anisotropies in the CMB while measuring the first full
sky map [22]. Furthermore, in recent measurements, the Wilkinson Microwave Anisotropy Probe
- WMAP [23] (Figure 2.8) and the Planck space observatory [24] (Figure 2.9) have mapped the
anisotropies to much higher precision, in the order of 10−5, and have also observed polarization
anisotropies in the order of 10−6, in accordance with predictions of the Cosmological Standard
Model [7]. Ground-based observatories such as the Atacama Cosmology Telescope (ACT) and
the South Pole Telescope (SPT) allow the measurement of the CMB at smaller angular scales [7].
These anisotropies can be expressed by using spherical harmonic expansion [25]:
T (θ ,φ) =∑
lm
almYlm(θ ,φ) (2.10)










Figure 2.10: CMB anisotropy power spectrum. The x axis represents the angular scale of the
temperature measurement.











In this formulation, the m index is treated as the azimuthal order of the parameters, and l as
the angular order. Therefore, small "l"s represent larger angular scales, while larger "l"s repre-
sent smaller angular scales. The measurements of Planck, WMAP, as well as the ground-based
experiments ACT and SPT, are shown in Figure 2.10.
Information about the different matter densities presented in table 2.I is obtained with the help
of these measurements [7]. Three peaks can easily be identified in the range 100 < l < 1000.
The position of the first peak depends on the geometry of the Universe. In a hyperbolic geome-
try, the first peak would be shifted toward higher angular orders while preserving its shape. The
15
measurements are, therefore, demonstrating the flat geometry of the Universe. The first peak also
informs on the baryonic density by its height relative to the other peaks. The other peaks allow the
calculation of the dark matter density Ωc. The temperature fluctuation on this scale is believed to
have been produced before the recombination epoch, when the proton-electron plasma was tightly
coupled to photons, behaving much like a "photon-baryon" fluid. Dark matter was the dominat-
ing perturbation source in the gravitational potential, and generated oscillations in the hot matter
"soup". Small in scale, the temporal phases of the oscillations were frozen-in at the recombination
epoch and are now identified as this harmonic series of peaks.
2.2.4 Modified Newtonian Dynamics
In an attempt to explain the observed rotation curves of galaxies, a Modified Newtonian Dy-
namics (MOND) theory was considered. Proposed by Mordehai Milgrom in 1983, this theory is
proposed as an alternative to the existence of dark matter. It assumes that Newton’s second law of
motion doesn’t hold at small acceleration scales (such as in galaxies and galaxy clusters) and needs



















































From this, we can determine the expected velocity of a galactic object in circular motion around









⇒ v = (GMa0)1/4 (2.18)
The MOND theory has had some success in describing the rotation curves of multiple galaxies.
However, not all galaxies show abnormal rotation curves. Furthermore, the theory doesn’t explain
the unexpected results of galactic collisions as in the Bullet cluster, nor does it explain results from
CMB measurements. In light of the apparent limitation of the theory, dark matter is still considered
a more plausible explanation of the various observation.
2.3 Dark matter candidate particles
Even with the multiple evidence of the existence of dark matter, its nature is still unknown.
Many beyond the standard model theories propose the existence of new particles that could consti-
tute dark matter. Figure 2.11 gives a global idea of the quantity of dark matter particles proposed
by different models.
2.3.1 Axions
Charge-parity (CP) violation was observed in 1964 in kaon decays, proving that CP in the weak
nuclear force isn’t conserved. In quantum chromodynamics (QCD), CP violation is allowed, but
has never been observed. In 1977, Roberto Peccei and Helen Quinn proposed a new symmetry that
could explain the lack of CP violation in QCD [28]. This symmetry also introduces a new particle,
named axion. The axion would be a charge-less, spin-less boson, with a mass between 10−6 and 1
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Figure 2.11: Dark Matter candidates [27]. Beyond the standard model theories are delimited by
black curves, dark matter types are delimited by the red-purple curves and candidates by the blue-
purple curves.
eV.
Stable and interacting only gravitationally and electromagnetically, the axion could be the par-
ticle constituting CDM. If they were, a mass range of 10−6 to 10−4 eV would be expected.
Axions could be observed via the Primakoff effect, where axions in a strong magnetic field
could transform into photons. Experiments, such as PVLAS, CAST and ADMX use resonating
cavities of adjustable resonance frequency to search axions in sections of mass range. Also, multi-
ple dark matter search experiments, such as CDMS, EDELWEISS, CoGeNT, DAMA are sensitive
to axions [29], but are not as sensitive for axion detection as the previously mentioned axion detec-
tion experiments. No detection has been claimed yet, though axions are still a credible candidate
particle for dark matter.
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2.3.2 MACHOs
A second potential source for dark matter are MAssive Compact Halo Objects (MACHOs).
MACHOs include objects such as black holes, neutron stars, and even white, red and brown dwarf
stars. These objects emit very little to no electromagnetic radiation and can only be detected by
gravitational micro-lensing [7].
By measuring the deuterium-to-hydrogen ratio (D/H), and knowing reaction rates from nuclear
physics, abundances of light elements can be calculated [30]. The measure of D/H lets us determine
the total baryon density, Ωb, which only accounts for 20% of the total matter density. Futhermore,
Big Bang Nucleosynthesis and acoustic peak analysis from the CMB impose upper limits on the
baryonic matter/ total matter ratio. Therefore, MACHOs could not account for all the expected
mass of dark matter.
The MACHO collaboration however claimed to have found MACHOs counting for up to 20%
of the expected dark matter, in the Milky-Way halo, by micro-lensing observations. They included
in their results white and red dwarfs. These results could not be replicated by the EROS-2 collab-
oration. Both collaborations have combined their upper limits constraint MACHOs to account for
at most 25% of halo dark matter and at most 10% of dark matter in the spherical halo model [31].
2.3.3 WIMPs
Weakly interacting Massive particles, or WIMPs, are the best candidates for dark matter to this
day. This type of particle would have a large rest mass, between 1 GeV and 100 TeV [29]. It
would have to be a neutral particle that interacts weakly with other particles (standard or dark) and
gravitationally. This type of particle would have been in thermal equilibrium in the early Universe.
With the inflation, their density would have been exponentially suppressed and the annihilation
rate of WIMPs would have dropped to zero This would have caused them to fall out of equilibrium
to form thermalized, Cold Dark Matter [32]. They could are also used to successfully predict the
large structures of the Universe [29].
Multiple beyond the standard model theories predict WIMPs. The Minimal Supersymmetric
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Standard Model (MSSM), a subset of Supersymmetry, predicts the existence of neutralinos, stable
hypothetical particles under R-parity conservation. The lightest neutralino would be a linear com-
bination of the photino, the zino, and two higgsinos, respectively the superpartners of the photon,
the Z boson and the Higgs boson. The composition of WIMPs has however not yet been con-
firmed. The prediction of a dark matter particle with a mass around the weak scale and coupling to
standard model particles with a strength in the order of the electroweak scale that fits the observed
relic abundance is sometimes called "The WIMP miracle" [33]. For this reason, most dark matter
detection experiments are searching for WIMP-like particles.
2.4 Detection of WIMPs
Even though the existence of dark matter is now well established due to all the different ev-
idence discussed in the past sections, its detection has yet to be made. Now, only astronomical
observations, such as gravitational lensing and rotation curves of galaxies, were used to infer the
existence of WIMPs. Their interaction through the gravitational force can allow us to determine
some of their properties. However, if dark matter particles can interact with matter, there exist
three other types of detection methods, as demonstrated by the diagram in Figure 2.12. Assuming
dark matter is a particle, and in particular WIMPs, it could be produced in collider experiments
from standard model particles, could be indirectly detected from the detection of its annihilation
products or could be directly detected from elastic scattering with normal matter. All three detec-
tion method are complementary to one another, as not one detection method can determine WIMPs
properties by itself.
2.4.1 Production in colliders
The first detection method is the production of WIMPs in particle colliders. Colliders have
proved to be valuable tools in the search of new, exotic particles in the last 70 years. More recently,
the ATLAS and CMS experiments announced the discovery of the Higgs boson at the Large Hadron
Collider (LHC), effectively completing the detection of all the particles of the Standard Model [34].
20
Figure 2.12: Dark matter detection methods. The dark green arrows show which way to read the
Feynman diagram.
Evidence of WIMPs production in such experiments would come in the form of missing trans-
verse momentum. When reconstructing collision events in a detector from coinciding vertices,
the energy of all products is measured either with calorimeters or from curved tracks in ionization
chambers for charged particles. Missing energy is then a sign of the production of non-interacting
particles.
The major problem for the search of dark matter in collider experiment is that a new particle
doesn’t automatically mean a dark matter particle. Even though WIMPs are expected to be pro-
duced at higher center-of-mass energies, new heavy particles constituted of SM particles could
also be produced, such as pentaquarks detected in 2015 at the LHC [35], with a mass of 1.5 GeV.
Thankfully, such particles are electrically charged and short-lived, thus easily ruled-out for dark
matter.
Finally, from the cosmological standard model, it is expected that WIMPs are stable. Therefore,
no decay products are going to be detected in colliders and a WIMP signal would be identified as
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missing energy. Even though a lot of parameters wouldn’t be measured by the production of
WIMPs in colliders, the detection of a beyond the SM particle, and the study of its properties,
could help orient indirect and direct detection searches in the WIMP parameter-space.
2.4.2 Indirect detection
The second detection method is the indirect detection of dark matter. This mainly consist in
the detection of decay (or annihilation) products of WIMPs. As mentioned in section 2.1.1, dark
matter fell out of thermal equilibrium after the inflation of the Universe since the interaction cross-
section of dark matter is of the scale of the weak force. If WIMPs are Majorana particles (i.e. their
own antiparticle), annihilation could still happen in regions of high dark matter density, such as in
galactic centers or in celestial bodies like our Sun. WIMPs could decay to quark-antiquark pairs,
as well as W and Z boson pairs. These would further decay to SM particles. Decay products could
include γ-rays, neutrinos, electrons, positrons, protons, antiprotons, and possibly antideuterons
[36]. One advantage indirect detection has over direct detection is the possibility (depending on
the decay scheme) to provide stronger constrains on the mass of the particle deduced from the
nature and energy of the detected decay products.
Several experiments are looking for such decay products. For example, the VERITAS ex-
periment is looking for γ-rays emission in strong dark matter density regions with a land-based
Cherenkov telescope. This experiment poses the strongest constraints on CDM models to date.
The experiment is also looking for e+e− emission.
Current and future neutrino experiments would be sensitive to highly energetic neutrinos pro-
duced by WIMPs annihilation. Experiments like SuperK, IceCube and ANTARES could therefore
identify surplus signal coming from the sun or distant cosmic objects. These experiments detect
Cherenkov radiation, emitted by secondary products of neutrino interaction with, respetively, pu-
rified water, ice from the Antarctic ice cap and sea water in the Mediterranean sea. Other notable
experiments are the space-based Alpha Magnetic Spectrometer (AMS-02) detector and FERMI
Gamma-ray Space Telescope. AMS-002 is currently mounted on the International Space Station
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(ISS) and detecting cosmic rays in order to identify, amongst others, WIMP decay products (e+e−).
FERMI searches the 10 keV - 300 GeV energy range of the gamma spectrum.
2.4.3 Direct detection
The last detection method in the search for dark matter is direct detection. WIMPs can in-
teract with normal matter by elastic scattering with nuclei, or in the case of axions, through their
interaction with virtual photons in a magnetic field [37]. This section is focused on the former
case.
WIMPs transfer energy to nuclei when scattering with ordinary matter. The recoil energy




)2 (1− cos(θ)) (2.19)
where Eχ is the kinetic energy of the WIMP, mA and mχ are the masses of a nucleus and WIMP
respectively, and θ is the scattering angle of the WIMP. For the theoretical mass range of WIMPs
(1 GeV to 100 TeV), nuclear recoils are expected to range between 1 and 100 keV [29]. Detect-
ing such low energy recoils imply that experiments should have a strong background radiation







where R0 is the total WIMPs interaction count rate, F(q2) is the form factor squared and 〈ER〉 is












is the average WIMP velocity. In the solar system reference frame,
〈
vχ
〉≈ 〈v0〉 ≈ 220
km/s where 〈v0〉 is the orbital velocity of the sun. The WIMP velocity in the reference frame of the
Earth can be written as~vχ +~vEarth. With Earth revolving around the Sun, an annual modulation is
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expected, with a peak in June and a minimum in December in the northern hemisphere.
Direct detection experiments are designed to measure the WIMP interaction count rate R0 from
















is the average velocity of
WIMPs.
The local dark matter density in our solar system is [7]:




where the first factor is the average dark matter density at one solar distance from the center of
the galaxy, the second factor is a correction factor that accounts for the increase in dark matter
density in the galactic disk due to the presence of baryonic matter and the third factor accounts for
corrections due to deviations from the perfectly spherical halo model [7].
From equation 2.22, we can get an expression for the WIMP interaction cross section as a




















where GF is the Fermi coupling constant. This coupling factor typically gives an interaction cross
section of the order of the weak interaction cross section. CA is the enhancement factor which
depends on whether the interaction is spin dependent (SD) or spin independent (SI).
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Nucleus Z Odd Nucleon J
〈
Sp
〉 〈Sn〉 CpA/Cp CnA/Cn
1H 1 p 1/2 0.5 0 1 0
19F 9 p 1/2 0.441 -0.109 7.78 ·10−1 4.75 ·10−2
23Na 11 p 3/2 0.248 0.020 1.37 ·10−1 8.89 ·10−4
27Al 13 p 5/2 -0.343 0.030 2.20 ·10−1 1.68 ·10−3
29Si 14 n 1/2 -0.002 0.130 1.60 ·10−5 6.76 ·10−2
35Cl 17 p 3/2 -0.083 0.004 1.53 ·10−2 3.56 ·10−5
39K 19 p 3/2 -0.180 0.050 7.20 ·10−2 5.56 ·10−3
73Ge 32 n 9/2 0.030 0.378 1.47 ·10−3 2.33 ·10−1
93Nb 41 p 9/2 0.460 0.080 3.45 ·10−1 1.04 ·10−2
125Te 52 n 1/2 0.001 0.287 4.00 ·10−6 3.29 ·10−1
127I 53 p 5/2 0.309 0.075 1.78 ·10−1 1.05 ·10−2
129Xe 54 n 1/2 0.028 0.359 3.14 ·10−3 5.16 ·10−1
129Xe 54 n 3/2 -0.009 -0.227 1.80 ·10−4 1.15 ·10−1




and 〈Sn〉 are the proton and neutron spin values,
CpA/Cp and C
n
A/Cn are proton and neutron enhancement factors.




(Z fp +(A−Z) fn)2 (2.26)
where fp and fn are the coupling factors of WIMPs to, respectively, the proton and the neutron.
Assuming the invariance of the isospin, fp = fn. In that case, the SI enhancement factor is propor-
tional to the square of the atomic mass number of the nucleus A2 [29].

















and 〈Sn〉 are the expected
proton and neutron spin values. J is the total nuclear spin.
Table 2.II presents nuclei properties used in calculating limits in SD interaction. From the
enhancement factor equations 2.26 and 2.27, it is clear the target nuclei composition will influence
the sensitivity to SD and SI interactions. Protons and neutrons tend to occupy shells in pairs in
the nucleus. Nuclei with an unpaired nucleon will be sensitive to SD interactions. The sensitivity
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Figure 2.13: Dark matter cross-section to WIMP mass exclusion plot and neutrino floor [39].
Curves delimit exclusion zones (above) for WIMP-nucleon cross-section as a function of WIMP
mass. Contour lines show regions of interest for possible WIMP signal.
depends on whether the uncoupled nucleon is a proton or a neutron. Due to the A2 dependence of
the SI cross-section, it is therefore wiser to pick heavier nuclei when searching for SI interactions.
Equations 2.24 and 2.25 give the cross section as function of the WIMP mass. Direct de-
tection experiments using different target elements are compared to one another with limit plots,
seen in Figure 2.13, that define exclusion zones (above the curves) for WIMP-nucleon interaction
cross-sections at different WIMP masses. The shape of limit curves is influenced by the WIMP
momentum dependence of the form factor in equation 2.20. As experiments get more sensitive,
curves can exclude lower cross-sections in the absence of a WIMP signal.
Figure 2.13 also shows the coherent neutrino background (orange dashed line). Experiments
may get sensitive enough to detect neutrino interactions. Neutrinos are produced abundantly in the
sun from P-P and CNO processes with a maximum energy of 18.8 MeV (from the P-P IV branch)
[40]. Higher energy neutrinos are produced in the Earth’s atmosphere from cosmic rays inter-
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Figure 2.14: Active direct detection dark matter experiments.
actions. The coherent neutrino background is currently considered the discovery limit for direct
detection experiments, as detectors would be quickly saturated in neutrino events indistinguish-
able from WIMP events. A better understanding of neutrino scattering, annual modulation or the
deployment of directional detectors could help in the search of dark matter beyond this limit.
2.4.4 Direct detection experiments
All direct detection experiments aim to detect very weak nuclear recoils. In an effort to signifi-
cantly reduce the exposure of detectors to radiation from cosmic rays, direct detection dark matter
searches are typically performed in deep-underground laboratories. Direct detection experiments
don’t measure the energy of a WIMP, but ratter the energy transferred to the medium of the detec-
tor. A detection can be obtained by one experiment, but the determination of properties of WIMPs
will require at least two detections with different active media.
There exist several direct detection techniques. Figure 2.14 shows a diagram of the classi-
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fication of direct detection experiments by detection technique(s). They can be divided in three
categories: scintillation experiments, ionization experiments and phonon experiments.
Scintillation is the process of transforming kinetic energy in electromagnetic radiation. When a
particle recoils in a detector, energy is transferred to the active material of the detector and photons
are emitted because of the recombination of ionized electrons with nuclei. Scintillation can be
achieved either in solid crystals such a NaI or CsI, or in liquids such as organic liquids and liquid
noble gases (LXe, LAr, LNe).
The most notable pure scintillation experiment to date is probably the DAMA/LIBRA exper-
iment (Figure 2.15). Using highly radiopure NaI(Tl) crystal, the collaboration claims to have
observed a seasonal signal modulation compatible with the expected dark matter halo flux vari-
ation with a significance of 8.9σ for recoils energies from 2 to 6 keV [41]. This result is, how-
ever, not replicated by more sensitive experiments. More sensitive crystal scintillator experiments,
such as ANAiS, KIMS, CINDMS, PICO-LON and COSINUS should either confirm or refute the
DAMA/LIBRA claim [29, 43, 44]. Furthermore, experiments in the southern hemisphere, such as
DM-ICE (Figure 2.16) located at the bottom of the IceCube detector array in the Antarctic, could
determine if the modulation signal is seasonal, and thus out of phase in different hemispheres, or
due to the motion of the solar system in the galaxy, thus always in phase.
LXe experiments are also well suited for the direct detection of WIMPs. The heavy nucleus
gives a very good sensitivity to SI interaction and provides self-shielding against γ-rays due to their
short interaction length. Neutrons can be discriminated by their tendency to multiple scatter. LXe
is highly scintillating in the VUV (Vacuum Ultra-Violet) range. Scintillation light can be collected
by photo-multiplier tubes (PMT), generally placed on the outside of a spherical or cylindrical
detector for maximum light collection. In addition, LXe experiments can combine scintillation
with ionization. If an electric field is applied in a detector, ionized electrons can drift towards an
anode at the surface of the liquid in a Time Projection Chamber (TPC) configuration. This allows
for a 3D representation of events at the cost of a lower scintillation sensitivity, as fewer ionized
electrons recombine with xenon atoms.
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Figure 2.15: DAMA/LIBRA experiment [41].
The experiment saw a seasonal fluctuation in
the rate of interaction, thought to be associated
with WIMP interactions. The result has not
been replicated in any other experiment.
Figure 2.16: DM-ICE experiment [42]. Other
solid-state crystal experiments could confirm or
refute the DAMA/LIBRA seasonal fluctuation
result.
The XMASS experiment, shown in Figure 2.17 ran a 835 kg scintillating LXe detector and
plans to build a 20-ton multipurpose LXe detector for dark matter search [47]. Notable current
experiments using the TPC configuration include XENON1T [46] (Figure 2.18), LUX [48] and
PandaX-II [49].
LAr experiments are very similar to LXe experiments. Scintillation is emitted in the hard
UV range, adding the need of a wavelength shifter in the PMT assembly. Furthermore, 39Ar
is a radioactive isotope naturally present in atmospheric argon that adds an intrinsic background.
Fortunately, pulse shape analysis can be performed to discriminate these background events. Argon
has the advantage of being much cheaper than Xe due to its larger abundance in the air. 39Ar is
a source of background that is efficiently discriminated by a sensitive pulse shape analysis. The
two LAr experiments MiniCLEAN [50] and DEAP-3600 [51] are under way at SNOLAB. The
two-phase TPCs, ArDM [52] and DarkSide-50 [53], are operated in Europe at the Laboratorio
Subterráneo de Canfranc (LSC) and in Laboratori Nazionali del Gran Sasso (LNGS) respectively.
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Figure 2.17: XMASS LXe experiment [45].
Figure 2.18: XENON1T experiment [46].
Cryogenic solid-state detectors were the first to set limits on the WIMP interaction cross-
section of halo dark matter of the Milky-Way. They can detect ionization exclusively or combine it
with another readout technique in detectors known as bolometers. These solid-state detectors con-
sist usually of highly purified crystals such as High Purity Germanium (HPGe) or silicon, which
have a very good energy resolution. As all ionization experiments, these are highly sensitive to
γ radiation (especially radiation coming from the constituents of the detector) which constitute
one of the main sources of background. For that matter, detector housings are often composed of
low radiation copper and other radiopure materials. The relatively compact size of these experi-
ments allows for low radiation lead shielding. Notable cryogenic solid-state experiments include
CDMS, EDELWEISS and CRESST, the latter using calcium tungstate. The SuperCDMS and
EDELWEISS-III bolometric experiments (and their predecessors) use a combination of ionization
and phonon readouts to improve on the rejection of electron-recoil events produced from β decays.
Finally, some experiments detect nuclear recoils in the form of heat, or deposited kinetic energy.
The most common type of detector that exploits this detection method is the bubble chamber.
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Figure 2.19: The PICASSO experiment [54].
A gel matrix isolates micro-droplets of Freon,
acting as individual bubble chambers that can
be run continuously over long periods of time.
Figure 2.20: The PICO experiment [55]. The
traditional bubble chamber format yields a
larger fiducial mass over droplet detectors, but
needs to be recompressed after every event.
Superheated liquids are kept in a metastable liquid state in clean containers and undergo explosive
phase transitions when enough energy is deposited by foreign particles. The droplet detector, a
variation of the traditional bubble chamber, was used by the PICASSO (Figure 2.19) and SIMPLE
experiments. Micro-droplets of the active liquid were suspended in a gel matrix, each droplet
acting as an individual bubble chamber.
Bubble chamber experiments searching for dark matter usually have Freon as their active fluid.
Freon is constituted of fluorocarbon molecules, rich in fluorine nuclei. This gives them a higher
sensitivity to SD interactions on odd protons, as seen in table 2.II. Furthermore, iodine loaded
Freon such as CF3I can be chosen to get a better sensitivity to SI interactions. However, the low
density in heavy nuclei usually makes bubble chambers less sensitive to SI interactions than LXe
or solid-state experiments.
The PICO experiment (Figure 2.20), a joint effort by the former PICASSO and COUPP col-
laborations, operates low background bubble chambers to search for WIMPs. The bubble chamber




The PICO experiment is a dark matter search experiment with bubble chambers, threshold
detectors that employ superheated liquids to detect nuclear recoils from energetic particles. PICO
is the result of the merger in 2013 of the PICASSO experiment (Project in Canada to Search for
Supersymmetric Objects) and the COUPP experiment (Chicagoland Observatory for Underground
Particle Physics). These experiments brought their technologies together to form a competitive
experiment in the search for WIMPs.
In this chapter, the concept of bubble chambers is explained in section 3.1. A summary of
Seitz’s theory of nucleation is presented in section 3.2, followed by a general presentation of the
current PICO bubble chambers at SNOLAB in section 3.3.
3.1 Bubble chambers
The bubble chamber was invented by Donald A. Glaser in 1952, for which he won the Noble
prize in Physics in 1960. At the time, it was an upgrade from the cloud chamber, a devise used to
observe tracks of particles produced by rare nuclear decays [56]. Compared to gaseous mediums,
fluids have a greater density, improving the chance of interaction with energetic particles. The
original design consisted of a spherical chamber filled with liquid hydrogen installed in a constant
magnetic field. Charged particles entering the chamber would deposit their energy in the medium,
leaving arced tracks of small bubbles that could then be photographed. The momentum of the
particles could be determined from the radius of their track.
Liquids in bubble chambers are kept in a metastable, superheated state. Figure 3.1 shows the
phase diagram of a typical material. Superheat is easier to achieve by quickly lowering the pressure
of the liquid at a constant temperature as pressure can be modified with a small variation of volume,
whereas temperature changes at constant pressure happen gradually. In normal conditions, when
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Figure 3.1: Phases of matter diagram. The superheated region spans from the critical point (after
which the phase of matter is more or less defined) down to the triple point (the point where the
three phases of matter coexist). Lowering the pressure of a liquid past the liquid-gaseous curve has
the effect of increasing its superheat.
the pressure falls under the vapor pressure (black curve in Figure 3.1), a fluid goes through a phase
transition. Liquid expanding to gas increases the overall pressure of the system. However, if the
chamber is fully filled with no gaseous region, no phase transition occurs as the chamber is slowly
expanded and the fluid becomes superheated.
Energetic particles can interact with the superheated liquid. The energy deposited can trigger
an explosive phase transition, as explained in section 3.2. Charged particles, especially Minimum
Ionizing Particles (MIPs) such as muons, can ionize the active fluid with very little energy loss.
This produces a series of bubbles in a straight line, as seen in Figure 3.2 a). The PICO detectors
have been shown to be insensitive to muons at the operating thresholds. [57]. Neutrons, massive
and chargeless, can deposit their energy by elastic scattering with nuclei. Neutrons can scatter
multiple times, and can produce signature multiple bubble events as seen in Figure 3.2 b). Finally,
single events as seen in Figure 3.2 c) can be produced by various particles. Alpha decays from
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Figure 3.2: Types of bubble production. a) Muon multiple bubble event, b) Neutron multiple
bubble event, c) Neutron, α or γ-ray single bubble event.
within the bubble chambers, either from the detector’s materials or from contaminants such as
Radon daughters that can get trapped on the surface of materials, produce single bubble events
with an efficiency of 100% because of the Bragg peak [58]. γ radiation can ionize atoms from
the superheated liquid. Ejected electrons, called delta-electrons, deposit their energy quickly and
cannot produce a bubble. Finally, neutrons can also produce single bubble events. WIMPs, from
their small cross-section, are expected to only produce single bubbles.
Superheat is easier to achieve in clean, smooth inner vessels. Dust or particulates can provide
nucleation sites where the dissolved micro-pockets of vapor of the superheated fluid can produce
bubbles. The same phenomenon can occur in the surface of porous inner vessels. For this reason,
they are usually made of highly polished quartz or fused silica.
In low threshold energy bubble chambers, nucleation is detected by a series of sensors con-
trolled by a Data Acquisition system (DAQ). Pressure transducers actively monitor the pressure
inside the inner vessel as a pressure increase would indicate a phase transition has occurred. Piezo-
electric sensors record the sound-waves produced by the rapid expansion of bubbles. The acoustic
signal can help to identify the recoiling particle. Finally, stereoscopic CCD cameras can be de-
ployed to get a real-time visual scan of the active fluid. This in turn helps in determining the spa-
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tial coordinates of bubbles. Any of the three monitoring systems can trigger an event and prompt
the DAQ to record a series of variables. The acoustic signal and inner pressure are recorded in a
"slow DAQ" (e.g. no continuous analysis) buffer to ensure a high data sampling, while the camera
feed is continuously analyzed in a fast DAQ. Events are therefore usually triggered from the CCD
cameras.
3.2 Seitz theory of nucleation
In 1957, Frederick Seitz wrote a paper entitled On the theory of bubble chambers [59] in which
he details his "Thermal Spike" theory. This model postulates that a minimum, critical energy Ec
must be deposited locally in a superheated medium for a proto-bubble to be produced. If it were
to reach a volume of critical radius Rc, the proto-bubble would become unstable and grow. In this
model, two radial forces act against one another. Pressure from the vapor phase of the proto-bubble
exerts an outward force on the interface while the surface tension pushes the interface inward. The
requirement that a proto-bubble can only grow if Rbubble > Rc accounts for the surface tension of
the interface, adding a constricting force. This mechanism is illustrated by Figure 3.3
The two parameters Rc and Ec are related to the thermodynamical properties of the superheated
fluid. First, the critical radius is: [60]:
Rc =
2σ




where σ is the surface tension, pv is the pressure of the gas and p f is the pressure of the fluid.
The second parameter, Ec, can be described as the sum of the work done by the proto-bubble:















The first term on the right side, Wm, is the reversible mechanical work done during the expansion to
a bubble of size Rc against the pressure, where Rc and ∆p is the same critical radius and differential
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Figure 3.3: Bubble growth diagram. Out of equilibrium, bubble growth is governed by the differ-
ential pressure ∆P = pv− p f and the surface tension. Arrows represent the different forces in play:
Red - from the pressure of the fluid; Purple - from the surface tension; Green - from the pressure
of the vapor phase.
pressure as in equation 3.1. The second term, Wev, is the energy needed to evaporate the liquid as
the bubble grows to critical size. Here, ρv is the density of the gas phase and hlv is the latent heat
of evaporation. The third term, Wlv, is the work required to create the interface of a proto-bubble.
Finally, Wirr is the irreversible work done during the nucleation process.
In Seitz’s model, the efficiency of bubble nucleation for an energy deposition of E > Ec is
100%. However, neutron calibrations and simulations showed that the efficiency is much lower for
recoiled particles with tracks larger than the critical radius [61, 62]. With Rc and Ec, a criterion for






dx> Ec(T ) (3.3)
where Edep is the energy deposited and dEdx is the energy loss per distance traveled. The critical
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length Lc(T ) is the maximum distance within which energy can be deposited for a bubble to be
nucleated. This criterion simply states that, in order to grow, a proto-bubble must be produced with
a deposited energy greater than the critical energy Ec, within a length Lc. The energy deposited
can be considered as the sum of all energy losses due to nuclear recoils along the path of a nucleus.
Also, typically, the critical length is taken to be:
Lc = b ·Rc (3.4)
where b, the Harper parameter, must be determined experimentally [60].
In bubble chambers, the probability of nucleation, or the response of the detector, can be ex-
pressed by:







with ER the recoil energy and Eth the threshold energy. Bubble chambers being threshold detectors,
nucleation can only happen for ER > Eth. In equation 3.5, the nucleation probability would be
negative otherwise. α is an empirical nucleation parameter. This nucleation probability is directly








3.3 PICO at SNOLAB
As mentioned in section 2.4.4, dark matter direct detection experiments are performed under-
ground to be shielded from cosmic radiation that would otherwise be a dominating source of back-
ground signal. The PICO experiment is located in the VALE-Creighton nickel mine at SNOLAB,
in Sudbury, Ontario at a depth of 2 km, 6010 meter water equivalent (MWE) [63]. The cavern
excavation started in 1990 to house the Sudbury Neutrino Observatory (SNO). After the stunning
success of the experiment, the laboratory space was expanded to become a permanent site where
several low background experiments could be performed in the fields of neutrino astronomy, neu-
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Figure 3.4: SNOLAB underground laboratory overview [63].
trinoless double-beta decay (0νββ ) and dark matter search. To further limit background radiation
that could originate from dust, the whole laboratory is a class 2000 cleanroom. Figure 3.4 gives an
overview of the underground facility.
The PICO collaboration deployed two chambers in the facility. PICO-60 (formerly COUPP-60)
shown in figure 3.5, is a 60 kg, medium scale detector. PICO-2L (formerly COUPP-2L) is a two
liters, small scale experiment (Figure 3.6). Both chambers were first commissioned at SNOLAB
in 2010.
Both chambers produced world leading SD limits. PICO-60 first ran with CF3I [62], iodine
making the experiment more sensitive to SI interactions. With the dominating SI limits of Xe
experiments, the high sensitivity of fluorine for SD detection and the two successful runs of PICO-
2L [61, 64], PICO-60 was filled with C3F8 for its second run, carried out in late 2016 [65].
Figures 3.7 and 3.8 show the improved SI and SD results from PICO-60 (C3F8), along with the
results of PICO-2L and PICASSO (2014). PICO-60 set the best SD limits as of February 2017.
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Figure 3.5: PICO-60. Left: engineering model of the chamber and the pressure vessel; Right:
inner vessel and bellows assembly.
Figure 3.6: Schematic of PICO-2L.
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Figure 3.7: PICO spin-independent (SI) exclusion plot (2017) at 90% C.L. On the same plot
are shown exclusion curves of PICO-60 CF3I (red), PICO-2L (purple), LUX (yellow), PandaX-
II (cyan), CRESST-II (magenta), CDMSlite (black).
Figure 3.8: PICO spin-dependent (SD) exclusion plot (2017) at 90% C.L. Also shown: PICO-60
CF3I (red), PICO-2L (purple), PICASSO (green), SIMPLE (orange); PandaX-II (cyan), IceCube




CALIBRATION OF THE PICO-0.1 TEST CHAMBER
The first original topic covered in this thesis is the calibrations of the PICO-0.1 test chamber.
PICO-0.1 is a 0.1 kg calibration chamber meant to study the response of superheated liquids, such
as C3F8 and C2ClF5, to various types of background radiation. Built by Mike Crisler at Fermilab
in 2013, the chamber was sent to the Université de Montréal to perform calibrations with mono-
energetic neutrons at the in-house accelerator facility. Such calibrations had been developed in
the past by the Montreal team for the PICASSO experiment to calibrate droplet detectors [66, 67],
and therefore, Montreal was a natural environment to perform similar calibrations. This neutron
calibration was done at the Tandem Van de Graaff facility of the René J.A. Levesque laboratory.
An accelerated proton beam produce mono energetic neutrons from nuclear reactions with a 51V
target. The calibration started in 2013, extending to the end of the summer of 2014.
Following the neutron calibrations, gamma measurements were undertaken to confirm rejection
curves already obtained by other chambers. These gamma calibrations were concluded at the end
of June 2015. Multiple sources were used in order to cover for low and high gamma energies.
Designed to be similar to the PICO-2L chamber, PICO-0.1 turned out to be one of the cleanest
and most stable calibration chamber built by the PICO collaboration. For this reason, it was de-
cided that this calibration chamber would serve to study external radioactive sources exclusively.
The spiking of test chambers with foreign material have shown to leave everlasting backgrounds.
Such tests have been performed by Daniel Baxter of Northwestern University with the COUPP
Iodine Recoil Threshold Experiment (CIRTE) calibration chamber. The study of inner vessel con-
tamination was performed with a dedicated detector, the Queen’s University Test Chamber (QTC),
built for this purpose by Guillaume Giroux.
This chapter gives an overview of the calibrations performed at Université de Montréal as
part of this thesis. The PICO-0.1 chamber is described in section 4.1, and the Tandem Van de
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Graaff accelerator is detailed in section 4.2. Finally, the results of the different measurements are
presented in section 4.3. These include:
1) Neutron Calibration. The detector was calibrated with mono-energetic neutrons from the
51V(p,n)51Cr reaction
2) Gamma Calibration. Gamma emitting sources of various energies were used to determine
the γ-rejection of C3F8.
3) SbBe Calibration. Mono-energetic neutrons produced with a SbBe source were used to
complete the neutron calibration at lower neutron energy.
4) Low threshold operation. The chamber was run at a higher temperature to investigate the
stability at lower operating thresholds (< 1 keV).
5) C2ClF5. The deployment of chlorinated freon in PICO-0.1 allows for the fine-tuning of the
thermodynamic model used by the PICO collaboration for superheated liquids.
4.1 The PICO-0.1 bubble chamber
As for all PICO detectors, the energy threshold in PICO-0.1 is set by adjusting the inner pres-
sure for a given temperature. The detector is controlled by a home-made LabVIEW program
designed by members of the COUPP collaboration, and powered by a Data Acquisition System
(DAQ) built by National Instruments.
The PICO-0.1 bubble chamber (Figure 4.1) consists of six interdependent systems: 1) inner
vessel; 2) hydraulic pressure control; 3) pressure monitoring; 4) stereoscopic cameras; 5) the
acoustic sensors; 6) temperature control.
4.1.1 Inner vessel
The inner vessel of PICO-0.1 in made of natural quartz. Quartz is a fairly radio pure material
with a smooth surface, more robust than glass. In larger chambers, fused silica is preferred for its
higher radio purity and lower cost. The inner vessel of PICO-0.1 is filled with C3F8 as the active
fluid. The first fill was performed at Montreal in 2013 using ultra-pure water as a buffer liquid, as
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Figure 4.1: The PICO-0.1 bubble chamber. a) SOLIDWORK model of the inner vessel and bellows
assembly; b) Fully assembled chamber.
in PICO-2L. The role of the buffer fluid is to isolate the active liquid from the various parts in the
top hat assembly, especially the metal bellows. Although operating at a relatively stable rate, the
small volume of the chamber led to foaming at the C3F8-water interface. This behavior was not
observed in the PICO-2L chamber.
The first fill was ended rapidly to solve the foaming problem and Linear Alkylbenzene (LAB)
was tested as a buffer liquid this time with excellent results. The fill was terminated by January
2014 and the C3F8-LAB combination proved to be much more stable than the C3F8-water combi-
nation, with no persistent foaming and no droplet migration between the two liquids, as shown in
Figure 4.2.
4.1.2 Hydraulic pressure control system
The hydraulic pressure control system is a closed system constituted of several valves, accu-
mulators and a pump, filled with mineral oil. Figure 4.3 shows a schematic of the system. Fluid is
accumulated in the first accumulator, pressurized at around 200 PSIA (after some cycles, the sys-
tem auto-adjusts the pressure at around 180 PSIA). The inner vessel of the chamber is compressed
at 180-200 PSIA by opening one of the compression valves. In this state, the detector is inactive.
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Figure 4.2: Inner vessel of PICO-0.1. From left to right: Water buffer right after the fill; Water






Figure 4.3: Hydraulic system schematic of PICO-0.1.
To expand the bubble chamber to its operational pressure, an air regulator, supplied by either a
nitrogen bottle or hooked up to a centralized air system, sets the pressure in the second accumula-
tor and the DAQ closes the compression valve while opening the valve to the second accumulator.
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Figure 4.4: Comparison of the Dytran pressure rate of rise for different event types. Events were
categorized by eye. Center events happen away from the components of the chamber. Wall events
are characterized by a single bubble emerging from the quartz surface. Surface events describe
events in which a bubble is formed at the interface of the active and buffer fluid. Collar events
include bubbles that form at the triple contact line of both fluids with the quartz surface.
This allows the pressure in the inner vessel to drop. The detector is now in the active, expanded
state. After an event trigger from the DAQ, valves are closed and the compression valve reopens,
effectively re-compressing the chamber. When the accumulated fluid level in the first accumulator
drops too low, the DAQ triggers the activation of a pump to transfer mineral oil from the second
accumulator to the first, reverting the system to its initial state.
4.1.3 Pressure monitoring system
The inner pressure of PICO-0.1 is monitored with a pressure sensor from Dytran instruments.
The type 2005V sensor has a sampling rate of up to 40 kHz. When a bubble is produced, the
pressure rises due to the displacement of the liquid. It has been shown that the production site of a
bubble influences the rate of rise of the pressure. As shown by the curves from Figure 4.4 obtained
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from hand-scanned events, collar (red) and wall (green) bubbles tend to grow faster than bubbles
in the bulk (blue), possibly because of the presence of cavities that can accelerate the nucleation
process [68]. Furthermore, the presence of particulates of foreign materials (dust, quartz particles
from the jar, stainless-steel, etc.) with sharp edges, stuck in the wall or collected at the collar,
could cause unwanted nucleation in a similar way. Bubbles nucleating on the surface (pink) seem
to produce a limited rise in pressure that can be explained by the bubble leaving the superheated
bulk, not accreting as much liquid in the vapor phase as other bubbles.
The Dytran analysis can also determine the multiplicity, or number of bubbles, of events. Neu-
trons can undergo multiple collisions in the active fluid. They can therefore produce multiple
bubbles, as long as the energy of the recoil nuclei is higher than the critical energy Ec. Intuitively,
we could conceive that the rate of rise of two bubbles separated enough from each other, in order
to not interfere with each other, should be faster than that of a single bubble. Although not follow-
ing a linear relation, parameters extracted from a polynomial fit of the pressure curves can help to
determine the multiplicity (number of bubbles) of events.
4.1.4 Stereoscopic camera system
The main trigger source of the detector is provided by the optical system. A stereoscopic
camera system, composed of two Basler A602f cameras, is mounted on the aluminum chassis of
the detector. The cameras acquire images alternately, at a combined frequency of 150 images/s.
Each camera is coupled to a set of 16 red LED for illumination. In order to limit reflexion on
the walls of the chamber, the LED sets are only lit when their associated camera is active. This
stereoscopic system angled at nearly 90˚ allows for an easy 3D reconstruction of events.
4.1.5 Acoustic sensors system
Two piezoelectric sensors are mounted on PICO-0.1, as seen in (Figure 4.5). Both sensors
are encased in a stainless-steel housing and are screwed against the quartz vessel. Vacuum grease
is applied between the casing and the vessel for optimum acoustic transmission. The sensors
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Figure 4.5: Piezoelectric sensors assembly.
The sensors are encased in stainless-steel, im-
mersed in water.
Figure 4.6: PICO-0.1 thermal bath. A hol-
low side channel limits the amount of wa-
ter between the inner vessel and the radiation
sources.
are paired with a PICASSO preamp with a gain of G = 12500, allowing for a maximum signal
amplitude of±10 V. The DAQ is setup for a signal sampling of up to 1 Msample/s, for a maximum
acquisition frequency of 500 kHz.
4.1.6 Temperature control system
The whole quartz inner vessel assembly sits in a water bath, kept at a predetermined constant
temperature by circulating distilled water. Four temperature probes are placed inside the water bath
at different heights. The temperature is recorded separately for every event. In the analysis, the
average temperature of the four probes is considered as the inner fluid temperature, to account for
the temperature gradient of about 0.5˚ C in the thermal bath. To limit the absorption of radiation
in water between the sources and the inner vessel, a channel was incorporated in the thermal bath
design as seen in Figure 4.6.
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Figure 4.7: Tandem Van de Graaff accelerator at the Université de Montréal.
4.2 Tandem Van de Graaff accelerator
The Tandem Van de Graaff electrostatic accelerator at the Université de Montréal (Figure 4.7)
is located at the René J.A. Levesque laboratory. It was inaugurated in 1966, acquired from Atomic
Energy of Canada’s laboratories located at Chalk River. The accelerator can achieve a maximum
terminal voltage of 6 MV. The electric tension can be used twice by having the high voltage ter-
minal located at the center of the accelerator housing and stripping charges from the accelerated
nucleon, thus, the name Tandem. Therefore, protons for example, can be accelerated to an energy
of up to 12 MeV.
The accelerator is operated by the PICO collaboration to produce mono energetic neutrons via
specific nuclear reactions with a proton beam. The known energy of the neutrons allows us to
calibrate detectors with high precision, as reflected by the precision in the keV range.
The accelerator itself is composed essentially by three distinct parts: the injector, the main
accelerator housing and the energy selector magnet. The fourth part of the setup, the target, is
located at the end of the 0˚ beam line for PICO (Figure 4.13).
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4.2.1 Injector
The injector is the source of ions to be accelerated. The one installed at the tandem is a dual
injector: a Model 358 duoplasmatron ion source and a Model 860 sputtering ion source. The first
uses a gas plasma while the sputtering source uses solid elements in the form of powder pellets,
usually for production of heavy ions beam. Even though protons can be produced from solid
materials, the proton flux would be rather small and the pellets would be depleted rapidly. To
fulfill our needs, we inject molecular hydrogen gas from a metal canister into the duoplasmatron
source. The gas in the bottle is maintained in liquid form under pressure, which grants a lifetime
of over 1000 hours of continuous use per canister.
The duoplasmatron source uses a two-stage gas discharge to produce ion beams [69]. As
schematized in Figure 4.8, a heated, coated filament produces thermal electrons which sustain a
first gas discharge after hydrogen is inserted in the chamber. Ions are produced by the second
discharge, and are confined by a strong magnetic field produced in a small volume between the
intermediate and main anode. This confinement produces a high plasma density. This plasma,
which can be manually started by shorting out the circuit of the first anode, has positive ions in its
center and negative ions in its outer perimeter. An extraction cone kept at a potential of 20 kV is
placed off-center to extract negative ions.
After the extraction, the negative ions travel through two Einzel lenses, focusing lenses which
produce a symmetrical electric field. This symmetry ensures that all ions passing through them
exit with their energy unchanged, but ions that entered from the outer edges are deflected toward
the focal point of the lens. The ions then enter a calibrated 90˚ analyzing magnet of mass analysis.
For a chosen magnetic field, heavier atoms follow a wider arc through the magnet than lighter
particles. This enables us to filter out undesirable particles before entering the acceleration tube.
The last step of the pre-acceleration stage is the strong focusing of the ion beam by a system of
so-called Q-snout lenses. Unlike older lensing methods which were made of metallic grids, the
Q-snout produces no x-rays from atomic collisions and thus allows for a safer operation of the
accelerator. When entering the Q-snout, ions encounter a large electric field gradient referenced to
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Figure 4.8: Diagram of the Model 358 duoplasmatron ion source. A hydrogen plasma is produced
by a two-stage discharge. A heated filament produces thermo-electrons in the first discharge region.
Guided by a strong magnetic field from a solenoid, electrons travel to the second discharge region
where hydrogen is injected. The ionized gas stats a secondary discharge between the intermediate
electrode and the anode. Ions are extracted by a 20 kV potential.
the terminal voltage of the accelerator. This feedback creates an automatic lensing that is adapted
to the full range of the operating tension. It also ensures that ions are accelerated to the correct
energy by automatic feedback to voltage fluctuations at the terminal.
4.2.2 Main accelerator housing
The main accelerator section is the most prominent feature of a Tandem Van de Graaff accel-
erator. It is a gas tank filled with SF6, an inert gas pressurized at 58 PSI, whose purpose is to limit
arcing between components under high tension. The acceleration tube in its center is made out of
glass sections and is supported by a cantilever system composed of a piston located on the high-
energy side, and four columns constituted of glass blocks separated by metal plates. The cantilever
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Figure 4.9: Diagram of a pelletron changing chain.
system is essential in isolating the high-voltage electrode within the tank.
The Tandem Van de Graaff accelerator has two pelletron charging chains to transport charges.
The high-tension chains are made of metal pellets linked by insulating nylon joints. As shown
in Figure 4.9, they revolve on a set of pulleys, the drive and terminal pulley, which also act as
electrodes. Analog to the leather belts in Van de Graaff generators, pelletron charging chains
build up positive charges by picking them up at one end, at the drive pulley, and accumulating
them at the other end at near the terminal. Two small pickoff pulleys transfer the charges to
the terminal. A negatively charged suppressor electrode at the terminal prevents arcing as the
charges are deposited. The main advantage of using pelletron charging chains as opposed to leather
or paper belts are a better terminal stability, cleaner operation since no dust is produced, longer
lifetime and no arcing.
Along its entire length, the acceleration tube is linked to equipotential planes by metal elec-
trodes (Figure 4.10), perpendicular to the ion beam axis. Every plane is linked to the next by
a resistance, forming a series circuit which produces a constant electric field gradient in the ac-
celeration tube. A surrounding stainless-steel ring, as shown in Figure 4.11, renders the gradient
uniform throughout the plane, ensuring a uniform acceleration of ions independent of their radial
position in the tube.
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Figure 4.10: Acceleration tube inside equipo-
tential rings.
Figure 4.11: Inside view of the main accelera-
tor housing.
As its name suggests, the Tandem uses the same terminal voltage twice. To do so, the electric
field in the accelerator needs to be symmetrical. That is, the gradient passes, in the first half, from
zero to the terminal voltage in the middle, and from terminal voltage to ground in the second half.
In normal conditions, negative ions subjected to such a field would oscillate from one end to the
other indefinitely. Instead, a stripper in the middle of the acceleration tube "strips" electrons from
the ions, changing their charge from negative to positive. The first strippers were thin sheets of
metal, but were replaced by a mist of oxygen gas for a better efficiency. The now positive ions
will themselves acquire a kinetic energy in multiples of the terminal voltage depending on their net
charge. Hydrogen is however limited to -1/+1 charge.
4.2.3 Energy analyzing magnet
When the now positively charged ions exit the acceleration tube, they have acquired an energy
which depends on their charge state. For the neutron calibration, protons have typically an energy
in the 1-2 MeV range. Even though they are subjected to a precisely set electric field in the
acceleration tube, proton energy at the exit of the accelerator may vary slightly due to atomic
collisions or small tension fluctuation. A near mono-energetic beam can be obtained with an
energy analyzing magnet, shown in Figure 4.12. The method is similar to the one of the mass
analyzing magnet in the ion source. The magnetic field is much stronger since the energy of the
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Figure 4.12: Energy analyzing magnet (bot-
tom) and beam line selector magnet (top).
Figure 4.13: Target hall of the Tandem Van de
Graaff facility. The PICO-0.1 neutron calibra-
tion was performed on the 0˚ beam line, third
from the right.
ions is higher.
Before entering the analyzing magnet, the ions are focused by a quadrupole magnetic lens to
increase the ion beam density. Ions then enter the analyzing magnetic field, which is controlled
by a nuclear magnetic resonance probe for increased precision and stability. The magnetic field
resolution is 0.1 gauss, which maps linearly for proton energy with a resolution of 0.2 keV. The
path of the proton beam is curved on a 90˚ arc by the magnetic field. Ions with a higher kinetic
energy follow a wider curvature radius while less energetic ions follow a smaller arced path. After
the bend, a narrow slit selects ions with the correct energy and sends them towards the beam line
selector magnet. The rest of the ions are stopped when they hit the slit blades.
The beam line selector magnet (Figure 4.12) produces a magnetic field that deflects the ion
beam into one of the seven lines in the target hall, shown in Figure 4.13. This allows to have mul-
tiple experimental setups mounted permanently, each one ready to be used for a specific purpose.
The line used by the PICASSO/PICO experiments for neutron calibration is the 0˚ line. Instrumen-
tation installed on the line includes a second quadrupole magnetic lens and a set of four deflector
plates, for x and y deflection of the beam (z being the axis of propagation of the protons). Finally, at
the end of the beam line, a carousel holder is installed, which allows switching of different targets
without breaking the vacuum.
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4.2.4 Target
The final part of the setup used for calibrating PICO-0.1 is the vanadium-51 (51V) target. This
target substrate is highly polished platinum where a 14 nm thin layer of 51V (natural abundance of
99.75%) was vapor deposited at the École Polytechnique de Montréal. The target is mounted in the
carousel holder at the end of the beam line and constantly kept under vacuum to avoid oxidation.
Neutrons are produced by the 51V(p,n)51Cr nuclear reaction. This reaction shows several nar-
row mono energetic resonances at around 1.6 MeV of proton energy, as shown in Figure 4.14
and table 4.I [70]. Without the high resolution of the analyzing magnet, this process wouldn’t be
feasible since the resonances are so close to one another. The resolution of the peaks with this
setup is of about 0.25 keV of neutron energy and is determined by the thickness of the vanadium
target. This spectrum must be mapped out in small sections to assure the proper selection of the
neutron energy at the beginning of each runs. A mapping of two or three peaks and a comparison
of the relative intensities was usually sufficient to obtain certainty about the energy of the selected
resonance. The cumulative experimental spectrum is shown in Figure 4.15.
Due to the small cross section of this nuclear reaction and the essentially isotropic emission
of the produced neutrons, the neutron flux from the target is rather weak. Even though the flux is
directly proportional to the flux of incident protons, we are limited in beam current by the rapid
rise in temperature of the target when subjected to a high proton fluxes. The rapid heating of the
target would effectively vaporize the thin film of vanadium from the platinum substrate. Even at
low proton current, the weakening of the flux over several years revealed a slow degradation of the
target. The applied proton current on the target is thus usually set at around 3.5 µA.
4.2.5 Beam line instrumentation
Some auxiliary equipment is needed for the neutron calibration measurement. A model 1000C
current integrator from Brookhaven Instruments Corporation is hooked up at the end of the beam
line and measures the accumulated charge of protons that reach the end of the beam line. When
searching for resonances from the Vanadium target, the integrator stops the proton beam when
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Figure 4.14: 51V(p,n)51Cr neutron energy spectrum from [70].















Table 4.I: Table of proton-neutron energy of the 51V(p,n)51Cr reaction [70].
40µA have been collected. This instrument allows for a 0.02% error on the integrated charge [71],
a level of precision largely sufficient to ensure the uniform exposure of the target to the different
proton energies.
Finally, two 3He neutron counters measure the relative neutron flux from the target (4.16). One
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Figure 4.15: 51V(p,n)51Cr neutron spectrum as a function of neutron energy.
Figure 4.16: 3He neutron counter. The ABS outer shell contains a paraffin moderator, hollowed
out to insert the 3He capsule.
counter (U-Montréal Neutron Counter) is located underneath the target holder of the beam-pipe,
while the second (U-Chicago Neutron Counter, Figure 4.16) is located underneath PICO-0.1.
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In these counters, fast neutrons are first thermalized by a layer of paraffin, a material rich in
hydrogen. Thermal neutrons then interact with the 3He by the 3He(nth,p)3H reaction with a Q-
value of 760 keV. The proton and tritium recoil and ionize the surrounding 3He gas in a cylindrical
proportional gas counter. A thin wire placed in the middle of the 3He chamber is held at a bias
voltage of 2.5 kV. Electrons produce induction in the wire, multiply in an avalanche and generate a
pulse signal. Pulses are finally amplified and time-stretched to allow a gate counter to easily detect
pulses over electric noise. The efficiencies of the counters were determined and cross-calibrated
with the method described in chapter 5.
4.3 Measurements and results
This section presents results and discussion of five measurements taken as part of the main




4) Low threshold operation
5) C2ClF5
4.3.1 Neutron calibration
Low energy neutron interactions in bubble chambers, approximately up to 500 keV, resemble
that of WIMPs since both particles are massive, charge-less, and undergo elastic scattering with
target nuclei. WIMPs interact on the scale of the electroweak nuclear force while neutrons interact
via the strong nuclear force. The latter interacts therefore much more easily. Despite the fact that
neutrons constitute a major background source for all dark matter searches, they can be used to cal-
ibrate detectors. The expected response curve and efficiencies with respect to WIMP interactions
can be determined by calibrating the chambers with a mono-energetic neutron source.
57





where mn and mA are the masses of the neutron and the target respectively, θ is the scattering angle
and En is the neutron energy. We can determine the maximum recoil energy by fixing θ = pi . For
carbon and fluorine, atoms constituting C3F8 molecules, the maximum recoil energies are:
ER,Cmax = 0.28 ·En (4.2)
ER,Fmax = 0.19 ·En (4.3)
Assuming an isotropic angular distribution of the elastic scattering, neutrons produce a box-shape
recoil spectrum, shown in Figure 4.17.a. Bubble chambers being threshold detectors, only energy
transfers greater than the threshold energy of the chamber can produce a bubble. The response at a
given threshold is the sum of the response of recoils with energies higher than the threshold energy.
Given a box-shaped recoil spectrum, the response has a linear relation to the threshold energy, as
seen in Figure 4.17.b. Furthermore, the total response is the sum of the contribution of carbon and
fluorine in C3F8. Figure 4.18 shows the effect of the α parameter of equation 3.5 on the neutron
detection efficiency. As the α parameter tends towards infinity, the count-rate becomes linear with
the threshold energy and corresponds to a nucleation efficiency of 100% [72].
Since the mean kinetic energy of WIMPs in the galactic halo is small (∼ 200 keV), very little
energy is transferred to targets. Therefore, small neutron energies are required to perform the
calibration. The 51V target produces mono-energetic neutrons of energies shown in table 4.I. Of
those, resonances I, IV, V, VII, VIII and XI were chosen due to their higher relative strength.
Some of the 51V resonances coincide with resonances in the neutron-fluorine cross-section.
Both neutron-carbon and neutron-fluorine cross-sections en presented in Figure 4.19.































Figure 4.17: Recoil spectrum and theoretical response of mono-energetic neutrons. Top: Assuming
elastic scattering is isotropic, the recoil spectrum is box shaped. Bottom: As the threshold energy
is lowered, more recoils have sufficient energy to nucleate bubbles, increasing the nucleation rate.
The idealistic nucleation rate is the integral of the recoil spectrum from the threshold energy to






















Figure 4.18: Effect of the α parameter on the neutron detection efficiency. As the α parameter
tends to infinity, the response becomes linear with the threshold energy, as expected for a box-
shape recoil spectrum.
proton beam to ensure stability. The neutron counters were used to normalize each event with the
variable neutron flux that depends on the proton current, beam focus and target physical condition.
Figure 4.20 shows the background subtracted count rates for six neutron energies as a func-
59



















Figure 4.19: Neutron-carbon and neutron-fluorine interaction cross-sections. The cross sections
were weighted with the stoichiometric ratios for C3F8.
Source γ energy (keV) Activity (µCi) Half-life Production date
60Co 1173 & 1332 1000 1925.28 d Mar-1975
124Sb 603 & 1691 25 60.20 d Feb-10-2015
137Cs 662 10000 30.08 y Oct-1982
241Am 60 9.4 432.6 y Nov-1982
Table 4.II: Table of γ sources.
tion of threshold energy. Vertical dashed lines mark the highest detection threshold for fluorine
(ER,Fmax) for each neutron energies.
At higher thresholds (Eth > ER,Cmax) the theoretical response falls to zero. However, experimen-
tally, backgrounds absent from background runs must be considered in simulations. For example,
interactions of the proton beam with the beam-pipe could produce high-energy particles that could
interact in the chamber. Also, fluctuation in the ambient background and spontaneous nucleation
(wall, collar events) can result in a non-zero count-rate.
With this data and Geant4 or MCNP simulations, it is now possible to determine the nucleation
probability P(ER,Eth,α) from equation 3.6 and therefore determine the value of the α parameter
for each neutron energy. However, at the time of writing this thesis, such simulations had not been
carried out.
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Figure 4.20: Response of the PICO-0.1 bubble chamber for different neutron energies. The anal-
ysis was performed by Guillaume Giroux [73]. Vertical dashed lines indicate the highest carbon
and fluorine trigger threshold associated to each neutron energies (from eq. 4.2 and 4.3)
4.3.2 Gamma calibration
The PICO-0.1 bubble chamber was also used to measure the global γ-rejection of C3F8 as an
active liquid. Gammas emitted from radioactive sources in the keV energy range interact mostly
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by Compton scattering with electrons. Ionized electrons of small energy (keV), called Delta-rays,
can produce secondary ionization that can produce bubbles if they deposit enough energy locally.
Although a less important source of background, compared to neutrons, at normal operating
thresholds, γ radiation becomes rapidly the dominating background at thresholds below 1 keV by
ionizing atoms in the target liquid. The understanding of this γ background is, therefore, very
important for low threshold operation.
The PICO collaboration measured a nucleation probability down to below 10−10 at thresholds
higher than 3 keV for most chambers filled with C3F8. However, measurements performed with
the CIRTE calibration chamber deployed at Northwestern University showed worse γ rejections for
the same active fluid. It was first proposed that γ rejection could be worse in small scale chamber
as opposed to large detectors.
At the end of 2014 through the beginning of 2015, PICO-0.1 was calibrated with multiple γ
sources to either confirm or refute the results of CIRTE. The list of γ-emitting sources used for this
calibration is tabulated in table 4.II. The chamber was moved from the target hall of the accelerator
facility to a spacious room to avoid back-scattering. The sources were placed on a graduated rail
to allow their distance to the middle of the chamber to be measured. The distance was shortened
as the threshold was increased to keep the count rate approximately constant, at a rate of about one
events every 20 seconds.
Monte Carlo simulations were performed to calculate the nucleation probability of every source
by normalizing by source activity and by including the geometry of the setup. The results are
shown in Figure 4.21. The results of PICO-0.1 confirmed that the γ-rejection is independent of
the gamma energy, but depends on the type of active fluid. The results obtained with PICO-0.1
are in contradiction to the results from CIRTE as the data was in accordance with data from large
detectors.
The reason for the anomalous rejection curves obtained with CIRTE was finally found to be
due to traces of tungsten in the active fluid. This residual contamination was left on parts of
the chamber after voluntary particulate spiking of the active fluid in a past measurement, even
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Figure 4.21: γ-rejection master plot. The rejection curve is not function of the gamma energy, but
changes for different active fluids. CF3I data taken with different COUPP bubble chambers.
after thorough cleaning of the entire detector. Gammas would then interact with the particulates,
producing bubbles in a more efficient way and thus reducing the γ-rejection for this particular test
chamber. Following this discovery and the commissioning of the Queen’s University Test Chamber
(QTC), the CIRTE test chamber was permanently decommissioned.
4.3.3 SbBe calibration
Given the lack of significant resonances in the 51V(p,n)51Cr reaction for energies below 34
keV, the calibration with C3F8 was completed with an antimony-beryllium (SbBe) source. A (γ ,n)
reaction with a threshold of 1.666 MeV can occur in 9Be. The 1.69 keV γ-line from 124Sb, with a
47.1% transition probability, can produce neutrons with a 24 keV mean energy [74].
Antimony sources were activated at the SLOWPOKE nuclear reactor of the École Polytech-
nique de Montréal by neutron capture from antimony-trioxyde (Sb2O3). The reactor contains 5 kg
of uranium enriched with 20% of 235U, producing a neutron flux of up to 1012 n ·cm−2 ·s−1. Sb2O3
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Source Initial activity (µCi) Reference date Uncertainty (%)
Sb1 25 Feb-10-2015 3
Sb2 24 Feb-10-2015 3
Sb3 5.578 Feb-10-2015 3
Sb4 107 Jul-03-2015 10
Sb4 (reactivation) 86.68 Jan-15-2016 5
Sb5 59.9 Mar-21-2016 5
Sb6 61.2 Mar-21-2016 5
Sb7 55.4 Mar-21-2016 5
Sb4 (reactivation) 834.7 Jul-27-2016 5
Sb5 (reactivation) 566 Jul-27-2016 5
Sb6 (reactivation) 525 Jul-27-2016 5
Table 4.III: Table of 124Sb sources produced at the École Polytechnique de Montréal.
Figure 4.22: Beryllium disk. Dimensions: 1"
diameter x 5/8" height.
Figure 4.23: Beryllium disk with copper tape
cover.
was encapsulated in plastic, thermo-sealed and inserted in the beam line near the reactor core.
Natural antimony being composed of 57.21% of 121Sb and 42.79% of 123Sb, both 122Sb and 124Sb
were produced, with a half-life of 2.72 and 60.20 days respectively. A three-week relaxation period
was enforced to allow for the decay of 122Sb to ensure a safe manipulation of the sources. Table
4.III presents the properties of all antimony sources produced at the SLOWPOKE facility for the
PICO collaboration.
Following the γ calibration, PICO-0.1 was calibrated with the SbBe source. A beryllium disk
of 1" diameter x 5/8" height was purchased from the Materion company, shown in Figure 4.22.
The disk was covered with copper tape (Figure 4.23) to ensure safe manipulation of the product,
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beryllium being a known carcinogenic product. To limit the exposure to γ radiation from the
antimony source, two 3.5" diameter lead cylinders were inserted in the channel of the water bath
for a total thickness of 4".
Figure 4.24 shows the bubble rate for three 124Sb sources (Sb4 (reactivation), Sb5 (reactiva-
tion), Sb6 (reactivation)) as a function of the threshold energy. Data were also taken without the
beryllium disk to measure the response of the chamber to both background and γ radiation from
the antimony. The count rate shown in Figure 4.24 is background subtracted and was normalized
for the decreasing activity of the 124Sb source. As with 4.8 keV neutrons, low threshold operation
of PICO-0.1 (below 3 keV) makes the chamber subject to nucleation from γ radiation. Proper sim-
ulations using the γ-rejection of section 4.3.2 are therefore needed to interpret the data correctly.
4.3.4 Low threshold operation
By the end of the C3F8-LAB fill, the extremely good behavior of the chamber prompted us to
lower the threshold of the detector to an all-time low. The temperature was raised from 18 ˚C to
24 ˚C while the operating pressures were kept unchanged.
Figure 4.25 shows the combined background count rate as a function of threshold energy. At
this temperature, stable conditions were obtained down to 0.8 keV. The background signal became
quickly dominated by γ radiation, as discussed in section 4.3.2. This was expected since trial and
error during the neutron calibration showed that the background started to increase rapidly below
a threshold energy of 2 keV. Therefore, in the past, the chamber was never operated below this
threshold.
Nevertheless, this result proved that PICO bubble chambers can be operated at low thresholds
with C3F8 without suffering from technical problems. Appropriate gamma-shielding may allow
for an even lower threshold operation, as PICO-0.1 wasn’t shielded at all. This measurement is
also a confirmation of the high γ rejection observed during the neutron calibration at thresholds
higher than 2 keV.
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PICO 0.1 SbBe response
 
 
3x 124SbBe, 4" Pb
Figure 4.24: SbBe bubble rate as a function of threshold energy. Background and γ response are
subtracted.











PICO 0.1 background rate
 
 
Background Low Threshold @ 24°C
Background @ 18°C
Figure 4.25: Low threshold background rate. The red vertical line is the error-bar of a low statistics
data point at Eth = 0.7 keV.
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Figure 4.26: Mono-energetic recoil spectrum.





















Figure 4.27: Effect of the α parameter on the
mono-energetic recoil response. As α tends to
infinity, the response becomes box shaped.
4.3.5 C2ClF5
During summer 2016, the C3F8 fill of PICO-0.1 was ended after more than two years of oper-
ation. The chamber was disassembled to be washed and re-filled with a different freon: C2ClF5.
The motivation to use this liquid was to study the nuclear reaction 35Cl(nth,p)35S. In this re-
action, a thermal neutron (En ≈ 0.025 eV) interacts with the Chlorine atoms of the active fluid,
producing a proton with an energy of about 600 keV and a sulfur atom with an energy of 17
keV. The proton deposits less than 1 keV in the critical radius. This reaction allows to measure
the mono-energetic 17 keV recoil of sulfur atoms in the liquid and to compare with Monte Carlo
simulations of the detection process.
The recoil spectrum of the 35Cl(nth,p)35S reaction should be mono-energetic as shown in Figure
4.26. Assuming 100% nucleation efficiency, the response of a bubble chamber to mono-energetic
recoils is box shaped, as presented in Figure 4.27. In reality, the nucleation probability is described
by equation 3.5 and the count rate by equation 3.6, depending on the free parameter α . Measure-
ment of the count rate can therefore inform on the value of the α parameter. Furthermore, Monte
Carlo simulations of the total nuclear damage cascades compared with the experimental data could
allow for the determination of the Harper parameter of equation 3.4.
For the measurement with PICO-0.1, thermal neutrons were produced with the 124SbBe neutron
source as some of the 24 keV neutrons are thermalized in the thermal water bath of the bubble
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Figure 4.28: Rate fluctuation as a function of paraffin thickness. Error bars are too small to show
on the plot.























Figure 4.29: C2ClF5 - count rate from sulfur recoils. Thermal neutrons interact with the chlorine
by the 35Cl(nth,p)35S nuclear reaction.
chamber. To further increase the thermal neutron flux, a paraffin disk was placed between the
chamber and the source. A MCNP simulation performed by Olivia Scallon (Figure 4.28) showed
that a 2.25 cm paraffin thickness maximizes the thermal neutron flux, increasing it by a factor
30. Given its relatively weak activity, the source was again placed inside the water channel of the
thermal bath, as close to the chamber as possible.
Figure 4.29 shows the count rate as a function of the threshold energy. Data were taken over a
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three-month period, during which both 124SbBe and 124Sb (background) data were taken for a total
exposure of 22.35 live-days. Most of the early runs were excluded from the data-set as chambers go
through an adaptation period following a new fill. No lead shielding was used to shield γ radiation
as the threshold energy was set outside the γ sensitive zone (Eth < 3 keV ).
From this preliminary result, it is clear that the nucleation efficiency is not 100%, as the re-
sponse of the detector is not box shaped as expected, but smoother. An in dept analysis with
Monte Carlo simulations is required to interpret the data, possibly constraint the alpha parameter
for this response and the Harper parameter (b) present in the determination of the critical length.
An acoustical analysis can also be performed to possibly discriminated the nucleation from the
emitted proton to that of the sulfur recoil.
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CHAPTER 5
51V TARGET - ABSOLUTE NEUTRON FLUX MEASUREMENT
The second original work part of this thesis is a measurement of the absolute neutron flux from
a vanadium target and the determination of two 3He neutron counter efficiencies. The measurement
was performed during summer 2015. Count rates during neutron calibration are usually normalized
with the neutron count rate of one or two 3He neutron counters, to correct the response of PICO-0.1
for fluctuations in the neutron flux. The absolute flux measurement allowed, for the first time, to put
a number on the neutron flux produced by the 51V target and to measure the efficiency of the 3He
neutron counters precisely, making Monte Carlo simulations more precise. This measurement is
important for PICO-0.1 calibrations as it determines very precisely the efficiency of both neutron
counters. The results presented in this chapter are to be published in a future PICO calibration
paper.
The measurement was done by activating a new 51V target with the proton beam at the 50 keV
resonance of the 51V(p,n)51Cr nuclear reaction. The activity of the metastable 51Cr was then cal-
culated from a High Purity Germanium detector (HPGe) measuring the 320 keV gammas emitted
from the target. A careful reconstruction of the target activation as a function of time allowed to
determine the total number of neutrons produced over the activation period, and correspondingly
the absolute neutron flux and the efficiencies of the 3He neutron counters.
In this chapter, the experimental method is detailed in section 5.1, followed by the description
of the HPGe detector in section 5.2. Finally, the data recorded are presented in section 5.3, along
with a measurement of the angular distribution of the produced neutrons in section 5.4. The final
results are presented in section 5.5.
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Figure 5.1: 51Cr decay scheme.
5.1 Method
The integrated neutron flux is obtained by counting the number of 51Cr atoms, produced with
the emission of a neutron, in the 51V target. 51Cr disintegrates into 51V via electron capture with a
half-life of 27.7010±0.0011 days [75]. Figure 5.1 shows the decay scheme of 51Cr. 9.910±0.010%
of the nuclei are in a metastable state Jn = 5/2- and decay to the Jn = 7/2- ground state by emission
of a 320 keV γ-ray. Therefore, measurement of the gamma activity allows the determination of the
number of chromium atoms produced during the activation, which equals the number of emitted
neutrons.
Since the vanadium target used for calibrations had been periodically irradiated over the years
(especially over the last few months before the measurement) it was decided to perform the exper-
iment on a new target, produced at the same time as the first one, in order not to start with a target
containing an unknown quantity of 51Cr.
The Chromium activity was then recorded with a p-type HPGe detector in a low background
environment, deep in the hill-side, shielded by massif concrete. The end cap of the detector was
shielded with lead bricks to further reduce environmental background radiation. A calibrated 133Ba
standard source was acquired to calibrate the energy response and the efficiency of the HPGe
detector. Following activation, the target was put in a plastic container filled with nitrogen gas,
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then placed in the lead shield at the same distance as the 133Ba source was. The distance was kept
fixed for all measurements. The data acquisition by the HPGe detector lasted up to 48 hours, and
it was found that a 24-hour run was sufficient to get a small enough statistical error.
To analyze the data, an algorithm was developed to subtract the background and integrate the
count rate of the γ-peaks. Data were then fitted by exponential decay law to calculate the activity of
the target right after the activation. Using these activation data, the reconstructions of the chromium
production and decay rates during the activation, which corresponds to the total number of neutrons
produced, were performed. Dividing this number by the duration of the activation runs gives a
measure of the absolute neutron flux.
5.2 HPGe detector
The HPGe detector employed for this measurement is shown in Figure 5.2 and Figure 5.3 with
a lead shielding. It is a P-type, side-mounted detector built by Princeton Gamma Tech (PGT). The
detector is kept at 77 K in liquid nitrogen (LN2) since it was acquired by the lab, but hadn’t been
used recently. Therefore, it was necessary to perform a proper energy and efficiency calibration.
5.2.1 Detector design
A HPGe detector is typically composed of a highly-purified germanium crystal, a preamp stage
and a cryostat.
Germanium crystals in HPGe detectors can be conceived in several configurations. The one
used for this measurement is a coaxial, P-type (using holes as charge carriers) crystal with a
lithium-diffusion N+ contact layer [76]. In addition, an ion implanted P+ contact was produced.
A bias voltage applied to the crystal by an external power supply creates a depletion zone in the
crystal, increasing the resistance of the p-n junction region.
The fact that the detector is somewhat old and may be fragile prevented the opening the end cap.
The actual crystal size and shape could therefore not be directly determined. Even without precise
knowledge of the detector geometry, the efficiency and solid angle could be determined by precise
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Figure 5.2: Side looking, P-type HPGe detec-
tor.
Figure 5.3: HPGe detector shielded with lead
bricks.
source positioning during calibrations and measurement, and a systematic error was included in
the error propagation. In this case, the detector efficiency was determined with a source placed 9.5
cm away from the detector.
When a photon interacts in the crystal, a charge displacement current is produced. When
the interaction is by photoelectric effect, the charge is proportional to the energy of the incident
gamma. Some other electromagnetic effects can result in partial energy deposition of the primary
photon, such as Compton scattering and pair production. Compton scattering is inevitable, but
can be manageable by either collimation of the source (to reduce the number of scattering photons
reaching the crystal) or putting it at a greater distance from the crystal to reduce the solid angle
from the source to the crystal. Pair production can only happen with a photon of energy equal or
higher than the electron-positron pair rest mass of 1.022 MeV. The present measurement doesn’t
involve such photons, and thus this effect can only come from environmental background.
73
The pre-amplifier stage is part of the end cap assembly. Its function is to convert the collected
charge to an analog signal with proportional amplitude. A simple pulse shape analysis confirmed
that the pulses were Gaussian shaped, which could thereafter be directly analyzed by a Canberra
Model 1510 Integrated Signal Processor. This module uses an analogue-to-digital converter (ADC)
to sort gamma energies in 2048 bins of a multichannel analyzer and also provides the bias voltage
for the pre-amplifier of the HPGe detector. Although rated for 3.5 kV, the maximum bias voltage
that could be applied to the detector was 900 V. This leads to the assumption that some of the
lithium had diffused, in which case there should be a loss of efficiency, but no loss in resolution,
as detailed in section 5.2.2.
Germanium is a semi-conductor which has a small bandgap energy at high (room) temperature.
Therefore, the crystal needs to be cooled to LN2 temperature to limit the high leakage current gen-
erated at higher temperatures. Furthermore, the lithium contact layer can diffuse and redistribute
itself in the Ge crystal at room temperature, which could lead to a loss of efficiency. The crystal
is, therefore, in contact with a metal rod called "cold finger" which allows heat transfer from the
crystal to the LN2. A Dewar, a vacuum-sealed container, holds the LN2 and needs to be refilled
periodically (e.g., weekly or biweekly depending on the size of the Dewar).
5.2.2 Calibration
The energy response and efficiency of the HPGe detector were calibrated with a 1.036 µCi
133Ba calibration source (Figure 5.4). It emits five main gamma lines, tabulated in table 5.I, four
of which have an energy near the 320 keV γ-line of 51Cr. Due to higher background level and drop
of efficiency below 100 keV, the gamma peak I at 80 keV was not included in the analysis, even
though this peak has very good statistics. The spectrum of the source used is shown in Figure 5.5.
As mentioned in the previous section, not knowing the precise dimensions of the HPGe de-
tector, it was decided an additional calibration would be performed instead of the standard 60Co
calibrated at 25 cm. Knowing that the 320 keV emission of 51Cr would be rather weak, the solid
angle was maximized with respect to the crystal to increase statistics. The calibration source was
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Figure 5.4: 133Ba source for calibration of the
HPGe detector.

























Figure 5.5: Experimental 133Ba gamma spec-
trum. The red line indicates the 320 keV of
51Cr relative to the spectrum of the calibration
source.
Gamma No. Energy (keV) Branching ratio (%)
I 80.9979 (11) 32.9 (3)
II 276.3989 (12) 7.16 (5)
III 302.8508 (5) 18.34 (13)
IV 356.0129 (7) 62.05 (19)
V 383.8485 (12) 8.94 (6)
Table 5.I: Table of 133Ba main gamma radiation energies and branching ratios. Numbers in paren-
thesis are the error on the last digits [75].
placed at 9.5 cm, centered, in front of the detector. All measurements were taken inside the lead
shield.
The energy calibration was performed using raw data. The energy spectrum was stored in the
multichannel analyzer with 2048 channels. A simple peak finding algorithm was used to identify
the five main γ-lines. A linear fit with least squares minimizing function from MATLAB was then
performed convert bins to energy. Figures 5.6 and 5.7 show the calibration plot and the calibrated
spectrum.
The same 133Ba spectrum was used to calibrate the efficiency of the detector with the source
placed at 9.5 cm. To do this the line intensity was found by integrating the peak area and by
subsequently subtracting the extrapolated background from a linear extrapolation from data points
outside the peak region. Figure 5.8 give a visual representation of the background subtraction.
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Figure 5.6: HPGe detector calibration plot. The
black line is the calibration fit, red points are
the measured bins of the peaks as a function of
the theoretical energy.











Figure 5.7: Energy calibrated 133Ba spectrum.
Blue lines indicate the theoretical energy of
each peak.
The integrated peak count rates were then related to the source activity by correcting with the




R(Ei)dE · (ABa ·BRi ·3600s)−1 (5.1)
where R(Ei) is the count rate of peak i as a function of energy, ABa is the activity of the calibration
source, BRi is the branching ratio of peak i. The four efficiencies were then fitted with a second
degree polynomial function to obtain the efficiency at the 320 keV γ line of 51Cr. Figure 5.9 shows
the efficiency curve in the region around 320 keV.
The errors of this measurement include the error on the branching ratios (∼ 0.3 %), the statis-
tical error (
√
N), the error on the activity of the calibration source quoted by the manufacturer (3.1
%), an error on the calibration source position relative to the crystal (2 %). Finally, the efficiency
of the HPGe detector obtained from the fit at the 320 keV γ-line is 0.248 ± 0.011 %.
5.3 Data recording
The data acquired during this measurement can be categorized in two sets: data from the 3He
neutron counters during the irradiation of the target and data from the counting of the activity of
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Figure 5.8: Peak integration and background
subtraction. The blue surface represents the
peak integration. The red surface represents the
background signal, found by linear extrapola-
tion, to be subtracted.













Efficiency as a function of energy














Figure 5.9: Top: Efficiency fit of the HPGe de-
tector in the region of interest. Red points are
the measured values of the four 133Ba gamma
peaks. The blue line represents the 320 keV γ-
ray line of 51Cr. Bottom: Residual plot.
the target with the HPGe counter.
5.3.1 Neutron counting during the target irradiation
The data described in this section was used to relate the neutron counts in the two 3He counters
to the target activation. It has also been used to correct for the disintegration of 51Cr during the
activation period.
The target activation was performed from May 4th to May 7th 2015. The overall activation time
was 56.07 hours at a mean proton current of 3.5 µA. In order to preserve the same neutron yield,
PICO 0.1 was placed in front of the beam line in the same position as during calibration runs. Also,
both 3He neutron counters were positioned as in the usual calibration runs with the chamber. Data
were recorded automatically during each activation run with a National Instruments acquisition
card controlled by a homemade LABVIEW program.
In order to find the correct resonance, as mentioned in section 4.2.4, the spectrum was scanned
in small increments of the magnetic field of the energy analyzing magnet. Since the present mea-
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Figure 5.10: Vanadium target before activation.
The thumbprint is a relic occurring after the va-
por deposition of 51V.
Figure 5.11: Vanadium target after activation.
Notice the blackening due to the heat generated
by the high proton current.
surement was performed with a new target with mono-energetic neutrons, an old target was used
to locate the 50 keV resonance, leaving the new one intact until the beginning of the first activation
run (Figure 5.10). Figure 5.11 shows the same vanadium target after the activation. The darken-
ing is caused by the heat generated by the proton beam. The silver colored spot to the left is the
irradiation spot.
In total, during this irradiation the U-Montréal neutron counter recorded (21017±6) ·102 neu-
trons and (522±3) ·103 neutrons were counted by the U-Chicago counter. Respectively, the total
accumulated proton charge was 11818.8± 0.1 µC. Figure 5.12 shows the accumulated neutrons
as a function of time for the whole activation period. It was known that in this geometry, due to
the proximity to the beam line, the U-Montréal counter detects more neutrons than the U-Chicago
counter. This was confirmed by an additional measurement with a neutron source placed at the
same distance from both counters. This confirmed that the U-Chicago counter is 17x more sensi-
tive than the U-Montréal one.
5.3.2 Determination of the 51Cr activity
The data described in this section was included in the calculation of the total activity of the
target after the activation. This activity, corresponding to the total number of neutrons produced,
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Figure 5.12: Neutron counts as a function of time. Green vertical lines mark the start of a new
beam run, red vertical lines mark the end of the run. The U-Montréal counter recorded a much
higher number of neutrons because of its proximity to the target.
was then compared with the 3He count rates to calculate the neutron counter efficiencies.
After activation, the vanadium target was stored in a plastic container in nitrogen atmosphere
and data recording in front of the HPGe counter was carried out with the target 9.5 cm away from
the HPGe detector.
Measurements were taken over a period of over 60 days, shortly interrupted by 133Ba calibra-
tion and background runs to ensure that the experimental conditions were stable. Due to the low
activity of the source, 51Cr runs were 24h long in average to acquire sufficient statistics. Overall,
15 spectra were recorded in the same geometry. Figure 5.13 shows a typical 51Cr spectrum, while
Figure 5.14 represents a background spectrum. Note the 320.08 keV peak from the 51Cr.
5.4 Angular distribution of neutrons
While the measurements were ongoing with the HPGe, an attempt was made to replicate the
results from [70] regarding the angular isotropy of the neutrons emitted in the 51V(p,n)51Cr reac-
tion. To do so, the U-Chicago neutron counter was placed at a constant distance from the target
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Figure 5.13: 51Cr gamma spectrum. (320.08
keV)
























Figure 5.14: Background radiation gamma
spectrum. Peak identification from [77].
holder, at various angles with respect to beam line axis. The U-Montréal neutron counter was kept
at a fixed position 90˚ below the target holder for flux normalization.
As seen in Figure 5.15, the normalized response for the 50 keV resonance is far from being flat,
as opposed to the results of [70]. For large angles (> 45˚), the stainless-steel flange and the plastic
ring of the source holder are in the trajectory of neutrons to the neutron counter. The neutron
interactions in the flange were previously neglected, but this measurement showed that it had to
be included in Monte Carlo simulations. Figure 5.16 shows the same measurement for the 40 keV
resonance.
Without a Monte Carlo simulation, no direct correction for the absorption can be made as the
absorption should be energy dependent. Finally, since the U-Montréal neutron counter is always
located underneath the source holder, the total neutron count is always affected by the flange ab-
sorption. This means that it can’t be trusted for the absolute flux measurement, as the absorption

























Figure 5.15: Angular response of the U-
Chicago neutron counter on the 51V 50 keV

























Figure 5.16: Angular response of the U-
Chicago neutron counter on the 51V 40 keV
resonance. The red line is the expected re-
sponse from [70].














Activity as a function of time
Figure 5.17: Activity of the target as a function of time. The blue points are data obtained from
the HPGe counter. Vertical error-bars account for statistical and systematic errors. Horizontal




The number of gammas detected per runs is obtained from the HPGe counter data. The activity
of the target can be determined for each data point with the equation:
Ai =
Ni · ε320 keV
ti
(5.2)
where Ai is the activity of the ith data point, Ni is the number of counts of the ith data point, ε320 keV
is the intrinsic efficiency of the HPGe detector at 320 keV (accounting for the geometry), and ti is
the duration of the ith run.
Since the phenomenon observed is a nuclear decay, the data was fitted with :
A = A0 e−t/τ (5.3)
where A is the activity of the target for every data point, A0 is the activity at t0 (referred to as the
initial target activity), t is the time. The decay time constant is τ = ln(2) · t1/2 and t1/2 is the half-
life. For 51Cr, the half-life is 27.7010±0.0011 days [75]. The fit was performed in ROOT with the
MINUIT package. The free parameter A0 was found by a least square fit to be to be 263.3±14.4
Bq. The fit is shown in Figure 5.17.
The initial activity A0 allows us to determine the total number of neutrons produced by simu-
lating the activation. Using the relative neutron production rates from the 3He counters, the exact
neutron production rates needed to get the calculated initial activity A0 were found, assuming the
target wasn’t active prior to the activation. Since the activation wasn’t instantaneous, decay of 51Cr
during the irradiation period had to be accounted for. The result of this calculation is displayed in
Figure 5.18.
From the simulation, the total number of neutrons produced during the activation is (9.52 ±
0.52) ·108 neutrons. With this number, the efficiencies of both 3He counters could be determined
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Activity as a function of time
Figure 5.18: Activation curve of the Vanadium target. This simulation allowed to determined the
total neutron production by adjusting the production rate of each runs according to the relative rates
from the 3He neutron counters. The red point is initial target activity determined by the activity fit.
Prior to the activation, the activity of the target is assumed to be zero.
3He counter Neutrons counted ε3He
ε3He
εMC
U-Montréal 2102712 5.48 · 10−4 0.706±0.038
U-Chicago 521605 2.21 · 10−3 1.2443±0.059






where ε3He is the efficiency of an 3He neutron counter, N3He is the number of neutrons counted by
the respective 3He counter (Figure 5.12) and Ntot is the total amount of neutrons produced. The
efficiencies are tabulated in the 3rd column of table 5.II. Once the efficiencies are calculated, they
can be compared to the efficiencies obtained from the Monte Carlo simulations. These results are
shown in the 4th column of table 5.II.
As mentioned in section 5.4, the stainless-steel flange absorption make the simulation of the
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U-Montréal neutron counter difficult and uncertain. Consequently, Monte Carlo simulations over-
estimate its efficiency. However, the U-Chicago neutron counter is unobstructed, sitting directly in
front of the target holder, at almost 0˚ and the measurement showed that the Monte Carlo underes-
timated the neutron count. This must be investigated by future simulations.
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CHAPTER 6
DEVELOPMENT OF COATED PMMA INNER VESSELS
The final research topic covered in this thesis is the development of coated Poly-methyl-
methacrylate (PMMA) inner vessels in bubble chambers.
The bubble chamber technology is now over 60 years old. A lot of technological innovations
were integrated over the years, from the first hydrogen chamber to today’s state of the art, low
threshold chambers. In 1973, B. Hahn and H. W. Reist proposed a new type of bubble chamber
nicknamed "the Geyser" [78]. It was designed to detect the rare spontaneous fission of 238U in
superheated alcohol. From the figure 6.1, the chamber was a simple glass round bottom flask with
an elongated condensation neck. Bubbles produced would expand, sending liquid alcohol up in the
neck, much like a Geyser. Geysers are also called "condensation bubble chambers" (CBC) and are
now used in a dark matter direct detection experiments by the MOSCAB collaboration, in Milano,
Italy [79–81]. The PICO experiment also showed interest in the technique, with prototypes built at
the University of Alberta and at the Université de Montréal.
As part of the work for this thesis, the simplistic design of the Geyser was exploited to perform
low cost testing of different inner vessel materials. Acrylic (PMMA) and plain glass vessels were
considered. The background being dominated by wall nucleation, a preliminary study of surface
coating was undertaken to mitigate the problem.
In this chapter, the concept of the condensation chamber is presented in section 6.1. A PMMA
CBC design is described in section 6.2 and preliminary results of coating trials are presented.
6.1 The Geyser
The CBC is a detector using superheated liquids that does not require the manual or automatic
re-compression of the chamber. Instead of using a hydraulic pressure system (as in PICO detec-
tors), CBCs have two thermal regions (top and bottom), operated at different temperatures (hot
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Figure 6.1: Original Geyser design [78]. The bulk is submerged in a warming bath while a re-
frigerant is circulated at the neck. Bubbles produced from nuclear recoils rise in the neck where
vapors are condensed.
and cold). At the bottom of the chamber, a hot thermal bath keeps the active fluid (Alcohol, C3F8,
C5F12, etc.) in a superheated state. The top part of the chamber is set below the boiling temperature
(typically, as cold as possible) and only the vapor phase of the active fluid is in contact with the
condenser. At equilibrium, the chamber is pressurized at the vapor pressure of the active fluid.
As seen in Figure 6.2, bubbles are allowed to expand freely in a CBC, as opposed to PICO
chambers where bubbles are re-compressed as fast a possible to limit fluid displacement. When a
bubble is produced in the bottom part of the chamber, the inner pressure of the chamber rises until
there is equilibrium between the inner bubble pressure and the liquid pressure. Consequently, this
raises the threshold of the chamber, rendering it inactive. The hot bubble then rises to the top of
the chamber, fusing into the cold vapor phase zone where it condenses back to liquid.
An optional inner buffer fluid of lower density can be introduced to separate the top and bottom
sections of the chamber. As in PICO chambers, it was observed that the use of a buffer fluid (Water,
86
Figure 6.2: Bubble expansion in a Condensation Bubble Chamber. C5F12 at 50 ˚C. Frame rate: 120
fps. Due to the low-pressure (approx. 6 PSIA), the bubble is already very large at the 2nd frame.
The bubble seems to reach its full size at the 5th frame. The upward motion during the growth
generates a low pressure zone underneath the bubble and fluid displacement flattens the underside
of the bubble. The pressure equilibrium disrupts the surface of the bubble as the surface tension
becomes insufficient for the bubble to keep a spherical shape.
glycol, LAB, etc.) increases detector stability [79] by limiting contact between the active fluid and
the walls of the chamber. To keep the operating pressure as low as possible (to get a lower energy
threshold), the choice of a buffer fluid with a low vapor pressure is favored. The choice of a fluid
of higher viscosity can also help improve the active fluid-buffer interface stability during bubble
nucleation.
CBCs present many advantages over traditional bubble chambers. First, the concept is mechan-
ically simple, requiring no moving parts (no valves opening during runs, no bellows assembly) and
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no active monitoring system (CCD cameras trigger) is required for operation. The detector is self
controlled, requiring only two, off-the-shelf, circulation baths. Secondly, the active volume (bot-
tom jar) can be increased virtually indefinitely, with no major modification to the detector design.
Thirdly, the dead-time of this type of chamber is very small. Once the hot bubble is condensed
at the top of the chamber, the pressure drops back automatically to the operating pressure and the
chamber becomes active again, all in a matter of seconds. This increases the efficiency, which is
beneficial for rare phenomenon observation. Lastly, CBCs can be produced and operated at low
cost, which makes them ideal workbenches for testing and R&D.
6.1.1 Event characterization
As with PICO bubble chambers, the acoustic signature of bubbles can be recorded with piezo-
electric sensors to characterize for the particle responsible for the nucleation. Pressure sensors are
monitoring the inner pressure and a pseudo-3D reconstruction of events is done with CCD cameras
to apply a fiducial cut.
In PICO bubble chambers, event cycles are characterized by controlled expansion and com-
pression triggers, as explained in section 4.1. In a CBC, the pressure can’t be controlled manually.
The chamber is kept at its operating pressure, the vapor pressure of the active fluid at the tempera-
ture of the condenser. When a bubble is explosively produced, the pressure spontaneously rises to
the equilibrium point, after which the growth of the bubble stops. If the chamber contains a buffer
fluid, the bubble exiting the active zone will stop accreting liquid, stopping its growth earlier. The
bubble rises up to the vapor region where it condenses in a matter of 15 to 20 seconds, lowering the
pressure in the inner vessel gradually. When it reaches the operating pressure, the CBC is active
again.
Figure 6.3 shows the pressure as a function of time of an active CBC. It is important to note that
during the condensation period, in red in the figure, the nucleation threshold lowers continuously.
If a particle were to deposit enough energy while the chamber is at a higher pressure, a bubble
could still be produced although at much higher threshold. Even though the CBC is active during
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Figure 6.3: Event pressure pattern in CBCs. The red zones are considered as dead-time since the
threshold is too high compared to the threshold at the equilibrium pressure. The green zones are
live-time.
this period, the condensation period has to be considered a dead-time because of the uncertain
threshold energy. The green zones are considered as live-time. The peak-pattern of CBCs allow
for an easy event identification.
Chambers sometimes show repeated surface nucleation from hot spots, similar to the nucleation
of carbon dioxide in carbonated drinks. In open systems, the overall pressure doesn’t change. In
CBCs however, this results in a global increase in pressure. Condensation and nucleation stay in
equilibrium, rendering the chamber inoperable. Such a behavior can therefore be easily identified
by the high pressure without a condensation phase as seen in Figure 6.4
6.2 PMMA CBC
This section describes a geyser prototype designed by Mathieu Laurin during his Ph.D. research
[82]. This is the 6th geyser designed at the Université de Montréal. This chamber was filled






















Figure 6.4: Boiling in CBCs.
alkylbenzene (LAB) was chosen as a buffer fluid to ensure that the Freon would be only in contact
with the PMMA vessel. The choice of LAB was supported by the good behavior of the PICO-0.1
chamber with the same buffer fluid and its low vapor pressure, required for low pressure operation
at higher temperature.
PMMA is an especially interesting material for the search for dark matter with bubble cham-
bers. It is a radio-pure material and a neutron shielding due to its high concentration of hydrogen
atoms. Chambers orders of magnitudes bigger could be built due to its ease of production and low
production cost as demonstrated, for example, by the SNO, SNO+ and DEAP-3600 experiments
at SNOLAB [83–85].
6.2.1 Detector design
Seen on Figure 6.5, the chamber is composed of a PMMA inner vessel (Figure 6.6) mounted
on the stainless-steel main body by a metal flange. A rubber o-ring sits in a groove machined in
the acrylic vessel to insure a good seal.
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Figure 6.5: UdeM - Geyser 6. 1 - Heated ther-
mal bath; 2 - PMMA vessel; 3 - Main stainless-
steel chamber body; 4 - Stainless-steel con-
denser. A small hollow acrylic cylinder is lo-
cated between those two parts to provide insu-
lation between the cold condenser and the hot
stainless-steel body, and to give visual access
to the condenser.
Figure 6.6: Geyser 6 - inner vessel. The ves-
sel was custom-made at the Université de Mon-
tréal. The inside wall is machined at an angle
to facilitate the rise of bubbles when they are
produced near or at the wall.
The inside of the main body is hemispherical to minimize the presence of sharp edges. Three
thin stainless-steel windows where piezo-electric sensors can be fixed are machined on the side
faces. A round port also hosts the pressure sensor, which is in direct contact with the LAB buffer
fluid.
When heated, both liquids (C5F12 and LAB) dilate, increasing their volume significantly. Since
it was noticed that bubbles have a smaller growth when the top vapor volume is smaller as the
pressure in the chamber increases faster, an acrylic cylinder was installed under the condenser to
facilitate fluid level adjustments. This part also serves as a thermal insulator.
The condenser is a hollowed out stainless-steel part where a refrigeration fluid circulates from
a PolyScience model PD15R-40 circulation bath. The part is shown in Figure 6.7. The underside
of the condenser is conical. When the hot Freon vapor condenses on it, liquid droplets form on the
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Figure 6.7: Geyser 6 - condenser. The condenser (highlighted in blue) is a hollow, stainless-steel
part where the refrigeration fluid circulates. Two rubber o-rings are used as seals, while two Teflon
rings serve as guides. A screw at the top can raise or lower the condenser, opening or isolating the
chamber to the fill line.
tip by gravity in the center axis of the chamber. This insures that no Freon droplet sticks to any
wall surface while descending, where they would nucleate after reheating.
The refrigeration fluid chosen for this CBC is the Polycool PG -20, a glycol based fluid from
PolyScience. This fluid lowers the freezing point of water down to -20 ˚C, allowing for lower
condensing temperatures [86]. Another circulation bath, a PolyScience model PD15H200, serves
as the hot thermal bath of the chamber. Both circulation baths have external temperature probes that
help to stabilize the temperature within ±0.01 ˚C. The hot probe is placed at the top of the water
tank, next to the water return, while the cold probe is located in the entry line of the refrigeration
fluid. The baths are autonomous, but can be programmed into the DAQ for remote control.
The DAQ is powered by a NIM (Nuclear Instrumentation Module) crate connected to a Na-
tional Instruments NI PCI-6034E acquisition card. A Windows XP computer runs a LabView
program that records the pressure with an Omega PX103U pressure sensor, shown in Figure 6.8, at
1 sample/s. When the pressure rises over a preset threshold, the system records the pressure at 103
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Figure 6.8: Geyser 6 - Omega PX103U pres-
sure sensor.
Figure 6.9: Geyser 6 - Piezo-electric sensor.
sample/s for 5 seconds, enough to record the whole bubble growth. A basic video system, com-
posed of a VX-3000 USB camera and the VirtualDub program allow for real-time, 30 fps recording.
A more sophisticated system should be designed to reduce the data size by recording frames only
when bubbles are formed, such as in PICO DAQs.
Finally, three piezo-electric sensors similar to PICASSO sensors are used, one shown in Figure
6.9. They are hooked-up to a PICASSO DAQ and record events independently from the pressure
and camera systems. The acoustic signals were not included in this preliminary analysis.
6.2.2 Vessel Annealing
The acrylic vessel was made from a solid acrylic cylinder at the workshop of the Montreal
Groupe de Physique des Particules (GPP). It was first machined on a lathe in a rough shape. The
vessel was then blowtorched in an effort to smooth the acrylic surface.
The vessel was installed on the chamber, filled with C5F12 and LAB and run at various temper-
atures, ranging from 40 ˚C to 54 ˚C for a couple of weeks. The appearance of crazing was noticed
on the inside of the vessel. Shown in Figure 6.10, crazing is defined as the deformation of the ma-
terial with a change in volume [87]. It is caused by stresses in polymers, where the material is held
together by weak Van der Waals forces and strong covalent bonds. The stress applied can, over
time, overcome the Van der Waals bonds while the covalent bonds continue to link the polymers.
This results in the opening of gaps, called crazes, that aren’t big enough to be felt on the surface
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Figure 6.10: Crazing in the PMMA vessel. Vertical micro fissures appeared after a prolonged
heating of the vessel. The fissures grew from the the inner surface outward. The crazing can be
seen by light scattering, but can’t be felt by touching.
of the material. Crazes can continue to grow if they are subjected to stress, leading to cracking
or fatigue failure in the material. Even though the structural properties of the material aren’t im-
mediately affected by crazing (in some cases, polymers can even be strengthened by crazing), the
presence of fissures in bubble chambers is known to lead to surface nucleation [68]. Therefore,
this problem needed to be fixed.
In this CBC, the stress that induced the crazing was certainly created during the heating of the
PMMA vessel in the thermal bath. A new vessel was fabricated and it was decided that this one
would be annealed. Annealing consists in the gradual heating of a material up to temperatures
nearing the melting point. This results in a rearranging of the polymers in the material, reenforcing
the weaker bonds that are responsible for the crazing.
The vessel was first cleaned in an ultrasonic bath with Radiacwash radio-decontamination so-
lution and ultra-pure water. It was then placed upside down, on an aluminum molding ring that
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preserved the o-ring groove shape, in an annealing oven. The temperature was ramped up from
room temperature to 80 ˚C over four hours. The vessel was kept at 80 ˚C for 24 hours, then the
temperature was ramped down back to room temperature over four hours. This simple procedure
apparently solved the problem since no crazing was observed with this annealed vessel.
6.2.3 Coating
At the Université de Montréal, different coating methods on the inner wall of inner vessels
were tested with CBCs . These tests could also have been done with PICO type bubble chambers,
but the low cost of CBCs, their ease of commissioning and operation makes them more suitable
workbenches for this type of R&D. The motivation for this research was to explore the feasibility
of using low cost, radio-pure materials, such as PMMA for coating.
Several commercial super-hydrophobic coatings were tested but then rejected due to either
powdery deposits left after the application or uneven surface. However, one product appeared
promising: the Defender plastic series coating from Diamond-Fusion International. According
to the manufacturer’s instruction, the coating was applied by vaporization over the surface, and
then polished to a mirror shine with a lint-free, clean, dry lab wipe. The application process
was repeated three times over the same surface. The chamber showed stable running down to
a threshold energy of about 50 keV. At lower threshold, the Freon started boiling, rendering the
detector nonoperational.
Tests where carried out with a 93 mCi 241Am source. This α and γ-ray source appeared to
produce neutrons via the process α(27Al,n)30P reaction in the aluminum casing of the source. The
neutrons produced have an energy spectrum ranging from 0 to 2 MeV, with a most probable energy
of around 1 MeV [88]. Operating temperatures ranged from 42 ˚C to 56 ˚C, with a condenser
temperature of 4 ˚C. Background data were also acquired.
Figure 6.11 shows the background-subtracted count rate of the chamber as a function of the
threshold energy. The fit was done for 1 MeV neutrons and is thus not totally representative of
reality as neutrons from the 241Am source aren’t mono-energetic. The background is subtracted
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Figure 6.11: Geyser 6 - Results. The fit was performed from equations 3.5 and 3.6, with α = 2 and
an average neutron energy of 1 MeV.
but no cuts were applied. The data were fitted with equation 3.6, with α = 2.
6.2.4 Outlook
These results demonstrate the feasibility of PMMA CBCs at higher threshold energies. More
research should still be done to solve the wall nucleation problem at lower thresholds. Application
of multiple layers of the coatings has shown promise and should be explored. Also, chemical vapor
deposition of super-hydrophobic compounds should be explored. DEAP-3600, a dark matter direct
detection experiment, deposited a wavelength shifter on their PMMA sphere with this technique
[89]. This coating could be tested in the PMMA CBC. Other modifications could be made on the
current geyser design. For example, a better DAQ, similar to the one of PICO-0.1, could improve
the precision of the recorded data. Such a system could also unify the data acquisition, which




The questions relative to the nature of dark matter have yet to be answered, although its exis-
tence is now well established. Observations of galactic rotation curves, gravitational lensing, large
scale structures of the Universe and anisotropies of the Cosmic Microwave Background all hint
towards missing mass in the Universe.
The bubble chamber technology is continuously improved and is well suited for the direct
detection of dark matter, as the recent world leading results of PICO-2L and PICO-60 prove
[61, 62, 64]. The ability to easily change target fluids gives the PICO collaboration the ability
to eventually provide a quick confirmation of a discovery from another experiment, but most im-
portantly, the collaboration is well positioned to pioneer in the deployment of new target nuclei for
dark matter search, including hydrogen and chlorine.
The increased knowledge acquired from calibration chambers about background interactions
in bubble chambers will help to improve the sensitivity of PICO detectors. As part of the original
work for this thesis, the neutron background measurement performed on PICO-0.1, alongside the
high precision efficiency determination of the 3He neutron counters will help to understand the
neutron background in physics runs. γ-calibrations and the study of the effect of particulates in
other test chambers are also giant steps towards the complete understanding of the low threshold
bubble chamber technology. Finally, improved neutron shielding, active muon vetos and the clean
environment of the SNOLAB underground facility are also helping to further manage background
radiation along with increasingly precise Monte Carlo simulations to calculate the expected back-
ground contribution.
The PICO collaboration is putting forward new detector designs. In light of the particulate
problem observed in both PICO-2L and PICO-60, a proposal for a right-side-up (RSU) chamber
was made, named PICO-40L. Since particulates are thought to originate from the wear of materials
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Figure 7.1: PICO-60 vs PICO-40L. The RSU chamber design should eliminate the particulate
accumulation in the inner volume by allowing the filtration of the active fluid. This design also
eliminates the need for a buffer fluid. The delimitation of the active zone is made by a sharp
thermal gradient, keeping only the upper regions superheated.
of the detector itself and drop down in the inner vessel, particulates produced in a RSU chamber
would drop out of the inner vessel, allowing for an easy filtration of the active fluid. This detector
design comprises two nested fused silica parts: a PICO-60 sized inner vessel and an inner piston.
The layout of the chamber is compared to the one of PICO-60 in Figure 7.1. An insulation ring
slightly lower than the top of the piston delimits a sharp temperature gradient zone, keeping the
upper part superheated while the lower part is cooled. RSU chamber installation at SNOLAB is
planned for 2017.
The PICO collaboration is also working on a 30 ml LXe bubble chamber prototype (Figure
7.2). Superheated LXe can be operated in bubble chambers the same way Freon is, and nuclear
interactions can produce scintillation. Photons emitted by scintillation are collected by a photomul-
tiplier tube (PMT), in addition to the typical apparatus present on PICO bubble chambers (pressure
transducer, piezo-electric sensors, cameras). The chamber is built in a similar way to PICO-40L.
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Figure 7.2: LXe scintillating bubble chamber. Scintillation light can be collected with a PMT.
Given the success of a prototype, a LXe bubble chamber of much larger size could be built, taking
advantage of the self-shielding property of xenon to further reduce background. Such chambers
could add scintillation analysis to the arsenal of the PICO experiment in the attempt to further
increase background discrimination.
The long-term goal of the PICO collaboration is to build a ton-scale bubble chamber. The latest
chamber proposed, PICO-500, would allow us to probe a large fraction of the cross-section and
WIMP mass parameter space. Following a possible discovery, investigation with different nuclear
targets could be undertaken with the same detector, including C3F8, CF3I and C2H2F4. Hydro-
genated Freons would help probe lower WIMP masses while an iodine loaded fluid can be chosen
to probe higher WIMP masses. In addition, a CF3I physics run would significantly increase the
sensitivity to SI interactions, with a projected cross-section exclusion over two orders of magnitude
lower than run-I of PICO-60 as shown in Figure 7.3. As for SD interactions (Figure 7.4), C3F8
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Figure 7.3: PICO-500 SI projection plot. Experimental exclusion curves are presented as solid
curves. Projections are presented by dashed curves. Other limits shown are from COUPP (light
blue), XENON100 (orange), LUX (black), CDMS-II (magenta), and Dark-Side-50 (green).
would allow to almost probe down to the edge of the solar neutrino floor, while C2H2F4 operated at
low threshold might allow us to probe the solar neutrino parameter-space for the first time. Finally,
the development of coated PMMA vessels would be a significant achievement towards the build
of ton-scale bubble chambers. Detectors could be up-scaled significantly at much lower cost while
using stronger, radio-pure materials.
Future large scale detectors, such as the RSU PICO-40L design and the PICO-500 bubble
chamber concept, will be facing new obstacles in the search for dark matter. As experiments
become increasingly sensitive, the reach of the coherent neutrino background is soon going to be-
come the dominant background in most direct detection experiments. Directional detectors might
be, to date, the only technology capable of discriminating neutrino interactions from other elastic
recoils [39]. Therefore, a combination of technological understanding and new analysis techniques
will be required to push dark matter searches beyond this current limitation.
Given the majors advances achieved in recent years, it is needless to say that the future looks
bright for dark matter research.
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Figure 7.4: PICO-500 SD projection plot. Experimental exclusion curves are presented as solid
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Appendix I
PMMA CBC assembly and filling
As with all other chambers, CBCs are cleaned in a class 10000 cleanroom. All parts are washed
in an ultrasonic bath with ultra-pure water and Radiacwash solutions for 30 minutes. Afterward,
they are rinsed ultrasonically for 2x 15 minutes. The parts are then transferred to a class 1000
clean-room for drying. The chamber is assembled and put under vacuum to get rid of leftover
water droplets and most of the radon from the air.
The chamber is then hooked-up to a Pfeiffer, model HLT 560 leak tester to ensure that the
chamber is airtight [90]. The leak-tester creates a vacuum in the chamber, and a very small quantity
of gaseous helium is blown around every fittings and connections. A mass spectrometer in the leak
tester ionizes the gas coming from the chamber and identifies traces of helium in the gas. Working
slowly around the detector allows to localize and repair very small leaks, down to 5 · 10−12 mbar
l/s.
Once the chamber is leak-tight, it can be filled. Figure I.1 presents the filling set up. Filling
is done in two steps. First, with the condenser raised, the buffer fluid (LAB) is transferred from a
degassed filling bottle isolated by valves. A stainless-steel filter of 0.5 µm is located at the entry
of the chamber to catch impurities. A small overpressure of nitrogen gas is created on the top of
the LAB in the filling bottle while the chamber is kept under vacuum. LAB is transferred from the
filling bottle to an intermediate reservoir where it can be degassed again if needed, and then it is
transferred in the chamber. The intermediate reservoir must be kept half filled for future fluid level
adjustments. The chamber is not entirely filled with buffer fluid to leave space for the C5F12.
Finally, the C5F12 is filled from the top with the condenser cold and raised. A C5F12 transfer
bottle is hooked-up to the system and all the lines are kept under vacuum. The transfer bottle is
heated in a water bath above the C5F12 boiling temperature of 30 ˚C. The valves to the chamber
are opened and the Freon is condensed into the chamber. When the fill is complete, the valves are
xviii
Figure I.1: Geyser 6 - Fill drawing. Colored arrows represent the flow of the liquids.
closed and the condenser is lowered, isolating the chamber. The amount of Freon transferred is
calculated by weighing the transfer bottle before and after the transfer.
LAB can be added to or removed from the chamber using the intermediate filling chamber.
Pressure from a nitrogen bottle can be added on top of the LAB and the flow direction can be
reversed by using under pressure.
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New data are reported from the operation of a 2 liter C3F8 bubble chamber in the SNOLAB underground
laboratory, with a total exposure of 211.5 kg days at four different energy thresholds below 10 keV.
These data show that C3F8 provides excellent electron-recoil and alpha rejection capabilities at very low
thresholds. The chamber exhibits an electron-recoil sensitivity of < 3.5 × 10−10 and an alpha rejection
factor of> 98.2%. These data also include the first observation of a dependence of acoustic signal on alpha
energy. Twelve single nuclear recoil event candidates were observed during the run. The candidate events
exhibit timing characteristics that are not consistent with the hypothesis of a uniform time distribution, and
no evidence for a dark matter signal is claimed. These data provide the most sensitive direct detection
constraints on WIMP-proton spin-dependent scattering to date, with significant sensitivity at low WIMP
masses for spin-independent WIMP-nucleon scattering.
DOI: 10.1103/PhysRevLett.114.231302 PACS numbers: 95.35.+d, 29.40.Gx, 29.40.Vj, 95.55.Vj
Understanding the nature of dark matter is one of the
most important goals in modern particle physics [1,2].
A leading candidate to explain the dark matter is a relic
density of cold, nonbaryonic weakly interacting massive
particles or WIMPs, and direct detection dark matter
experiments hope to observe the nuclei recoiling from
the rare collisions of WIMPs with ordinary matter [3–6].
Historically, the interaction of dark matter with normal
matter has been divided into two categories, spin dependent
(SD) and spin independent (SI).
The superheated detector technology has been at the
forefront of SD searches [7–10], using refrigerant targets
including CF3I, C4F10 and C2ClF5, and two primary
types of detectors: bubble chambers and droplet detec-
tors. The PICO Collaboration (formed from the merger of
PICASSO and COUPP) has now operated a 2.90 kg
C3F8 bubble chamber from October 2013 to May 2014
in the SNOLAB underground laboratory in Canada, at
6010 m of water equivalent depth. Here, we report results
from that run.
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Appendix II
PICO-2L Paper - Run 1
The bubble chamber (called PICO-2L) deployed in
this experiment was very similar to the 2 liter chambers
described previously [7,8], primarily consisting of a fused-
silica jar sealed to a flexible, stainless steel bellows, all
immersed in a pressure vessel filled with hydraulic fluid.
The jar was filled with 2.90 0.01 kg of C3F8 (2.09 liters
of fluid at a density of 1.39 kg=liter at 12 °C and 30 psia),
as measured by a scale, with the uncertainty due to losses
in the fill lines and electronic noise in the scale readout.
To isolate it from contact with any stainless steel surfaces
or seals, the C3F8 is topped with a water buffer layer.
A schematic of the chamber is shown in Fig. 1.
Three lead zirconate (PZT) acoustic transducers epoxied
to the exterior of the fused-silica jar recorded the acoustic
emissions from bubble nucleations [11]. Previously, high
levels of radioactivity in the transducers provided a
measurable neutron rate [7]. For PICO-2L, we developed
PZT sensors from source material with a factor 100
reduction in radioactivity. The acoustic signals were digi-
tized with a sampling rate of 2.5 MHz. Two video graphics
array resolution CCD cameras photographed the chamber
at a rate of 100 frames per second.
The PICO-2L event cycle was similar to that described
previously [7]. The chamber was operated at four pressure
and temperature combinations, listed in Table I. The
pressure and temperature determine the conditions for
radiation-induced bubble nucleation, approximated by
Seitz’s “hot spike” model [12] in which the particle
interaction must provide the energy necessary to produce
a critically sized bubble. We follow the method described in
[13] to calculate the Seitz threshold for bubble nucleation
(ET) for each run condition of PICO-2L and for the
remainder of the Letter refer to each data set by the
calculated threshold. We quote both experimental and
theoretical uncertainties in ET , the former from uncertain-
ties in the pressure and temperature of the target fluid, and
the latter from uncertainties in the surface tension for very
small bubbles [13].
The chamber was exposed to an AmBe calibration
source ten times during the run to monitor the detector
response to nuclear recoils. All calibration data were hand
scanned to check bubble multiplicities, and hand-scanned
single bubble events were used to determine the data
cleaning cut efficiencies.
The data analysis begins with an image reconstruction
algorithm to identify bubbles and their locations in 3D
space. An optical-based fiducial volume cut is derived from
neutron calibration data such that 1% or fewer of wall or
surface events, defined as events located on the glass jar
or at the interface between the C3F8 and water buffer
respectively, are reconstructed as bulk events, defined as
bubbles that do not touch either the glass or water. The
efficiency of the optical fiducial cut is determined to be
0.82 0.01 by volume (all error bars on cut efficiencies
are 1σ and represent total uncertainties).
In [7], the rate-of-pressure rise during an event was used
as a highly efficient fiducial volume cut, as bubble growth
is affected by proximity to the jar or the liquid interface.
A similar analysis was implemented in PICO-2L with an
efficiency of 0.92 0.02, in agreement with [7]. The
pressure-rise analysis could not be applied to all data as
improvements to the PICO-2L data acquisition system
and hydraulic cart reduced the time between trigger and
compression, stopping bubble growth before the pressure
could increase significantly. A trigger delay of 10–40 ms
was imposed for most of the low threshold data to allow
FIG. 1 (color online). A schematic of the PICO-2L bubble
chamber.
TABLE I. Table describing the four operating conditions and their associated exposures. The experimental uncertainty on the
threshold comes from uncertainties on the temperature (0.3 °C) and pressure (0.7 psi), while the theoretical uncertainty comes from the
thermodynamic properties of C3F8 (primarily the surface tension).
T (°C) P (psia) Seitz threshold, ET (keV) Livetime (d) WIMP exposure (kg day) No. of candidate events
14.2 31.1 3.2 0.2ðexpÞ  0.2ðthÞ 32.2 74.8 9
12.2 31.1 4.4 0.3ðexpÞ  0.3ðthÞ 7.5 16.8 0
11.6 36.1 6.1 0.3ðexpÞ  0.3ðthÞ 39.7 82.2 3
11.6 41.1 8.1 0.5ðexpÞ  0.4ðthÞ 18.2 37.8 0




more time for the bubble to evolve, enabling use of the
pressure-rise cut. For the higher threshold data without the
trigger delay, the optical fiducial cut is used.
The acoustic analysis follows the procedure described in
[7] to define AP, a measurement of the acoustic power
released in an event. Figure 2 shows the AP distributions
for calibration and WIMP search data at a threshold of
4.4 keV. The AP distribution is normalized to have a value
of unity at the nuclear recoil peak observed in the AmBe
data, and an acoustic cut is applied to select these events.
For the two low threshold data sets, we adopt the same
acoustic cut as in [7,8], such that 0.7 < AP < 1.3. Because
of the decreased acoustic signal at higher operating
pressure, the width of the calibration peak at 6.1-keV
threshold is a factor of 1.5 larger than at low thresholds;
the acceptance region for this data set is chosen such
that the difference between the cut value and the mean
divided by the resolution is the same as for low thresholds
(0.55 < AP < 1.45). At 8.1-keV threshold, some neutron-
induced events are too quiet to be registered acoustically, so
all events with AP < 2 are counted as nuclear recoil events.
The acceptance of these cuts for neutron-induced single
bubble events was statistically indistinguishable for all data
sets with a value of 0.91 0.01.
A set of quality cuts is applied to all data to eliminate
events with excessive acoustic noise, events where the
cameras failed to capture the initiation of the bubble, and
events in which the optical reconstruction algorithm failed
to converge. The total efficiency of the data quality cuts is
0.961 0.003. The total acceptance for neutron-induced,
single nuclear recoils including fiducial, acoustic, and data
quality cuts is 0.80 0.02 for data with the trigger delay
and the pressure rise based fiducial cut, decreasing to
0.72 0.02 for the optical fiducial cut.
One of the main strengths of the superheated fluid
detectors is their insensitivity to electronic recoils. The
PICO-2L chamber was exposed to a 1 mCi 133Ba source to
confirm this behavior in C3F8. With no candidate events
observed during the gamma exposure at 3.2 keV, the
probability for a gamma interaction to nucleate a bubble
was determined to be less than 3.5 × 10−10 at 90% C.L. by
performing a GEANT4 [14] Monte Carlo simulation of the
source and counting the total number of above-threshold
interactions of any kind in the active target. Combining
these results with a dedicated NaI measurement of the
gamma flux at the location of the chamber in the absence of
any sources [15], we expect electronic recoils to produce
fewer than 0.05 events in the PICO-2LWIMP search data.
A second key method for background rejection in
superheated detectors is the acoustic rejection of alpha
decays [7,8,10,16]. PICO-2L observed a rate of high-AP
events at 4.4-keV threshold immediately after the initial fill
that decayed with a half-life consistent with that of 222Rn to
a steady state of about 4 events=day. None of the high
acoustic power events leak into the nuclear recoil accep-
tance band in that data set, confirming that acoustic alpha
rejection is present in the C3F8 target. The 4.4-keV data
provide a statistics-limited, 90% lower limit on the alpha
rejection in PICO-2L of 98.2%.
In addition to the acoustic discrimination, PICO-2L data
show a dependence of AP on alpha energy that was not
previously observed in CF3I. At low threshold, two distinct
peaks appear at high AP (see Fig. 2). The time structure of
the high-AP peaks is consistent with that of the fast radon
chain (222Rn, 218Po, and 214Po decays having energies of
5.5, 6.0, and 7.7 MeV, respectively). The events in the
louder peak come primarily from the third event in the
chain, the high energy 214Po decay. To our knowledge, this
constitutes a first instance of particle energy spectroscopy
using acoustic methods.
Background neutrons produced primarily by (α,n) and
spontaneous fission from nearby 238U and 232Th can
produce both single and multiple bubble events. We
perform a detailed Monte Carlo simulation of the detector
to model the neutron backgrounds, predicting 0.9 (1.6)
single (multiple) bubble events in the entire data set, for an
event rate of 0.004ð0.006Þ cts=kg=day, with a total uncer-
tainty of 50%. There were no multiple bubble events
observed in the WIMP search data, providing a
90% C.L. upper limit of 0.008 cts=kg=day, consistent with
the background model.
The sensitivity of the experiment to dark matter depends
crucially on the efficiency with which nuclear recoils at a
given energy produce bubbles. The classical Seitz model
[12] indicates that nuclear recoils of energy greater than ET
will create bubbles with 100% efficiency, but past results
show that the model does not accurately describe the
efficiency for detecting low energy carbon and fluorine
recoils in CF3I [7,17]. This breakdown is attributed to the
relatively large size of carbon and fluorine recoil tracks in
CF3I, as bubble nucleation only occurs if the energy
deposition is contained within a critical bubble size.
Iodine recoils in CF3I have much shorter tracks and have














FIG. 2 (color online). AP distributions for neutron calibration
data (black) and WIMP search data (red) at 4.4-keV threshold.
Note that the x axis shows lnðAPÞ. As discussed in the text,
alphas from the 222Rn decay chain can be identified by their time
signature and populate the two peaks in the WIMP search data at
high AP, with higher energy alphas from 214Po producing larger
acoustic signals.




been shown to more closely match the Seitz model
predictions [13]. Simulations of nuclear recoil track geom-
etries using the SRIM package [18] as well as measurements
in C4F10 [19] indicate that fluorine recoils in C3F8 are also
in the regime where the Seitz model is a close approxi-
mation for bubble nucleation.
To confirm this expectation, we performed neutron
calibrations in situ in the PICO-2L chamber with an
AmBe neutron source. We also deployed a ∼30-ml C3F8
bubble chamber at the Tandem Van de Graaff facility at the
University of Montreal, using well-defined resonances
in the 51Vðp; nÞ51Cr reaction to produce monoenergetic
61- and 97-keV neutrons. Each of the three neutron
calibration experiments is simulated in MCNP [20] using
updated differential cross sections for elastic scattering on
fluorine [21].
A single calibration point, i.e., a bubble rate measured at
a given thermodynamic threshold and produced by a single
spectrum of nuclear recoil energies, can, in general, be fit
by a family of possible nucleation efficiency curves. In this
analysis, the fluorine and carbon efficiency curves at each
threshold are fit by monotonically increasing, piecewise
linear functions to allow for a variety of different efficiency
shapes, with no reference to the Seitz theory except that
bubble nucleation cannot occur for recoil energies below
ET (subject to the experimental uncertainties). In addition,
the carbon efficiency is assumed to be less than or equal to
the fluorine efficiency at a given recoil energy from track
geometry considerations. Figure 3 shows the observed rates
of single and multiple bubbles for the AmBe and test beam
sources compared to the best-fit efficiency model at a
thermodynamic threshold of 3.2 keV. The best-fit efficiency
curves for fluorine and carbon at 3.2 keV are shown by the
solid lines in Fig. 4.
We take a conservative approach when determining the
sensitivity of PICO-2L to dark matter. For each WIMP
mass and coupling, we select the pair of fluorine and carbon
efficiency curves giving the worst sensitivity for that
particular WIMP that is consistent with the calibrations
at 1σ. As an example, the dashed lines in Fig. 4 show the
actual efficiency curves used to determine the sensitivity of
the experiment for a 5 GeV SI WIMP for the ET ¼ 3.2-keV
data set. For this case, where most of the sensitivity to
WIMPs comes from the lowest energy fluorine recoils, our
conservative approach uses a weaker response to fluorine
relative to the best-fit case (e.g., the turn-on is shifted to
slightly higher energies). Because the total rate in the
calibration data is unchanged, the fit compensates for the
weaker fluorine response by assuming a larger contribution
from carbon. The difference between the solid and dashed
lines is small, attesting to how well the calibration data
constrain the C3F8 response.
As shown in Table I, WIMP search data were taken at
four different thresholds, with most data coming at thresh-
olds of 3.2 and 6.1 keV. There are nine candidate events
within the AP acceptance region at 3.2 keV and three
candidate events at 6.1 keV, with no candidate events
FIG. 3 (color online). The green points show the observed rates
of single and multiple bubbles for the calibration sources at a
thermodynamic threshold of 3.2 keV. Green error bars indicate
statistical uncertainties, and the black error bars at the bottom
show the systematic uncertainty on the neutron flux (a flat percent
uncertainty that is common to all multiplicities in a given data set
at the 10%, 12%, and 30% levels for 61-keV, 97-keV and AmBe
data, respectively). The black histograms show the predicted rates
from the simulation given the best-fit efficiency model derived
from all calibration data.
FIG. 4 (color online). The best-fit fluorine (black) and carbon
(red) efficiency curves for 3.2-keV data are shown by the solid
lines. The dashed lines show the curves used to determine
sensitivity for a 5 GeV SI WIMP. The light blue band shows
the calculated Seitz threshold with the experimental and theo-
retical uncertainties from Table I added in quadrature.
FIG. 5 (color online). The CDF of the TPNT for events with
random timing (simulated WIMP-like events) and the 3.2-keV
candidate events. The two distributions are not consistent with
each other.




observed at 4.4 and 8.1 keV. All 12 candidate events were
hand scanned and found to be well reconstructed, bulk
events.
In [7], WIMP-candidate events were observed exhibiting
correlations with events in previous expansions, and the
candidate events in PICO-2L exhibit similar correlations.
To explore this anomaly further, simulated events with
random timing are populated into the actual data to model
the expected timing distribution of a potential WIMP
signal. Figure 5 shows the cumulative distribution function
(CDF) of the time to previous non-timeout (TPNT) for a
randomly distributed sample, along with the TPNT for each
candidate event at 3.2 keV. A Kolmogorov-Smirnov test
comparing the two samples returns a p value of 0.04 that
they are drawn from the same distribution. Given these
results, the candidate events are not treated as evidence for a
dark matter signal but instead as an unknown background.
Studies are now underway to test hypotheses for the source
of these events.
The correlation of the candidate events with previous
bubbles can be used to set a stronger constraint on WIMP-
nucleon scattering by applying a cut on TPNT. Since there
is no valid basis for setting the cut value a priori, a method
based closely on the optimum interval method [22] is used
to provide a true upper limit with TPNT cuts for each
WIMP mass optimized simultaneously over all four oper-
ating thresholds. The optimum cuts remove all 12 candidate
events at each WIMP mass, while retaining 49%–63% of
the efficiency weighted exposure, with the range due to
changes in the relative weighting of the four threshold
conditions for different WIMP masses. If the optimum cuts
had simply been set a posteriori, without applying the
tuning penalty inherent in the optimization method, the
cross section limits would be a factor of 1.2–2.4 lower than
reported here, with the bigger factor applying to higher
WIMP masses.
The limit calculations assume the standard halo
parametrization [23], with ρD ¼ 0.3 GeV c−2 cm−3, vesc ¼
544 km=s, vEarth ¼ 232 km=s, v0 ¼ 220km=s, and the
spin-dependent parameters from [24], and the resulting
90% C.L. limit plots for spin-independent WIMP-nucleon
and spin-dependent WIMP-proton cross sections are pre-
sented in Figs. 7 and 6. Using the same parameters as in
[23] would yield approximately 5%–20% stronger limits
depending on the WIMP mass. The results shown here
represent the most stringent constraint on SDWIMP-proton
scattering from a direct detection experiment and the first
time supersymmetric parameter space has been probed by
direct detection in the SD-proton channel (e.g., the purple
region, taken from [25]).
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FIG. 6 (color online). The 90% C.L. limit on the SD WIMP-
proton cross section from PICO-2L is plotted in red, along with
limits from COUPP (light blue region), PICASSO (dark blue),
SIMPLE (green), XENON100 (orange), IceCube (dashed and
solid pink), SuperK (dashed and solid black), CMS (dashed
orange), and ATLAS (dashed purple) [7,9,10,26–30]. For the
IceCube and SuperK results, the dashed lines assume annihilation
to W pairs while the solid lines assume annihilation to b quarks.
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are set by the ANTARES, Baikal, and Baksan neutrino telescopes
[31–33]. The CMS and ATLAS limits assume an effective field
theory, valid for a heavy mediator. The purple region represents
parameter space of the constrained minimal supersymmetric
model of [25].
FIG. 7 (color online). The 90% C.L. limit on the SI WIMP-
nucleon cross section from PICO-2L is plotted in red, along with
limits from PICASSO (blue), LUX (black), CDMS-lite and
SuperCDMS (dashed purple) [9,34–36]. Similar limits that are
not shown for clarity are set by XENON10, XENON100, and
CRESST-II [37–39]. Allowed regions from DAMA (hashed
brown), CoGeNT (solid green), and CDMS-Si (hashed pink)
are also shown [40–42].
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New data are reported from a second run of the 2-liter PICO-2L C3F8 bubble chamber with a total
exposure of 129 kg-days at a thermodynamic threshold energy of 3.3 keV. These data show that measures
taken to control particulate contamination in the superheated fluid resulted in the absence of the anomalous
background events observed in the first run of this bubble chamber. One single nuclear-recoil event was
observed in the data, consistent both with the predicted background rate from neutrons and with the
observed rate of unambiguous multiple-bubble neutron scattering events. The chamber exhibits the same
excellent electron-recoil and alpha decay rejection as was previously reported. These data provide the
most stringent direct detection constraints on weakly interacting massive particle (WIMP)-proton spin-
dependent scattering to date for WIMP masses < 50 GeV=c2.
DOI: 10.1103/PhysRevD.93.061101
I. INTRODUCTION
The evidence for nonbaryonic dark matter is well
established [1,2] and understanding the nature of particle
dark matter is currently one of the most important quests in
the field of particle physics [3]. Weakly interacting massive
particles (WIMPs) are a leading candidate for the cold dark
matter in the Universe and provide solutions for outstand-
ing issues in both cosmology and particle physics [4].
The sensitivity of a dark matter direct detection experi-
ment depends on the WIMP mass and on the nature and
strength of its coupling to atomic nuclei [5–7]. Since theory
provides little guidance as to the WIMP mass or coupling, it
is important to explore multiple nuclear targets sensitive
to various WIMP-nucleon couplings, including spin-
dependent WIMP-proton, spin-dependent WIMP-neutron
and spin-independent interactions. The 19F nucleus, because*camole@owl.phy.queensu.ca
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of its single unpaired proton and 100% isotopic abundance,
provides a unique target to search for the spin-dependent
WIMP-proton interactions. Experiments utilizing super-
heated fluorine-based liquids have consistently produced
the strongest constraints on such interactions [8–13].
The PICO Collaboration recently reported the observa-
tion of anomalous background events in dark matter search
data with the 2-liter PICO-2L C3F8 bubble chamber [8]
deployed in the SNOLAB underground laboratory. The
events were correlated in time with previous activity in the
bubble chamber, and thus they were inconsistent with dark
matter interactions and known backgrounds. Anomalous
events with similar characteristics have also been reported
in CF3I bubble chambers [9,10]. While analysis cuts based
on the event timing were able to recover the dark matter
sensitivity in Run-1 [8], the presence of an unexplained
background clearly indicated a limit to the technology and
precluded scaling to a larger experiment.
PICO-2L Run-2 was initiated to explore the hypothesis
that the anomalous background events observed in Ref. [8]
were caused by particulate contamination in the bubble
chamber fluid. Particulate contamination is not present on
the bubble chamber components following ultrasonic
cleaning, yet it is expected from both the silica and stainless
steel components of the bubble chamber. Stainless steel
particulate is not produced in significant quantity during the
assembly of the bubble chamber, but is expected to appear
over the course of the run due to metal fatigue from the
flexing action of the bellows and from corrosion. Silica
particulate contamination is expected to arise primarily
from fracturing of the mating surface of the silica inner
vessel flange due to the mechanical stresses associated with
its seal to the metal bellows flange. Stress fracturing [14]
can result in significant production of silica particulate
during the assembly of the vessel and, once initiated, stress
corrosion fatigue is expected to provide an ongoing source
of new silica particulate contamination.
II. PARTICULATE MITIGATION
Measures taken to reduce the silica particulate contami-
nation prior to Run-2 include the replacement of the quartz
flange originally supplied on the fused silica inner vessel
with a new flange fabricated fromCorning 7980 Fused Silica
[15]. In addition to being lower in radioactivity than quartz,
the Corning material has fewer impurities, inclusions, and
surface flaws and is therefore more likely to be resistant
to stress fracturing [14,16] and to the production of silica
particles. A second measure was to modify the assembly
sequence and fixtures to facilitate a more thorough rinse of
the assembled vessel to remove silica particles that might
have been generated during the assembly of the seal.
Following the final rinse, the inner vessel assembly was
dried using filtered gas flow and elevated temperature and it
was evacuated and leak-checked using a turbo vacuum pump
[17], eliminating all exposure of the inner vessel to a scroll
vacuumpump [18] that was identified as a potential source of
contamination in Ref. [8].
No measures were taken to mitigate the production of
stainless steel particulate from the bellows prior to Run-2.
Possible measures that were considered included specialized
coatings to suppress particulate emission, a plastic bellows
liner to contain the stainless steel particles, and replacement
of the stainless steel bellows with a bellows formed from an
alternative material. To avoid the possibility that the intro-
duction of new construction materials might complicate the
comparison of Run-2 to Ref. [8], the measures to mitigate the
stainless steel contamination were deferred. For the same
reason, a system developed for recirculation and filtering
of chamber fluids was not implemented in Run-2.
Consequently, the initial condition of the Run-2 bubble
chamber was as identical as possible to the initial condition
of Ref. [8], except for the reduction of silica and possible
scroll pump particulate contamination, allowing for a direct
comparison free from systematic differences.
Additional measures were also taken to reduce the
agitation of the chamber to encourage settling of particu-
late, and to avoid stirring up any particles that might have
settled out on the bubble chamber surfaces or the fluid
interface. These measures include a careful optimization
of triggering, expansion, and compression parameters,
increasing the compression time between bubble nucleation
events, and raising the pressure of the chamber from
31.1 psia, as in Ref. [8], to 37.2 psia, reducing the volatility
of bubble growth. The Run-2 temperature was correspond-
ingly increased in order to maintain the same 3.3 keV
thermodynamic energy threshold as Ref. [8].
III. OTHER MODIFICATIONS
Several technical improvements unrelated to background
reduction were implemented to improve the performance of
the bubble chamber for Run-2. The number of temperature
sensors was doubled and additional cooling was added to the
top flange of the pressure vessel and to the camera enclosures
to improve temperature uniformity across the active volume.
Modifications were made to add over-voltage protection to
the lead zirconate acoustic transducers and their number was
increased from three to six to address a reliability problem
encountered in Ref. [8]. The VGA resolution cameras
(491 × 656) used in Ref. [8] were replaced with higher-
resolution (1280 × 1024) devices to improve the spatial
resolution of bubble position reconstruction.
IV. OPERATIONS
The target mass of 2.91 0.01 kg of C3F8 was kept in a
superheated state at a temperature of 15.8 °C and a pressure
of 37.2 psia. For these run conditions, the thermodynamic
threshold energy is estimated using the Seitz “hot spike”
model [19] and is calculated to be 3.3 0.2ðexpÞ
0.2ðthÞ keV, with the experimental uncertainty originating
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from the uncertainty in temperature (0.3 °C) and pressure
(0.7 psi) and the theoretical uncertainty attributed to the
thermodynamic properties of C3F8. The Run-2 thermody-
namic threshold is equivalent to the lowest threshold reported
inRef. [8] but at a higher temperature andpressure. The gross
activity of the chamber in Run-2, measured by the number of
expansions and the mean superheat time per expansion was
comparable to Ref. [8].
A total of 66.3 live-days of WIMP search data was
collected at the 3.3 keV thermodynamic threshold between
June 12 and September 25, 2015. During this time, the
detector was twice exposed to an AmBe calibration source
to monitor the response to nuclear recoils from neutrons,
and twice to a 133Ba source to evaluate the response to
gamma-induced electron recoils. Data collected within
24 hours after any technical interruption were not included
in the WIMP search.
V. ANALYSIS
The data analysis presented here uses techniques similar
to those described in Ref. [8]. All the neutron calibration
data were scanned by eye to check the bubble multiplicities
and the identified single-bubble events were used to
evaluate the efficiency of the data analysis cuts.
A set of data quality cuts was applied to remove events
with failed optical reconstruction (bubble position and/or
multiplicity), excessive acoustic noise, or poor agreement
in the evaluated time of the bubble nucleation from the six
acoustic transducers. The combined efficiency of the data
quality cuts was 0.85 0.02. The acoustic analysis was
performed using a procedure described in Ref. [10], and the
same acoustic parameter (AP) cut range of 0.7 < AP < 1.3
as in Refs. [8,10,11] was adopted. The AP distributions for
WIMP search and calibration data are shown in Fig. 1. The
AP cut has an acceptance of 0.94 0.02 for neutron-
induced single-bubble events and an alpha rejection of
> 98.8% (90% C.L.). An optical-based fiducial volume cut
was derived such that less than 1% of the events originating
at the interfaces (between C3F8, water buffer and glass
walls) were accepted to be in the fiducial bulk volume and
had an efficiency of 0.84 0.01.
The total acceptance for single-bubble nuclear-recoil
events including data quality, AP, and fiducial cuts in this
run was 0.67 0.03, resulting in a total exposure after
cuts of 129 kg-days. The position and acoustic resolution
were significantly improved for Run-2, resulting in higher
fiducial and AP cut efficiencies. However, the acceptance
of the data quality cuts, and the total acceptance, was lower
than in Ref. [8] due to water droplets on the inside wall of
the inner vessel compromising the optical reconstruction of
a fraction of the events, and additional transient acous-
tic noise.
To search for neutron-induced multiple-bubble events in
the WIMP search data, all events for which more than one
bubble is reconstructed in one or both of the camera images
were manually scanned. The acceptance of this selection
criterion was determined using the neutron calibration data
to be 0.93 0.01. This is substantially higher than the
acceptance for single nuclear-recoil events since no acous-
tic or fiducial cuts are needed to identify multiple-bubble
events.
VI. BACKGROUNDS
A constant rate (4 cts=day) of AP-tagged alpha decay
events was observed, similar to Ref. [8]. Based on detailed
Monte Carlo simulations, the background contribution
from ðα; nÞ and spontaneous fission neutrons was predicted
to be 0.008ð0.010Þ counts=kg=day for single(multiple)-
bubble events, with a total uncertainty of 50%. This is
higher than the estimate from Ref. [8], due to the addition to
our simulation of ðα; nÞ reactions on 14N from radon-chain
decays in air within the neutron shielding. The background
model predicts 1.0(1.8) single(multiple)-bubble events
from neutrons after all cuts. Fewer than 0.02 electron-
recoil events were expected, based on a measurement of 4
candidate events during 12.2 live-days of exposure to a
1 mCi 133Ba source coupled with a Monte Carlo simulation
in GEANT4 [20] of the natural gamma flux at the location of
the chamber [21,22]. The 133Ba calibration result corre-
sponds to a measured efficiency of ð2.2 1.2Þ × 10−11 for
electron recoils in C3F8 at a 3.3 keV thermodynamic
threshold.
VII. RESULTS
A total of 1(3) single(multiple)-bubble nuclear-recoil
events were observed in the 129 kg-day exposure. These
data show the absence of the anomalous background events
observed in the first run [8] of PICO-2L (Fig. 2). The












Dark matter search data
AmBe source
Acoustic cut
FIG. 1. AP distributions (in log scale) of the single-bubble
events originating within the optical fiducial volume for neutron
calibration data (black) and WIMP search data (red). The signal
region in AP for single nuclear recoils is indicated between the
dashed blue lines. In both the calibration and WIMP search data,
the two peaks at higher AP are from 222Rn chain alphas, with
higher-energy alphas from 214Po decay producing larger acoustic
signals [8,9]. The observed rate of alpha decays is consistent
between WIMP search and neutron calibration data.
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observed rate of both single- and multiple-bubble nuclear-
recoil events is consistent with the expected background
from neutrons. No neutron background subtraction is
attempted, and the WIMP scattering cross-section upper
limits reported here are simply calculated as the cross
sections for which the probability of observing one or fewer
signal events in the full 129 kg-day exposure is 10%.
The same conservative nucleation efficiency curves
are used as in Ref. [8], with sensitivity to fluorine and
carbon recoils above 5.5 keV. The standard halo para-
metrization [23] is adopted, with ρD ¼ 0.3 GeV c−2 cm−3,
vesc ¼ 544 km=s, vEarth ¼ 232 km=s, vo ¼ 220 km=s, and
the spin-dependent parameters are taken from Ref. [24].
Limits at the 90% C.L. for the spin-dependent WIMP-
proton and spin-independent WIMP-nucleon elastic scat-
tering cross sections are calculated as a function of WIMP
mass and are shown in Figs. 3 and 4. These limits indicate
an improved sensitivity to the dark matter signal compared
to the previous PICO-2L run and are currently the world-
leading constraints on spin-dependent WIMP-proton cou-
plings for WIMP masses < 50 GeV=c2. For WIMP masses
higher than 50 GeV=c2, only the constraints from PICO-60
[9] are stronger.
VIII. DISCUSSION
These data demonstrate the excellent performance of the
PICO detector technology and provide strong evidence that
particulate contamination suspended in the superheated
fluid is the cause of the anomalous background events
observed in the first run of this bubble chamber.
Preliminary indications suggest that the radioactivity
present in the particulate may be insufficient to account





























FIG. 2. Spatial distribution of bubble events in the 3.3 keV
WIMP search data for Run-1 [8] (left, 32.2 live-days) and Run-2
(right, 66.3 live-days). Z is the reconstructed vertical position of
the bubble, R is the distance from the center axis and Rjar is the
nominal inner radius of the silica jar (72.5 mm). Red filled circles
are WIMP-candidate events in the fiducial bulk volume, blue
open circles are alpha-induced bulk events, and black dots are
nonbulk events. The rate of pressure rise, measured by an AC-
coupled transducer, was used for the fiducial volume cut in
Ref. [8]. An identical transducer installed for Run-2 failed during
commissioning, and the Run-2 fiducial volume cut is entirely































FIG. 3. The 90% C.L. limit on the SD WIMP-proton cross
section from Run-2 (Run-1 [8]) of PICO-2L is plotted in green
(red), along with limits from PICO-60 (brown), COUPP-4 (light
blue region), PICASSO (dark blue), SIMPLE (thin green),
XENON100 (orange), IceCube (dashed and solid pink), SuperK
(dashed and solid black) and CMS (dashed orange)
[9,10,12,13,25–29]. For the IceCube and SuperK results, the
dashed lines assume annihilation to W pairs while the solid lines
assume annihilation to b quarks. Comparable limits assuming
these and other annihilation channels are set by the ANTARES,
Baikal and Baksan neutrino telescopes [30–32]. The CMS limit is
from a monojet search and assumes an effective field theory, valid
only for a heavy mediator [33,34]. Comparable limits are set by
ATLAS [35,36]. The purple region represents the parameter
space of the constrained minimal supersymmetric standard model
of Ref. [37].
























FIG. 4. The 90% C.L. limit on the SI WIMP-proton cross
section from Run-2 (Run-1 [8]) of PICO-2L is plotted in green
(red), along with limits from PICASSO (blue), LUX (black),
CDMSlite and SuperCDMS (dashed purple) [12,38–40]. Similar
limits that are not shown for clarity are set by XENON10,
XENON100 and CRESST-II [41–43]. Allowed regions from
DAMA (hashed brown), CoGeNT (solid orange), and CDMS-II
Si (hashed pink) are also shown [44–46].
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for the events as originating with alpha decays, so the
bubble-nucleation mechanism associated with the particu-
late contamination is still unknown. Nonetheless, the
identification of particulate contamination as the origin
of the anomalous background events observed in Ref. [8]
provides the critical engineering guidance needed to
develop a larger-scale background-free experiment.
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New data are reported from the operation of the PICO-60 dark matter detector, a bubble chamber filled
with 36.8 kg of CF3I and located in the SNOLAB underground laboratory. PICO-60 is the largest bubble
chamber to search for dark matter to date. With an analyzed exposure of 92.8 livedays, PICO-60 exhibits
the same excellent background rejection observed in smaller bubble chambers. Alpha decays in PICO-60
exhibit frequency-dependent acoustic calorimetry, similar but not identical to that reported recently in a
C3F8 bubble chamber. PICO-60 also observes a large population of unknown background events,
exhibiting acoustic, spatial, and timing behaviors inconsistent with those expected from a dark matter
signal. These behaviors allow for analysis cuts to remove all background events while retaining 48.2% of
the exposure. Stringent limits on weakly interacting massive particles interacting via spin-dependent proton
and spin-independent processes are set, and most interpretations of the DAMA/LIBRA modulation signal
as dark matter interacting with iodine nuclei are ruled out.
DOI: 10.1103/PhysRevD.93.052014
I. INTRODUCTION
The nature of dark matter is one of the most fundamental
questions facing particle physics and cosmology [1–3], and
a leading explanation for dark matter is a relic density of
weakly interacting massive particles (WIMPs) [4,5]. Direct
detection dark matter experiments are sensitive to the
nuclear recoils resulting from collisions between WIMPs
and ordinary matter. The main challenge in the field has
been to scale up detector target masses while eliminating or
rejecting backgrounds to a potential dark matter signal [6].
The superheated detector technology provides a unique
approach to direct detection, with excellent rejection of
gamma and beta events, excellent alpha rejection using the
acoustic emission of bubble formation, and the ability to
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employ different targets [7–14]. Located in the SNOLAB
underground laboratory [15] at an approximate depth of
6000 meters water equivalent, the PICO-60 bubble cham-
ber is the largest bubble chamber to search for dark matter
to date. We report results from the first run of PICO-60,
with a dark matter exposure of 3415 kg days taken at
SNOLAB between June 2013 and May 2014.
II. EXPERIMENTAL METHOD
The PICO-60 bubble chamber consists of a 30-cm-
diameter by 1-m-long synthetic fused silica bell jar sealed
to a flexible stainless-steel bellows and immersed in
hydraulic fluid, all contained within a stainless-steel pres-
sure vessel. The pressure vessel is 60 cm in diameter and
167 cm tall. The hydraulic fluid in PICO-60 is propylene
glycol, and the pressure in the system is controlled by an
external hydraulic cart via a 3.8-cm-inner-diameter
hydraulic hose. The stainless-steel bellows balances the
pressure between the hydraulic volume and the bubble
chamber fluid. For this run, the chamber was filled with
36.8 0.2 kg of CF3I (18.4 l with density 2.05 kg=l at
22 °C and atmospheric pressure). A buffer layer of ultrapure
water sits on top of the CF3I to isolate the active fluid from
contact with stainless-steel surfaces. A schematic of the
detector is shown in Fig. 1.
Parts per million of free iodine molecules in CF3I are
known to absorb visible light. To prevent any discoloration,
the buffer water contains 5 mmol=l of sodium sulfite,
which reacts at the water/CF3I interface with any iodine
in the organic phase to form colorless iodide (I−) that is
then extracted into the aqueous phase. This reaction is
known in chemistry as the iodine clock reaction, and it
efficiently removes any traces of free iodine from the CF3I.
No discoloration of the fluids was observed during the run.
The pressure vessel is located in a 2.9-m-diameter by
3.7-m-tall water tank in the Ladder Labs area of SNOLAB
[15]. The water tank provides shielding from external
sources of radiation as well as temperature control. The
water bath temperature is regulated by the combination of
circulation through an external heater and a second heating
wire located inside the tank for fine control. The water tank,
pressure vessel, hydraulic fluid, and bubble chamber are all
in thermal contact. The temperature is monitored by eight
resistive temperature detectors (RTDs) in the water bath
and four RTDs in the pressure vessel, bracketing the bubble
chamber volume.
Transducers monitoring the pressure are connected to the
inner volume, the pressure vessel, and the hydraulic cart.
An additional fast ac-coupled pressure transducer monitors
the pressure rise in the chamber during bubble growth [16].
Gross pressure control is accomplished using a piston with
a 1∶4 area ratio connected to a pressure-regulated air
reservoir. A stepper motor controlling a hydraulic pump
provides fine pressure control.
Two 1088 × 1700 CMOS cameras are used to photo-
graph the chamber at a stereo angle of 60° at a rate of 50
frames per second. A set of LEDs mounted next to the
cameras flash at the same rate as the camera shutter, and a
sheet of retroreflector mounted inside the pressure vessel
behind the jar reflects the LED light back to the cameras,
effectively backlighting the chamber. The stereo images
from the cameras are used to identify bubbles and recon-
struct their spatial coordinates within the chamber. Figure 2
shows images of a seven-bubble event produced during a
neutron calibration run.
Thirteen piezoelectric acoustic transducers were syn-
thesized from low radioactivity, lead-zirconate-titanate-
based ceramics in an ultrahigh purity environment to
prevent any contamination during mixing, calcination,
and sintering. The transducers are epoxied to the exterior
FIG. 1. A schematic of the PICO-60 bubble chamber.
FIG. 2. Images of a multiple scattering neutron event from the
two PICO-60 cameras. Reflection of the LED rings used for
illumination are clearly visible on the front and back of the jar.
The two vertical strings of acoustic sensors are visible running up
the sides of the jar.
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of the bell jar to record the acoustic emissions from bubble
nucleations [14,17]. These sensors are mounted in vertical
strings, and several sensors from each string are visible in
the images in Fig. 2. Five of the sensors failed during the
run, leaving eight working sensors for the duration of the
experiment.
A PICO-60 cycle or expansion begins by relieving the
pressure in the hydraulic cart (i.e., relieving the air behind
the piston) to a target pressure of between 20 and 55 psia
over 4–5 s, at which point the chamber is in the “expanded”
state and the CF3I is superheated. To allow for transient
behaviors to subside, dark matter data begin accumulating
only after the chamber is stable at the target pressure for
25 s. Differences in live images from one frame to the next
provide the primary trigger, initiating compression. Optical
and acoustic data surrounding the trigger time are logged,
as well as the pressure and temperature record over the
entire expansion. The compression is accomplished by
reapplying compressed air to the piston, raising the
hydraulic pressure to ∼200 psia within 250 ms. Triggers
are also generated by the hydraulic controller in response to
pressure spikes, and by the data acquisition system if no
trigger is received after a “timeout” time of between 500
and 2000 s. The timeout time was increased twice during
the run to increase the live fraction. The system remains in
the compressed state for 30 s after every cycle, with a
longer compression of 300 s after every tenth cycle, to
ensure that all evaporated gas condenses and thermal
equilibrium is regained.
The chamber was filled with CF3I on April 26, 2013, and
the acquisition of physics data in the complete water shield
began on June 13. Data taking was paused three times for
maintenance or repair, with the detector running continu-
ously after the last stoppage from January 21 to May 22. A
total exposure of 155.1 livedays was collected over the
course of the run. The live fraction increased from 80% at
the beginning of the run to 93% by the end (partly due to
increasing the timeout time). To explore bubble rates over a
variety of different operating conditions, the chamber was
run at nine discrete pressure set points: 23.5, 26.4, 28.5,
30.3, 33.4, 38.3, 43.2, 48.2 and 53.2 psia. Over 80% of the
data were taken at 34.5 1.5 °C (the temperature control
early in the run was only good to about 1 °C, although we
measure the temperature to within 0.1 °C for each cycle).
The remaining data are split between two periods of higher
(37.5 0.5 °C) and lower (31.5 1.5 °C) temperature run-
ning to explore bubble rates as a function of temperature,
with around 6.6 days of <30 °C data taken during periods
of cooling down to or warming back up from room
temperature. The data include over 33 000 events from
AmBe neutron calibration runs, spread throughout the data-
taking period.
The acoustic signal is a strong function of operating
pressure and only provides a clear signal below 35 psia; we
therefore only use data taken at pressures less than or equal
to 33.4 psia to search for dark matter. The 6.6 days of
running below 30 °C are also removed, keeping 92.8
livedays in the final WIMP search data set.
III. BUBBLE NUCLEATION THRESHOLD
AND EFFICIENCY
A. Calculating the energy required to form a bubble
The sensitivity of PICO-60 to dark matter interactions
depends on the energy threshold and efficiency for bubble
nucleation from recoiling nuclei, with the majority of spin-
independent (SI) sensitivity coming from iodine and the
spin-dependent (SD) sensitivity coming from a combina-
tion of fluorine and iodine. The pressure and temperature of
the active fluid determine the conditions for radiation-
induced bubble nucleation. The Seitz “hot spike” model
[18] calculates the enthalpy necessary to produce a criti-
cally sized bubble and assumes that the full energy
deposited by a particle interaction is used to form a bubble.
The critically sized bubble is defined by Gibbs as a bubble
in which the pressure differential across the surface is
balanced by the surface tension [19]:




where Pb is the pressure in the bubble, Pl is the pressure in
the liquid, σ is the bubble surface tension, and rc is the
critical bubble radius. The heat input required to produce













r3cðPb − PlÞ; ð2Þ
where T is the temperature, ρb is the bubble vapor density,
hb and hl are the specific enthalpies of bubble vapor and
superheated liquid, respectively, and the surface tension σ
and temperature derivative are taken along the usual
saturation curve. As an approximation, hb − hl may be
replaced by the heat of vaporization, and Pb and ρb by the
saturated vapor pressure and density at temperature T. All
thermodynamic values in this paper are taken from the
REFPROP database maintained by the National Institute of
Standards and Technology [20].
We refer to ET in Eq. (2) as the Seitz threshold for bubble
nucleation, and we use ET calculated individually for each
cycle to classify our data. Because of the temperature
variations during the run, the pressure set points listed
above do not correspond to fixed ET , instead representing a
continuum of Seitz thresholds between 7 and 20 keV. The
temperature did not vary on the time scale of single
chamber cycles, however, and we therefore count the
accumulated livetime in a given expansion as taken at
the calculated ET for that expansion. Figure 3 shows the
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total amount of exposure vs Seitz threshold, with a total of
92.8 livedays in the dark matter search data.
As we discuss in the next section, we do not rely on the
Seitz model to determine the threshold and efficiency for
bubble nucleation. However, the Seitz theory does set a
well-defined energy scale for the problem of bubble
nucleation, and most inefficiencies should scale with either
the Seitz threshold or its nearly related quantity, the critical
radius. As already mentioned, we use ET calculated
individually for each expansion to classify our data.
B. Determining the efficiency for bubble nucleation
In the classical Seitz model, a particle depositing energy
greater than ET will nucleate a bubble with 100% effi-
ciency. Previous neutron calibration data using both broad
spectrum AmBe sources and low energy, monoenergetic
YBe sources have shown that the Seitz model is not an
accurate picture of bubble nucleation in CF3I, particularly
for carbon and fluorine recoils [10,21,22]. A recent analysis
of all available neutron data shows that carbon and fluorine
recoils in CF3I do not efficiently produce bubbles until their
energies are significantly above the calculated Seitz thresh-
old [23]. Simulations of carbon and fluorine tracks in CF3I
using the Stopping Range of Ions in Matter (SRIM)
package [24] provide an explanation for the observed
inefficiency—carbon and fluorine tracks are comparable
in size to, and often larger than, the critical bubble size.
Iodine recoils produce much shorter tracks, and bubble
chamber data taken with a pion beam at the Fermilab Test
Beam Facility show that the iodine response is much closer
to the nominal Seitz model [25].
To determine the sensitivity of PICO-60 to dark matter,
we perform a global fit to the YBe and AmBe neutron data
collated in [23] and the pion beam data of [25] to
simultaneously find the probability for bubble nucleation
from iodine, fluorine, and carbon recoils as a function of
recoil energy, PI;F;CðEÞ. The carbon and fluorine responses
are constrained primarily by the neutron data, while the
iodine response is constrained by the pion beam data of
[25]. As in [14], the efficiency curves are fit by monoton-
ically increasing, piecewise linear functions, with the
constraints that no nucleation occurs below ET and that
PIðEÞ ≥ PFðEÞ ≥ PCðEÞ. The solid lines in Fig. 4 show the
best fit iodine, fluorine, and carbon efficiency curves at
13.6 keV. Note that the onset of efficiency for fluorine and
carbon recoils occurs at energies higher than twice the
calculated Seitz threshold. The allowed shapes are well
constrained by the data, particularly for iodine because of
the quality of the data in [25]. To give a sense of the
uncertainties, the worst-case efficiency curves for each
element allowed by the global fit at 1σ are shifted to the




















FIG. 3. Total livetime in the dark matter search data vs Seitz
threshold. Because of the temperature variations and the many
pressure set points, the data sample a continuum of Seitz
thresholds between 7 and 20 keV. There are a total of 92.8
livedays in the dark matter search data.
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FIG. 4. The best fit iodine (black), fluorine (red), and carbon
(magenta) efficiency curves for ET ¼ 13.6 keV data are shown
by the solid lines, and the light blue band shows the calculated
Seitz threshold with the experimental and theoretical uncertain-
ties (the solid curves are the same in both the top and bottom
panels). In the top panel, the dashed lines show the curves used to
determine sensitivity for a 20 GeV SD WIMP, corresponding to
the set of curves with the least sensitivity to 20 GeV SD WIMP
scattering consistent with the calibration data at 1σ, while the
dashed lines in the bottom panel show the curves used to
determine sensitivity for a 20 GeV SI WIMP. The onset of
nucleation for fluorine and carbon recoils occurs at energies
greater than twice the Seitz threshold, while the response to
iodine is much closer to the Seitz model.
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right by about 10% on average relative to the solid curves of
Fig. 4 (and only 5% for the onset of iodine efficiency). We
note, however, that one cannot simultaneously achieve the
worst-case shapes for all three elements and still be
consistent with calibration data.
Because the pion beam data of [25] were taken at a single
Seitz threshold of ET ¼ 13.6 keV, we can only perform the
full global fit at that threshold. PICO-60 data were taken at
a continuum of Seitz thresholds between 7 and 20 keV,
however, with ET calculated individually for each expan-
sion based on the temperature and pressure for that
expansion. We therefore must translate the derived effi-
ciency curves at 13.6 keV to the other operating conditions
of the experiment. Previous calibrations in superheated
droplet detectors parameterized the efficiency response for
recoils in C4F10 as an explicit function of E=ET [26],
finding good agreement with neutron calibration data above
7 keV. As iodine recoils follow the Seitz model rather
closely, scaling the curve shown in Fig. 4 using E=ET is a
natural way to translate the iodine response at 13.6 to the
other operating conditions. One might be hesitant to apply
the same scaling to carbon and fluorine recoils given their
strong deviation from the nominal Seitz model. However,
fits of the YBe and AmBe neutron calibration data of [23]
between 7 and 40 keV for carbon and fluorine recoils are
consistent with a single derived efficiency shape that also
scales with E=ET , and we therefore apply that scaling to
translate the efficiency curves of Fig. 4 for all three recoil
species on an expansion by expansion basis to determine
our sensitivity to dark matter.
To determine dark matter sensitivities for a specific
WIMP mass and coupling (SI or SD), we take the
combination of efficiency curves allowed by the global
fit at 1σ that provides the least sensitivity to that particular
dark matter mass and coupling. While the various calibra-
tion data sets are dominated by recoils of a particular
nucleus (e.g. iodine in the pion beam data of [25]), they do
contain contributions from all three nuclei. In the global fit,
the size of the contribution from each individual recoil is
allowed to float to minimize sensitivity to a given dark
matter candidate. As an example, the curves used to
determine the sensitivity to a 20 GeV SDWIMP are shown
as the dashed lines in the top panel of Fig. 4. Since the SD
sensitivity mostly arises through fluorine interactions, our
analysis assumes the weakest possible response for fluorine
allowed by the data by maximizing the contributions from
carbon and iodine. The bottom panel of Fig. 4 shows the
curves used to determine sensitivity to a 20 GeV SI WIMP,
where the iodine response is reduced in favor of increased
carbon and fluorine responses.
As 75% of the livetime was accumulated at thresholds
within 20% of 13.6 keV, deviations from the characteristic
observed E=ET scaling behavior have a small effect on the
final result. To give an extreme example, if all data taken at
ET < 13.6 followed the same response function as that
measured at 13.6 keV (i.e., assuming no improvement in
sensitivity at the lower Seitz thresholds) and we scale by
E=ET for ET > 13.6, the final results presented in Sec. VI
for both SI and SD WIMP scattering would be 13% less
sensitive for a 100 GeVWIMPmass and 10% less sensitive
for WIMP masses greater than 200 GeV.
IV. BACKGROUND MODELING
AND PREDICTION
Neutrons in the active volume can be produced by (α; n)
reactions and fission neutrons from radioactivity in the
detector components, by cosmogenic activation, and by
photonuclear interactions. Before installation, all detector
components in proximity to the active volume were
screened for radioactivity, and the results from this screen-
ing are incorporated into a detailed Monte Carlo simulation
of the detector. Neutron production rates and energy spectra
for (α; n) reactions are evaluated with a modified version of
the SOURCES-4C code [23,27], where the contributions to
neutron backgrounds primarily come from alpha decays in
the 238U, 232Th and 235U decay chains. The rate and angular
distribution of cosmogenic neutrons produced in the cavern
rock are taken from [28] and normalized to the muon flux
measured by the SNO experiment [29]. The neutrons are
propagated through the detector using GEANT4 [30]
(version 4.10.00p03) to the target fluid. The predicted
number of neutron-induced single-bubble events during the
WIMP search data is 1.0 0.3. The simulation returns the
same number of multiple-bubble events as single-bubble
events, and the predicted number of neutron-induced
multiple-bubble events is also 1.0 0.3. The uncertainty
on the prediction arises from a combination of screening
uncertainties, (α; n) cross section uncertainties, and imper-
fect knowledge of the material composition of some
components. The leading source of events is cosmogenic
neutrons produced in the rock and punching through the
water shield, accounting for about 1=3 of the neutron
backgrounds. The remainder come primarily from a com-
bination of (α; n) sources in acoustic sensor cabling, a set of
thermocouples in the pressure vessel, and the retroreflector
used for illumination.
We use the Monte Carlo simulations with input from
screening of materials to predict the rate of gamma
interactions in the detector from the 238U, 232Th and
235U decay chains, as well as from 40K decays.
Previously we found the nucleation efficiency for gamma
interactions to decrease exponentially with threshold, from
5 × 10−8 at 7 keV threshold to <10−9 for thresholds above
11 keV [10], where the efficiency is defined as the fraction
of above-threshold interactions of any kind that nucleate
bubbles. This excellent gamma rejection was confirmed
with in situ gamma calibrations and results in an expect-
ation of fewer than 0.1 electronic recoil nucleation events
during the entire physics run, dominated by the 1.2 livedays
of exposure below 8.2 keV threshold.
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High-energy gamma rays also indirectly produce back-
ground events via photonuclear (γ;X) reactions in the CF3I
and (γ; n) reactions in the surrounding water, silica, and
steel. We use Monte Carlo simulations to predict the (γ; n)
background rate from internal gamma emitters and from the
flux of>3 MeV external gammas produced by neutron and
alpha captures in the rock, previously measured at
SNOLAB [31]. Based on these simulations and measure-
ments, we expect fewer than 0.1 total photonuclear back-
ground events, with the largest contributions from
127Iðγ; nÞ126I and 2Hðγ; nÞ1H reactions, with gamma-energy
thresholds of 9.14 and 2.23 MeV, respectively.
V. DATA ANALYSIS
The data analysis begins with an image reconstruction
algorithm to identify clusters of pixels that change signifi-
cantly from one frame to the next. The derived bubble pixel
coordinates from the two cameras are converted into spatial
coordinates with an accuracy of about a millimeter. An
optical-based fiducial volume cut is defined on neutron
calibration data to eliminate events occurring close to the
glass jar (“wall events”) and events near the water=CF3I
interface (“surface” events). These cuts are defined such
that 1% or fewer of wall and surface events are recon-
structed into the bulk region and are located 5 mm from the
wall of the jar and 6 mm from the surface. The acceptance
of the fiducial cut is 0.90 0.01 by volume.
All data undergo a set of data quality cuts. The first cut
removes events where the optical reconstruction is poor. In
particular, as can be seen in Fig. 2, the acoustic sensors
obscure small regions of the inner volume close to the jar
wall; while the entire volume is visible to at least one
camera, a well-reconstructed event requires that both
cameras observe the bubble and agree on the number of
bubbles observed. Roughly halfway through the run, one of
the cameras began observing increased digital noise. While
the images were still of high quality, the noisy camera had
to be removed from the trigger, leading to the late
observation of bubbles that formed in the areas partially
hidden from the second camera. These late triggers are also
cut. The acceptance of the optical reconstruction cut for
neutron-induced single-bubble events in the bulk of the
fluid is 0.995 0.005, dropping to 0.95 0.01 for data
taken with the single-camera trigger.
Additional quality cuts are applied to all data to eliminate
events with excessive acoustic noise and events where the
acoustically reconstructed time of bubble formation was
outside of the expected range. The acceptance of the above
cuts is pressure dependent because the acoustic signal-to-
noise ratio decreases at higher pressures. The total accep-
tance of the above data quality cuts is 0.94 0.02 at
23.5 psia decreasing to 0.89 0.02 at 33.4 psia.
An acoustic parameter (AP) is used to characterize the
acoustic power of an event [9,10,14]. The acoustic signal is
divided into frequency bands, and each band is corrected
for the position of the bubble within the chamber. Multiple
versions of AP can be constructed using different combi-
nations of frequency bands, and these AP distributions are
normalized and corrected for changes in temperature and
pressure to have a value of unity at the nuclear recoil peak
observed in the AmBe data. The acoustic power decreases
exponentially as a function of expansion pressure, and the
AmBe calibration peak could not be well resolved at
expansion pressures of 38.3 psia and above. Therefore,
we restrict our analysis to the lower pressure data, con-
taining 92.8 of the total 155 livedays collected during
the run.
Two acoustic parameters are used in the analysis: APlow
is calculated as the sum of the normalized frequency bands










































FIG. 5. AP distributions for neutron calibration (black) and
WIMP search data (red) for all WIMP search data. The top figure
shows APlow for frequency bands between 7 and 63 kHz and the
bottom figure shows APhigh for frequencies between 63 and
110 kHz. Events with APlow > 2.9 are identified as alpha-decay
events and shaded in both histograms. The rate of observed alpha
decays is consistent between WIMP search data and calibration
runs.
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between 7 and 63 kHz, and similarly APhigh from frequen-
cies between 63 and 110 kHz. The piezos located above the
CF3I=water interface are found to have a better acoustic
response at frequencies above ∼60 kHz, and as a result the
signals from only four out of the eight working piezos are
used in APhigh. All eight piezos are used in APlow. Figure 5
shows both AP distributions for calibration and WIMP
search data. There are two clear peaks in the WIMP search
data of Fig. 5.
A. Alpha events and acoustic calorimetry
The AP has previously been found to discriminate alpha
decays from nuclear recoils [9,10,14,32]. Alpha decays are
responsible for the peak at higher values of AP seen in
Fig. 5, with 1337 alphas observed in this data set. In the
WIMP-search analysis, a cut on APlow is used to identify
alpha-decay events, defined as APlow > 2.9. Recent results
from a C3F8 chamber [14] included a dependence of
detected acoustic power on alpha energy. A similar effect
is reported here for CF3I, albeit with some key differences.
The alpha decays in PICO bubble chambers predomi-
nantly originate from the prompt 222Rn decay chain, shown
in Fig. 6. The decays of 222Rn and its daughters, 218Po and
214Po, produce alphas with energies 5.48, 6.0, and
7.68 MeV, respectively. Given the half-lives of the various
decays in the chain, 90% of the first and second alpha
decays are separated by less than 10 min, and 90% of the
second and third alpha decays are separated by less than
130 min. Eighty-two triplets of consecutive alpha events
consistent with this time structure are identified in the data
set. Each triplet is required to be isolated in time with
respect to other alpha events in order to increase the purity
of the sample of events assigned to each decay. With this
data set we find that the acoustic power and its frequency
spectrum is dependent on alpha energy. APlow and APhigh
do not provide sufficient frequency resolution to capture
this dependence, so the AP is calculated separately in bins
of size 1–3 kHz between 2 and 115 kHz. Figure 7 shows the
mean AP as a function of frequency bin for each of the three
alpha decays (where AP is normalized to have a value of
unity for neutron calibration data).
For frequencies above 40 kHz, the highest energy 214Po
decays produce 15% louder acoustic signals than 222Rn. A
reanalysis of data from CF3I in a 2-liter chamber [10] finds
the same result. A similar but much stronger effect was also
observed in a 2-liter chamber filled with C3F8 [14], where
the acoustic difference was more than a factor of 2, as
shown in Fig. 8. Below 40 kHz the character of the
relationship between alpha energy and acoustic energy is
less straightforward. For example, near 20 kHz the lower
energy 222Rn and 218Po decays produce larger acoustic
responses (by more than a factor of 2) than the higher
energy 214Po decay. The same result is found for CF3I in the
small 2-liter chamber. In contrast, the C3F8 data from [14]
shows no indication of similar behavior below 40 kHz in
C3F8, remaining monotonic in alpha energy (see Fig. 8).
FIG. 6. The decays of 222Rn and its daughters 218Po and 214Po
produce alphas with energies 5.48, 6.0, and 7.68 MeV, respec-
tively, with the half-lives shown.










FIG. 7. The mean AP as a function of frequency bin for the first,
second, and third decays of 82 triplets of consecutive alpha events
whose timing is consistent with the fast radon decay chain. The
data are normalized in each frequency bin to the neutron
calibration data; i.e., the mean AP for neutron calibration data
would appear flat at a value of 1.










FIG. 8. The mean AP as a function of frequency bin in C3F8
[14] for the first, second, and third decays in 18 triplets of
consecutive alpha events whose timing is consistent with the fast
radon decay chain.
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We have not observed any similar dependence of
acoustic response on the energy of neutron-induced nuclear
recoils. The AmBe calibration source produces nuclear
recoils with an exponentially falling spectrum from keV to
MeV energies, and the AP spectrum of these recoils is
approximately normally distributed for all frequency ranges
studied.
B. The low AP peak
The peak in Fig. 5 at lower values of AP contains 2111
events. Given an observed count of 1337 alpha events in the
high AP peak and an upper limit on the failure of alpha
rejection of 0.7% observed previously [10], we expect less
than 10 events to be produced by a failure of acoustic
rejection of alphas. As discussed in Sec. IV, we expect less
than 1.2 events from neutron and gamma activity.
Therefore, these events represent a background of unknown
origin. The rate of these events decreases with increasing
threshold, but they appear for all temperatures and pres-
sures. Due to the large number of background events and
the ability to cleanly distinguish them from alphas using
APlow, the characteristics of these events can be studied in
detail. The events have several characteristics that differ-
entiate them from a dark matter signal.
First, as can be seen in Fig. 5, the background produces
bubbles that are on average louder than those produced
from neutron calibration data, an effect that is more
pronounced at higher frequencies.
The second feature that distinguishes the background
events from a potential dark matter signal is time corre-
lations, similar to those observed in previous bubble
chambers [10,14]. Figure 9 shows the rate of these events
as a function of “expansion time,” the amount of time spent
in the expanded state before bubble formation (note that we
do not include data for expansion times less than 25 s, as
discussed in Sec. II). Also shown are the alpha events (the
high AP peak in Fig. 5). A WIMP signal would have no
preference as to when in an expansion it appeared and
would therefore appear flat. On the other hand, the back-
ground events exhibit very strong timing correlations,
preferentially occurring at short expansion times.
Although a small fraction of alpha decays do have timing
correlations relevant on these scales (the 218Po decays), the
total alpha distribution is nearly flat in expansion time and
can be viewed as a proxy for a dark matter signal.
The third feature of the background events is their
nonuniformity in space, as seen in Fig. 10 showing the
XYZ distribution of alpha events (left) and the low AP
events (right). We expect a dark matter signal to be
homogeneous in the detector, a distribution that would
appear to be uniform in these units. Again, as a rough proxy
for a dark matter signal, the alpha events do appear uniform
in space, although we do observe correlations between
events in a given decay chain, with daughter nuclei moving
upward relative to the previous decay. Low AP events,
















FIG. 9. Event rate of the nonalpha background events (black)
and alpha events (red) as a function of the length of time the
chamber was in an expanded state. The rate is calculated for
intervals of expansion time indicated by the horizontal error bars;
the rates measured in neighboring bins are uncorrelated. A dark
matter signal would be flat; by contrast, the background events
cluster at early expansion times. Although a fraction of alpha
decays do have timing correlations relevant on these scales (the
218Po decays), the total alpha distribution is dominated by the
uncorrelated decays, nearly flat in expansion time, and can be
viewed as a rough proxy for a dark matter signal. We include the
alpha distribution here to show that systematic effects cannot
account for the distribution of the background events.
FIG. 10. Two-dimensional histogram of bubble location
(R2=Rjar vs Z). The left-hand plot shows all alpha events while
the right-hand plot shows the background events. A dark matter
signal would be isotropic in these units. As a proxy for a dark
matter signal, the alphas are more uniformly distributed in the jar
than the background events, which are concentrated along the
walls and near the interface.
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however, are nonuniform, clustering towards the jar walls
and CF3I surface.
The background events exhibit correlations between AP,
position and expansion time; for example, events that occur
at long expansion times tend to have higher AP values and
be located at higher Z. The background event rate is also
sensitive to rapid changes in the temperature of the
active fluid.
Combinations of cuts on APhigh, expansion time, dis-
tance to the CF3I surface, and distance to the jar wall can be
used to efficiently remove background events while retain-
ing a large fraction of the WIMP exposure. A cut
optimization method, used previously in [14] and based
closely on the optimum interval method [33], is used to
provide an unbiased upper limit on the rate of dark matter
interactions in the detector. This method provides a
statistical framework for optimizing a set of free cut
parameters on the dark matter search data to derive the
most stringent upper limit. It allows for background
rejection without an explicit model for the background
and is appropriate in cases where the cut variables provide
discrimination against poorly known backgrounds, as is the
case for PICO-60. The method is described in detail in the
Appendix.
After performing the cut optimization, the final cuts on
the four discriminating variables are as follows:
(i) 0.7 < APhigh < 1.020,
(ii) expansion time > 45.7 s,
(iii) distance to the surface, Zsurf > 67.8 mm
(Z < 118.2 mm), and
(iv) distance to jar wall, Dwall > 5.4 mm ðR2=Rjar <
133.4 mm in the cylindrical part of the jar).
C. Final cut acceptance
The final cut optimization depends on understanding the
signal acceptance. The acceptances of the fiducial volume
and expansion time cuts are easily derived (as a WIMP
signal would populate those variables uniformly), but the
APhigh cut acceptance has a larger uncertainty. The AP
acceptance uncertainty depends on the quality of the
calibration data, especially as the acoustic conditions vary
with time and expansion pressure. In previous analyses, the
acoustic cut was set far from the median of the AP
distribution [10,14], but this analysis requires an acoustic
cut set close to the median, rendering the result more
susceptible to drifts in the normalization. The largest
systematic comes from time variations of 3% in the median
of APhigh, leading to an uncertainty on the cut acceptance of
12%. This variation is observed in both the calibration data
and in the two peaks in the WIMP search data (alphas and
background events).
There are two other leading sources of error. The first is
uncertainty on the position corrections used to calculate
APhigh, as the neutron source does not produce a spatially
uniform distribution of events. The second is background
contamination in the calibration data. These effects add
about 7% to the uncertainty of the acceptance. Changes in
acceptance as a function of pressure set point (due to
changing signal to noise) were found to be subdominant.
Because the final cut is close to the median of the APhigh
distribution in this analysis, it is not very sensitive to the
width. We combine all uncertainties in quadrature to obtain
a final uncertainty of 14%. The acceptance for the final
APhigh cut is 0.63 0.09. We perform several cross checks
by resampling the calibration data taken at different times,
at different temperatures and pressure set points, and with
different neutron source locations (producing a different
spatial distribution), and the results are consistent to within
the evaluated uncertainties. The uncertainty on the cut
acceptance is included as a nuisance parameter in calculat-
ing the 90% C.L. limits as described in the Appendix.
VI. WIMP SEARCH RESULTS
The optimized cuts remove all events from the WIMP
search data while retaining 48.2% of the exposure remain-
ing after the data cleaning cuts described at the beginning of
Sec. V. The final WIMP search exposure with all cuts is
1335 kg days. To illustrate the power of the discriminating
variables and the absence of any surviving events, Fig. 11
shows a two-dimensional histogram of APhigh and expan-
sion time after applying the optimum fiducial cuts, divided
into bins of equal exposure to dark matter (i.e., a dark
matter signal would appear uniform). All the background
events populate the low expansion time and high APhigh
region of the histogram. The optimum cuts on APhigh and
expansion time are represented by the red rectangle, with
zero events passing.


























FIG. 11. A two-dimensional histogram of APhigh and expansion
time after applying the optimum fiducial cuts, divided into bins of
equal exposure to dark matter (i.e., a dark matter signal would
appear uniform in the histogram). All the background events
populate the left and top of the histogram. The optimum cuts are
represented by the red rectangle.
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In the total exposure, we expect 1.0 0.3 single- and
1.0 0.3 multiple-bubble events from background neu-
trons. Including the acceptance of the final cuts, the
expectation for single-bubble events drops to 0.5 0.2,
consistent with the zero single-bubble events remaining
after all cuts. We observe one multiple-bubble event (five
bubbles) in the WIMP search data, also consistent with the
prediction.
We use the optimized cuts to set limits on dark matter
interactions with CF3I, assuming the bubble nucleation
efficiencies for C, F, and I described in Sec. III. The
optimization procedure imposes a factor of 1.8 statistical
penalty (i.e., trials factor) on the final sensitivity of the
experiment. The limit calculations follow the formalism
laid out in [34], using the modified Maxwell-Boltzmann
halo model with a smooth velocity cutoff at the Galactic
escape velocity described in [35] and the following halo
parameters: ρD ¼ 0.3 GeVc−2 cm−3, vesc ¼ 544 km=s,
v0 ¼ 220 km=s, and vEarth ¼ 30 km=s. We use the effec-
tive field theory treatment and nuclear form factors
described in [36–39] to determine sensitivity to both
spin-dependent and spin-independent dark matter inter-
actions. For the SI case, we use the M response of Table 1
in [36], and for SD interactions, we use the sum of the Σ0
and Σ00 terms from the same table. To implement these
interactions and form factors, we use the publicly available
DMDD code package [39,40]. The resulting 90% C.L. limit
plots for spin-independent WIMP-nucleon and spin-
dependent WIMP-proton cross sections are presented in
Figs. 12 and 13. We note that adopting the best fit efficiency
curves described in Sec. III B instead of the 1σ conservative
cases would result in a factor of 5 (2.5) improvement in the
limit for SI (SD) WIMPs at 10 GeV, with a 10% improve-
ment above 40 GeV for both types of interactions.
VII. DISCUSSION
Despite the presence of a population of unknown origin
in the data set, the combination of the discriminating
variables results in a large total exposure with zero dark
matter candidates. The SD-proton reach of bubble cham-
bers remains unmatched in the field of direct detection,
significantly constraining CMSSM model parameter space.
The leading hypothesis for the source of the background
events is particulate contamination. One mechanism by
which particulates can create bubbles is if an alpha decay
from an atom embedded in a small dust particle resulted in
a partial alpha track into the fluid with the daughter nucleus
remaining in the particle, and such a track could provide the
acoustic signature observed in the background events [26].
The timing and spatial distributions suggest convection
currents as a potential source of particle movement, and
particulate spike runs in a test chamber have shown that
particulates do collect on the interfaces. Additionally,
assays of the fluids taken after the run discovered many
particulates with composition matching the wetted surfaces
of the inner volume, as well as elevated levels of thorium in
the chamber. A future run of PICO-60 with C3F8 will
include upgrades to allow for improved cleaning of the




























FIG. 12. The 90% C.L. limit on the SI WIMP-nucleon cross
section from PICO-60 is plotted in blue, along with limits from
COUPP (light blue), LUX (black), XENON100 (orange), Dark-
Side-50 (green), and the reanalysis of CDMS-II (magenta)
[10,41–44].




























FIG. 13. The 90% C.L. limit on the SD WIMP-proton cross
section from PICO-60 is plotted in blue, along with limits from
PICO-2L (red), COUPP (light blue region), PICASSO (dark
blue), SIMPLE (green), XENON100 (orange), IceCube (dashed
and solid pink), SuperK (dashed and solid black) and CMS
(dashed orange) [10,12,13,45–49]. For the IceCube and SuperK
results, the dashed lines assume annihilation toW pairs while the
solid lines assume annihilation to b quarks. Comparable limits
assuming these and other annihilation channels are set by the
ANTARES, Baikal and Baksan neutrino telescopes [50–52]. The
CMS limit is from a monojet search and assumes an effective
field theory, valid only for a heavy mediator [53,54]. Comparable
limits are set by ATLAS [55,56]. The purple region represents
parameter space of the CMSSM model of [57].
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Because of its atomic mass, spin content, and large
magnetic moment, iodine is sensitive to a unique selection
of potential dark matter interactions [36]. For over a
decade, the DAMA/LIBRA experiment has observed a
modulation signal in NaI crystals attributed to interactions
with dark matter [58], but this signal has not been
confirmed by other direct detection experiments. One
can potentially reconcile the DAMA result with other null
results by postulating that NaI is sensitive to a specific type
of interaction of dark matter with iodine nuclei that other
nuclear targets would not be sensitive to, for example via
the magnetic moment or in inelastic dark matter mod-
els [59,60].
The DAMA/LIBRA Collaboration has reported a modu-
lation amplitude of 0.0112 0.0012 counts=kg=keV=day
between 2 and 6 keV [58]. Most dark matter halo models
require any observed modulation amplitude to be a fraction
of the total dark matter signal, leading to a larger total rate
of dark matter interactions. However, the smallest possible
dark matter cross section compatible with the DAMA/
LIBRA observation is obtained by assuming that the
modulation signal encompasses the entire dark matter rate.
The KIMS Collaboration has published an upper limit on
dark matter interactions with iodine (in CsI crystals) of
0.0098 counts=kg=keV=day [61], leaving some room for
an iodine interpretation for DAMA/LIBRA given the
statistical and systematic uncertainties of the two experi-
ments. Given the use of CF3I as the target material and its
size, the PICO-60 data presented here provide a stronger
test of the hypothesis that DAMA/LIBRA is observing dark
matter scattering from iodine nuclei.
We take the spectrum of the DAMA/LIBRA modulation
between 2 and 6 keVand assume that all scatters come from
iodine, correcting for the mass fraction of iodine in NaI. We
then apply the quenching factor for iodine used by DAMA
(0.09) to convert the observed energy in DAMA/LIBRA to
an iodine-equivalent recoil energy of 22–67 keV. The
modulation spectrum is convolved with the PICO-60 iodine
recoil nucleation efficiency model and WIMP search
exposure, taking into account the calendar time of the
PICO-60 run. If DAMA/LIBRA were seeing dark matter
interactions with iodine, we calculate that PICO-60 would
have observed 49 events after applying the optimum cuts.
The effective 90% C.L. upper limit on the number of
observed events in PICO-60 after applying those cuts is 4.4
events (see the Appendix for details), more than a factor of
10 below the expectation. Because the DAMA/LIBRA
modulation extends up to several tens of keV iodine-
equivalent recoil energy, these results are quite robust to
different models of the iodine nucleation efficiency con-
sistent with the data in [25]. Recent measurements of
quenching factors in NaI suggest that iodine has a smaller
quenching factor than assumed by DAMA/LIBRA
[22,62,63], which would only strengthen the limits pre-
sented here. We conclude that the signal in DAMA/LIBRA
cannot be iodine recoils induced by dark matter
interactions.
One caveat to this conclusion is the possibility of
channeling effects, which can result in quenching factors
for iodine recoils closer to 1 and have been suggested as a
possible mechanism at play in DAMA/LIBRA [64].
Although theoretical work finds an upper limit on the
possible channeling fraction of iodine recoils to be 10−4 at
2 keVand 10−3 at 6 keV [65] and recent calibrations of NaI
quenching factors see no evidence for channeling [62,63],
these calculations and measurements are subject to uncer-
tainties, as pointed out in [66]. PICO-60 does not provide a
test of the DAMA/LIBRA signal if that signal is produced
by channeled iodine ions of less than 7 keV.
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APPENDIX: CUT OPTIMIZATION METHOD
The optimization method used in this analysis provides a
statistical framework for optimizing a set of free cut
parameters on the dark matter search data to derive the
most stringent upper limit, and it allows for background
rejection without an explicit model for the background.
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The method is similar to that outlined in [33], where the cut
parameters to be optimized over were the two end points of
an interval in a single variable. In [14] the method was
generalized to be applicable to an arbitrary set of cuts and
applied to threshold-dependent one-sided cuts on the time
since the previous bubble event. Here we apply the
generalized method to a set of four one-sided cuts on
the parameters APhigh, expansion time, distance to the CF3I
surface (Zsurf), and distance to the jar wall (Dwall).
The principal idea of the method is to compare the data to
a large number of simulated random data sets with various
assumedWIMP-induced expected signal event rates and no
background. By comparing the optimum cuts for the
experimental and simulated data sets, we find the expected
signal rate where the optimized cuts for 90% of simulated
experiments with that expected signal rate have the same or
worse sensitivity as the experimental data. The assumption
of no background in the simulated data sets is conservative,
since the inclusion of background events in the model can
only reduce the number of events attributed to WIMP
interactions, resulting in a more stringent upper limit on the
WIMP-induced rate.
The cut optimization method assumes that all events in the
data set constitute a potential dark matter signal. However,
the distributions shown in Figs. 5, 9, and 10 are clearly
inconsistent with such an assumption. Therefore, before the
optimization method is applied, we restrict the data set to one
whose distributions in each of the four discriminating
variables are 3σ consistent with a dark matter hypothesis
under a Kolmogorov-Smirnov (KS) test. The cuts on each of
the variables are applied sequentially, and the ordering is
chosen based on which of the remaining variables’ distri-
butions is the least consistent with dark matter.
To illustrate how this is applied, we begin with the full
data set. We perform a KS test of the APhigh between the
calibration data and the low AP peak of Fig. 5, as well as
KS tests between the observed expansion time and Zsurf
distributions and simulated dark matter signals. While all
three KS tests return p values of less than 10−60 that the two
samples under test are drawn from the same distribution,
the largest KS-test statistic (corresponding to the smallest
correspondence between the distributions under test) is
found for APhigh. We therefore impose an upper limit cut on
the value of APhigh and slowly lower that cut value until the
KS test between the calibration data and the background
events returns a p value > 0.003. This occurs for
APhigh < 1.022, with 32 events remaining.
With the APhigh < 1.022 cut in place, we perform new
KS tests of the expansion time and Zsurf distributions
between the simulated dark matter signals and the remain-
ing background, finding a p value for expansion time of
∼10−9 and the p value for the Zsurf distribution of ∼10−7.
We follow the same procedure, increasing the one-sided cut
on expansion time until once again the KS test returns a
p value > 0.003. We repeat the process one more time on
Zsurf. No cut is made on Dwall beyond the nominal
fiducial cut, as the Dwall distribution is consistent with
dark matter at the 3σ level. The corresponding cuts defining
the restricted data set are shown in Table I. These cuts
remove all but 16 events while keeping 63.8% of the total
exposure.
At this stage, for a given expected signal rate, all possible
sets of cut parameters are tested on the restricted data set to
find the optimum cuts, defined as the cuts that maximize
the probability of observing more events passing the cuts
than actually do pass the cuts. That is, the cut parameters
are found that provide the highest confidence level for
excluding the assumed expected signal rate as too high. The
probability and confidence levels are functions of the
expected signal rate, as are, in principle, the optimum cuts,
although we find the same optimum cuts over the full range
of expected signal rate explored. The maximum confidence
level is referred to as Cmax. The quantity Cmax is also
calculated for each simulated data set with the expected
signal rate applicable to that data set. The 90th percentile
value of Cmax over the set of simulations for a given
expected signal rate is referred to as C¯max. The 90% upper
limit on the expected signal rate is the smallest rate for
which Cmax of the data is greater than C¯max.
To determine Cmax it is first necessary to evaluate the
function Cnðx; μÞ, defined to be the probability, for a given
expected signal rate without background, that all sets of
cuts with ≤ n events passing have their expected number of
events < x. Here μ is the expected number of signal events
in the data set before cuts. For a large number of simulated
data sets with μ expected events, Cnðx; μÞ is the fraction of
those data sets where all sets of cuts leaving n or fewer
events have fractional acceptance less than x=μ.
Uncertainty in the cut acceptance is incorporated as a
nuisance parameter by allowing the expected number of
events in each simulation to vary normally from μ with the
width given by the percentage uncertainty.
For each data set (experimental or simulated), Cmax is the
maximum over all sets of cut parameters of Cnðx; μÞ—
evaluated by finding the largest acceptance cuts allowing
only n events to pass for each value of n, looking up the
value of Cnðx; μÞ applicable to those cuts, and then taking
TABLE I. Nominal, restricted and optimum cut values along
with their acceptances (relative to the nominal case) and the
number of background events passing the cuts. Variable defi-
nitions and the derivation of the restricted and optimum cut values
is described in the text.
Cuts Nominal Restricted Optimum
APhigh    <1.022 <1.020
Expansion time [s] >25 >40.8 >45.7
Zsurf [mm] >6 >9.0 >67.8
Dwall [mm] >5 >5 >5.4
Acceptance 100% 63.8% 48.2%
Events passing 2111 16 0
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the maximum over all n. Figure 14 shows an example
distribution for μ ¼ 8. Cmax for the experimental data is
then compared to C¯max, the 90th percentile value of Cmax
over the set of simulations. Any μ for which Cmax of the
data is larger than C¯max is excluded as too large at the
90% C.L.; thus, the most stringent upper limit on μ is set by
scanning to find the smallest value of μ that is excluded,
which we find to be μ ¼ 5.8 as shown in Fig. 15.
The final optimum cut values are shown in Table I. The
optimum cuts remove all events while still keeping 48.2%
of the total exposure. If the optimum cuts had simply been
set a posteriori, without applying the tuning penalty
inherent in the optimization method, the final sensitivity
of the experiment would be a factor of 1.8 lower than
reported here. To put it another way, the 90% C.L. upper
limit of 5.8 events in the exposure of PICO-60 with
restricted cuts applied is equivalent to 4.4 events with
optimum cuts applied, where the 90% Poisson upper limit
would have been 2.3 events for an exposure with zero
observed counts (2.4 events after accounting for uncertainty
in the cut acceptance).
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New results are reported from the operation of the PICO-60 dark matter detector, a bubble
chamber filled with 52 kg of C3F8 located in the SNOLAB underground laboratory. As in previous
PICO bubble chambers, PICO-60 C3F8 exhibits excellent electron recoil and alpha decay rejection,
and the observed multiple-scattering neutron rate indicates a single-scatter neutron background of
less than 1 event per month. A blind analysis of an efficiency-corrected 1167-kg-day exposure at a
3.3-keV thermodynamic threshold reveals no single-scattering nuclear recoil candidates, consistent
with the predicted background. These results set the most stringent direct-detection constraint to
date on the WIMP-proton spin-dependent cross section at 3.4 × 10−41 cm2 for a 30-GeV c−2 WIMP,
more than one order of magnitude improvement from previous PICO results.
PACS numbers: 29.40.-n, 95.35.+d, 95.30.Cq, FERMILAB-PUB-17-058-AE-PPD
The evidence for nonbaryonic dark matter in the galac-
tic halo is compelling [1, 2]. Many classes of theory,
including supersymmetric extensions to the Standard
Model (SUSY), provide promising dark matter candi-
dates in the form of non-relativistic, weakly interacting,
massive particles (WIMPs) [3]. The search for WIMPs is
challenging due to the predicted small WIMP-nucleon
scattering cross section and nuclear recoil energies in
the range of 1 to 100 keV. Low thresholds, large ex-
posures, and background suppression are therefore criti-
cal to obtain sufficient sensitivity. As the nature of the
WIMP-nucleon interaction is unknown, explorations in
both the spin-dependent (SD) and spin-independent (SI)
couplings are essential [4–6].
The PICO collaboration searches for WIMPs using su-
perheated bubble chambers operated in thermodynamic
conditions at which they are virtually insensitive to
gamma or beta radiation. Further background suppres-
sion is achieved through the measurement of the bubble’s
acoustic emission, allowing for discrimination between
signals from alpha decays and those from nuclear re-
coils [7]. The PICO bubble chambers, filled with fluorine-
rich liquids, have consistently provided the strongest con-
straints to spin-dependent WIMP-proton interactions [8–
14]. Our largest bubble chamber to date, PICO-60, was
recently filled with a 52.2 ± 0.5 kg C3F8 target, and op-
Appendix V
PICO-60 Paper - C3F8
2erated at SNOLAB in Sudbury, Ontario, Canada. Here
we report results from the first run of PICO-60 with
C3F8, with an efficiency-corrected dark matter exposure
of 1167 kg-days, taken between November 2016 and Jan-
uary 2017.
The PICO Collaboration previously reported the ob-
servation of anomalous background events in dark matter
search data with the 2-liter PICO-2L C3F8 [8] and the 18-
liter PICO-60 CF3I [10] bubble chambers. Improvements
in fluid handling and bubble chamber operation elimi-
nated this anomalous background in a second run of the
PICO-2L detector [9]. A leading hypothesis for the cause
of these background events is bubble nucleation due to
surface tension effects introduced by the contamination
of the active target with particulate matter and water
droplets [15]. The PICO-60 detector was recommissioned
following a rigorous cleaning procedure targeting partic-
ulate contamination. Every component was cleaned to
MIL-STD-1246 Level 50 standard [16] prior to assembly,
and samples of the water buffer were taken using an in
situ filtration system during commissioning to monitor
particulate injection. A final measurement after C3F8
distillation confirmed that the total assembly met MIL-
STD-1246 Level 100, after which the inner volume was
closed.
The PICO-60 apparatus was described in Ref. [10], and
here we restrict ourselves to describing subsequent im-
provements and changes. A new seal design was deployed
between the silica jar and the stainless steel bellows to
minimize particulate generation, replacing the gold wire
seal described in Ref. [10] with a PTFE gasket. The
C3F8 target does not require the addition of chemicals
to remove free ions, unlike CF3I. While the same water
tank is used, a new chiller system holds the temperature
in the water tank uniform to approximately 0.1◦C. The
target volume was more than doubled, requiring a corre-
sponding increase from two to four cameras (in two ver-
tical columns). Eight piezoelectric acoustic transducers
identical to those used in Ref. [9] were attached, evenly-
spaced around the outside of the silica jar, using a spring
loaded HDPE ring. Five sensors failed during commis-
sioning, leaving three operable sensors for the duration
of the experiment.
The chamber expansion cycle was similar to that em-
ployed in the previous run [10]. First, the chamber is
expanded to a predetermined pressure, superheating the
C3F8 active liquid. Following a trigger, the hydraulic
system initiates a fast compression, raising the pressure
above 150 psia in roughly 100 ms. The primary trigger
uses the change in entropy between two consecutive cam-
era images [17] to detect the appearance of a gas bubble
in the chamber. A trigger is also sent if a rise in pressure
is detected or when the chamber has been expanded for
2000 s. The chamber begins a new expansion after the
chamber has been compressed for 100 s. A long compres-
sion of 600 s is imposed on every tenth compression or
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FIG. 1. Spatial distribution of bubble events in the WIMP
search data. Z is the reconstructed vertical position of the
bubble, and R2/Rjar is the distance from the center axis
squared, normalized by the nominal jar radius (145 mm). The
fiducial cut is represented by the dashed line. Red squares are
the 106 events in the fiducial bulk volume passing all cuts and
grey dots are all other single-bubble events.
after a pressure-rise trigger. In the WIMP search dataset,
the chamber was expanded for 34.3 of the 44.6 days that
the detector was operational.
The WIMP search dataset was taken at 30.2 ± 0.3 psi
and 13.9 ± 0.1◦C, corresponding to a thermodynamic
threshold of 3.29 ± 0.09 keV, the calculation of which
is detailed in Ref. [10]. There is an additional 0.2 keV
uncertainty in the threshold due to the thermodynamic
properties of C3F8 [18]. In situ nuclear and electronic re-
coil calibrations were performed by exposing the chamber
to AmBe and 252Cf neutron sources and a 133Ba gamma
source both before and after the WIMP search run. Pre-
physics background data were taken during commission-
ing to measure the alpha backgrounds due to 222Rn chain
decays. For the WIMP search run, we performed a blind
analysis by masking the acoustic information that allows
the discrimination between alpha decays and nuclear re-
coils. This information was processed only after cuts and
efficiencies for single bulk nuclear recoil candidates were
set, using source calibrations and pre-physics background
data.
For the WIMP search dataset, periods of unstable op-
eration are removed, these being defined as times within
one hour of radioactive source transport near the detec-
tor or in a 24-hour window following any significant in-
terruption to operation. The first 25 s of every expansion
is discarded to remove transient effects. Of the 34.3 days
the detector was expanded, 30.0 live-days (87.4%) are
considered in the WIMP search.
Bubble images are identified using the same entropy
algorithm as used for the optical trigger. The pixel co-
ordinates are then reconstructed into spatial coordinates
using ray propagation in a simulated optical geometry.
3Dataset Efficiency (%) Fiducial Mass (kg) Exposure (kg-days) No. of events
Singles 85.1 ± 1.8 45.7 ± 0.5 1167 ± 28 0
Multiples 99.4 ± 0.1 52.2 ± 0.5 1555 ± 15 3
TABLE I. Summary of the final number of events and exposure determination for singles and multiples in the 30.0 live-day
WIMP search dataset of PICO-60 C3F8 at 3.3 keV thermodynamic threshold.
The fiducial volume is determined by setting cut values
on isolated wall and surface event distributions in the
source calibration and pre-physics background datasets,
as shown in Fig. 1. These cuts remove events on or near
the surface or within 6 mm of the nominal wall location.
For regions of the detector where the optics are worse,
such as the transition to the lower hemisphere, the outer
13 mm are removed. The fiducial cuts accept a mass of
45.7 ± 0.5 kg, or 87.7% of the total C3F8 mass.
The first step in the WIMP candidate selection re-
moves events that are written improperly on disk, events
that were not triggered by the cameras, and events for
which the pressure was more than 1 psi from the target
pressure. The signal acceptance for these cuts is greater
than 99.9%. Only events that are optically reconstructed
as a single bubble are selected as WIMP candidates. This
cut removes neutron-induced multiple bubble events and
events for which the optical reconstruction failed. The
acceptance of this cut is 98.0 ± 0.5%. In addition to
the optical reconstruction fiducial cut, fiducial-bulk can-
didates are selected based on a rate-of-pressure-rise mea-
surement, which is found to accept all optically recon-
structed fiducial single bubbles in the source calibration
data.
The acoustic analysis is similar to the procedure de-
scribed in [11] to calculate the Acoustic Parameter (AP),
a measurement of the bubble’s nucleation acoustic en-
ergy. As AP is used to discriminate alpha particles from
nuclear recoils, events with high pre-trigger acoustic noise
or an incorrectly reconstructed signal start time are re-
moved from the WIMP candidates selection. The effi-
ciency for these cuts is 99.6 ± 0.2%. For this analy-
sis, based on the pre-physics background and calibration
data, AP is found to optimally discriminate alpha parti-
cles from nuclear recoils using the signals of two out of
the three working acoustic transducers in the 55 kHz to
120 kHz frequency range. The AP distribution for nu-
clear recoil events is normalized to 1 based on AmBe and
252Cf nuclear recoil calibration data.
An additional metric, NN score, is constructed from
the piezo traces using a neural network [19] trained to
distinguish pure alpha events (NN score = 1) from pure
nuclear or electron recoil events (NN score = 0). The two-
layer feedforward network takes as an input the bubble’s
3D position, and the noise-subtracted acoustic energy of
each of three working acoustic transducers in 8 frequency
bands ranging from 1 kHz to 300 kHz. The network is




















FIG. 2. Top: AP distributions for AmBe and 252Cf neu-
tron calibration data (black) and WIMP search data (red) at
3.3 keV threshold. Alphas from the 222Rn decay chain can be
identified by their time signature and populate the two peaks
in the WIMP search data at high AP. Higher energy alphas
from 214Po are producing larger acoustic signals. Bottom: AP
and NN score for the same dataset. The cuts for the nuclear
recoil candidates, defined before WIMP search acoustic data
unmasking, are displayed with dashed lines.
trained and validated with source calibration data and
the pre-physics background data. A nuclear recoil candi-
date is defined as having an AP between 0.5 to 1.5 and
a NN score less than 0.05. These combined acoustic cuts
are determined to have an acceptance of 88.5 ± 1.6%
based on neutron calibration fiducial-bulk singles.
In the WIMP search data, before unmasking the AP
and NN score, all events passing cuts are identified and
manually scanned. Any events with mismatched pixel
coordinates are discarded. The same procedure is found
to keep 98.7 ± 0.7% of fiducial-bulk singles in the neutron
calibration data. The final efficiencies and exposure are
summarized in Table I. A total of 106 single bulk bubbles,
shown in Fig. 1, are found in the blinded WIMP search
data.
Neutrons produced by (α,n) and spontaneous fission
from 238U and 232Th characteristically scatter multiple
times in the detector, resulting in multiple-bubble events
75% of the time for a chamber of this size. The multiple-
bubble events are an unambiguous signature and provide
a measurement of the neutron background. To isolate
multiple-bubble events in the WIMP search data, we do
4not apply acoustic or fiducial cuts, resulting in the larger
exposure shown in Table I. Instead, given 99.5 ± 0.1% ef-
ficiency to reconstruct at least one bubble in the bulk for
a multiple-bubble event, every passing event is scanned
for multiplicity. This scan reveals 3 multiple-bubble
events in the WIMP search dataset. Based on a detailed
Monte Carlo simulation, the background from neutrons is
predicted to be 0.25± 0.09 (0.96± 0.34) single(multiple)-
bubble events. PICO-60 was exposed to a 1 mCi 133Ba
source both before and after the WIMP search data,
which, compared against a Geant4 [20] Monte Carlo sim-
ulation, gives a measured nucleation efficiency for elec-
tron recoil events above 3.3 keV of (1.80 ± 0.38)×10−10.
Combining this with a Monte Carlo simulation of the ex-
ternal gamma flux from [15, 21], we predict 0.026 ± 0.007
events due to electron recoils in the WIMP search expo-
sure. The background from coherent scattering of 8B
solar neutrinos is calculated to be 0.055 ± 0.007 events.
The unmasking of the acoustic data, performed after
completion of the WIMP search run, reveals that none of
the 106 single bulk bubbles are consistent with the nu-
clear recoil hypothesis defined by AP and the NN score,
as shown in Fig. 2.
We use the same procedure and calibration data de-
scribed in Ref. [8] to evaluate nucleation efficiency curves
for fluorine and carbon recoils. We adopt the standard
halo parametrization [22], with ρD=0.3 GeV c
−2 cm−3,
vesc = 544 km/s, vEarth = 232 km/s, and vo = 220 km/s.
We use the effective field theory treatment and nuclear
form factors described in Refs. [23–26] to determine sensi-
tivity to both spin-dependent and spin-independent dark
matter interactions. For the SI case, we use the M
response of Table 1 in Ref. [23], and for SD interac-
tions, we use the sum of the Σ′ and Σ′′ terms from the
same table. To implement these interactions and form
factors, we use the publicly available dmdd code pack-
age [26, 27]. The calculated limits at the 90% C.L. for
the spin-dependent WIMP-proton and spin-independent
WIMP-nucleon elastic scattering cross-sections, with no
background subtraction, as a function of WIMP mass,
are shown in Fig. 3 and 4. These limits are currently
the world-leading constraints in the WIMP-proton spin-
dependent sector and indicate an improved sensitivity to
the dark matter signal of a factor of 17, compared to
previously reported PICO results.
Constraints on the effective spin-dependent WIMP-
neutron and WIMP-proton couplings an and ap are cal-
culated according to the method proposed in Ref. [28].
The expectation values for the proton and neutron spins
for the 19F nucleus are taken from Ref. [23]. The allowed
region in the an − ap plane is shown for a 50 GeV c−2
WIMP in Fig. 5. We find that PICO-60 C3F8 improves
the constraints on an and ap, in complementarity with
other dark matter search experiments that are more sen-
sitive to the WIMP-neutron coupling.

























FIG. 3. The 90% C.L. limit on the SD WIMP-proton cross
section from PICO-60 C3F8 plotted in blue, along with lim-
its from PICO-60 CF3I (red) [10], PICO-2L (purple) [9],
PICASSO (green) [14], SIMPLE (orange) [33], PandaX-II
(cyan) [34], IceCube (dashed and dotted pink) [35], and Su-
perK (dashed and dotted black) [36, 37]. The indirect limits
from IceCube and SuperK assume annihilation to τ leptons
(dashed) and b quarks (dotted). The purple region represents
parameter space of the constrained minimal supersymmetric
model of [38]. Additional limits, not shown for clarity, are set
by LUX [39] and XENON100 [40] (comparable to PandaX-II)
























FIG. 4. The 90% C.L. limit on the SI WIMP-nucleon
cross-section from PICO-60 C3F8 plotted in blue, along
with limits from PICO-60 CF3I (red) [10], PICO-2L (pur-
ple) [9], LUX (yellow) [43], PandaX-II (cyan) [44], CRESST-
II (magenta) [45], and CDMS-lite (black) [46]. While we
choose to highlight this result, LUX sets the strongest lim-
its on WIMP masses greater than 6 GeV/c2. Additional
limits, not shown for clarity, are set by PICASSO [14],
XENON100 [40], DarkSide-50 [47], SuperCDMS [48], CDMS-
II [49], and Edelweiss-III [50].
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FIG. 5. PICO-60 constraints (blue) on the effective spin-
dependent WIMP-proton and WIMP-neutron couplings, ap
and an, for a 50 GeV/c
2 WIMP mass. Also shown are results
from PANDAX-II (cyan) [34], LUX (yellow) [39], PICO-2L
(purple) [9], and PICO-60 C3FI (red) [10].
but to interpret LHC searches, one must assume a spe-
cific model to generate the signal that is then looked for
in the data. This can make it difficult to compare LHC
results with direct detection experiments, as the latter
tend to be more general. The LHC Dark Matter Work-
ing Group (LHCDMWG) has made recommendations on
a set of simplified models to be used in LHC searches
and the best way to present such results [29–31]. For a
given simplified model involving a mediator exchanged
via the s-channel, there are four free parameters: the
dark matter mass mDM, the mediator mass mmed, the
universal mediator coupling to quarks gq, and the me-
diator coupling to dark matter gDM. The LHCDMWG
recommends that results of simplified model searches be
presented by plotting confidence level limits as a function
of the two mass parameters mDM and mmed for a fixed
set of couplings gq and gDM. Here, we follow the example
set by the LHCDMWG to make a direct comparison of
the sensitivity of PICO to that of CMS [32] by applying
our results to the specific case of a simplified dark mat-
ter model involving an axial-vector s-channel mediator.
Following Eq. 4.7-4.10 of Ref. [31], we find an expres-
sion for the spin-dependent cross section as a function of
those free parameters, and we invert this expression to
find mmed as a function of cross section. For this com-
parison, we assume gq = 0.25 and gDM = 1. With this
simple translation, we can plot our limits on the same
mDM −mmed plane, and the results are shown in Fig. 6.
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FIG. 6. Exclusion limits at 95% C.L. in the mDM − mmed
plane. PICO-60 constraints (blue) are compared against col-
lider constraints from CMS (red) [32] for an axial-vector me-
diator using the monojet and mono-V channels.
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