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ABSTRACT. Optimization is the best decision of  the objective functions for  produce a 
satisfactory solution. Optimization of multi variables unconstraints is to optimize the the objective 
functions which contains multi variable function freely without any specific requirements that 
restrict its function. Trust-Region methods methods is used to optimize multi variables 
unconstraint , Trust-Region methods quadratic approach of optimizing non linear the objective 
functions with a certain radius as the limit of the step size according to the quality of the approach. 
Newton-Raphson methods is a root search method with the the objective functions approaches a 
point, where the objective functions has a derivative. In this final will be talking about Trust-
Region methods will compared with Newton-Raphson methods, and rendered example problem in 
which only be solved using Trust-Region methods. 
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I. PENDAHULUAN 
 Setiap manusia dalam kehidupannya selalu melakukan optimasi. Optimasi 
merupakan pengambilan keputusan terbaik dari suatu fungsi tujuan dan 
menghasilkan solusi yang memuaskan, di mana fungsi tujuan merupakan fungsi 
yang memuat suatu masalah secara terperinci. Optimasi berdasarkan fungsinya di 
bagi menjadi optimasi fungsi linier dan optimasi fungsi non linier. Pada mata 
kuliah program non linier  optimasi fungsi nonlinear secara numerik dapat 
diselesaikan menggunakan beberapa metode antara lain metode Newton-Raphson, 
dan  metode Lagrange. Masalah optimasi terbagi menjadi masalah optimasi 
dengan kendala maupun optimasi tanpa kendala. Metode-motede yang digunakan 
untuk mengoptimalkan fungsi tujuan masing-masing memiliki kelebihan dan 
mempunyai konvergensi optimal.   
Dalam kalkulus pada optimasi  jika terdapat nilai determinan Hessian (turunan 
kedua fungsi tujuan) sama dengan nol maka tidak didapatkan keputusan optimasi, 
masaalah ini dapat diselesaikan menggunakan metode Trust-Region. Penelitian 
 
 
dari Powell [3] membuktikan konvergensi global untuk algoritma Trust-Region. 
Basic Trust-Region algoritmh digunakan untuk meminimumkan fungsi multi 
variabel tanpa kendala. Hal ini sangat menaik untuk di bahas dalam tugas akhir ini 
membandingkan metode Trust-Region dengan metode Newton-Raphson. 
 
II. HASIL DAN PEMBAHASAN 
2.1 Metode Newton-Raphson 
Metode Newton-Raphson juga di kenal dengan metode Newton.  Metode 
ini berasal dari nama Isaac Newton dan Joseph Raphson. Gagasan awal metode 
Newton-Raphson adalah metode yang digunakan untuk mencari akar dari sebuah 
fungsi riil. Metode ini di mulai dengan memperkirakan satu titik awal dan 
mendekatinya dengan memperlihatkan gradien pada titik tersebut. 
Algoritma metode Newton-Raphson dijelaskan pada Algoritma Newton-
Raphson sebagai berikut, 
Algoritma  Metode Newton-Raphson 
Input: 
𝑚𝑖𝑛
𝑿𝟎 ∈ 𝑅
𝑛  𝑓 𝑿𝟎 ,  di mana 𝑓: 𝑅
𝑛 → 𝑅, 𝑿𝟎 ∈ 𝑅
𝑛  ,dan  𝜀 > 0 
Output: 
𝑚𝑖𝑛
𝑿∗ ∈ 𝑅𝑛
 𝑓 𝑿∗   
Langkah-langkah: 
[1] diberikan 𝑿𝟎 ∈ 𝑅
𝑛 , 𝜀 > 0, k:=0  
[2]  jika  𝛁𝒇 𝑿𝒌  ≤ ε, berhenti di mana 𝛁𝒇 𝑿𝒌 :𝑅
𝑛 → 𝑅𝑛  
[3] menyelesaikan 𝛁𝟐𝒇 𝑿𝒌 𝑷𝒌 = −𝛁𝒇 𝑿𝒌  di mana 𝑷𝒌 ∈ 𝑅
𝑛  
[4] ditentukkan bahwa 𝑋𝑘+1 = 𝑋𝑘 + 𝑃𝑘  
[5] 𝑘 ≔ 𝑘 + 1 kembali ke langkah 2.  
 
 
 
2.2 Metode Trust-Region 
Trust-Region mengoptimalkan pendekatan kuadratik dari fungsi tujuan 
nonlinear dengan radius tertentu sebagai batas ukuran langkah yang sesuai dengan 
kualitas pendekatan.  
 Algoritma metode Trust-Region dijelaskan pada Algoritma Trust-Region 
sebagai berikut, 
Algoritma Metode Trust-Region  
Input: 
𝑚𝑖𝑛
𝑿𝟎 ∈ 𝑅
𝑛  𝑓 𝑿𝟎   dengan 𝑓:𝑅
𝑛 → 𝑅, 𝑿𝟎 ∈ 𝑅
𝑛 , ∆0> 0, 0 < 𝜇 ≤ 𝜂 < 1, dan 𝜀 > 0 
di mana 𝛁𝟐𝒇  kontinu. 
Output: 
𝑚𝑖𝑛
𝑿∗ ∈ 𝑅𝑛
 𝑓 𝑿∗   
Langkah-langkah: 
1.  Dimisalkan 𝑓 𝑿 :𝑅𝑛 → 𝑅, 𝑓 𝑿 + 𝑷 ≔ 𝑅𝑛 → 𝑅, 
 𝜵𝒇 𝑿 :  𝑹𝒏 → 𝑹𝒏, 𝜵𝟐𝒇 𝑿 : 𝑅𝑛 → 𝑅𝑛𝑥𝑛 ,   
𝑚 𝑿 :𝑅𝑛 → 𝑅, 𝑚 𝑷 : 𝑅𝑛 → 𝑅,   𝑿, 𝑷 ∈ 𝑹𝒏,  ∆𝑘 , 𝜇, 𝜂 ∈ 𝑅    diberikan 
beberapa inisial dari solusi vektor awal 𝑿𝟎 =  
𝑥1
𝑥2
 . Batas metode Trust-
Region. ∆0> 0.  Konstanta metode Trust-Region 𝜇,𝜂 di mana 0 < 𝜇 ≤
𝜂 < 1. (𝜇 =
1
4
 𝑑𝑎𝑛 𝜂 =
3
4
),  
2. Untuk  𝑘 = 0,1,… 
(i) jika  𝜵𝒇 𝑿  ≤ 𝜀𝑘  maka berhenti 
(ii) solusi 
𝑚𝑖𝑛𝑖𝑚𝑢𝑚
𝑃
  𝑚 𝑷𝒌 = 𝑓 𝑿𝒌 + 𝜵𝒇(𝑿𝒌)
𝑇𝑷𝒌 +
1
2
𝑷𝒌
𝑻𝜵𝟐𝒇(𝑿𝒌)𝑷𝒌 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   𝑷𝒌 ≤ ∆𝑘   
(iii) menghitung 
𝜌𝑘 =
𝑓 𝑿𝒌 − 𝑓(𝑿𝒌 + 𝑷𝒌)
𝑚 𝑿𝒌 − 𝑚(𝑷𝒌)
=
𝑝𝑒𝑛𝑔𝑢𝑟𝑎𝑛𝑔𝑎𝑛 𝑛𝑦𝑎𝑡𝑎
𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑝𝑒𝑛𝑔𝑢𝑟𝑎𝑛𝑔𝑎𝑛
 
 
 
(iv) jika 𝜌𝑘 ≤ 𝜇 maka 𝑿𝒌+𝟏 = 𝑿𝒌 (langkah tidak sukses),  sebaliknya 
jika 𝜌𝑘 ≥ 𝜇 maka 𝑿𝒌+𝟏 = 𝑿𝒌 + 𝑷𝒌 (langkah sukses) 
(v) memperbarui ∆𝒌 
𝜌𝑘 ≤ 𝜇 ⟹ ∆𝑘+1=
1
2
∆𝑘  
𝜇 ≤  𝜌𝑘 ≤ 𝜂 ⟹ ∆𝑘+1= ∆𝑘  
𝜌𝑘 ≥ 𝜂 ⟹ ∆𝑘+1= 2∆𝑘  
Kekonvergenan metode Trust-Region terdapat pada Teorema 3.1 [4] 
sebagai berikut, 
Teorema 2.1 [4] 
Diberikan 𝑓:𝑅𝑛 → 𝑅, dengan  𝛻2𝑓 kontinu, 𝑆 =  𝑿: 𝑓(𝑿) ≤ 𝑓(𝑿𝟎)  terbatas, 
dan 𝜇 > 0, 𝜀 > 0. 
Jika  𝑿𝒌 ,  ∆𝒌 ,  𝑷𝒌  diperoleh dari algoritma metode Trust-Region, 
Maka  
lim
k → ∞
⁡ 𝛁𝒇 𝑿𝒌  = 0                                      
Dengan 𝑓 𝑿𝒌+𝟏 = 𝑓 𝑿𝒌 + 𝜵𝒇(𝑿𝒌)
𝑇𝑷𝒌 +
1
2
𝑷𝒌
𝑻𝜵𝟐𝒇(𝑿𝒌)𝑷𝒌. 
Bukti 
Bagian barisan { 𝜵𝒇 𝑿𝒌  } konvergen ke nol, ada yang harus di 
tentukkan dari indikasi  𝒍𝒊  seperti  
                                        𝛁𝒇𝒌   ≥
1
4
𝜀        , 𝑢𝑛𝑡𝑢𝑘 𝑘𝑖 ≤ 𝑘 < 𝑙𝑖  
                      𝛁𝒇𝒍𝒊   <
1
4
𝜀     (3.23) 
Jika 𝑘𝑖 ≤ 𝑘 < 𝑙𝑖  dan iterasi ke-k merupakan iterasi sukses, kemudian 
langkah kedua di atas menunjukkan bahwa  
    𝑓 𝑿𝒌 − 𝑓 𝑿𝒌+𝟏 ≥
1
2
𝜇 
1
4
𝜀 .𝑚𝑖𝑛  ∆𝑘 ,
1
4
𝜀
𝑀
   (3.24) 
sebelah kiri dari ketidaksamaan di atas menuju ke nol, sehingga  
   𝑓 𝑿𝒌 − 𝑓 𝑿𝒌+𝟏 ≥ 𝜀1 𝑿𝒌+𝟏 − 𝑿𝒌     (3.25) 
di mana 𝜀1 =
1
8
𝜇𝜀. Karena  𝑿𝒌+𝟏 −𝑿𝒌 = 𝟎 untuk langkah tidak sukses, hasil ini 
valid untuk 𝑘𝑖 ≤ 𝑘 < 𝑙𝑖 . Di gunakan hasil secara kontinu, dihasilkan 
 𝜀1 𝑿𝒌𝒊 −𝑿𝒍𝒊   
 ≤ 𝜀1( 𝑿𝒌𝒊 − 𝑿𝒌𝒊+𝟏 +  𝑿𝒌𝒊+𝟏 − 𝑿𝒌𝒊+𝟐 + ⋯ +  𝑿𝒍𝒊−𝟏 −𝑿𝒍𝒊 )  
 ≤ 𝑓(𝑿𝒌𝒊) − 𝑓(𝑿𝒌𝒊+𝟏) + 𝑓(𝑿𝒌𝒊+𝟏) − 𝑓(𝑿𝒌𝒊+𝟐) + ⋯ + 𝑓(𝑿𝒍𝒊−𝟏) − 𝑓(𝑿𝒍𝒊)  
 = 𝑓(𝑿𝒌𝒊) − 𝑓(𝑿𝒍𝒊)        (3.26) 
Oleh karena bagian sebelah kanan dari hasil di atas menuju ke nol, bagian 
sebelah kiri dapat di buat lebih kecil. Karena hasil ∇𝑓(𝑿) kontinu pada S, dan S 
tertutup dan terbatas, di pilih i cukup luas itu mungkin untuk jaminan bahwa  
 
 
           ∇𝑓𝒌𝒊 − ∇𝑓𝒍𝒊 ≤
1
4
𝜀     (3.27) 
Andaikan 𝜀 ≤   𝛁𝒇𝒌𝒊    maka 
    𝜀 ≤   𝛁𝒇𝒌𝒊   =    𝛁𝒇𝒌𝒊  −  𝛁𝒇𝒍𝒊 +  𝛁𝒇𝒍𝒊     
       ≤    𝛁𝒇𝒌𝒊  −  𝛁𝒇𝒍𝒊  +  𝛁𝒇𝒍𝒊   ≤
1
4
𝜀 +
1
4
𝜀 =
1
2
𝜀 < 𝜀    (3.28) 
Karena   𝛁𝒇𝒌𝒊   < 𝜀 pengandaian salah yang benar   𝛁𝒇𝒌𝒊   < 𝜀 
Oleh karena itu 
lim
k → ∞
⁡ 𝛁𝒇 𝑿𝒌  = 0 terbukti    ∎ 
 
2.3 Contoh dan Pembahasan  
Contoh 2.2 
Perusahaan XY memproduksi tas dan sepatu, misalkan 𝑥1 = jumlah tas yang 
harus di produksi (dalam ribuan)  dan 𝑥2 = jumlah sepatu yang harus di produksi 
(dalam ribuan), diketahui fungsi biaya produksi kedua jenis barang tersebut 
adalah, 
min
𝑿 ∈ 𝑅2
  𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2   
Tentukan berapa jumlah masing-masing barang yang harus di produksi agar biaya 
produksi minimum. Penyelesaian secara manual pada lampiran 1. 
 Permasalahan di atas diselesaikan menggunakan metode Analitik, 
metode Trust-Region dan metode Newton-Raphson, dengan 𝜇 = 0,25 , 𝜂 =
0,75,  𝜀𝑇𝑅 = 0,25 , 𝜀𝑁𝑅 = 40
−5 dan 𝑓:𝑅2 → 𝑅 di mana =  
𝑥1
𝑥2
  . 
Table 2.1 Contoh 2.2 Perbandingan metode Trust-Region (di mana pada metode 
Trust-Region ∆𝟎 berbeda, dan 𝑿𝟎 berbeda), dan metode Newton-Raphson di mana 
𝑿𝟎 berbeda.  
N0 𝑿𝟎 ∆𝟎 
Solusi 
𝑿𝑻𝑹 𝑿𝑵𝑹 
1. 𝑿𝟎 =  
𝟑,𝟎𝟎𝟎𝟎
𝟓,𝟎𝟎𝟎𝟎
  0,0081 (𝒙𝟏
∗ , 𝒙𝟐
∗) =  
𝟐,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟖𝟗
  (𝒙𝟏
∗ ,𝒙𝟐
∗)
=  
𝟐,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟎𝟎
  
2. 𝑿𝟎 =  
𝟑,𝟎𝟎𝟎𝟎
𝟑,𝟎𝟎𝟎𝟎
  0,0035   (𝒙𝟏
∗ , 𝒙𝟐
∗) =  
𝟐,𝟎𝟎𝟎𝟎
𝟑,𝟗𝟗𝟎𝟒
  Tidak dihasilkan 
nilai 
3. 𝑿𝟎 =  
−𝟐,𝟎𝟎𝟎𝟎
   𝟑,𝟎𝟎𝟎𝟎
  0,0558 (𝒙𝟏
∗ ,𝒙𝟐
∗) =  
−𝟑,𝟗𝟗𝟗𝟗
𝟑,𝟗𝟗𝟗𝟗
  Tidak dihasilkan 
nilai 
 
 
 
a. Metode Analitik 
  
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2    
         𝛁𝒇 𝑿𝒌 =  
 12𝑥1
3 + 24𝑥1
2 − 96 𝑥1 
 12𝑥2
2 − 72𝑥2 + 96 
   
       𝛁𝟐𝒇 𝑿𝒌 =  
 36𝑥1
2 + 48𝑥1 − 96 0
0  24𝑥2 − 72 
  
  Titik  𝑿∗ =  
−𝟒,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟎𝟎
 ,𝑿∗ =  
𝟐,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟎𝟎
   merupakan titik 
penyebab minimum dari 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2  sehingga 
dapat disimpulkan bahwa Perusahaan XY harus memproduksi 2000 tas dan 
4000 sepatu agar biaya produksi minimum, karena pada 𝑿∗ =  
−𝟒,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟎𝟎
  
dihasilkan nilai negatif pada jumlah produk tas sehingga titik tersebut hanya 
titik minimum dari fungsi tetapi tidak sebagai jumlah minimum dari produksi 
tas dan sepatu. 
b. Metode Trust-Region 
  
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2    
         𝛁𝒇 𝑿𝒌 =  
 12𝑥1
3 + 24𝑥1
2 − 96 𝑥1 
 12𝑥2
2 − 72𝑥2 + 96 
   
       𝛁𝟐𝒇 𝑿𝒌 =  
 36𝑥1
2 + 48𝑥1 − 96 0
0  24𝑥2 − 72 
  
1. Titik 𝑿∗ =  
𝟐,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟖𝟗
  merupakan titik penyebab minimum dari fungsi, 
 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2  dengan titik 
awal 𝑿𝟎 =  
𝟑,𝟎𝟎𝟎𝟎
𝟓,𝟎𝟎𝟎𝟎
  dan ∆0= 0,0081 ,𝛼 = 0,1  dengan menggunakan 
metode Trust-Region, sehingga dapat disimpulkan bahwa Perusahaan XY 
harus memproduksi 2000 tas dan 4009 sepatu agar biaya produksi minimum. 
2. Titik 𝑿∗ =  
𝟐,𝟎𝟎𝟎𝟎
𝟑,𝟗𝟗𝟎𝟒
  merupakan titik penyebab minimum dari fungsi, 
 
 
 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2  dengan titik 
awal 𝑿𝟎 =  
𝟑,𝟎𝟎𝟎𝟎
𝟑,𝟎𝟎𝟎𝟎
 dan ∆0= 0,0035 ,𝛼 = 0,1 dengan menggunakan 
metode Trust-Region, sehingga dapat disimpulkan bahwa Perusahaan XY 
harus memproduksi 2000 tas dan 3990 sepatu agar biaya produksi minimum. 
3. Titik 𝑿∗ =  
−𝟑,𝟗𝟗𝟗𝟗
𝟑,𝟗𝟗𝟗𝟗
  merupakan titik penyebab minimum dari fungsi, 
 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2   dengan titik 
awal 𝑿𝟎 =  
−𝟐,𝟎𝟎𝟎𝟎
  𝟑,𝟎𝟎𝟎𝟎
  dan ∆0= 0,0558 ,𝛼 = 0,1 dengan menggunakan 
metode Trust-Region, karena pada 𝑿∗ =  
−𝟒,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟎𝟎
  dihasilkan nilai negatif 
pada jumlah produk tas sehingga titik tersebut hanya titik minimum dari 
fungsi tetapi tidak sebagai jumlah mnimum dari produksi tas dan sepatu. 
c. Metode Newton-Raphson  
  
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2    
         𝛁𝒇 𝑿𝒌 =  
 12𝑥1
3 + 24𝑥1
2 − 96 𝑥1 
 12𝑥2
2 − 72𝑥2 + 96 
   
       𝛁𝟐𝒇 𝑿𝒌 =  
 36𝑥1
2 + 48𝑥1 − 96 0
0  24𝑥2 − 72 
  
1. Titik 𝑿∗ =  
𝟐,𝟎𝟎𝟎𝟎
𝟒,𝟎𝟎𝟎𝟎
  merupakan titik penyebab minimum dari fungsi, 
 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2  dengan titik 
awal 𝑿𝟎 =  
𝟑,𝟎𝟎𝟎𝟎
𝟓,𝟎𝟎𝟎𝟎
  dan 𝜀𝑁𝑅 = 40
−5 dengan menggunakan metode 
Newton-Raphson, , sehingga dapat disimpulkan bahwa Perusahaan XY harus 
memproduksi 2000 tas dan 3990 sepatu agar biaya produksi minimum. 
2. Tidak dihasilkan titik penyebab minimum dari fungsi, 
 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2  dengan titik 
awal 𝑿𝟎 =  
𝟑,𝟎𝟎𝟎𝟎
𝟑,𝟎𝟎𝟎𝟎
  dan 𝜀𝑁𝑅 = 40
−5 dengan menggunakan metode 
Newton-Raphson, penyelesaian secara manual pada lampiran 1. 
 
 
3. Tidak dihasilkan titik penyebab  minimum dari fungsi, 
 
min
𝑿 ∈ 𝑅2
 𝑓 𝑿 =  3𝑥1
4 + 8𝑥1
3 − 48𝑥1
2 +  4𝑥2
3 − 36𝑥2
2 + 96𝑥2   dengan titik 
awal 𝑿𝟎 =  
−𝟐,𝟎𝟎𝟎𝟎
   𝟑,𝟎𝟎𝟎𝟎
  dan 𝜀𝑁𝑅 = 40
−5 dengan menggunakan metode 
Newton-Raphson, penyelesaian secara manual pada lampiran 1. 
 
III. KESIMPULAN 
Perbandingan metode Newton-Raphson dengan metode Trust-Region 
adalah  pada metode Newton-Raphson determinan hessian (turunan kedua fungsi 
tujuan) tidak sama dengan nol, sedangkan pada metode Trust-Region determinan 
hessian tidak dipermasalahkan sehingga pada titik tertentu hanya bisa diselesaikan 
menggunakan metode Trust-Region, sedangkan menggunakan metode Newton-
Raphson tidak dihasilkan. 
Keunggulan menggunakan metode Trust-Region yaitu dapat mencari titik 
penyebab minimum dengan sebarang titik awal yang jauh dari titik penyebab 
minimumnya, dan jika determinan Hessian (turunan kedua dari fungsi tujuan) 
dihasilkan nol maka titik minimum tetap dapat di cari menggunakan metode 
Trust-Region. Jika terdapat dua atau lebih titik penyebab minimum pada fungsi 
tujuan menggunakan metode Trust-Region titik penyebab minimum yang 
diperoleh merupakan titik terdekat antara titik awal dengan titik  penyebab 
minimumnya. 
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