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Abstract
Behaviorally, it is well established that human observers integrate signals near-optimally weighted in proportion
to their reliabilities as predicted by maximum likelihood estimation. Yet, despite abundant behavioral evidence, it
is unclear how the human brain accomplishes this feat. In a spatial ventriloquist paradigm, participants were
presented with auditory, visual, and audiovisual signals and reported the location of the auditory or the visual
signal. Combining psychophysics, multivariate functional MRI (fMRI) decoding, and models of maximum likeli-
hood estimation (MLE), we characterized the computational operations underlying audiovisual integration at
distinct cortical levels. We estimated observers’ behavioral weights by fitting psychometric functions to partici-
pants’ localization responses. Likewise, we estimated the neural weights by fitting neurometric functions to spatial
locations decoded from regional fMRI activation patterns. Our results demonstrate that low-level auditory and
visual areas encode predominantly the spatial location of the signal component of a region’s preferred auditory
(or visual) modality. By contrast, intraparietal sulcus forms spatial representations by integrating auditory and
visual signals weighted by their reliabilities. Critically, the neural and behavioral weights and the variance of the
spatial representations depended not only on the sensory reliabilities as predicted by the MLE model but also on
participants’ modality-specific attention and report (i.e., visual vs. auditory). These results suggest that audiovi-
sual integration is not exclusively determined by bottom-up sensory reliabilities. Instead, modality-specific
attention and report can flexibly modulate how intraparietal sulcus integrates sensory signals into spatial
representations to guide behavioral responses (e.g., localization and orienting).
Key words: Intraparietal sulcus; multisensory integration; optimal cue integration
Introduction
In our natural environment our senses are continuously
exposed to noisy sensory signals that provide uncertain
information about the world. To construct a veridical rep-
resentation of the environment, the brain is challenged
to integrate sensory signals if they pertain to common
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Significance Statement
To obtain an accurate representation of the environment, the brain should integrate noisy sensory signals
by weighting them in proportion to their relative reliabilities. This strategy is optimal by providing the most
reliable (i.e., least variable) percept. The extent to which the brain top-down controls the sensory weights
in the integration process remains controversial. The current study shows that the parietal cortex weighs
audiovisual signals by their reliabilities. Yet the sensory weights and the variance of the multisensory
representations were also influenced by modality-specific attention and report. These results suggest that
audiovisual integration can be flexibly modulated by top-down control.
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events. Numerous psychophysics studies have demon-
strated that human observers combine signals within and
across the senses by weighting them in proportion to their
reliabilities, with greater weights assigned to the more
reliable signal (i.e., the inverse of a signal’s variance;
Jacobs, 1999; Ernst and Banks, 2002; Knill and Saunders,
2003; Alais and Burr, 2004). If two signals provide redun-
dant information about the same event (i.e., common-
source assumption), this reliability-weighted multisensory
integration provides the most precise, i.e., statistically
optimal, perceptual estimate [i.e., maximum likelihood es-
timate (MLE)], leading to better performance on a range of
tasks such as depth (Ban et al., 2012), shape (Ernst and
Banks, 2002), motion (Fetsch et al., 2012), or spatial (Alais
and Burr, 2004) discrimination. However, reliability-
weighted integration is statistically optimal only for the
special case where a single cause elicited the signals, i.e.,
the common-source assumptions are met. In our natural
environment, two signals can arise from either common or
separate sources, leading to some uncertainty about the
causal structure underlying the sensory signals. Manda-
tory integration of sensory signals would in many in-
stances effectively misattribute information (Roach et al.,
2006). In a more natural context, the observer has to infer
the causal structure from sensory correspondences such
as spatial colocation (Wallace et al., 2004) or temporal
correlation (Parise and Ernst, 2016). The observer should
then integrate signals in case of a common cause but
segregate them in case of independent causes (Körding
et al., 2007). In other words, reliability-weighted integra-
tion is no longer statistically optimal in more general
situations where the causal structure of the sensory sig-
nals is unknown or the assumption of a common source is
violated.
Despite abundant behavioral evidence for near-optimal
reliability-weighted integration under experimental condi-
tions which foster the assumption of a common signal
cause, the underlying neural mechanisms remain unex-
plored in the human brain for multisensory signals. For
cue combination within a single sensory modality, higher-
order visual regions have recently been implicated in
reliability-weighted integration of visual-depth cues (Ban
et al., 2012). Only recently, elegant neurophysiological
studies in nonhuman primates have started to character-
ize the neural mechanisms of visual-vestibular integration
for heading discrimination. They demonstrated that single
neurons (Morgan et al., 2008) and neuronal populations
(Fetsch et al., 2012) in the dorsal medial superior temporal
area (dMST) integrated visual and vestibular motion near-
optimally weighted by their reliabilities. Moreover, the
neural weights derived from neural population responses
in dMST corresponded closely to the weights governing
monkeys’ behavioral choices.
Over the past decade, accumulating evidence has
shown that multisensory integration is not deferred until
later processing stages in higher-order association corti-
ces (Beauchamp et al., 2004; Sadaghiani et al., 2009), but
starts already at the primary cortical level (Foxe et al.,
2000; Ghazanfar and Schroeder, 2006; Kayser et al.,
2007; Lakatos et al., 2007; Lewis and Noppeney, 2010;
Werner and Noppeney, 2010; Lee and Noppeney, 2014).
Previous functional imaging research indicated in a qual-
itative fashion that sensory reliability modulates regional
blood oxygenation level–dependent (BOLD) responses
(Helbig et al., 2012), functional connection strengths (Nath
and Beauchamp, 2011), or activation patterns (Ban et al.,
2012; Rohe and Noppeney, 2016). For instance, during
speech recognition, the superior temporal sulcus coupled
more strongly with the auditory cortex when auditory
reliability was high but with visual cortex when visual
reliability was high (Nath and Beauchamp, 2011). Like-
wise, using functional MRI (fMRI) multivariate pattern de-
coding, a recent study showed that parietal cortices
integrated spatial signals depending on their spatial dis-
parity and sensory reliability (Rohe and Noppeney, 2016).
However, to our knowledge, no previous study has eval-
uated whether multisensory integration in the human brain
follows the quantitative predictions of the MLE model.
Computational models of probabilistic population cod-
ing (Ma et al., 2006) suggest that reliability-weighted in-
tegration may be obtained by averaging the inputs with
fixed weights from upstream populations of neurons that
encode the reliability of the sensory input in terms of the
sensory gain. By contrast, the recently proposed normal-
ization model of multisensory integration (Ohshiro et al.,
2011, 2017) suggests that normalization over a pool of
neurons as a canonical computational operation can im-
plement multisensory integration with weights that flexibly
adjust to the reliability of the sensory inputs. Critically, in
both models, reliability-weighted integration depends on
a region having access to inputs from upstream regions
that are responsive to auditory and visual inputs. Although
accumulating evidence suggests that multisensory inte-
gration starts already at the primary cortical level (Foxe
et al., 2000; Bonath et al., 2007, 2014; Kayser et al., 2007;
Lakatos et al., 2007; Lewis and Noppeney, 2010; Werner
and Noppeney, 2010; Lee and Noppeney, 2014), the frac-
tion of multisensory neurons that are influenced by inputs
from multiple sensory modalities increases across the
cortical hierarchy (Bizley et al., 2007; Dahl et al., 2009).
Thus, even if low-level sensory areas are susceptible to
limited influence from other sensory modalities, this ac-
tivity may be less informative (i.e., more unreliable) than
that of the preferred sensory modality. As a result,
reliability-weighted integration via normalization may be
more prominent in higher-order association cortices than
in low-level sensory areas.
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Besides the assumption of a common signal cause, a
second assumption of the classic MLE model is that the
sensory weights and the variance reduction obtained from
multisensory integration depend solely on the bottom-up
reliabilities of the sensory inputs irrespective of cognitive
influences (i.e., the unisensory reliabilities are not influ-
enced by observers’ attentional focus, e.g., selective vs.
divided attention). In line with this conjecture, initial psy-
chophysical studies suggested that the sensory weights
are immune to attentional influences (Helbig and Ernst,
2008). Yet, more recent psychophysical studies have
demonstrated that the sensory weights are modulated by
attentional top-down effects (Vercillo and Gori, 2015).
Moreover, electroencephalography (EEG) and fMRI stud-
ies revealed profound attentional effects on the neural
processes underlying multisensory integration (Talsma
et al., 2010; Donohue et al., 2011). The controversial
results raise the question of whether the task-relevance of
sensory signals influences reliability-weighted integration
at the neural level even if the signals’ small disparity
suggests a common cause.
The present study combined psychophysics and fMRI
multivariate decoding to characterize the neural pro-
cesses underlying multisensory integration in a quantita-
tive fashion and to investigate potential top-down effects
of modality-specific report and associated attentional ef-
fects. We presented participants with auditory, visual, and
audiovisual signals that were spatially congruent or in a
small spatial conflict. On each trial, participants were
presented with an auditory and a visual spatial signal from
four possible horizontal locations. They located either the
visual or the auditory signal by pushing one of four re-
sponse buttons that corresponded to the four locations.
To compute psychometric functions, participants’ re-
sponses were binarized into left-versus-right responses.
To assess top-down effects of modality-specific report
on the behavioral and neural weights, we manipulated
whether participants reported the auditory or visual loca-
tions. In a model-based analysis, we first investigated
whether the sensory weights and variances obtained from
psychometric and neurometric functions were in line with
the predictions of the MLE model. In a model-free analy-
sis, we next examined whether the sensory weights and
variances were influenced by visual signal reliability and/or
report of the auditory (or visual) modality.
Materials and Methods
Participants
After giving written informed consent, six healthy vol-
unteers (two females, mean age 28.8 yr, range 22–36 yr)
participated in the fMRI study. All participants had normal
or corrected-to normal vision and reported normal hear-
ing. One participant was excluded due to excessive head
motion (4.21/3.52 STD above the mean of the translation-
al/rotational volume-wise head motion based on the in-
cluded 5 participants). The study was approved by the
human research review committee of the University of
Tübingen. A subset of the data (i.e., the audiovisual con-
ditions) has been reported in Rohe and Noppeney (2015a,
2016).
Stimuli
The visual stimulus was a cloud of 20 white dots (di-
ameter: 0.43° visual angle) sampled from a bivariate
Gaussian with a vertical standard deviation of 2.5° and a
horizontal standard deviation of 2° or 14° (high and low
visual reliability). The visual stimulus was presented on a
black background (i.e., 100% contrast). The auditory
stimulus was a burst of white noise with a 5-ms on/off
ramp. To create a virtual auditory spatial signal, the noise
was convolved with spatially specific head-related transfer
functions (HRTFs). The HRTFs were pseudo-individualized
by matching participants’ head width, height, depth, and
circumference to the anthropometry of participants in the
CIPIC database (Algazi et al., 2001) and were interpolated to
the desired location of the auditory signal.
Experimental design and procedure
In the unisensory conditions, participants were pre-
sented with either auditory or visual signals of low or high
reliability. The signals were sampled from four possible
locations along the azimuth (–10°, –3.3°, 3.3°, or 10°). This
yielded 4 auditory conditions (i.e., 4 auditory locations)
and 4 visual locations  2 visual reliability levels (high vs.
low)  8 visual conditions. On each trial, participants
located either the visual or the auditory signal.
In the audiovisual conditions, participants were pre-
sented with synchronous auditory and visual signals of
high or low visual reliabilities (Fig. 1A). They attended and
reported the location of either the visual or auditory signal
component. The locations of the auditory and visual signal
components were sampled independently from four pos-
sible locations. This yielded 4 auditory locations 4 visual
locations  16 audiovisual location combinations that
varied in their audiovisual spatial disparities. In the current
study, we focused selectively on the audiovisually con-
gruent (A-V AV 0°) and slightly conflicting (AV 6°
and  –6°) conditions. These small, so-called nonnotice-
able, spatial conflicts have previously been introduced to
test the predictions of the maximum likelihood estimation
(MLE) model (e.g., Battaglia et al., 2003; Alais and Burr,
2004), as they are assumed to ensure that observers fuse
sensory signals into one unified percept. Note that results
of the audiovisual conditions with larger disparity (AV 
6°) have been reported in Rohe and Noppeney (2015a,
2016).
In total, this MLE study included 52 conditions (Fig.
1B)—4 unisensory auditory conditions, 4 unisensory visual
conditions of high visual reliability, 4 unisensory visual con-
ditions of low visual reliability—and 40 audiovisual condi-
tions—(4 audiovisually congruent  6 audiovisually
incongruent conditions with a small spatial disparity)  2
visual reliability levels (high vs. low)  2 modality-specific
reports (visual vs. auditory). For the model-free analysis,
we obtained variances and sensory weights by fitting
psychometric and neurometric functions separately to the
perceived and decoded spatial locations (i.e., percentage
perceived right as a function of spatial location) separately
for the four conditions in a 2 (visual reliability: high vs.
low)  2 (modality-specific report: auditory vs. visual)
factorial design.
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On each trial, audiovisual signals were presented for 50
ms duration with a variable interstimulus fixation interval
of 1.75–2.75 s (Fig. 1A). Participants reported their audi-
tory perceived location in the unisensory auditory and the
audiovisual sessions with auditory report. They reported
their visual perceived location in the unisensory visual and
the audiovisual sessions with visual report. Participants
indicated their perceived location by pushing one of four
buttons that spatially corresponded to the four signal
locations (–10°, –3.3°, 3.3°, or 10° along the azimuth)
using their right hand. To compute psychometric func-
tions, participants’ responses were binarized into left-
versus-right responses for all analyses. Throughout the
experiment, participants fixated on a central cross (1.6°
diameter).
Unisensory and audiovisual stimuli were presented in
separate sessions. Subjects participated in 3–4 unisen-
sory auditory, 3–4 unisensory visual, and 20 audiovisual
sessions (10 auditory and 10 visual report, except one
participant who performed 9 auditory and 11 visual report
sessions). In the respective sessions, we presented the 4
unisensory auditory conditions in 88 trials each, the 8
unisensory visual conditions in 44 trials each, and the 32
audiovisual conditions (4 visual stimulus locations  4
auditory stimulus locations  2 visual reliability levels) in
11 trials each. Further, 5.9% null events (i.e., pseudo-
events without a stimulation) were interspersed in the
sequence of 352 stimuli per session to estimate stimulus-
evoked responses relative to the fixation baseline. To
maximize design efficiency, trial types were presented in a
pseudorandomized order. We manipulated the modality-
specific report (visual vs. auditory) over sessions in a
counterbalanced order within each participant and pre-
sented unisensory and audiovisual runs in a counterbal-
anced order across participants.
Experimental setup
Audiovisual signals were presented using Psychtoolbox
3.09 (www.psychtoolbox.org; Brainard, 1997; Kleiner
et al., 2007) running under Matlab R2010a (MathWorks).
Auditory stimuli were presented at 75 dB SPL using
MR-compatible headphones (MR Confon). Visual stimuli
were back-projected onto a Plexiglas screen using an
LCoS projector (JVC DLA-SX21). Participants viewed the
screen through an extra-wide mirror mounted on the MR
head coil, resulting in a horizontal visual field of 76° at a
viewing distance of 26 cm. Participants indicated their
response using an MR-compatible custom-built button
device. Participants’ eye movements and fixation were
monitored by recording participants’ pupil location using
an MR-compatible custom-built infrared camera (sam-
pling rate 50 Hz) mounted in front of the participants’ right
eye and iView software 2.2.4 (SensoMotoric Instruments).
Key predictions of the MLE model
The majority of multisensory research today has fo-
cused on the so-called forced fusion case, in which ob-
servers a priori assume that two signals come from a
common source and should hence be integrated. These
forced fusion criteria are generally assumed to be met
when observers are instructed to locate a single source
that emits audiovisual signals (i.e., bisensory attention)
and the two signals are presented without any conflict or
with a small cue conflict such as a spatial disparity of 6°
Figure 1. Example trial and experimental design. A, Participants were presented with unisensory auditory, unisensory visual and
synchronous audiovisual signals originating from four possible locations along the azimuth. The visual signal was a cloud of white
dots. The auditory signal was a brief burst of white noise presented via headphones. Participants localized either the auditory or the
visual signal (note that for illustrational purposes the visual angles of the cloud have been scaled in a non-uniform fashion in this
scheme). B, In the audiovisual conditions, the experimental design manipulated (1) the location of the visual (V) signal (10°, 3.3°,
3.3°, 10°; 2) the location of the auditory (A) signal (10°,3.3°, 3.3°, 10°), (3) the reliability of the visual signal (low versus high standard
deviation of the visual cloud; VR vs. VR-), and (4) modality-specific report (auditory versus visual). Only congruent (oAV  0°;
oAV A - V) and slightly disparate conditions (oAV	6°) were used in this study. In unisensory conditions, the experimental design
manipulated the location of the auditory signal in auditory conditions and the locations of the visual signals as well as visual reliability
in visual conditions.
New Research 4 of 20
January/February 2018, 5(1) e0315-17.2018 eNeuro.org
visual angle as employed in our experiment (e.g., Alais
and Burr, 2004). Under these classic forced fusion as-
sumptions, the MLE model makes two key quantitative
predictions for participants’ spatial estimates that are
formed by integrating auditory and visual signals. The first
prediction pertains to the sensory weights applied during
the integration process, and the second to the variance of
the integrated perceived signal location.
First, the most reliable unbiased estimate of an object’s
location (SˆAV) is obtained by combining the auditory (SˆA)
and visual (SˆV) perceived locations in proportion to their
relative reliabilities (rA, rV; i.e., the inverse of the variance,
r  1/2):
SˆAV  wASˆA  wVSˆV , (1)
with
wA 
rA
rA  rV

1
A
2
1
A
2

1
V
2
and
wV 
rV
rA  rV

1
V
2
1
A
2

1
V
2
The variances obtained from the cumulative Gaussians
that were fitted to the unisensory visual and auditory
conditions were used to determine the optimal weights
that participants should apply to the visual and auditory
signals in the audiovisual conditions as predicted by the
MLE model [Eq. (1)]. The empirical weights were com-
puted from the point of subjective equality (PSE) of the
psychometric functions of the audiovisual conditions
where a small audiovisual spatial disparity of 6° was
introduced according to the following equation (Helbig
and Ernst, 2008; Fetsch et al., 2012):
wV,emp 
PSEAV6°  PSEAV6°
2AV

1
2
(2)
Note that the equation assumes that the psychometric
functions plot percentage perceived right as a function of
the average of the true auditory and visual locations (Figs.
2 and 3).
Second, multisensory integration reduces the variance
of the audiovisual estimate (AV
2), in particular for congru-
ent audiovisual trials, compared with the unisensory vari-
ances (A
2, V
2):
AV
2 
A
2V
2
A
2  V
2
(3)
To generate MLE predictions for the audiovisual vari-
ance, the unisensory variances were obtained from the
psychometric functions (i.e., cumulative Gaussians) for
the auditory and visual signals. The empirical variance of
the combined audiovisual estimate was obtained from the
psychometric function for the audiovisual conditions.
Behavioral data
Participants’ spatial location responses (four buttons)
were categorized as “left” (i.e., 10° or 3.3°) or “right”
(i.e., 3.3° or 10°) responses. For the unisensory auditory
and visual conditions, we plotted the fraction of “right”
responses as a function of the unisensory signal location
(Fig. 2E). For the audiovisual spatially congruent and con-
flicting conditions, we plotted the fraction of “right” re-
sponses as a function of the mean signal location of the
true auditory and true visual signal locations (separately for
the 4 conditions in our 2 (auditory vs. visual report) 2 (high
vs. low visual reliability) factorial design; Fig. 2A–D).
For the behavioral analysis, we fitted cumulative Gauss-
ian functions individually to the data of each participant
(again separately for the 4 conditions in our 2 (auditory vs.
visual report)  2 (high vs. low visual reliability) factorial
design using maximum likelihood estimation methods as
implemented in Palamedes toolbox 1.5.0 (Prins and King-
dom, 2009). To enable reliable parameter estimation for
each participant, we employed the following constraints:
(1) The Gaussians’ means [i.e., point of subjective equality
(PSE)] were constrained to be equal across unisensory
and audiovisual congruent conditions (i.e., identical spa-
tial biases were assumed across unisensory and audiovi-
sual congruent conditions). (2) The Gaussians’ variances
(i.e., perceptual thresholds or slopes of the psychometric
functions) were constrained to be equal for the congruent
and the two conflicting conditions within each combina-
tion of visual reliability and modality-specific report. Note
that this is based on the fundamental forced-fusion as-
sumption implicitly adopted in previous research (Ernst
and Banks, 2002; Alais and Burr, 2004) whereby the
conditions with small nonnoticeable cue conflict are con-
sidered to be equivalent to congruent conditions. (3)
Guess and lapse rate parameters were set to be equal
(i.e., guess  lapse rate) and constrained to be equal
across all conditions. In other words, we assumed that
observers possibly made false responses (e.g., a “right”
response for a signal at –10°) for nonspecific reasons
such as blinking, inattention, etc., with equal probability in
their outer left and right hemifields. Based on those con-
straints, we fitted 17 parameters to the 52 data points
individually for each participant. More specifically, we
fitted one PSE parameter commonly for the unisensory
visual, auditory, and audiovisual congruent conditions,
one PSE parameter each for the 8 conflict conditions (i.e.,
2 visual reliability  2 modality-specific report  2 spatial
conflict, AV  –6° or 6°; i.e., in total 9 parameters for
PSE). Further, we fitted one slope parameter each for (a)
unisensory auditory, (b) low-reliable visual, and (c) high-
reliable visual conditions and (d) each audiovisual condi-
tion of the 2 visual reliability  2 modality-specific report
design (i.e., 7 slope parameters). Finally, as the conditions
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Figure 2. Psychophysics results: psychometric functions, visual weights and audiovisual variances. In audiovisual (AV) conditions,
psychometric functions were fitted to the fraction of “right” location responses plotted as a function of the mean AV location. Data
were fitted separately for audiovisual spatially congruent (oAV  0°) and slightly conflicting conditions (oAV  	6° with oAV  A
- V). The empirical visual weight is computed from PSE locations of the audiovisual spatially conflicting psychometric functions (see
equation 2). If the visual weight is 0.5, the PSE for oAV  -6° is left of the PSE for oAV  6°. If the visual weight is smaller than
0.5, the PSE for oAV  -6° is right of the PSE for oAV  6°. If the visual weight is equal to 0.5, the PSEs for oAV  -6° and
oAV  6° are identical. A–D, Psychometric functions for audiovisual spatially congruent and conflicting trials are plotted separately
for the four conditions in our 2 (visual reliability: high, VR vs. low, VR-) x 2 (modality-specific report: auditory versus visual) factorial
design. E, In unisensory conditions, psychometric functions were fitted to the fraction of “right” location responses plotted as a
function of the signal location from unisensory auditory (A) and visual conditions of high (V, VR) and low (V, VR-) visual reliability.
F, Visual weights (mean 	 SEM across participants): MLE predicted and empirical weights for the four conditions in our 2 (visual
reliability: high, VR vs. low, VR-) x 2 (modality-specific report: auditory versus visual) factorial design. To facilitate the comparison
with the MLE predictions that do not depend on modality-specific report, the visual weights are also plotted after pooling the data
across both report conditions and re-fitting the neurometric functions. G, Standard deviations (, mean 	 SEM across participants):
Unisensory and audiovisual MLE-predicted and empirical standard deviations of the perceived spatial locations for the same
combination of conditions as in F. For illustrational purposes, standard deviations were normalized by the auditory standard deviation
(original auditory standard deviation  39 	 1.25; mean 	 SEM).
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were presented in a randomized order, we fitted one
single guess  lapse rate parameter across all conditions
(i.e., one single parameter).
The Gaussians’ means and variances (2) of the unisen-
sory conditions were used to compute the maximum
likelihood predictions for the visual weights [wV in Eq. (1)]
and the variance of the perceived signal location [AV
2 in
Eq. (3)]. The empirical visual weights [wV,emp in Eq. (2)]
were computed from the audiovisual conditions with a
small spatial cue conflict (i.e., AV  6° and  –6°). In the
main analysis, the empirical audiovisual variances were
computed jointly from the small cue conflict and congru-
Figure 3. fMRI results in the intraparietal sulcus: neurometric functions, visual weights and audiovisual variances. In intraparietal
sulcus (IPS0–4), neurometric functions were fitted to the fraction of decoded “right” location responses plotted as a function of the
mean audiovisual (AV) location (see figure 2 legend for additional information). A–D, Neurometric functions are plotted separately for
the four conditions in our 2 (visual reliability: high, VR vs. low, VR-) x 2 (modality-specific report: auditory versus visual) factorial
design. E, In unisensory conditions, psychometric functions were fitted to the fraction of “right” location responses plotted as a
function of the signal location from unisensory auditory (A) and visual conditions of high (V, VR) and low (V, VR-) visual reliability.
F, Visual weights (mean and 68% bootstrapped confidence interval): MLE-predicted and empirical visual weights for 2 (visual
reliability: high, VR vs. low, VR-) x 2 (modality-specific report: auditory versus visual) AV conditions. To facilitate the comparison with
the MLE predictions that do not depend on modality-specific report, the visual weights are also plotted after pooling the data across
both report conditions and re-fitting the neurometric functions. G, Standard deviations (, mean and 68% bootstrapped confidence
interval): Unisensory and audiovisual MLE predicted and empirical standard deviations for the same combination of conditions as in
F. For illustrational purposes, standard deviations were normalized by the auditory standard deviation (original auditory standard
deviation  21.54). For extended analyses controlling motor responses and global interhemispheric activation differences in IPS0–4,
see Fig. 3-1 and 3-2.
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ent audiovisual conditions (see modeling constraints
above).
In a follow-up analysis, we also obtained audiovisual
variances selectively for the audiovisual congruent condi-
tions by adding 4 independent slope parameters for the
audiovisual congruent conditions (i.e., 21 parameters in
total). As the small disparity trials were not included in the
estimation of variance, this follow-up analysis allowed us
to investigate whether modality-specific report can influ-
ence the integration process even for audiovisual congru-
ent trials. In particular, we asked whether the audiovisual
variance for the congruent conditions was immune to
modality-specific report as predicted by the classic MLE
model or depended on modality-specific report. We eval-
uated the MLE predictions using classic statistics and a
Bayesian model comparison.
Classic statistics
In a model-based analysis, we compared the empirical
visual weights and audiovisual variances with the MLE
predictions and unisensory auditory and unisensory visual
variances at the second (i.e., between-subject) random-
effects level (Table 1). We used nonparametric Wilcoxon
signed rank test to account for the small sample size (n 
5) and potential violations of normality assumptions.
In a model-free analysis, participant-specific visual
weights and audiovisual variances were entered into sec-
ond (i.e., between-subject) level analyses. At the random-
effects level, we tested for the effects of visual reliability
(high vs. low) and modality-specific report (visual vs. au-
ditory) on the empirical visual weights and audiovisual
variances using a 2  2 repeated measures ANOVA
(Table 2). To account for the small sample size, we used
a nonparametric procedure by computing the ANOVAs on
rank-transformed empirical weights and variances (Con-
over and Iman, 1981). Further, we analyzed whether au-
ditory signals biased visual reports and whether visual
signals biased auditory reports by testing whether the
visual weight was 
1 or 0, respectively, while pooling
over visual reliability. For these comparisons, we used
one-sided Wilcoxon signed rank tests.
As we employed a fixed-effects approach for the fMRI
data to increase signal-to-noise ratio, in a follow-up anal-
ysis we applied the same fixed-effects approach to the
behavioral data to ensure that differences between be-
havioral and fMRI results did not result from methodolog-
ical differences. Unless otherwise stated, significance is
reported at p 
 0.05.
Bayesian model comparison
Using Bayesian model comparison analysis, we com-
pared four models that manipulated whether visual reli-
ability and modality-specific report could affect the PSEs
and slopes of the audiovisual psychometric functions and
whether their influence was predicted by the MLE model
(Table 3). Model 1—null model: visual reliability and
modality-specific report were not able to alter PSEs or
slopes (i.e., integration of audiovisual signals with con-
stant sensory weights irrespective of modality-specific
report or reliability). Model 2—MLE model: visual reliability
affected PSEs and slopes as predicted by MLE. Modality-
specific report did not influence PSEs or slopes (again as
Table 1. Statistical comparison of empirical weights (w
V,emp
)
and standard deviations (AV,emp) obtained from the psycho-
metric (behavior) and neurometric (fMRI) functions pertain-
ing to the audiovisual conditions of high and low visual
reliability with the MLE predictions (AV,pred, wV,pred) and
unisensory standard deviations (
uniV
, 
uniA
)
Comparison VR VR–
wV,emp – wV,pred
Psychophysics 0.063 0.129
V1–V3 0.230 1
IPS0–4 0.631 1
Low-level auditory 0.064 1
AV,emp – AV,pred
Psychophysics 0.188 0.063
V1–V3 0.241 0.001
IPS0–4 0.020 0.275
Low-level auditory 1 1
AV,emp – uniV
Psychophysics 0.188 0.438
V1–V3 0.241 0.001
IPS0–4 0.022 1
Low-level auditory 0.883 0.963
AV,emp – uniA
Psychophysics 0.063 0.313
V1–V3 0.104 0.169
IPS0–4 0.002 0.086
Low-level auditory 1 1
Numbers denote p values (p 
 0.05 printed in bold). Psychophysics param-
eters were compared using two-tailed Wilcoxon signed rank tests on indi-
vidual parameters (random-effects analysis, df  4). Neurometric parame-
ters from V1–V3, IPS0–4, and low-level auditory regions were compared
using a two-tailed bootstrap test (5000 bootstraps) on parameters com-
puted across the sample (fixed-effects analysis). All comparisons of neuro-
metric parameters were Bonferroni corrected across the three regions of in-
terest. A, auditory; V, visual; VR	, high/low visual reliability.
Table 2. Effects of visual reliability (VR), modality-specific report (MR), and their interaction (VR  MR) on empirical weights
(w
V,emp
) and standard deviations (AV,emp) obtained from the psychometric (behavior) and neurometric (fMRI) functions
wV,emp AV,emp
VR MR VR  MA VR MR VR  MR
Psychophysics (F, p) 5.149, 0.086 16.308, 0.016 8.605, 0.043 19.129, 0.012 2.172, 0.215 18.892, 0.012
V1-V3 (p) 0.346 0.131 0.957 <0.001 0.142 1
IPS0–4 (p) 0.022 0.001 1 <0.001 0.051 1
Low-level auditory (p) 0.693 0.217 1 1 0.419 1
Numbers denote F and p values for psychophysics parameters and p values for neurometric parameters (p 
 0.05 printed in bold). Effects on psychophysics
parameters were computed using a repeated measures ANOVA on rank-transformed weights and standard deviations (random-effects analysis, n  5, df1 
1, df2  4). Effects on neurometric parameters were computed using two-tailed bootstrap test (5000 bootstraps) on parameters computed across the sample
(fixed-effects analysis). The analyses for neurometric weights and standard deviations were Bonferroni corrected across the three regions of interest.
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predicted by MLE). Hence, we set the audiovisual PSEs
and slopes to the MLE predictions based on the unisen-
sory conditions as described in Eqs. (1) and (3). Model
3—reliability-weighted integration model: visual reliability
influenced PSEs and slopes of the audiovisual conditions,
yet not according to the MLE predictions. Hence, we
allowed the PSEs and the slopes of the audiovisual con-
ditions to differ across different reliability levels uncon-
strained by the MLE predictions. Yet, we did not allow
top-down influences of modality-specific report to influ-
ence audiovisual PSEs or slopes. Model 4—full model:
visual reliability and modality-specific report influenced
both PSEs and slopes (i.e., the full model comparable to
the analyses using classic statistics above).
For all four models, psychometric functions were indi-
vidually fitted to participants’ behavioral responses as
described above. From the models’ log likelihood, we
computed the Bayesian information criterion (BIC) as an
approximation to the model evidence (Raftery, 1995).
Bayesian model comparison (Stephan et al., 2009; Rigoux
et al., 2014) was performed at the group level as imple-
mented in SPM12 (Friston et al., 1994) based on the
expected posterior probability (i.e., the probability that
a given model generated the data for a randomly se-
lected subject), the exceedance probability (i.e., the
probability that a given model is more likely than any
other model; Stephan et al., 2009), and the protected
exceedance probability (additionally accounting for dif-
ferences in model frequencies due to chance; Rigoux
et al., 2014).
MRI data acquisition
A 3T Siemens Magnetom Trio MR scanner was used to
acquire both T1-weighted anatomic images and T2-
weighted axial echoplanar images (EPI) with BOLD con-
trast (gradient echo, parallel imaging using GRAPPA with
an acceleration factor of 2, TR  2480 ms, TE  40 ms,
flip angle  90°, FOV  192  192 mm, image matrix 78 
78, 42 transversal slices acquired interleaved in ascending
direction, voxel size  2.5  2.5  2.5 mm  0.25 mm
interslice gap). In total, we acquired 353 volumes  20
sessions for the audiovisual conditions, 353 volumes 
6–8 sessions for the unisensory conditions, 161 volumes 
2–4 sessions for the auditory localizer, and 159 volu-
mes  10–16 sessions for the visual retinotopic localizer
(see below). This resulted in 18 h of scanning per par-
ticipant assigned over 7–11 d. The first three volumes of
each session were discarded to allow for T1 equilibra-
tion effects.
fMRI data analysis: spatial ventriloquist paradigm
The fMRI data were analyzed with SPM8 (www.fil.ion.
ucl.ac.uk/spm; Friston et al., 1994). Scans from each
participant were corrected for slice timing, realigned, un-
warped to correct for head motion, and spatially
smoothed with a Gaussian kernel of 3-mm full width at
half-maximum (de Beeck, 2010). The time series in each
voxel was high-pass filtered to 1/128 Hz. All data were
analyzed in native subject space. The fMRI experiment
was modeled in an event-related fashion, with regressors
entered into the design matrix after convolving each
event-related unit impulse with a canonical hemodynamic
response function and its first temporal derivative. In ad-
dition to modeling the 4 unisensory auditory, 8 unisensory
visual, or 32 audiovisual conditions in a session, the gen-
eral linear models (GLMs) included the realignment pa-
rameters as nuisance covariates to account for residual
motion artifacts. The factor modality-specific report (vi-
sual vs. auditory) was modeled across sessions. The
session-specific parameter estimates pertaining to the
canonical hemodynamic response function (HRF) defined
the magnitude of the BOLD response to the unisensory or
audiovisual stimuli in each voxel.
To apply the MLE analysis approach to spatial repre-
sentations at the neural level, we first extracted the pa-
rameter estimates pertaining to the HRF magnitude for
each condition and session from voxels of regions defined
in separate auditory and retinotopic localizer experiments
(see below). This yielded activation patterns from the
unisensory auditory and visual conditions and the audio-
visual congruent (AV  0°) and small spatial cue conflict
(AV 	 6°) conditions. All activation patterns (i.e., from
each condition in each session) were z-normalized across
all voxels of a region of interest to avoid the effects of
regionwide activation differences between conditions. We
then trained a linear support vector classification model
(as implemented in LIBSVM 3.14; Chang and Lin, 2011) to
learn the mapping from activation patterns from the au-
Table 3. Results of the Bayesian model comparison between five competing models of the psychometric data
Model I: Null model II: MLE model III: Reliability-weighting IV: Full model
Parameters (n) 8 5 11 17
R2 (mean) 0.656 0.658 0.687 0.722
Relative BIC (sum) 0 59.662 1501.077 3202.034
Expected posterior p 0.111 0.111 0.111 0.667
Exceedance p 0.014 0.014 0.014 0.957
Protected exceedance p 0.026 0.026 0.026 0.921
I: In the null model, neither PSEs nor slopes depended on visual reliability or modality-specific report. II: In the MLE model, audiovisual PSEs and slopes were
predicted based on unisensory variances as described in Eqs. (1) and (3). III: In the reliability-weighted integration model, PSEs and slopes depended on vi-
sual reliability unconstrained by MLE predictions. IV: In the full model, PSEs and slopes depended on visual reliability unconstrained by MLE predictions and
modality-specific report (MR). R2, coefficient of determination, corrected for the binary response option (Nagelkerke, 1991). Relative BIC, Bayesian information
criterion (i.e., an approximation to the model evidence) at the group level, i.e., subject-specific BICs summed over all subjects (BIC  LL  0.5M  ln(N),
where LL  log likelihood, M  number of parameters, N  number of data points) of a model relative to the null model (note that a greater relative BIC indi-
cates that a model provides a better explanation of our data). Expected posterior p, probability that a given model generated the data for a randomly se-
lected subject; exceedance p, probability that a given model is more likely than any other model; protected exceedance p, probability that one model is more
likely than any other model beyond chance.
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diovisual congruent conditions to the categorical left vs.
right location of the audiovisual signal in a subject-
specific fashion. Importantly, we selectively used activa-
tion patterns from audiovisual congruent conditions from
all but one audiovisual session for support vector classi-
fication training (i.e., training was done across sessions of
auditory and visual report). The trained support vector
classification model was then used to decode the signal
location (left vs. right) from the activation patterns of the
spatially congruent and conflicting audiovisual conditions
of the remaining audiovisual session. Hence, given the
learned mapping from audiovisual activation patterns of
the congruent conditions to the true left-versus-right stim-
ulus location class, the support vector classifier decoded
the stimulus location for activation patterns elicited by the
audiovisual spatially small conflict trials. In a leave-one-
out cross-validation scheme, the training-test procedure
was repeated for all audiovisual sessions. Finally, the
support vector classification model was trained on audio-
visual congruent conditions from all audiovisual sessions
and then decoded the categorical signal location (left vs.
right) from activation patterns of the separate unisensory
auditory and visual sessions.
In line with our behavioral analysis, we plotted the
fraction of decoded “right” as a function of the unisensory
signal location for the unisensory auditory and visual con-
ditions (Fig. 3E). For the audiovisual spatially congruent
and small cue conflict conditions, we plotted the fraction
of decoded “right” as a function of the mean signal loca-
tion of the true auditory and visual signal locations (sep-
arately for auditory/visual report  visual reliability levels;
Fig. 3A–D). Because of the lower signal-to-noise ratio of
fMRI data, we fitted cumulative Gaussians as neurometric
functions to the fraction decoded “right” pooled (i.e.,
averaged) across all participants (i.e., fixed-effects analy-
sis). To obtain empirical and MLE predicted weights and
variances, we employed the same procedure and equa-
tions as explained in the section Behavioral data. Confi-
dence intervals for empirical and predicted weights and
variances were computed using Palamedes’ parametric
bootstrap procedure (1000 bootstraps).
In the model-based analysis, we used two-tailed boot-
strap tests (5000 bootstrap samples; Efron and Tibshirani,
1994) to investigate whether empirical sensory weights
and variances for audiovisual conditions were significantly
different from the MLE predictions. Further, we assessed
whether variances for audiovisual conditions were signif-
icantly different from variances for unisensory conditions
(Table 1). For these model-based analyses, we paramet-
rically bootstrapped the fraction of decoded “right” and in
turn fitted neurometric functions to the bootstrapped
data. From the bootstrapped auditory, visual, and audio-
visual psychometric functions, we generated bootstrap
distributions of MLE predictions for the sensory weights
and variances and their empirical counterparts. Boot-
strapped null-distributions for a specific parameter com-
parison (e.g., predicted weight vs. empirical weight) were
generated by computing the difference between pre-
dicted and empirical parameters (e.g., predicted weight
vs. empirical weight) for each bootstrap and subtracting
the observed original difference (Efron and Tibshirani,
1994). From this bootstrapped null-distribution, the
two-tailed significance of a parameter comparison was
computed as the fraction of bootstrapped absolute
values that were greater or equal to the observed orig-
inal absolute difference [e.g., violation of MLE predic-
tion: abs(wV,predicted,original – wV,empirical,original)]. Absolute
values were used to implement a two-tailed test (Efron
and Tibshirani, 1994). Violations of MLE predictions were
tested across modality-specific report because the MLE
model does not predict a modulation by report (i.e., mean
and variance parameters of the psychometric functions
were held constant across levels of modality-specific
report).
Similarly, in the model-free analysis, we used two-tailed
bootstrap tests (5000 bootstrap samples) to analyze the
effects of visual reliability (high vs. low), modality-specific
report (visual vs. auditory), and their interaction on the
empirical visual weights and audiovisual variances
(Table 2). Bootstrapped null-distributions of weights and
audiovisual variances for each of the four conditions in our
modality-specific report (visual vs. auditory)  visual reli-
ability (high vs. low) design were generated by computing
the contrast value of interest (e.g., high minus low visual
reliability) for the sensory weights or variances for each
bootstrap and subtracting the corresponding contrast
value obtained from the original data (Efron and Tibshi-
rani, 1994). From this bootstrapped null-distribution, the
two-tailed significance (against zero) of the effects of
interest (e.g., high vs. low reliability) was computed as the
fraction of bootstrapped absolute contrast values that
were greater or equal to the observed original absolute
contrast value. Mean and variance parameters of the
psychometric functions were set to be equal across the
levels of modality-specific report to test selectively for
the main effect of visual reliability. Conversely, mean and
variance parameters of the neurometric functions were
set to be equal across levels of visual reliability to test
selectively for the main effect of modality-specific report.
By contrast, mean and variance parameters of the neuro-
metric functions varied across levels of visual reliability
and modality-specific report to test for the interaction
effect of modality-specific report and visual reliability. For
all analyses reported in Tables 1 and 2, we report p values
corrected for multiple comparisons across the three re-
gions of interest using a Bonferroni correction.
Finally, we investigated whether multisensory influ-
ences can be observed already at the primary cortical
level during (1) audiovisual or (2) even unisensory (i.e.,
auditory or visual) stimulation. (1) To assess cross-modal
influences during audiovisual stimulation, we computed a
one-sided bootstrap test (5000 bootstrap samples) by
fitting neurometric functions to bootstrapped data (see
above) averaged across visual reliability and modality-
specific report. Specifically, we tested whether the em-
pirical weight pertaining to the visual signal was 
1
(indicating auditory influence) in visual regions and
whether it was 0 (indicating visual influence) in auditory
regions. (2) To assess cross-modal influences during uni-
sensory stimulation, we tested whether the slope (i.e., the
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perceptual threshold 1/) of the neurometric functions
was significantly0 in unisensory conditions. As we were
interested only in whether the slope was significantly 0
(rather than the exact size), we used a constrained ap-
proach by fitting neurometric functions to auditory stim-
ulation data in visual cortex and to visual stimulation data
(pooled over visual reliability levels) in auditory cortex with
lapse and guess rates set to 0. We determined whether a
slope parameter was significantly larger than zero using a
one-tailed bootstrap test (5000 bootstrap samples).
Across all analyses, we confirmed the validity of the boot-
strap tests in simulations showing that simulated p values
converged to a nominal  level of 0.05 under the null
hypothesis.
Control analyses to account for motor preparation
and global activation differences between
hemispheres
To account for activations related to motor planning
(Andersen and Buneo, 2002), a first control analysis in-
cluded the trial-wise button responses as a nuisance
covariate into the first-level GLM (i.e., one regressor for
each of the four response buttons). We then repeated the
multivariate decoding analysis using activation patterns
from intraparietal sulcus (IPS0–4, see below) where motor
responses were explicitly controlled (Fig. 3-1).
Given the contralateral encoding of space in visual
(Wandell et al., 2007) and auditory (Ortiz-Rios et al., 2017)
regions, a second control analysis evaluated the impact
of global activation differences between hemispheres on
the classifier’s performance. In this control analysis, we
z-normalized the activation patterns separately for voxels
of the left and right hemisphere in each condition before
multivariate decoding (Figs. 3-2 and 4–1). In other words,
multivariate decoding was applied to activation patterns
where global activation differences between hemispheres
were removed.
Effective connectivity analyses
Using dynamic causal modeling (DCM), we investigated
the modulatory effects of visual reliability on the effective
connectivity from early visual regions to IPS and modality-
specific report on the connectivity from prefrontal cortex
(PFC) to IPS. For each subject, we constructed four bilin-
ear DCMs (Friston et al., 2003). Each DCM included
four regions: low-level visual regions (V1–3), low-level
auditory regions, IPS0–4, and PFC. Low-level visual and
auditory regions and IPS0–4 were defined functionally as
described in Auditory and visual retinotopic localizer. PFC
was defined anatomically for each individual as the middle
frontal gyrus based on the anatomic cortical parcellation
of the Desikan–Killiany atlas (Desikan et al., 2006) imple-
mented in Freesurfer 5.1.0 (Dale et al., 1999). Region-
specific time series comprised the first eigenvariate of
activations across all voxels within each region that were
significant at p 
 0.001 in the effects-of-interest contrast
across all conditions in the first-level within-subject GLMs
(F test, uncorrected).
In all DCM models, V1-3, IPS0–4, and low-level audi-
tory regions were bidirectionally connected, and PFC was
bidirectionally connected to IPS0–4 (i.e., intrinsic connec-
tivity structure; Fig. 5). Synchronous audiovisual signals
entered as extrinsic input into V1–3 and low-level auditory
regions. Holding intrinsic and extrinsic connectivity struc-
ture constant, the 2  2 candidate DCMs factorially
manipulated the presence/absence of the following mod-
ulatory effects: (a) visual reliability on V1–3¡ IPS0–4 (on
vs. off) and (b) modality-specific report on PFC¡ IPS0–4
(on vs. off). After fitting the full model, which included both
modulatory effects, to the fMRI data of each subject, we
used Bayesian model reduction to estimate the model
evidences and parameters of the reduced models (Friston
et al., 2016). To determine the most likely of the four
DCMs given the observed data from all subjects, we
implemented a fixed-effects (Penny et al., 2004) and a
random-effects (Stephan et al., 2009) group analysis. The
fixed-effects group analysis was implemented by taking
the product of the subject-specific Bayes factors over
subjects (this is equivalent to the exponentiated sum of
the log model evidences of each subject-specific DCM;
Penny et al., 2004). Because the fixed-effects group anal-
ysis can be distorted by outlier subjects, Bayesian model
comparison was also implemented in a random-effects
group analysis. At the random-effects level, we report the
expected posterior probability, the exceedance probabil-
ity, and the protected exceedance probability (Stephan
et al., 2009; Rigoux et al., 2014; Table 4).
Auditory and visual retinotopic localizer
Regions of interest along the auditory and visual pro-
cessing hierarchies were defined in a subject-specific
fashion based on auditory and visual retinotopic localiz-
ers. In the auditory localizer, participants were presented
with brief bursts of white noise at –10° or 10° angle
(duration 500 ms, stimulus onset asynchrony 1 s). In a
one-back task, participants indicated via a key press
Table 4. Results of the model comparison of the 2  2 dynamic causal models in which visual reliability (VR) modulated the
connection from V1-3 to IPS0–4 and modality-specific report (MR) modulated the connection from PFC to IPS0–4
Factor Modulation VR and MR Modulation VR Modulation MR No modulation
Model evidence (FFX) 0 –52.947 –54.033 –90.45
Posterior p (FFX) 1 0 0 0
Expected posterior p (RFX) 0.587 0.136 0.139 0.139
Exceedance p (RFX) 0.902 0.032 0.033 0.033
Protected exceedance p (RFX) 0.699 0.1 0.101 0.101
FFX, fixed-effects analysis; RFX, random-effects analysis; model evidence corresponds to free energy (relative to full model) summed over participants (i.e.,
larger is better); expected posterior p, probability that a given model generated the data for a randomly selected subject; exceedance p, probability that a
given model is more likely than any other model; protected exceedance p, probability that one model is more likely than any other model beyond chance.
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when the spatial location of the current trial was different
from the previous trial; 20 s blocks of auditory stimulation
(i.e., 20 trials) alternated with 13 s of fixation periods. The
auditory locations were presented in a pseudorandom-
ized fashion to optimize design efficiency. Similar to the
main experiment, the auditory localizer sessions were
modeled in an event-related fashion. Auditory-responsive
regions were defined as voxels in superior temporal and
Heschl’s gyrus showing significant activations for auditory
stimulation relative to fixation (t test, p
 0.05, family-wise
error corrected). Within these regions, we defined primary
auditory cortex (A1) based on cytoarchitectonic probability
maps (Eickhoff et al., 2005) and referred to the remainder
(i.e., planum temporale and posterior superior temporal
gyrus) as higher-order auditory cortex (hA).
Visual regions of interest were defined using standard
phase-encoded retinotopic mapping (Sereno et al., 1995).
Participants viewed a checkerboard background flicker-
ing at 7.5 Hz through a rotating wedge aperture of 70°
width (polar angle mapping) or an expanding/contracting
ring (eccentricity mapping). The periodicity of the aper-
tures was 42 s. Visual responses were modeled by enter-
ing a sine and cosine convolved with the hemodynamic
response function as regressors into the design matrix of
the general linear model. The preferred polar angle (or
eccentricity, respectively) was determined as the phase
lag for each voxel by computing the angle between the
parameter estimates for the sine and the cosine. The
phase lags for each voxel were projected on the recon-
structed, inflated cortical surface using Freesurfer 5.1.0
(Dale et al., 1999). Visual regions V1–V3 and IPS0–4 were
defined as phase reversal in angular retinotopic maps.
IPS0–4 were defined as phase reversal along the ana-
tomic IPS resulting in contiguous, approximately rectan-
gular regions (Swisher et al., 2007).
For the decoding analyses, the auditory and visual re-
gions were combined from the left and right hemisphere.
Support vector classification training was then applied
separately to activation patterns from each region. To
improve the signal-to-noise ratio when fitting neurometric
functions (see Figs. 3 and 4), the decoded signal sides
(right vs. left) from low-level visual regions (V1–3), intra-
parietal sulcus (IPS0–4), and low-level auditory regions
(A1, hA) were pooled. Additional analyses showed similar
audiovisual spatial integration within these three regions
(Rohe and Noppeney, 2015a, 2016).
Results
Spatial ventriloquist paradigm
In the fMRI study, participants were presented with
auditory, visual, and audiovisual signals sampled ran-
domly from four possible spatial locations along the azi-
muth (–10°, –3.3°, 3.3°, or 10°; Fig. 1). Audiovisual signals
included in this study were either spatially congruent (AV
0°) or incongruent with a small spatial conflict (AV  	6°).
The reliability of the visual signal was either high or low.
Modality-specific report was manipulated by instruct-
ing participants to report the location of either the visual
or the auditory signal component during the audiovisual
conditions.
Figs. 2 and 3 present the psychometric functions
estimated from the behavioral button responses after
categorization into “left” or “right” responses and the
neurometric functions estimated from spatial locations
(left vs. right) decoded from fMRI responses. The psycho-
metric (respective to neurometric) functions show the
fraction of “right” responses as a function of the mean
signal location for each condition. If the visual reliability is
greater than the auditory reliability (i.e., visual weight 
0.5), we would expect the function to be shifted toward
the right for a positive spatial conflict (A-V  AV  6°,
i.e., the visual signal is presented 6° to the left of the
auditory signal) and to the left for a negative spatial con-
flict (AV  –6°, i.e., the visual signal is presented 6° to
the right of the auditory signal). As a consequence, the
point of subjective equality (PSE, defined by the abscis-
sa’s value for 50% proportion “right” responses) of the
psychometric functions for the spatial conflict conditions
can be employed to compute the empirical sensory
weights for the different conditions (Ernst and Banks,
2002; Fetsch et al., 2012).
In short, we (1) fitted psychometric or neurometric func-
tions to unisensory, audiovisual congruent, and small spa-
tial conflict conditions and (2) derived the sensory weights
from the psychometric/neurometric functions (i.e., shift in
PSE) of the conflict conditions and derived the variances
from the psychometric/neurometric functions of the spa-
tial conflict and congruent conditions (Figs. 2A–D and
3A–D ). In a model-based analysis, we compared the
sensory weights (Figs. 2F, 3F, and 4A,C ) and variances
(Figs. 2G, 3G, and 4B,D ) with MLE predictions that were
derived from the unisensory conditions (Figs. 2E and 3E ).
Because MLE predictions do not depend on modality-
specific report, we compared the MLE predictions with
the empirical sensory weights and variances while pooling
over visual and auditory report.
For both behavioral and neural data, we addressed two
questions. First, in a model-based analysis using classic
statistics, we investigated whether the MLE predictions
that were derived from the unisensory conditions were in
line with the empirical sensory weights computed from
the audiovisual spatial conflict conditions and the vari-
ances computed either from the audiovisual conflict and
congruent conditions or from the congruent conditions
alone. Second, in a model-free analysis using classic
statistics, we investigated whether the empirical sensory
weights and variances were influenced by visual reliability
or modality-specific report. For the psychophysics data,
we also addressed these two questions using Bayesian
model comparison to formally compare the MLE model to
alternative models that do or do not allow visual reliability
and modality-specific report to influence the PSEs (i.e.,
Gaussian means) and/or slopes (i.e., Gaussian variances)
of the audiovisual conditions.
Psychophysics results
Classic statistics
In the model-based MLE analysis, the slopes of the
psychometric functions for the unisensory conditions
indicated that for high visual reliability, the visual repre-
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sentations were more reliable than the auditory represen-
tations (Fig. 2E). By contrast, for low visual reliability, the
variances obtained from the auditory and visual psycho-
metric functions were comparable.
The visual weights obtained from the audiovisual con-
flict conditions were approximately in line with the MLE
predictions derived from those unisensory psychometric
functions, although there was a nonsignificant difference
between predicted and empirical visual weights for high
visual reliability (Fig. 2F; Table 1). Moreover, although the
variance of the perceived signal location was significantly
reduced relative to the unisensory auditory condition in
case of high visual reliability (Fig. 2G; Table 1), it was not
reduced relative to the variances obtained for the most
reliable unisensory condition. In particular for the low
visual reliability conditions where auditory and visual reli-
abilities were approximately matched, we did not observe
a substantial variance reduction as predicted by MLE (Fig.
2G, i.e., a marginally significant difference between MLE
predictions and empirical audiovisual variances for low
visual reliability; Table 1).
For the model-free analysis, the visual weights were
marginally greater for high relative to low visual reliability
(Table 2). Yet, contrary to the MLE predictions, we also
observed a significant effect of modality-specific report
on the visual weights. Visual weights were greater for
visual relative to auditory report. For visual report, the
visual weight was not significantly 
1 (p  0.219, one-
sided Wilcoxon signed rank test pooling across visual
reliability), indicating that the auditory signal did not sig-
nificantly influence visual location reports. For auditory
report, the visual weight was significantly 0 (p  0.032),
Figure 4. fMRI results in low-level visual and auditory regions: Visual weights and audiovisual variances. A, Visual weights (mean and
68% bootstrapped confidence interval): MLE predicted and empirical visual weights for 2 (visual reliability: high, VR vs. low, VR-)
x 2 (modality-specific report: auditory versus visual) audiovisual conditions in low-level visual regions (V1-3). To facilitate the
comparison with the MLE predictions that do not depend on modality-specific report, the visual weights are also plotted after pooling
the data across both report conditions and re-fitting the neurometric functions. B, Standard deviations (, mean and 68%
bootstrapped confidence interval): Unisensory and audiovisual MLE predicted and empirical standard deviations for the same
combination of conditions as in A. For illustrational purposes, standard deviations were normalized by the auditory standard deviation
(original auditory standard deviation  61.68). C, Visual weights (mean and 68% bootstrapped confidence interval): MLE predicted
and empirical visual weights in low-level auditory regions (hA) as shown in A. D, Standard deviations (, mean and 68% bootstrapped
confidence interval): Unisensory and audiovisual MLE predicted and empirical standard deviations of spatial representations in
low-level auditory regions (hA) as shown in B; note that the upper confidence interval for the visual variance is truncated for
illustrational purposes. For illustrational purposes, standard deviations were normalized by a combined visual standard deviation for
low and high visual reliability (original visual standard deviation  38.75, averaged across levels of visual reliability). For extended
analyses controlling for global interhemispheric activation differences in low-level visual and auditory regions, see Fig. 4-1.
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indicating that the visual signal “attracted” auditory loca-
tion reports, known as the ventriloquist effect (Radeau
and Bertelson, 1977). Most importantly, we observed a
significant interaction between reliability and modality-
specific report (Table 2). The interaction arose from the
top-down influences of modality-specific report being
more pronounced for the low visual reliability conditions
when the auditory and visual reliabilities were approxi-
mately matched. Indeed, for low visual reliability condi-
tions, the psychometric functions of the cue conflict
conditions were shifted toward the true visual location for
visual report (Fig. 2D) but toward the true auditory location
during auditory report (Fig. 2B). By contrast, for high
visual reliability conditions, the psychometric functions of
the cue conflict conditions were shifted toward the true
visual location for both auditory and visual report (Fig.
2A,C).
The variance of the perceived signal location was sig-
nificantly influenced by visual reliability (Table 2), but not
by modality-specific report. Critically, we observed a sig-
nificant interaction between the two factors. The signifi-
cant interaction resulted from the effect of modality-
specific report being revealed predominantly for high
visual reliability, but not for low visual reliability, when the
auditory and visual reliabilities were approximately
matched. The results suggest that the variance of the
perceived signal location was influenced predominantly
by the sensory modality that needed to be attended and
reported. In other words, participants did not fuse sensory
signals into one unified percept. Instead, modality-
specific report increased the influence of the reported
signal in the final percept. Importantly, the interaction
effect was also observed when we estimated the audio-
visual variance selectively from the audiovisual congruent
conditions (interaction of visual reliability and modality-
specific report: F1,4  34.507, p  0.004; effect of visual
reliability: F1,4  23.721, p  0.008). The results confirm
that modality-specific report can selectively increase the
influence of the reported sensory signal on the perceived
signal location under classic forced-fusion conditions
where sensory signals co-occur in space and time. If
observers report the auditory location, the variance is
determined predominantly by the variance of the auditory
signals (and vice versa for visual report).
Bayesian model comparison
In line with the results from classic statistics, the formal
Bayesian model comparison demonstrated that the MLE
model was not the best model of our data. Instead, the
strongest model evidence was observed for a model in
which visual reliability and modality-specific report influ-
enced the PSE and slope parameters unconstrained by
MLE predictions (i.e., protected exceedance probability
0.916; Table 3). Critically, the model evidence combines
an accuracy (i.e., model fit) and a complexity term that
penalizes complex models with more free parameters.
For instance, the MLE model is very parsimonious, with
only 5 parameters, whereas the winning model includes
17 free parameters. Our results thus suggest that mod-
eling effects of reliability and modality-specific report
are critical to account for an observer’s localization
responses.
Summary
Collectively, our psychophysics results suggest that
auditory and visual signals were integrated approximately
weighted by their relative reliabilities. However, the weights
were not assigned solely in proportion to the relative
bottom-up sensory reliabilities, as predicted by the MLE
model, but were also modulated by modality-specific report
and potentially associated attentional processes. The vi-
sual weight was greater when the location of the visual
signal was attended and reported. Likewise, the variance
of the perceived signal location depended on modality-
specific report. Hence, irrespective of whether the audio-
visual signals were congruent or in small spatial conflict,
participants did not integrate them into one unified per-
cept as predicted by MLE. Instead, they were able to
selectively control the influence of auditory or visual signal
components depending on task instructions. As a result,
observers did not significantly benefit from audiovisual
stimulation: there was no reduction in variance of the
perceived signal location relative to the most reliable uni-
sensory percept as predicted by MLE optimal integration.
fMRI results
To investigate the neural processes by which human
observers integrate sensory signals into spatial represen-
tations, we decoded spatial information from fMRI activa-
tion patterns. The patterns were extracted from low-level
visual regions (V1–3), low-level auditory regions (primary
auditory cortex and planum temporale), and intraparietal
sulcus (IPS0–4). We trained a support-vector classifica-
tion model on fMRI activation patterns selectively from
audiovisual congruent conditions (AV  0°) to learn the
mapping from activation patterns to the signal location
label (left vs. right). The trained model then decoded the
signal location class (left vs. right) from activation patterns
in audiovisual spatial conflict conditions (AV  	6°) as
well as unisensory auditory and visual conditions. The
decoded signal location class, i.e., the “left/right location
response” given by a particular brain area, was then
analyzed using the same procedures that were applied to
the categorized (left vs. right) behavioral location re-
sponses (see above).
Visual regions
Auditory influences under unisensory auditory stimula-
tion In line with previous reports of multisensory influ-
ences at the primary cortical level (Meyer et al., 2010;
Liang et al., 2013; Vetter et al., 2014), we observed a
significant positive slope of the psychometric function
estimated for the unisensory auditory conditions in low-
level visual areas (p 
 0.001, one-sided bootstrap test).
These results indicate that auditory signals (when pre-
sented in isolation) elicit spatial representations in low-
level visual regions (V1–3). Yet, going beyond previous
studies (Meyer et al., 2010; Liang et al., 2013; Vetter et al.,
2014), our results demonstrate that these auditory influ-
ences on visual cortex (in the absence of concurrent
visual signals) are rather limited and induce only unreliable
representations compared with the spatial representa-
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tions decoded under unisensory visual stimulation (see
visual and auditory variance obtained for the neurometric
functions under unisensory stimulation in low-level visual
areas; Fig. 4B).
Model-based MLE analysis Based on those unisensory
visual and auditory neurometric functions, MLE predicted
negligible auditory influences on spatial representations
during audiovisual stimulation (Fig. 4A). Indeed, in line
with those MLE predictions, the representations formed
from audiovisual signals relied predominantly on visual
input, as indicated by a visual weight that did not signifi-
cantly deviate from 1 (p 0.818, one-sided bootstrap test
pooling the visual weight across conditions). Moreover, in
line with MLE predictions, the variance of the audiovisual
representations was comparable to unisensory visual
variances (Fig. 4B and Table 1).
Model-free analysis The sensory weights were not sig-
nificantly modulated by visual reliability or modality-
specific report (Table 2). Yet the audiovisual variance was
smaller for high versus low visual reliability, indicating that
the representations under audiovisual stimulation are pre-
dominantly determined by the visual signals and hence
depend solely on the reliability of the visual signal.
Auditory regions
Visual influences under unisensory visual stimulation In par-
allel to our findings in visual regions, the slope of the
neurometric functions estimated from the unisensory vi-
sual conditions was again significantly positive, indicating
that visual signals alone elicit spatial representations in
auditory areas (p  0.004, one-sided bootstrap test pool-
ing across visual reliability). Yet, when compared to the
spatial representations decoded under unisensory audi-
tory stimulation, these visual influences on auditory cortex
(in the absence of concurrent auditory signals) were rather
limited and induced only unreliable representations (see
visual and auditory variance obtained from the neuromet-
ric functions under unisensory stimulation in low-level
auditory areas; Fig. 4D).
Model-based MLE analysis Based on those unisensory
variances, the MLE model predicted a visual weight close
to 0 (Fig. 4C) and an audiovisual variance approximately
identical to the auditory variance for the audiovisual con-
ditions irrespective of visual reliability or modality-specific
report (Fig. 4D). Although we did not observe any signifi-
cant deviations from the MLE predictions, the empirical
visual weight was greater than predicted by MLE. This
was particularly pronounced for high visual reliability con-
ditions. Fig. 4C reveals that this deviation emerged pre-
dominantly for conditions when the visual signal needs to
be attended and reported. These findings may be ex-
plained by cross-modal attentional top-down effects op-
erating from vision to audition. Indeed, the visual weight
was significantly 0 (p  0.004; one-sided bootstrap test
pooling the visual weight across conditions), indicating
that visual signals exerted a stronger influence on auditory
areas during audiovisual stimulation than vice versa (see
above: the visual weight was not significantly lower than
one in visual regions).
Model-free analysis We did not observe an effect of
visual signal reliability or modality-specific report or an
interaction between the two factors on the visual weight
or variance estimated from the audiovisual conditions in
auditory regions (Table 2).
Parietal areas
Model-based MLE analysis In IPS0–4, the neurometric
functions for the unisensory conditions indicated that the
neural representations for unisensory visual signals were
more reliable than those for unisensory auditory signals at
both levels of signal reliability (Fig. 3E). This greater reli-
ability of visual IPS representations is consistent with the
well-established visual dominance of IPS (Swisher et al.,
2007; Wandell et al., 2007). Based on these unisensory
variances, MLE predicted a visual weight that was close
to 1 for high visual reliability and decreased for low visual
reliability. Indeed, the visual weights estimated from the
audiovisual conditions were approximately in accordance
with these MLE predictions (Fig. 3F and Table 1). By
contrast, the empirical audiovisual variance was in line
with the MLE predictions only for low visual reliability
conditions, but significantly smaller than MLE predictions
for high visual reliability conditions (Fig. 3G and Table 1).
This surprising result needs to be further investigated and
replicated in future studies.
Model-free analysis In IPS0–4, the visual weight and
the audiovisual variance were modulated by visual reli-
ability and modality-specific report (Table 2). IPS0–4 in-
tegrated audiovisual signals depending on bottom-up
visual reliability and top-down effects of modality-specific
report approximately in line with the profile of the behav-
ioral weights (Fig. 3F). Likewise, the audiovisual variance
was reduced for high relative to low visual reliability con-
ditions. Moreover, modality-specific report also margin-
ally influenced the variance of the spatial representation
obtained from the audiovisual conditions. The variance for
the audiovisual conditions was smaller for auditory than
visual report (note that this marginally significant modula-
tion of variance by modality-specific report was also ob-
served when the analysis focused selectively on the
audiovisual spatially congruent conditions, p  0.096).
The smaller variance for auditory relative to visual report in
IPS contrasts with the variance reduction under visual
report observed at the behavioral level (note that this
difference cannot be explained by methodological differ-
ences, because we observed comparable results when
applying a fixed-effects analysis at the behavioral level).
Potentially this neurobehavioral dissociation can be ex-
plained by the fact that the auditory report conditions
were more difficult and engaged more attentional re-
sources, thereby leading to an increase in reliability of
BOLD-activation patterns. Most importantly, however,
both behavioral and neural data provide convergent evi-
dence that the sensory weights and to some extent the
variances—even for audiovisually congruent trials—de-
pend on both bottom-up visual reliability and top-down
effects of modality-specific report.
Control analyses: eye movements, motor planning,
and interhemispheric activation differences
No significant differences in eye movement indices
(percentage saccades, percentage eye blinks, poststimu-
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lus mean horizontal eye position) were observed across
any audiovisual conditions [see the supplemental results
reported in Rohe and Noppeney (2016)]. For the uni-
sensory visual conditions, we observed only a small
significant effect of the visual signal location on the
poststimulus mean horizontal eye position (F3,9 4.9, p
0.028). However, this effect did not depend on the reli-
ability of the visual signal.
Further, a control analysis that decoded IPS activation
patterns from a GLM that accounted for participants’
trial-wise button responses revealed results for sensory
weights and audiovisual variances (Fig. 3-1) highly similar
to our initial analysis. These results suggest that IPS
represents audiovisual spatial representations that cannot
be completely attributed to motor planning and response
selection.
Finally, given the predominantly contralateral represen-
tations of the peri-personal space in visual (Wandell et al.,
2007) and auditory regions (Ortiz-Rios et al., 2017), we
investigated the impact of global activation differences
between the left and right hemispheres on classification
performance. When we removed interhemispheric activa-
tion differences from activation patterns before decoding,
we found comparable results for sensory weights and
audiovisual variances (Figs. 3-2 and 4-1). Thus, audiovi-
sual spatial representations are encoded in hemisphere-
specific activation patterns that go beyond differences in
global signal across hemispheres in visual and auditory
regions.
Dynamic causal modeling
Our multivariate pattern analysis showed that visual
reliability and modality-specific report influenced visual
weights and audiovisual variances in IPS0–4. Using DCM
and Bayesian model comparison, we next investigated
whether these influences were mediated by modulatory
effects of reliability on effective connectivity from V1–3 to
IPS0–4 and modality-specific report on connectivity from
PFC to IPS0–4 (Fig. 5). PFC potentially mediates the
effect of modality-specific report because PFC exerts
top-down control on sensory processing (Noudoost et al.,
2010; Zanto et al., 2011) by changing the connectivity to
parietal regions (Buschman and Miller, 2007). Indeed, in
the winning model, visual reliability modulated the con-
nection from V1–3 to IPS0–4, and modality-specific re-
port modulated the connection from PFC to IPS0–4 (i.e.,
protected exceedance probability  0.699; Table 4).
Discussion
The classic MLE model assumes that auditory and
visual signals that arise from a common source are inte-
grated weighted by their sensory reliabilities into one
unified representation. Critically, the sensory weights are
thought to be determined solely by the reliabilities of the
sensory signals and immune to task-dependent top-down
control. Indeed, abundant evidence suggests that human
observers can combine signals within and across the
senses near-optimally as predicted by the MLE model
(Jacobs, 1999; Ernst and Banks, 2002; van Beers et al.,
2002; Knill and Saunders, 2003; Alais and Burr, 2004;
Hillis et al., 2004; Saunders and Knill, 2004; Rosas et al.,
2005; but see Battaglia et al., 2003). Although the forced-
fusion assumption of a common signal cause usually
holds for integration within a sensory modality (Hillis et al.,
2002), it is often violated when integrating signals across
sensory modalities (Gepshtein et al., 2005; Parise et al.,
2012). For example, it remains controversial whether mul-
tisensory integration and, more specifically, the sensory
weights can be modulated by top-down control (Helbig
and Ernst, 2008; Talsma et al., 2010; Vercillo and Gori,
2015).
The present study investigated the extent to which
audiovisual spatial signals are integrated in line with the
quantitative predictions of the MLE model at the behav-
ioral and neural levels. Importantly, although many previ-
ous MLE studies (Battaglia et al., 2003; Alais and Burr,
2004) presented only signals with a small conflict and
asked participants to report the location of the “audiovi-
Figure 5. Dynamic causal modeling. In the optimal model (i.e., the model with the highest exceedance probability), visual reliability
modulated the connection from V1-3 to IPS0–4 and modality-specific report modulated the connection from PFC to IPS0–4. Values
are across-subjects means (	 SEM) indicating the strength of extrinsic, intrinsic and modulatory connections. The modulatory effects
quantify how visual reliability and modality-specific report change the values of intrinsic connections.
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sual stimulus”, thereby encouraging integration of signals
into one unified percept, we instructed participants to
attend and report either the visual or the auditory signals
(Stein et al., 1989; Wallace et al., 2004; Körding et al.,
2007). Thus, our task instructions pushed observers to
focus selectively on one signal component rather than
treating the two signals as originating necessarily from
one common object.
At the behavioral level, our results demonstrate that
observers did not integrate signals into one unified per-
cept as predicted by MLE. The visual weight increased
not only when the visual signal was more reliable but also
when it needed to be reported. Most importantly, even
when auditory and visual signals were spatially congruent,
i.e., likely to originate from one single object, observers
were able to focus selectively on one sensory modality as
indicated by differences in variance for the spatial repre-
sentations obtained from auditory and visual report con-
ditions. In other words, modality-specific attention and
report modulated the sensory weights not only during the
spatial conflict conditions but also during the congruent
conditions. Yet, the advantage of being able to selectively
control the relative sensory contributions to the final per-
cept came at the price of not obtaining the multisensory
benefit (i.e., a reduction in variance for the perceived
signal location) that is afforded by reliability-weighted
integration according to MLE principles (Ernst and Banks,
2002; Alais and Burr, 2004).
Next, we investigated how auditory and visual signals
were integrated into spatial representations at the neural
level, focusing on low-level visual areas (V1–3), low-level
auditory areas (primary auditory areas and planum tem-
porale), and parietal areas (IPS0–4). Combining fMRI mul-
tivariate decoding with classic MLE analysis (as in our
psychophysics analysis), we obtained neural weights and
variances of spatial representations from neurometric
functions that were computed based on spatial locations
decoded from regional BOLD-response patterns.
Consistent with previous reports of multisensory influ-
ences and interactions in primary sensory areas (Foxe
et al., 2000; Bonath et al., 2007, 2014; Kayser et al., 2007;
Lakatos et al., 2007; Lewis and Noppeney, 2010; Werner
and Noppeney, 2010; Lee and Noppeney, 2014), unisen-
sory auditory signals elicited spatial representations in
visual cortex and visual signals in auditory cortex. In other
words, unisensory signals from non-preferred sensory
modalities can be decoded from low-level sensory areas
(Meyer et al., 2010; Liang et al., 2013; Vetter et al., 2014).
Yet, the unisensory neurometric functions demonstrated
that the spatial representation decoded from low-level
visual and auditory areas were far more reliable for signals
from the preferred than nonpreferred sensory modality. As
a result and in line with MLE predictions, the sensory
weights applied during multisensory integration to the
signals from the auditory modality were negligibly small in
low-level visual areas. In auditory areas, the visual weight
was also small, at least during auditory report, but signif-
icantly different from 0. Further, neither the sensory
weights nor the variance depended significantly on the
reported sensory modality. Instead the variance of the
spatial representation decoded from audiovisual signals
was comparable to the unisensory visual variance in vi-
sual regions and comparable to unisensory auditory vari-
ance in auditory regions. Hence, our quantitative analysis
based on neurometric functions moves significantly be-
yond previous research that demonstrated better-than-
chance decoding performance for auditory signals from
visual areas and vice versa (Meyer et al., 2010; Liang
et al., 2013; Vetter et al., 2014). It demonstrates that
signals from the nonpreferred sensory modality elicit rep-
resentations that are far less reliable than those evoked by
signals from the preferred sensory modality. Likewise,
nonpreferred signals exert only limited influences on spa-
tial representations in low-level sensory areas during au-
diovisual stimulation. Surprisingly, visual signals exerted
stronger influences on auditory areas than vice versa,
potentially reflecting the importance of visual inputs for
spatial perception (Welch and Warren, 1980).
In higher-order areas IPS0–4, unisensory auditory and
visual signals elicited spatial representations that were
more comparable in their reliabilities. Yet, consistent with
the well-known visual response properties of IPS0–4
(Swisher et al., 2007; Wandell et al., 2007), visual stimu-
lation elicited more reliable representations. Hence, as
predicted by MLE, IPS0–4 gave a stronger weight to the
visual signal during multisensory integration. Potentially,
IPS could implement reliability-weighted integration via
probabilistic population codes (Ma et al., 2006) or normal-
ization over the pool of neurons within a region (Ohshiro
et al., 2011, 2017). Because we used a linear SVM clas-
sifier as decoder, it remains unclear which encoding
scheme IPS used to represent audiovisual space. To
investigate the potential neural implementations, future
studies may use explicit encoding models (e.g., estimat-
ing voxels’ tuning function for space using population
receptive fields methods; Dumoulin and Wandell, 2008) to
characterize the effects of reliability-weighted multisen-
sory integration on voxel-response tuning functions.
However, in contrast to the MLE predictions, the sen-
sory weights in IPS were modulated not only by visual
reliability, but also by the sensory modality that needed to
be reported. The visual signal had a stronger influence on
the decoded spatial representation during visual than au-
ditory report, thereby reflecting the sensory weight profile
observed at the behavioral level. Likewise, the variance of
the spatial representation for audiovisual stimuli in
IPS0–4 was marginally influenced by the modality of the
reported signal, suggesting that the formation of audiovi-
sual representations in IPS0–4 may be susceptible to
top-down control. Dynamic causal modeling and Bayes-
ian model comparison suggested that these changes in
audiovisual spatial representations in IPS0–4 were medi-
ated by modulatory effects: visual reliability modulated
the bottom-up connections from V1–3 to IPS0–4, and
modality-specific report modulated the top-down con-
nections from PFC to IPS0–4.
Our results demonstrate that observers do not fully
integrate auditory and visual signals into unified spatial
representations at the behavioral level and the neural level
in higher-order association areas IPS0–4. Even when
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auditory and visual signals were spatiotemporally congru-
ent and hence likely to originate from a common source,
the sensory signal that needed to be reported had a
stronger influence on the spatial representations than the
one that was to be ignored. An important aim for future
studies is to determine how a change in reported sensory
modality modulates audiovisual integration and to disso-
ciate between two main mechanisms: First, modality-
specific report may influence the sensory weights via
attentional mechanisms. Attention is known to increase
the signal-to-noise ratio or reliability of the signal in the
attended sensory modality (Desimone and Duncan, 1995;
Martinez-Trujillo and Treue, 2004; Briggs et al., 2013;
Sprague et al., 2015). Thereby, attention mediates a
greater weight in the multisensory integration process
(Alsius et al., 2005, 2007; Busse et al., 2005; Talsma and
Woldorff, 2005; Talsma et al., 2007, 2010; Zimmer et al.,
2010a, b; Donohue et al., 2011; Vercillo and Gori, 2015;
Macaluso et al., 2016; but see Helbig and Ernst, 2008). In
this model, auditory and visual signals are integrated
weighted by their sensory reliabilities. Yet, in contrast to
the MLE model, the reliability of each sensory input can be
modified before audiovisual integration by top-down at-
tention as manipulated by modality-specific report. Sec-
ond, modality-specific report instructs participants not to
fuse signals into one unified percept but to form a spatial
estimate selectively for one of the two signals. These
instructions may attenuate the integration process even
for signals that are collocated in space, thereby enabling
participants to compute a final spatial estimate that is
more strongly based on the reported sensory modality. In
this second case, MLE analyses compute a stronger
weight for the reported signal because of its task rele-
vance rather than attentionally increased sensory reliabil-
ity. Yet, human behavior in this second case is better
accommodated by recent Bayesian causal inference
models that explicitly model the potential causal struc-
tures of the multisensory signals—that is, whether they
have been caused by common or independent causes
(Körding et al., 2007; Shams and Beierholm, 2010; Wozny
et al., 2010; Rohe and Noppeney, 2015a, 2016). In Bayes-
ian causal inference, a final estimate of the spatial location
under auditory or visual report is obtained by combining
the estimates under the two causal structure, i.e., the MLE
reliability-weighted estimate under the assumption of a
common source and the estimate of the sensory signals
that needs to be reported under the assumption of inde-
pendent causes. Because the underlying causal structure
is uncertain and modality-specific report instructions may
further lower the observers’ belief that signals are caused
by a common source, the reported spatial estimates differ
for auditory and visual reports, thereby modeling effects
of modality-specific report. Further, because in the course
of our experiment the audiovisual signals were spatially
uncorrelated across all conditions (i.e., the auditory and
the visual signal locations were independently sampled
from the four locations; Fig. 1B), participants might have
implicitly learned a low prior probability of a common
cause. Thus, even in conditions in which the audiovisual
signals had only a small spatial disparity (which we selec-
tively used in our analyses), participants might have com-
puted a low posterior belief that signals arose from a
common cause. In general, previous research has shown
that Bayesian causal inference outperforms the MLE
model under conditions in which a common cause is
unlikely, for example a large spatial discrepancy between
the audiovisual signals (Körding et al., 2007; Rohe and
Noppeney, 2015a, b). To dissociate the effects of
modality-specific attention and report, future studies may
use attentional cuing paradigms that pre-cue participants
before stimulus presentation to attend to the visual (re-
spective to auditory) signal and post-cue them after stim-
ulus presentation to report the location of the auditory
(respective to visual) signal.
To conclude, the present study characterized how the
brain integrates auditory and visual signals into spatial
representations and how these integration processes are
modulated by modality-specific report or attention. Com-
bining psychophysics and multivariate fMRI decoding, we
demonstrated that classic MLE models cannot fully ac-
count for participants’ behavioral and neural responses if
the experimental context (i.e., modality-specific report
and overall uncorrelated audiovisual signals) undermines
observers’ perception of a common signal cause, thus
violating the MLE model’s core assumption. Although the
behavioral and neural weights in parietal cortex depended
on the relative sensory reliabilities in line with the quanti-
tative predictions of the MLE model, they were also mod-
ulated by whether participants attended and reported the
visual or the auditory signal location. Likewise, the vari-
ance of the spatial representations depended on task
context to some extent, even for collocated audiovisual
signals, at both neural and behavioral levels. These results
suggest that audiovisual integration can be modulated by
top-down control. Even when the auditory and visual
signals were spatially close (or collocated) and tempo-
rally synchronous, modality-specific report influenced
how they were weighted and integrated into spatial
representations.
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