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Abstract 
Ueda, T., Circular nonsingular threshold transformations, Discrete Mathematics 105 (1992) 
249-258. 
Circular n-dimensional Boolean transformations are those which commute with an n-cyclic 
permutation of variables. A minimal Boolean transformation is the one which has the 
minimum number of coordinates changed by it among its equivalent transformations with 
respect to permutations and complementations of their variables. After general results on these 
concepts and nonsingular threshold transformations, seven n-dimensional (and three special 
6-dimensional) nonsingular threshold transformations which are circular and minimal are listed 
with a proof of nonsingularity. Finally, it is proved that they are all equivalent to threshold 
transformations with graphs composed of 2-cycles and fixed points. 
1. Introduction 
Since McCulloch and Pitts’s pioneering work [2], a great number of theoretical 
and experimental studies (e.g. Hopfield [l]) have been done on the neural 
network. The information process on the neural network is mathematically 
summarized as threshold transformations. However, their mathematical pro- 
perties are yet to be clarified by rigorous analysis. In practical models, important 
transformations are those whose iterative operations transform different points 
with a certain common pattern into the same point. Although these transforma- 
tions are singular, we deal with nonsingular ones, hoping it will help us to study 
general threshold transformations. In particular we are here concerned with 
circular transformations, which commute with a circular permutation of variables. 
All permutations and complementations of the coordinates of Q” = (0, l}” 
and their combinations are nonsingular threshold transformations and will be 
called trivial transformations hereafter. They are the only nonsingular linear 
transformations (for their appropriate extensions to R” with the origin at the 
center of the cube Qn) that map Q” onto itself (hence orthogonal). Therefore, by 
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reducing nonsingular threshold transformations into equivalent simplest forms by 
trivial transformations, we will see some nonlinear aspects (such as reflected in 
their graphs) which are unique to threshold transformations. Yet Theorem 4.2 of 
this paper shows that all circular nonsingular threshold transformations known to 
the author so far still retain a property of trivial circular transformations. 
Functions from Q” into Q are called Boolean functions, and mappings from Q” 
into itself are called Boolean trunsformations. If F and G are both Boolean 
transformations of Q”, then the composition FG is the transformation defined as 
FG(x) = F(G(x)). Let f be a Boolean function. Let f denote the Boolean 
function defined as f(x) =f(Z). In this paper we refer to a set f meaning the set 
f-‘(l). Therefore, the set j is f-‘(O), and the set f is the set of complements of 
all points of f-‘(l). The number of elements of a set S will be denoted by ISI. 
A Boolean function f is called a threshold function, if the sets f and f are 
separated by a hyperplane in R”. In other words, f is a threshold function, if there 
exist a real vector w = (wl, . . . , w,) and a real number t such that f(x) = 1 if and 
only if w, .x1 + * - - + w, -x, at; w is called the weights and t is called the 
threshold off. Threshold functions f and g are called simultaneously realizable, if 
both can be defined in terms of the same weights. A Boolean transformation 
F(x) = (F,(x), . . . , F,(x)) is called a threshold transformation, if F; is a threshold 
function for every i. 
2. Nonsingular threshold transformations 
Let f be a Boolean function. The function f is called the dual function of f. 
LetF=(F,,..., F,) be a Boolean transformation. p = (&, . . . , pn) is called the 
dual transformation of F. F is called self -dual, if p = F. The set of all nonsingular 
self-dual transformations forms a transformation group with the set of all trivial 
transformations as its subgroup. 
Theorem 2.1. Nonsingulur threshold transformations are self -dual. 
Proof. Let F=(F,,..., F,) be a nonsingular threshold transformation; then 
leI= 161. Therefore, if a point p and its complement p belong to E, then another 
point q and its complement (5 must be in E. This contradicts the separability of e 
and 4 by a hyperplane, because (p +p)/2 = (q + (f)/2 in 58”. Therefore, l$ is 
self-dual. 0 
Theorem 2;2. Let g be a Boolean function of n - 1 variables. Then the function u 
defined us 
u(x)=xl’&* )...) x,)vZ,.g(x* )..., x,) (2.1) 
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is a self -dual function. Conversely, if u is a self -dual function, then there exists a 
function of n - 1 variables g which satisfies (2.1). In particular, u is threshold if 
and only if g is threshold. 
Proof. The self-duality of (2.1) is clear. Conversely, let u be self-dual. De- 
compose u into x1 -g(x2, . . . , x,) v iI. u(xz, . . . , x,). By the self-duality of u, we 
have v = g. If g is threshold, then &j and g are dual and therefore simultaneously 
realizable threshold functions. Therefore, u is also a threshold function according 
to [4] or [3, Theorem 8.1.1.21. If u is threshold, clearly g is threshold. q 
Let u be a self-dual function and let f =x1 * g for g in (2.1). Then we obtain 
f =x1’ ii and u =x1 *f v f. Therefore, any self-dual (in particular, by Theorem 
2.1, nonsingular threshold) transformation F = (4, . . . , F,) can be expressed by 
F=[f,,...,f,l, 
where 
f; =xi * 6, (2.2) 
Fi=Xi’~ Vfi. (2.3) 
The advantage of this expression is not only its absorption of fi’s duality. The 
points of h and their complements (i.e., the points of &) for i = 1, . . . , n are all 
the nonfixed points of F. In fact, the points of fi, whose ith coordinate is 1, are 
transformed into points whose ith coordinate is 0, while the points of fi, whose ith 
coordinate is 0, are transformed into points whose ith coordinate is 1. And these 
are all the changes on Q” created by F. Moreover, by Theorem 2.2, F is 
threshold if and only if J is threshold for every i. 
Transformations F and G are equivalent if there exist trivial transformations S 
and T such that G = SFT. In this case, if F is a threshold transformation, then G 
is also threshold, and if F is self-dual, then G is also self-dual. A transformation is 
trivial if and only if it is equivalent to the identity. If G = T-‘FT for a trivial 
transformation T, then G is called similar to F. In this case, the graphs of F and 
G are isomorphic under the isomorphism induced by T. If G = SFT for trivial 
transformations S and T, then G = T-‘(TSF)T. Therefore, every graph of 
transformations equivalent to F is obtained from F by applying a trivial 
transformation after F, if we regard two isomorphic graphs induced by a trivial 
transformation T as the same. 
Let Var(F), the variation of F, denote the number of coordinates that change 
under F. That is, 
V=(F) = c d(x, F(x)), 
XCQ" 
where d(x, y) denotes the Hamming distance, i.e., 
d(xt Y) = I{i (xi #Y~)I. 
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If F is self-dual and expressed by [fi, . . . , fJ, we have 
Var(F) = 2 C 1jJ. (2.4) 
Note that if T is any nonsingular transformation, Var(T-lFT) = Var(F). In 
particular, if F and G are similar, Var(F) = Var(G). We call a Boolean 
transformation F minimal, if Var(F) < Var( TF) for every trivial transformation 
T. We call a minimal transformation F uniquely minimal, if TF is not minimal for 
any non-identical trivial transformation T. Let F and G be equivalent and 
uniquely minimal; then G = SFT. Therefore, G = T-‘TSFT. Since G is minimal. 
TSF is minimal. Since F is uniquely minimal, TS is the identity. Therefore 
G = T-‘FT. The discussion above is summarized in the following theorem. 
Theorem 2.3. If F is a Boolean transformation, there exists a trivial transforma- 
tion S such that SF is minimal. If F and G are uniquely minimal and equivalent, 
there exists a trivial transformation T such that G = T-‘FT. In this case, F and G 
have isomorphic graphs under the isomorphism induced by T. 
3. Circular self-dual transformations 
If u is a permutation of the set {1,2, . . . , n}, then u defines the trivial 
transformation of Q” as a(~,, . . . , x,) = (xoclj, . . . , x+J. We call a Boolean 
transformation F circular if there exists an n-cyclic permutation t = (rl r, . . . rE) 
such that Ft = tF. Since any circular transformation is similar to a circular 
transformation under (12 . . . n), we assume 
t=(12.*.n). 
Then 
F=(F,, . . . , F,) = (F,, Fit, . . . , IQ”-‘). 
Therefore, if F is circular and self-dual, then by (2.2) 
F = [f, . . . , ft”-‘1, 
where 
f =x, . F,. 
From f we have, by (2.3), 
F,=x,+/f. 
We denote [f, . . . , ft”-‘1 briefly by (f). We have, by (2.4), 
Var(F) = 2n If I. 
If (f) is nonsingular, the inverse of (f) is also circular. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(35) 
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Theorem 3.1. Let F = (f) b e a circular self -dual transformation. Then 
(i) F is equivalent to a circular minimal self -dual transformation. 
(ii) If 1 f) c 2n-3, then F is minimal. If 1 f) < 2n-3, then F is uniquely minimal. 
Proof. (i) Suppose )x1 * 31 <Ix, . &I. If u = zj-‘, then uF is circular. 
lx, * km = 1x1. 41-c lx, * FII. Therefore, by (3.3) and (3.5) we have Var(aF) < 
Var(F). Let the new F be oF. Similarly, if lx1 . 41 < lx1 . &I, then UF is circular, 
and Var(&) < Var(F). Then let the new F be al? Repeat the above procedure 
until there is no such j as above. Then we obtain a transformation which is 
equivalent to F, circular, and minimal. 
(ii) LetF=(F,,..., F,). Let i fj. We have 
IX; * 41 = IX; . Xj ’ 81 + IX; . Xj * F,I 
= (Xi * zj . q + (I& . x,1 - [Xi . ii * I$[), 
because 4 is self-dual. Therefore, 
I&. &I z2”-2 - If I, 
since Ixi .51 = 2n-2 and IX; . fj . 41 + Ixi . Xj .gl = IXj * I$[ = If I. Similarly Ixi . Z$l s 
2”-* - If I and Ix; * &I = 2”-’ - If I. Therefore, if If I s 2n-3, Var(TF) > Var(F) for 
any trivial transformation T. Clearly F is uniquely minimal, if If I < 2”-“. 
4. Circular nonsingular threshold transformations 
The following Examples 1 through 10, where F = (f) is defined by (3.2) or 
equivalently by (3.1) and (3.4), are in general mutually non-equivalent, circular, 
nonsingular and uniquely minimal threshold transformations. 
Example 1. f =x1 *x2.. -x,. 
F(l 1 . . . 1) = (0 0. . . 0), F(O0. . * 0) = (1 1 * * . l), 
that is, (O~~~O)+(l*~~l)+(O~ . . 0). Only these two points are nonfixed 
points and make one 2-cycle. This transformation is trivial for n = 1 and n = 2. 
For n = 3, F is minimal but not uniquely minimal. F is uniquely minimal for 
n B 4. 
Example 2. n is even (n = 2m). 
f =X,***X,.X,+**.‘X*m. 
F consists of fixed points and one n-cycle, which is 
(1 . . . 10. ~~0)~(01.~~10.~.0)4.~._,(1...10...01)(1...10...0). 
F is uniquely minimal for n 2 4. 
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Example 3. n is odd (n = 2m + 1). 
f=X1...X,+l’~*+*...~Zm+,. 
F consists of one 2n-cycle and fixed points. E.g. 
(llloo)+ (Olloo)+ (OlllO)+ (00110)--+ * * *+ (11000)(11100). 
F is equivalent to Example 1 for 12 = 3, but it is uniquely minimal for n Z= 5. 
Remark. Example 2 and 3 have their reducible counterparts such as 
f = ((11001100 * * * 1100)). 
Example 4. n is even (n = 2m, n > 4). 
f =XI...X,.X,+~...X~mVXI...X,_I.X,+I”’~~. 
F consists of three n-cycles and fixed points. E.g. 
(lllO)+ (Olll)+ (lOll)+ (llOl)-, (1110). 
(llOO)-+ (OllO)-+ (OOll)-, (lool)+ (1100). 
(looO)+ (Oloo)+ (OOlO)-+ (OoOl)+ (1000). 
For n = 4, F is not minimal and is equivalent to Example 1. F is uniquely 
minimal for n 2 6. 
Example 5. n is odd (n = 2m + 1). 
f =x1.. ‘X, .X,+2’ * ._i&+,. 
F consists of two n-cycles and fixed points. E.g. 
(llO)--+ (Oil)-, (lOl)+ (110). 
(loo)+ (OlO)+ (OOl)+ (100). 
For IZ = 3, F is trivial. For 12 2 5, F is uniquely minimal. 
For a set of variables {e}, let Si{ *} denote the sum of all products of i variables 
of (0}. 
Example 6. II 2 4. 
f =x1. x2. Sn__3{x-j, . . . , x,}. 
If n is even, F consists of two n-cycles, one 2-cycle and fixed points. E.g. 
(lllO)+ (OOlO)+ (lOll)-+ (looO)-+ (1110). 
(Olll)+ (ooOl)+ (llOl)+ (OlOO)+ (0111). 
(llll)+ (OoOO)+ (1111). 
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If n is odd, F consists of one 2n-cycle, one 2-cycle and fixed points. E.g. 
(llllO)-+ (ooo10)~ (11011)-t (01000)-+ (01111)+ (ooool)+ 
(lllOl)+ (ooloo)-+ (lOlll)-+ (looo0)~ (11110). 
(lllll)-+ (ooooo)+ (11111). 
Example 7. f is defined recursively as follows, where f” =f for Q”. 
f4=x, * x-2. xg * x4, f5=x, *x2*_&.xg. 
fn=x, ’ x2 . X,-l - ‘i, Vfn-Qn. 
Lemma 1. f of Example 7 is a threshold function. 
Proof. f” =x1 . x2. in . (fn_1 v hn-‘), where f”-2(x1, x2,. . . ,x,-2) =x1 ‘X2’ 
hn-2(x3, . . . , x,-2). If f”-2 is a threshold function, then f” is a threshold 
function, because, in general, if u(x,, . . . , x,_,) is a threshold function, then 
u v x, and u . x, are also threshold functions. 0 
Lemma 2. A pointp = (p,, . . . , p,,) belongs to f if and only if 
(a) p1=p2=lrpn=0, and 
(b) there exists consecutive OS in p and there exist no consecutive 1s after the last 
consecutive OS and before p, . 
Proof. This characterization off follows from its recursive definition above. 0 
Lemma 3. (i) If p E f, and ph and p h+l are p’s first consecutive OS, then rh-‘p E f. 
(ii) If q of, then there exist p E f and an index h such that rh-‘p = q and p,, and 
ph+, are p’s first consecutive OS. 
Proof. (i) Since th-‘p satisfies the condition of the dual version of Lemma 2, it 
belongs to f. 
(ii) Let qi and qi+l be q’s first consecutive 1s. p = t’-‘q E f by the dual version 
of (i). If q, and q2 are the first consecutive OS in p, then (ii) is true for p. 
Otherwise, let pk and pk+l be p’s first consecutive OS; then r = tkP1p is a point off 
by (i). The characterization of q by the dual version of Lemma 2 shows that there 
exist consecutive 1s after pk and before q, . Regard r as q and repeat the above 
procedure. The iterative process leads to the sought p. q 
Lemma 4. If p is a nonfixed point of F, then F(p) is also a nonfixed point of F. 
Proof. Let p of. Then F(p), = F(p), = 0. If p3 = 1, or p3 =p4 = 0, then, by 
Lemma 2, F(p), = F(P)~ = 1; hence F(p) E ft. Otherwise, let F(P)~ and F(P)~+, 
be F(p)‘s first consecutive 1s. TO draw a contradiction suppose F(p), = 
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F(p)j+l=O and 2<j<k-1. If pi=1 or pj+l=l, say the latter, then p~ftj. 
Then, by the dual version of Lemma 3(ii), p cfzr-’ for 3 < r <j. Then F(P),_~ = 
F(p), = 1, which is a contradiction. If pi =pj+, = 0, then, by Lemma 3(i), 
p +-l for 3 <r Sj. This implies the same contradiction. Therefore, there are 
no consecutive OS after F(p)* and before F(P)~. Hence, F(P)~ = 0, F(p), = 0, 
F(p), = 1, F(P)~+, = 0, for i = 2,4, . . . , k - 2. Therefore F(p) Ef?‘. By 
duality and circularity, F(p) is a nonfixed point for every nonfixed point p of 
F. 0 
Definition 1. Let ~1 be the permutation defined as 
p = (2 n)(3 Iz - 1) . . . ([(n - 1)/2] + 1 n + 1 - [(n - 1)/2]), 
where [x] denotes the greatest integer equal or less than X. 
(4. I) 
Definition 2. Let E be the threshold transformation defined as 
E= (e>, e =fcl, (4.2) 
where f is the threshold function of Example 7. e is recursively defined as follows, 
where en = e for Q”. 
e4=x 1 *X2.&*x4, e5=x i . x2 . xg * x5, 
en=x 1.x2 .i3.x,vX2. e n-*(X1,X4, . . . ,x,). 
Lemmas 1 through 4 have their parallel results for E. In particular, we have the 
following. 
Lemma 5. Let E be the transformation defined by (4.2). If p is a nonjixed point of 
E, then E(p) is also a nonJixed point of E. 
Lemma 6. The set of all nonfixed points of F is the set of all nonjixed points of E. 
Proof. If p c f, pi and pi+’ are the first OS, and pj and pj+’ are the last consecutive 
1s before pi, then 8p E e. Conversely, if p E e, pi and pi+l are the last consecutive 
OS, and pj and pi+1 are the first consecutive 1s after pi, then rj-‘p E f. By 
circularity and duality, p is a nonfixed point of F, if and only if p is a nonfixed 
point of E. Cl 
Lemma 7. If p is any nonfixed point of E, then FE(p) =p. 
Proof. Let q = E(p). By Lemmas 5 and 6 q is a nonfixed point of F. Assume 
q E f. We have (q,,, ql, q2) = (011). To draw a contradiction, suppose p1 = 1. We 
have (pn, pl, ~2) = (Oil), since (1, 1, a, b, . . .) $ e and (0, a, b, . . . , 1) $_e. If 
qnel = 0, then similarly P”_~ = 0; hence r-‘p = (0, 1, 1, p3, . . . , 0) E e; hence, 
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qn = 1 to the contrary. Therefore, q11-1 = 1; then pn_l = 1 similarly; then qn_2 = 0, 
since q if; then P,,_~ = 0 similarly. The iterative process leads to p = 4, which is 
a contradiction. Therefore, p1 = 0. 
Conversely, assume q1 = 1 and p, = 0. Since p E g, pn = 0 and pz = 1. Hence, 
qn = 0 and q2 = 1, since (O,O, a, 6, . . .) $_e and (1, a, b, . . . , 0) 4 e. If qn_l = 0, 
then q of. Suppose qn-l = 1. We have pn-l = 1, since (O,O,a, b, . . .)$g. If 
qn-2 = 1, then pn-2 = 1, since (0, 1, 0, 0, a, b, . . .) $ _e; then pz”‘= 
(l,O, 0,p2, . . . , 1) me, contrary to qn_l = 1. Hence, qn-2= 0. Therefore, 
( . . . > qn-2, q”-l, 4”> 41, q2) = (. * . 01011). The iterative process terminates with 
consecutive OS in q. Therefore, q of. 
By circularity, for each i, qi = 1 and pi = 0 if and only if q E fzi-‘, and, by 
duality, qi = 0 and pi = 1 if and only if q oft’-‘. Hence, p = F(q), that is, 
p =FG(p). 0 
Lemma 8. F is nonsingular and E is the inverse of F. 
Proof. By Lemmas 4-7, the restriction of E to the set of all nonfixed points of F 
is the inverse of the restriction of F to the same set. Hence, E is the inverse of 
F. q 
Theorem 4.1 follows from Lemmas 1 and 8. 
Theorem 4.1. The transformation of Example 7 is nonsingular and threshold. 
The following three 6-dimensional nonsingular threshold transformations which 
are circular under t and uniquely minimal seem to have no counterparts in 
higher dimensions. 
Example 8. n = 6. 
f =x1 ‘Xj .~q.~6VX,.X*.X4.Xg.~~VX1.X2.X3.Xg.~h. 
F consists of three 6-cycles, one 2-cycle, and fixed points. 
Example 9. n = 6. 
f=x, ~x~~~3~x~vx~~x*~x4’x~~~~vx~‘xg’x~’x~~~6. 
F consists of four 6-cycles, two 3-cycles and fixed points. 
Example 10. n = 6. 
f=x1 ~x~~~~~x~vx~~x~~~~~x~vx~~~~~x~~~~~~6. 
F consists of five 6-cycles, two 3-cycles and fixed points. 
Theorem 4.2. Let F be a transformation of Examples 1 through 10. Then 
F-’ = p_lFp, where p is defined by (4.1). In particular, F-’ is similar to F and 
threshold. 
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Proof. Let F = (f). We have already obtained F-’ = (fp) for Example 7 
(Lemma 8). It is easily confirmed that this is also true for other examples. On the 
other hand, t-l = pr~-~ Hence, tnei = ptipml. Therefore, Yip = ,ur’. 
Therefore, 
since x1 - (Fyp) = (x1 - fi)p =fp. 0 
Corollary. The transformations of Examples 1 through 10 are equivalent to 
threshold transformations whose graphs consist of 2-cycles and fixed points. 
Proof. @F)’ is the identity, since p-l = ~1 and F-’ = p-‘Fp. Cl 
Open question. Theorem 4.2 is also true for any trivial circular transactions. 
Whether it is true for every circular nonsingular threshold transformations is an 
open question. 
Appendix 
An explicit form off in Example 7 is as follows. 
f = V x1 ’ x2 * f3+2i ’j4+2i * f4+2(i+l) * * ’ f4+2(i+j), 
i=O , * . . 9 n/2-2;j=n/2-i-2 
for even n, and 
f = v - xl . x2 * x4+2i * x5+2i - . %+2(i+l) . . . %+2(i+j), 
i=O,..., (n - 1)/2 - 2;j = (n - 1)/2 - i - 2 
for odd n. 
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