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ABSTRACT
Cosmological simulations predict that galaxies are embedded into triaxial dark matter haloes, which approximately appear elliptical in
projection. Weak gravitational lensing allows us to constrain these halo shapes and thereby test the nature of dark matter. Weak lensing
has already provided robust detections of the signature of halo flattening at the mass scales of groups and clusters, whereas results
for galaxies have been somewhat inconclusive. Here we combine data from five weak lensing surveys (NGVSLenS, KiDS/KV450,
CFHTLenS, CS82, and RCSLenS, starting with the most constraining surveys) in order to tighten observational constraints on galaxy-
scale halo ellipticity for photometrically selected lens samples. We constrain fh, the average ratio between the aligned component of
the halo ellipticity and the ellipticity of the light distribution, finding fh = 0.303+0.080−0.079 for red lens galaxies and fh = 0.217
+0.160
−0.159 for
blue lens galaxies when assuming elliptical NFW density profiles and a linear scaling between halo ellipticity and galaxy ellipticity.
Our constraints for red galaxies constitute the currently most significant (3.8σ) systematics-corrected detection of the signature of
halo flattening at the mass scale of galaxies. Our results are in good agreement with expectations from the Millennium Simulation
that apply the same analysis scheme and incorporate models for galaxy–halo misalignment. Assuming these misalignment models
and the analysis assumptions stated above are correct, our measurements imply an average dark matter halo ellipticity for the studied
red galaxy samples of 〈|h|〉 = 0.174 ± 0.046, where |h| = (1 − q)/(1 + q) relates to the ratio q = b/a of the minor and major axes of
the projected mass distribution. Similar measurements based on larger upcoming weak lensing data sets can help to calibrate models
for intrinsic galaxy alignments, which constitute an important source of systematic uncertainty in cosmological weak lensing studies.
Key words. Gravitational lensing: weak; Galaxies: haloes; Cosmology: dark matter.
1. Introduction
According to the current cosmological model, galaxies, galaxy
groups, and galaxy clusters are embedded in large haloes dom-
inated by invisible dark matter. Based on simulations of cos-
mological structure formation we expect that the average den-
sity profiles of these haloes should closely follow the Navarro-
Frenk-White profile (NFW, Navarro et al. 1996, 1997), and that
their shapes are roughly triaxial (e.g. Jing & Suto 2002; Vega-
Ferrero et al. 2017), appearing elliptical in projection. Several
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approaches have been used to test this prediction and constrain
halo shapes and the relative alignment of galaxies with their
haloes observationally, including the use of baryonic tracers such
as satellite galaxies (e.g. Okumura et al. 2009; Agustsson &
Brainerd 2010; Hayashi & Chiba 2014; Shin et al. 2018; Geor-
giou et al. 2019a), or studies of stellar and gas kinematics in
polar ring (Khoperskov et al. 2014) or edge-on galaxies (Peters
et al. 2017). Such measurements allow us to test predictions from
hydrodynamical simulations, which aim to model galaxy forma-
tion and evolution, including the interplay, relative distribution
and alignment of the baryonic and dark matter components (e.g.
Tenneti et al. 2014, 2016; Laigle et al. 2015; Debattista et al.
2015; Velliscig et al. 2015; Codis et al. 2018; Chua et al. 2019;
Bate et al. 2020; Bhowmick et al. 2020).
An alternative route to constrain halo ellipticity is provided
by gravitational lensing, which is directly sensitive to the pro-
jected mass distribution (e.g. Schneider et al. 2006). Strong lens-
ing images of highly distorted or multiply imaged background
galaxies or quasars probe the inner halo shapes of galaxies (e.g.
Suyu et al. 2012; Bruderer et al. 2016), clusters (e.g. Limousin
et al. 2013; Caminha et al. 2016; Paterno-Mahler et al. 2018;
Caminha et al. 2019), and cluster member galaxies (Diego et al.
2015; Jauzac et al. 2018). However, baryons have a significant
impact on the mass distribution in the inner regions of galax-
ies and clusters. To study the outer, dark matter-dominated halo
shapes instead, the gravitational potential must be probed at
larger projected radii. This is possible with weak gravitational
lensing (e.g. Bartelmann & Schneider 2001). In this regime, typ-
ical distortions are small compared to the noise caused by the
dispersion of intrinsic galaxy ellipticities. Therefore, the signal
can only be detected statistically by combining shape informa-
tion from many background galaxies. For mass distributions that
appear approximately elliptical in projection, the weak lensing
tangential shear is stronger at a given radius along the direction
of the major axis of the ellipse compared to the minor axis (e.g.
Natarajan & Refregier 2000; Brainerd & Wright 2000). For mas-
sive clusters and deep weak lensing data this effect can be used to
constrain halo ellipticities for individual targets (e.g. Oguri et al.
2010; Harvey et al. 2019), yielding robust (& 5σ) detections of
halo ellipticity from joint analyses of larger samples (e.g. Oguri
et al. 2012; Umetsu et al. 2018).
When less massive clusters or galaxies act as lenses, detec-
tions can no longer be obtained for individual targets, but one
has to rely on stacking. In order to constrain halo ellipticity via
stacked weak lensing measurements, the shear fields first have
to be aligned according to the orientations of the (mostly dark)
matter haloes on the sky. Unfortunately, these orientations are
unknown, which is why one has to rely on proxies for the halo
orientation, such as the orientation of the major axis of the light
distribution in case of galaxy-scale lenses (e.g. Hoekstra et al.
2004; Parker et al. 2007). For group- and cluster-scale lenses the
orientation of the brightest cluster (or group) galaxy (BCG) and
the major axis of the distribution of satellite galaxies have been
employed as proxies, yielding ∼ 3–5σ detections of the signa-
ture of halo ellipticity (Evans & Bridle 2009; Clampitt & Jain
2016; van Uitert et al. 2017). Here it is important to realise that
the measurements are only sensitive to the aligned component
of the halo ellipticity, while misalignment between the true halo
orientation and the orientation proxy washes out the signal.
An important parameter for the analysis of galaxy-scale
lenses is given by the average1 aligned ratio
fh = 〈cos(2∆φh,g)|h|/|g|〉 (1)
of the ellipticities of the projected halo mass distribution h and
the projected lens light distribution g, with ∆φh,g indicating the
misalignment angle between their major axes. In the case of per-
fect alignment (∆φh,g = 0) fh would reduce to the actual ellip-
ticity ratio. However, both numerical simulations (e.g. Tenneti
et al. 2014) and studies that approximate halo shapes from the
distribution of satellites (e.g. Okumura et al. 2009) suggest that
misalignment should have a significant impact at the mass scale
of galaxies. This reduces fh and makes the detection of halo el-
lipticity with weak lensing challenging (Bett 2012).
Indeed, a robust weak lensing detection of the signature of
halo ellipticity at the mass scale of galaxies is still lacking.
For example, Mandelbaum et al. (2006, M06 henceforth) ob-
tain fh = 0.60 ± 0.38 for red lenses and fh = −1.4+1.7−2.0 for blue
lenses using SDSS data and assuming elliptical NFW density
profiles. Similar tentative signals with significances at the . 2σ
level were reported by Parker et al. (2007); van Uitert et al.
(2012) and Schrabback et al. (2015, S15 henceforth). The for-
mally most significant detection has so far been reported in early
work by Hoekstra et al. (2004), who found fh = 0.77+0.18−0.21 using
magnitude-selected lenses in RCS data. They employed a maxi-
mum likelihood fit to the 2D shear field, which can extract more
information (Dvornik et al. 2019), but does not correct for spu-
rious signal that is introduced for the halo shape estimation if
other effects cause an extra alignment of lens and source galax-
ies. In particular, fh can be underestimated due to cosmic shear
and consistently under- or over-corrected PSF anisotropy (M06;
Hoekstra et al. 2004), but it can also be overestimated due to
alignments of galaxies with their extended large-scale environ-
ment (S15).
Applying an approach introduced by M06 to cancel such
spurious signal contributions, S15 measure fh = −0.04 ± 0.25
( fh = 0.69+0.37−0.36) for red (blue) lenses in CFHTLenS (Erben et al.
2013; Hildebrandt et al. 2012; Heymans et al. 2012). They also
analyse mock data that are based on the Millennium Simula-
tion (Springel et al. 2005; Hilbert et al. 2009) and incorporate
galaxy–halo misalignment models (Joachimi et al. 2013b), yield-
ing expected signals fh ' 0.285 for early-type (red) galaxies and
fh ' 0.025 for late-type (blue) galaxies. For red galaxies signifi-
cantly expanded samples should therefore yield a clear detection
of non-zero fh if halo ellipticities and misalignments are indeed
at the expected level. This motivated our current study, where we
expand from the S15 analysis by adding observational data from
four additional recent weak lensing surveys: RCSLenS (Hilde-
brandt et al. 2016), NGVSLenS (Ferrarese et al. 2012; Raichoor
et al. 2014; Parroni et al. 2017), CS82 (Shan et al. 2014; Hand
et al. 2015; Liu et al. 2015; Bundy et al. 2017; Leauthaud et al.
2017), and KiDS/KV450 (de Jong et al. 2017; Fenech Conti et al.
2017; Wright et al. 2019). With this study we aim to achieve the
first clear systematics-corrected weak lensing detection of the
signature of halo flattening at the mass scale of galaxies.
Obtaining observational constraints on fh at the mass scale
of galaxies is also of interest in the context of large upcoming
cosmological weak gravitational lensing surveys (e.g. Laureijs
et al. 2011; LSST Science Collaboration et al. 2009). Physical
alignments between galaxies and their surrounding large-scale
1 In weak lensing estimates of fh, weights that depend on |g| are typi-
cally applied in the averaging, see Sect. 3.4.2.
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structure introduce shape–shear correlations (e.g. Hirata & Sel-
jak 2004; Joachimi et al. 2015), which constitute a major source
of systematic uncertainty when constraining cosmological pa-
rameters with cosmological weak lensing surveys (e.g. Schäfer
& Merkel 2017; Tugendhat & Schäfer 2018, in this context they
are also referred to as “gravitational–intrinsic” (GI) alignments).
Their impact must therefore be carefully corrected for using
theoretical modelling (e.g. Bridle & King 2007), and calibra-
tions from simulations and observations (e.g. Tenneti et al. 2016;
Chisari et al. 2017; Hilbert et al. 2017; Piras et al. 2018; Bate
et al. 2020) in order to not degrade the constraining power of
these surveys. This is linked to fh measurements in two ways:
first, the signature of halo ellipticity itself contributes to the
shape–shear alignments at small scales (Bridle & Abdalla 2007).
Second, misalignment simultaneously reduces fh and shape–
shear correlations.
This paper is organised as follows: We provide an overview
about the different data sets employed in our study in Sect. 2.
Sect. 3 describes the analysis and the approach used to extract the
anisotropic lensing signal and halo shape signature. We present
our results in Sect. 4, discuss them in a wider context in Sect. 5,
and conclude in Sect. 6.
In this paper all magnitudes are given in the AB system. They
have been corrected for Galactic extinction as detailed in the
corresponding survey data release papers. For the computation
of angular diameter distances (which affect constraints on halo
masses but not on fh2) we assume a standard ΛCDM cosmology
characterised by Ωm = 0.3, ΩΛ = 0.7, H0 = 70h70 km/s/Mpc,
and h70 = 1, as approximately consistent with recent CMB con-
straints (e.g. Planck Collaboration et al. 2020).
2. Data
In our analysis we incorporate measurements from five differ-
ent weak lensing surveys (CFHTLenS, NGVSLenS, CS82, RC-
SLenS, and KiDS/KV450), which we briefly summarise in the
following subsections.
For all of these surveys PSF-corrected weak lensing galaxy
shapes were computed using lensfit (Miller et al. 2007; Kitch-
ing et al. 2008), employing the version from Fenech Conti et al.
(2017) for KiDS/KV450, and the version from Miller et al.
(2013) for all other surveys. The differences between these ver-
sions are discussed in Fenech Conti et al. (2017), consisting
mostly of differences in the corrections for multiplicative shear
measurement bias. Note that multiplicative shear measurement
biases do not significantly affect halo shape constraints, because
these are derived from the ratio of the anisotropic to the isotropic
shear signal (see Sect. 3.4), which would suffer the same bias.
We nevertheless apply empirical bias corrections as provided
by the surveys to reduce potential biases in the reported halo
masses. Note that additive shear measurement biases, which rep-
resent residuals from the PSF anisotropy correction, cancel out
for measurements of the isotropic shear signal. And while sim-
ple estimators of the halo shape signature (e.g. Natarajan & Re-
fregier 2000) can be affected by PSF anisotropy residuals, this is
not the case for the systematics-corrected estimator introduced
by M06, which is used in our analysis (see Sect. 3.4.2).
2 fh is computed from the ratio of the isotropic and the anisotropic
lensing signals (see Sect. 3.4), which is why the cosmology dependence
cancels out to leading order. Within the fit range the model expecta-
tion is only marginally radius dependent (see Fig. 3), which is why the
cosmology dependence of the radius can be well neglected.
2.1. CFHTLenS
The Canada-France-Hawaii Telescope Lensing Survey
(CFHTLenS) is an analysis of data from the Wide-component of
the Canada-France-Hawaii Telescope (CFHT) Legacy Survey,
covering an effective area of 154 deg2. These images were
obtained in the ugriz broad band filters using MegaCam on
CFHT, reaching a 5σ limiting magnitude in the detection i-band
for 2′′ apertures of iAB ∼ 24.5 − 24.7 (Erben et al. 2013).
Following the image reduction using THELI (Erben et al. 2009,
2013), the CFHTLenS team estimated photometric redshifts
(photo-zs) using the BPZ algorithm (Benítez 2000; Coe et al.
2006) as described in Hildebrandt et al. (2012). Their i-band
lensfit shape measurements yielded a weighted galaxy source
density of 15.1/arcmin2.
S15 used this now public data set3, for their analysis of
galaxy halo shapes, from which we expand in the current work.
For their primary results, S15 limited the analysis to the 129 out
of 171 fields passing the systematic tests implemented by Hey-
mans et al. (2012) for cosmic shear measurements. To be con-
sistent with the S15 analysis we apply the same field selection
here, but note that the applied formalism for halo shape measure-
ment is fairly insensitive to both multiplicative and additive shear
systematics (see Sect. 3.4). As done by S15 we use stellar mass
estimates to subdivide lens galaxies. For the CFHTLenS data
the stellar mass estimates were derived using LePhare (Arnouts
et al. 1999; Ilbert et al. 2006) as described in Velander et al.
(2014) and S15.
2.2. RCSLenS
RCSLenS is a public4 CFHTLenS-like analysis of the CFHT ob-
servations of the Red-sequence Cluster Survey 2 (Gilbank et al.
2011) presented by Hildebrandt et al. (2016). RCSLenS cov-
ers a total unmasked area of 571.7deg2 to an r-band depth of
∼ 24.3 mag (for a point source at 7σ), providing r-band galaxy
shape measurements with lensfit for a weighted galaxy source
density of 5.5/arcmin2. We limit our analysis to the 383.5 deg2
of the survey that have a uniform coverage in g, r, i, and z band,
as needed for photo-z computation. In addition to BPZ photo-zs
the RCSLenS team has also released stellar mass estimates com-
puted using LePhare (see Hildebrandt et al. 2016; Choi et al.
2016).
2.3. NGVSLenS
The Next Generation Virgo Survey (NGVS, Ferrarese et al.
2012) has covered 104 deg2 using MegaCam on CFHT in the
ugiz broad band filters (∼ 30% of the area has additional r-band
coverage). Reaching a 5σ limiting magnitude of 24.4 in 2′′ aper-
tures (Raichoor et al. 2014), the i-band imaging was obtained
under superb < 0′′.6 seeing conditions, yielding a high effective
weak lensing galaxy source density of 24/arcmin2. In our anal-
ysis we also employ photometric redshifts and stellar mass es-
timates computed by the NGVSLenS team using BPZ (see Rai-
choor et al. 2014).
3 CFHTLenS: http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.
ca/en/community/CFHTLens
4 RCSLenS: https://www.cadc-ccda.hia-iha.nrc-cnrc.gc.
ca/en/community/rcslens
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2.4. CS82
The CFHT/MegaCam Stripe 82 Survey (CS82, Shan et al. 2014;
Hand et al. 2015; Liu et al. 2015; Bundy et al. 2017; Leauthaud
et al. 2017) obtained excellent-seeing (0′′.59 median FWHM of
the PSF) i-band imaging to i ∼ 24.1 (5σ in 2′′ apertures) in or-
der to obtain high-resolution lensfit weak lensing shape mea-
surements (as configured for the CFHTLenS pipeline) for the
area covered by the SDSS equatorial Stripe 82 ugriz survey
(Adelman-McCarthy et al. 2007; Annis et al. 2014). CS82 com-
prises 173 MegaCam pointings, covering 160 deg2 (129.2 deg2
after masking). Our lensfit shape selection (see Sect. 3.3) cor-
responds to the one applied by Hand et al. (2015), yielding an
effective weighted source density of 12.3/arcmin2. In our analy-
sis we also make use of photometric redshifts computed for the
CS82 area based on the SDSS equatorial Stripe 82 ugriz data
using EAZY (Brammer et al. 2008).
2.5. KiDS/KV450
We also include public data5 from the third data release (de Jong
et al. 2017) of the Kilo-Degree Survey (KiDS, Kuijken et al.
2015), encompassing 447 deg2 observed in ugri with ESO’s VLT
Survey Telescope (VST), which were processed using THELI
(Erben et al. 2013) and Astro-WISE (Begeman et al. 2013).
Good-seeing r-band images with a mean PSF FWHM of 0′′.68
and 5σ limiting magnitude of 25.0 (computed in 2′′ apertures)
were used for lensfit galaxy shape measurements (Fenech Conti
et al. 2017; Kannawadi et al. 2019), yielding a weighted galaxy
source density of 8.53/arcmin2 (Hildebrandt et al. 2017). For
the photometric analysis we use an updated BPZ photometric
redshift catalogue which incorporates NIR ZYJHKs photometry
from VISTA and provides stellar mass estimates from LePhare
as presented by Wright et al. (2019, KV450).
3. Analysis
3.1. Shape measurements for bright galaxies
The lensfit algorithm, which was employed for shape measure-
ments in all surveys included in our study, has been optimised
to provide accurate shape estimates for the typically small and
distant source galaxies included in cosmic shear studies. S15
found that many of the bright (i . 20) foreground galaxies act-
ing as lens sample (see Sect. 3.2) are excluded by lensfit. This
can e.g. be caused by their large extent, which is not suffi-
ciently covered by the employed postage stamp size. Galaxies
may also be flagged because of the presence of nearby galax-
ies, whose outer isophotes overlap, or the presence of resolved
substructure if this is not well described by the bulge+disk
model employed in lensfit (see Miller et al. 2013). Following
S15 we therefore obtained additional shape measurements us-
ing the KSB+ algorithm (Kaiser et al. 1995; Luppino & Kaiser
1997; Hoekstra et al. 1998) for the bright galaxies without suc-
cessful lensfit shape estimates. This method is less affected by
nearby galaxies or resolved substructure. In particular, we em-
ploy the KSB+ implementation described in Hoekstra et al.
(1998) and Hoekstra et al. (2000), which was tested in the STEP
blind challenges (Heymans et al. 2006a; Massey et al. 2007).
5 KV450:http://kids.strw.leidenuniv.nl/
cosmicshear2018.php
The bright galaxies in question (those without lensfit shape es-
timates) are all well resolved and typically have high signal-
to-noise ratios S/N = FLUX_AUTO/FLUXERR_AUTO & 100
(defined via the FLUX_AUTO and FLUXERR_AUTO parame-
ters from SExtractor, Bertin & Arnouts 1996). Therefore, they
require only small PSF corrections and are essentially insensitive
to noise-related biases (e.g. Melchior & Viola 2012; Refregier
et al. 2012; Kacprzak et al. 2012)6. Given the high signal-to-
noise ratios we also employ slightly wider weight functions in
the KSB+ moments computation7, increasing the sensitivity to
the outer galaxy light distributions.
3.2. Lens galaxies
Our selection of lens galaxies closely follows S15. From the
SExtractor (Bertin & Arnouts 1996) object catalogues provided
by the different surveys (see Sect. 2) we pre-select comparably
bright objects (i < 23.5, except for RCSLenS, where we require
r < 23.5 due to the non-perfect overlap of the r and i-band data)
that are well resolved8 and have non-zero shape weights either
from lensfit or KSB+9. When constraining the halo shape signa-
ture (see Sect. 3.4), the shear field is stacked with respect to the
lens orientation, and weak lensing contributions are weighted ac-
cording to the absolute value of the ellipticity of the correspond-
ing lens. In our analysis we therefore only include lenses with
ellipticities in the range 0.05 < |g| < 0.95, for which both the
orientation and the absolute value are well constrained.
We also require that lenses have high-quality photometric
redshift estimates: as done by S15 we require that lenses fea-
ture a single-peaked photometric redshift probability distribution
function (requiring ODDS > 0.9, which is computed by both
BPZ and EAZY, see Hildebrandt et al. 2012) for CFHTLenS,
NGVSLenS, RCSLenS, and CS82. For KV450 we instead fol-
low Wright et al. (2019), who show that the selection of galax-
ies with successful nine-band photometry yields highly accurate
redshift estimates in the magnitude range of our lenses.
Following S15 we select lenses in the photometric redshift
range 0.2 < zb < 0.6 (split into four thin lens redshift slices of
width ∆zb = 0.1). Here zb indicates the best-fit BPZ redshift for
all surveys except for CS82, where it corresponds to the EAZY
redshift estimate zp (for which the posterior is maximised).
For the surveys with BPZ catalogues we subdivide the lenses
into red lenses (TBPZ ≤ 1.5) and blue lenses (1.5 < TBPZ < 3.95)
using the photometric type TBPZ as done by S15. Given the lack
of u-band data for RCSLenS, our requirement of highly accurate
redshifts (ODDS > 0.9) removes the majority of the blue lens
candidates over the full redshift range and many red lens candi-
6 We also verified that shape measurements agree well between KSB+
and lensfit for bright galaxies that are not removed by lensfit.
7 We employ a weight function with a scale radius that is larger by a
factor
√
2 compared to the Gaussian scale radius that would optimise
the signal-to-noise ratio in the case of Gaussian brightness profiles.
8 To remove stars we employ the SExtractor CLASS_STAR param-
eter, requiring CLASS_STAR < 0.5. To be consistent with S15 we ad-
ditionally require star_flag = 0 for CFHTLenS and apply a similar se-
lection SG_FLAG = 1 for RCSLenS as recommended by these surveys.
We however find that these latter cuts have a completely negligible im-
pact, removing < 0.2% of the otherwise selected lens candidates only.
Note that we have also verified through visual inspection that our final
lens samples do not suffer from a significant contamination by stars.
9 This is the case for & 98% of the lens candidates.
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Table 1. The lens galaxy samples.
Survey Colour Stellar mass [M] N σ
CFHTLenS Red 10 < log10 M∗ < 10.5 61569 0.35
CFHTLenS Red 10.5 < log10 M∗ < 11 70015 0.30
CFHTLenS Red log10 M∗ > 11 19624 0.23
CFHTLenS Blue 9.5 < log10 M∗ < 10 125968 0.38
CFHTLenS Blue 10 < log10 M∗ < 10.5 69175 0.36
CFHTLenS Blue log10 M∗ > 10.5 25195 0.30
RCSLenS Red 10 < log10 M∗ < 10.5 84380 0.34
RCSLenS Red 10.5 < log10 M∗ < 11 60248 0.29
RCSLenS Red log10 M∗ > 11 7059 0.25
CS82 Red 10 < log10 M∗ < 10.5 120640 0.39
CS82 Red 10.5 < log10 M∗ < 11 141107 0.35
CS82 Red log10 M∗ > 11 68231 0.29
CS82 Blue 9.5 < log10 M∗ < 10 294854 0.37
CS82 Blue 10 < log10 M∗ < 10.5 120989 0.33
CS82 Blue log10 M∗ > 10.5 25528 0.27
KV450 Red 10 < log10 M∗ < 10.5 178394 0.33
KV450 Red 10.5 < log10 M∗ < 11 190479 0.30
KV450 Red log10 M∗ > 11 32543 0.30
KV450 Blue 9.5 < log10 M∗ < 10 421945 0.37
KV450 Blue 10 < log10 M∗ < 10.5 182514 0.31
KV450 Blue log10 M∗ > 10.5 53465 0.31
NGVSLenS Red 10 < log10 M∗ < 10.5 66637 0.37
NGVSLenS Red 10.5 < log10 M∗ < 11 121840 0.36
NGVSLenS Red log10 M∗ > 11 85231 0.31
NGVSLenS Blue 9.5 < log10 M∗ < 10 277549 0.41
NGVSLenS Blue 10 < log10 M∗ < 10.5 262997 0.39
NGVSLenS Blue log10 M∗ > 10.5 150760 0.33
Notes. — Overview over the sub-sample of lens galaxies used: Column 2: Split between red and blue lenses using g − i colour for
CS82 and the photometric type TBPZ from BPZ for the other surveys. Column 3: Stellar mass range. Column 4: Number of selected
lenses in the redshift interval 0.4 ≤ zl < 0.6 for RCSLenS and 0.2 ≤ zl < 0.6 for the other surveys, where the CFHTLenS numbers
are based on the fields that pass the systematics tests from Heymans et al. (2012, see Sect. 2.1). Column 5: Ellipticity dispersion of
the selected lenses with 0.05 < |g| < 0.95 combining both ellipticity components.
dates at zb < 0.4. For RCSLenS we therefore limit the analysis
to red lenses at 0.4 < zb < 0.6.
Following Mandelbaum et al. (2006) and S15 we also sub-
divide the galaxies into stellar mass bins (see Table 1), which
provides a proxy for halo mass. This improves the joint weak
lensing measurement signal-to-noise ratio given the mass depen-
dence of the (anisotropic) NFW shear profile (see Sect. 3.4). We
employ stellar mass estimates from LePhare for CFHTLenS,
RCSLenS, and KV450, and from BPZ for NGVSLenS (see
Sect. 2). Since stellar mass estimates and BPZ photometric types
were not available in the CS82 catalogues employed in our anal-
ysis10, we instead applied a selection in photometric redshift,
g− i colour, and i-band magnitude, which allowed us to approxi-
mately recover the lens bin subdivision employed in CFHTLenS
(see Appendix A for details).
Note that we do not expect that stellar mass estimates are
exactly comparable from survey to survey, given the differences
in the input data (e.g. available bands) and codes used by the
different survey teams to compute them. Similarly, our approach
for CS82 only approximately reproduces the stellar mass bins
10 Bundy et al. (2015) provide a stellar mass catalogue, but we do not
employ it in our analysis since it only covers a part of the footprint of
our CS82 analysis.
used for CFHTLenS (see Appendix A). This is one of the reasons
why we initially analyse all surveys separately and only combine
their constraints in the final step when constraining the signature
of halo ellipticity (see Sections 3.4 and 4).
In Sect. 4 we compare our results to predictions derived by
S15 for central galaxies from mock data based on the Millen-
nium Simulation. Likewise, our modelling approach assumes
that the shear signal surrounding the lens is dominated by the
lens itself. This is a reasonable assumption for centrals, but may
be a poor approximation for satellites, whose surrounding shear
field can be significantly influenced by their more massive cen-
tral host galaxy. We therefore aim to minimise the number of
satellites in our lens sample. To achieve this, we follow S15
and exclude bins with low stellar mass that have a substantial
satellite fraction (Velander et al. 2014). For red lenses located
in the lowest stellar mass bin that is included in our analysis
(10 < log10 M∗ < 10.5), Velander et al. (2014) estimate a satel-
lite fraction of 23 ± 2%. To reduce this fraction further we ad-
ditionally remove11 galaxies that are flagged by SExtractor to
either be blended with another object, or to have their MAG_AUTO
magnitude measurements significantly contaminated by a nearby
11 On average this cut removes about 16% of the lens candidates in this
colour and stellar mass bin.
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neighbour. Many such galaxies are located in the vicinity of a
brighter early-type galaxy, indicating that they may be satellites.
3.3. Source sample
Our parent source sample includes all galaxies with successful
lensfit shape measurements that have shape weights w > 0. To
select background sources we require both zs,b > zl,max + 0.1 and
zs,lower95 > zl,max, where zl,max is the upper limit of each of the four
lens redshift slices, and zs,lower95 indicates the 95% lower source
redshift limit computed by the photometric redshift codes. This
stringent selection reduces the resulting source densities and
therefore the statistical constraining power for those surveys (in
particular RCSLenS and CS82) that have noisier photo-zs, e.g.
due to fewer bands or shallower photometric data.
S15 removed galaxies with zs,b > 1.3 from their source sam-
ple as these are likely subject to an increased photometric red-
shift scatter. Using the CFHTLenS data we find that the inclusion
of these high-z galaxies actually leads to a moderate tightening
of the halo ellipticity constraints. While uncertainties in the red-
shift calibration of these sources may affect the halo mass con-
straints, these uncertainties do not lead to bias in the halo ellip-
ticity constraints, which are derived from the ratio of the (equally
affected) anisotropic and isotropic shear profiles (see Sect. 3.4).
Therefore, we do not remove these galaxies from our analysis.
3.4. Extracting the weak lensing halo shape signature
In our analysis we follow the methodology introduced by M06,
which was also applied by van Uitert et al. (2012) and S15.
As typically done in weak lensing studies, we characterise
the shape of a galaxy via its complex ellipticity
 = 1 + i2 = ||e2iφ . (2)
In the case of an idealised galaxy that has co-centric elliptical
isophotes with a constant ratio of their major and minor axes a
and b and a constant position angle, the absolute value of the
ellipticity is given by
|| = (a − b)/(a + b) . (3)
In this case φ corresponds to the position angle of the major axis
with respect to the coordinate x-axis. The ellipticity transforms
under a reduced shear
g =
γ
1 − κ , (4)
which is a rescaled version of the anisotropic shear γ depending
on the convergence κ, as
 ' s + g ' s + γ , (5)
where we assume small distortions (|γ|  1, |κ|  1) as adequate
for our study (for the general case see Seitz & Schneider 1997;
Bartelmann & Schneider 2001). The intrinsic source ellipticity
s is expected to have a random orientation, yielding expectation
values E(s) = 0 and E() = γ.
In principle, all structures between the source and the ob-
server contribute to the lensing effect. However, when we con-
strain the average shear field around the positions of foreground
lens galaxies only structures at the lens redshift contribute co-
herently to the signal12. The net convergence κ = Σ/Σc is given
by the product of the projected surface mass density Σ and the
inverse critical surface mass density
Σ−1c =
4piG
c2
Dlβ , (6)
which itself depends on the speed of light in vacuum c, the grav-
itational constant G, and the physical angular diameter distances
to the source Ds, to the lens Dl, and between lens and source Dls,
given that the geometric lensing efficiency β is defined as
β =
Dls
Ds
H(zs − zl) , (7)
where H(x) indicates the Heaviside step function.
When stacking the shear field around foreground lens galax-
ies it is useful to decompose the shear and the ellipticities of
background galaxies into the tangential component
t = −1 cos 2θ − 2 sin 2θ (8)
and the 45 degrees-rotated cross component
× = +1 sin 2θ − 2 cos 2θ , (9)
where θ indicates the azimuthal angle with respect to the position
of the lens when measured from the x-axis.
3.4.1. Constraining the isotropic shear field
The profile of the azimuthally-averaged tangential shear
〈γt〉(r) = ∆Σ/Σc directly relates to the differential profile of
the surface mass density ∆Σ(r) ≡ Σ(< r) − Σ(r) (Miralda-Escude
1991), where Σ(< r) and Σ(r) indicate the mean surface mass
density within the projected radius r and at r, respectively (this
also holds for non-axis-symmetric mass distributions, see e.g.
Kaiser 1995; Umetsu 2020). Phrasing the analysis in terms of
∆Σ rather than γ has the advantage of scaling out the redshift
dependence of the shear signal. The differential surface density
can directly be estimated from the source galaxy ellipticities as
∆̂Σ(r) =
∑
i j wiΣ−2c,i j
(
t,iΣc,i j
)
∑
i j wiΣ−2c,i j
=
∑
i j wiΣ−1c,i jt,i∑
i j wiΣ−2c,i j
, (10)
where the summation is executed over all pairs of lenses j in the
corresponding redshift, colour and stellar mass bin, and sources
i located in an annulus around a radius r from the correspond-
ing lens. Here we multiply the source shape weight wi ' σ−2,i
(Miller et al. 2013; Fenech Conti et al. 2017) with Σ−2c,i j to ob-
tain optimised combined weights with increased sensitivity. As
also done in later subsections we indicate estimators using the ̂
symbol.
The critical surface mass density Σc,i j depends on the
redshifts of the lens zl, j and source zs,i (see Eq. 6), where
Σ−1c,i j = Σ
−2
c,i j = 0 if zs,i ≤ zl, j. We approximate zl, j with the cen-
tre zl,c of each of the ∆zl = 0.1 wide thin lens redshift slides for
12 Structures in front of the lens do not contribute to the net isotropic
galaxy-galaxy lensing signal, but can cause spurious signal for weak
lensing constraints on halo ellipticity for simple estimators (this is cor-
rected for in our analysis, see Sect. 3.4.2). Structures behind the lens do
not cause any bias.
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computational efficiency as done by S15. For the computation of
Σ−1c,i j we employ the best-fit photometric redshift estimates zs,b as
source redshifts zs,i for KV450, NGVSLenS, and CS82. For con-
sistency with S15, we instead compute an effective Σ−1c,i j for each
source from its effective geometric lensing efficiency (see Eq. 6)
βeffi =
∫
β(zl,c, zs)pi(zs)dzs using the full posterior redshift proba-
bility distribution pi(z) provided by BPZ for the CFHTLenS anal-
ysis. However, tests using zb instead indicate that this does not
have a significant impact on our halo ellipticity results. For RC-
SLenS we follow the recommendation from Hildebrandt et al.
(2016) to compute Σ−1c,i j (see Eq. 6) from the pi(z) provided for
the source galaxies, which is more important for this survey
given the lack of u-band data, leading to larger redshift uncer-
tainties. In any case it is important to realise that also the use of
the full reported posterior redshift probability distribution p(z)
can yield biased estimates of the lensing efficiency if it does not
accurately reflect the true redshift probability distribution (see
e.g. Schrabback et al. 2018), introducing systematic biases in
halo mass estimates. Fortunately, these biases cancel out for the
constraints on halo ellipticity, which are derived from the ratio
of the (equally affected) isotropic and anisotropic shear profiles
(see Sect. 3.4.3). For halo ellipticity measurements redshift er-
rors only lead to non-optimal weighting (given the inclusion of
Σ−2c,i j in the effective weights). Therefore, we do not need to obtain
highly accurate calibrations of the source redshift distribution for
our analysis.
We fit the isotropic part of the measured shear profile for
each lens sample with model predictions that assume spheri-
cal NFW density profiles (Navarro et al. 1996) as detailed in
Wright & Brainerd (2000), applying the concentration–mass re-
lation from Duffy et al. (2008). This provides estimates for the
mass M200c located within a sphere with radius r200c, in which
the mean density equals 200 times the critical density of the
Universe at the lens redshift. Following S15 we account for the
minor impact the convergence has in Eq. (4) when computing
isotropic NFW shear profile predictions to obtain more accurate
halo mass estimates, but we can safely ignore this in the formal-
ism used to constrain the anisotropic shear signal.
3.4.2. Constraining the anisotropic shear field
Natarajan & Refregier (2000) introduced a formalism to con-
strain the anisotropic weak lensing shear field around lenses, as-
suming elliptical isothermal mass distributions. M06 extended
this formalism to other density profiles, including elliptical NFW
density profiles. Importantly, they also introduced a prescrip-
tion to correct for the main source of systematics in halo ellip-
ticity measurements, which is spurious signal caused by addi-
tional alignments of lenses and sources caused by other effects
such as cosmic shear or PSF anisotropy residuals. This formal-
ism was also used by S15, who identified an apparent sign in-
consistency in the M06 model predictions via their analysis of
simplified mock data, and also tested the formalism on the Mil-
lennium Simulation, which features actual projected halo mass
distributions. Here we employ this formalism assuming elliptical
NFW mass distributions, following the notation from M06 with
modifications from S15. Below we only summarise the relevant
notation, see M06 and S15 for more detailed derivations and
explanations. Note that Clampitt & Jain (2016) and van Uitert
et al. (2017) introduced alternative notations and slightly differ-
ent estimators to obtain systematics-corrected halo ellipticity es-
timates, but as shown by van Uitert et al. (2017) these are either
equivalent to the approach we use or yield similar results.
In order to stack the anisotropic shear field around the
(in projection approximately) elliptical dark matter haloes, we
would ideally like to rotate the coordinates such that the major
axes of all haloes align. Unfortunately, the true orientations of
the haloes are unknown. Thus, we can only align the shear field
according to the orientations of the ellipticities g of the observed
lens light distributions. As a result, our analysis is only sensitive
to the average of the component
h,a = cos(2∆φh,g)|h| (11)
of the halo ellipticity h that is aligned with the galaxy ellip-
ticity. Here ∆φh,g indicates the misalignment angle, which we
assume is independent of |h|. Considering that the asymmetry
in the shear field scales in good approximation with the elliptic-
ity of the mass distribution (see e.g. Fig. 2 in S15), we can then
model the average tangential shear field (scaled via Σc) around
lens galaxies as
∆Σmodel(r,∆θ) = ∆Σiso(r)
[
1 + 4 frel(r)h,a cos(2∆θ)
]
, (12)
where ∆θ indicates the position angle as measured from the ma-
jor axis of the lens galaxy. Note that the corresponding equation
in M06 uses a different prefactor in the anisotropic term, which is
due to the different ellipticity definition employed in their work
(see S15).
Following M06 and S15 we assume that |h| ∝ |g| (see van
Uitert et al. 2012 for the exploration of additional schemes), in
which case Eq. (12) can be written as
∆Σmodel(r,∆θ) = ∆Σiso(r)
[
1 + 4 f (r)|g| cos(2∆θ)
]
, (13)
where
f (r) = frel(r) fh (14)
relates to the average ratio
fh = 〈h,a/|g|〉 = 〈cos(2∆φh,g)|h|/|g|〉 (15)
between the aligned component of the halo ellipticity and the el-
lipticity of the light distribution, which is the main quantity we
aim to constrain with our analysis. The quantity frel(r) in Equa-
tions (12) and (14) depends on the assumed density profile. Here
we employ numerical model predictions for frel(r) obtained by
M06 for elliptical NFW profiles (for an analytic computation
scheme see van Uitert et al. 2017).
M06 show that estimators (which are indicated by thê
symbol) for the isotropic and anisotropic components of the
scaled shear field in Eq. (13) are given by ∆̂Σiso(r) = ∆̂Σ(r) (see
Eq. 10) and
̂f (r)∆Σiso(r) =
∑
i j wiΣ−1c,i jt,i|g, j| cos(2∆θi j)
4
∑
i j wiΣ−2c,i j|g, j|2 cos2(2∆θi j)
, (16)
where we again sum over lenses j and sources i that are located
in a separation interval around r around the corresponding lens.
Here θi j indicates the position angle of source i as measured from
the major axis of lens j.
Cosmic shear caused by structures in front of the lens, as well
as potential residuals in the PSF anisotropy correction, can align
the observed ellipticities of lenses and sources. This leads to es-
timates of halo ellipticity that are biased low when constrained
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via Eq. (16) (M06). To remove this spurious contribution, M06
introduce an additional estimator
̂f45(r)∆Σiso(r) = −
∑
i j wiΣ−1c,i j×,i|g, j| sin(2∆θi j)
4
∑
i j wiΣ−2c,i j|g, j|2 sin2(2∆θi j)
(17)
analogously to Eq. (16), but based on the ellipticity cross com-
ponent × (Eq. 9). This estimator carries an approximately equal
spurious signal at the scales relevant for our analysis (see M06
and S15), which is why the modified estimator
̂[ f (r) − f45(r)] ∆Σiso(r) ≡ ̂f (r)∆Σiso(r) − ̂f45(r)∆Σiso(r) (18)
probes halo ellipticity without being affected by this systematic
contribution. Note that the analysis of mock data based on the
Millennium Simulation (Springel et al. 2005; Hilbert et al. 2009)
by S15 revealed that this estimator also approximately cancels a
further systematic signal contribution, which S15 interpret as the
impact of shape-shear correlations (e.g. Hirata & Seljak 2004;
Joachimi et al. 2013b) caused by the wider large-scale environ-
ment of the lens dark matter halo.
Similarly to f (r), f45(r) also contains some signal from the
flattened halo, which is why both must be modelled. Analo-
gously to Eq. (14), the model for f45(r) is scaled as
f45(r) = frel,45(r) fh . (19)
M06 obtained numerical predictions for frel(r) and frel,45(r) for
elliptical NFW models as a function of the ratio r/rs. These were
kindly provided to us in tabulated form, from which we interpo-
late. To employ these models, we infer the NFW scale radius
rs = r200c/c200c from the fit to the isotropic signal (Sect. 3.4.1)
and the adopted relation between the mass M200c and concen-
tration c200c. In addition, we apply the sign correction to the
frel,45(r) model prediction from S15.
3.4.3. Estimating fh
In order to estimate the aligned ellipticity ratio fh we define
ŷ(r) =
1
frel(r) − frel,45(r)
̂[ f (r) − f45(r)] ∆Σiso(r) , (20)
x̂(r) = ∆̂Σiso(r) . (21)
Simply using
f̂ biasedh (r) =
ŷ(r)
x̂(r)
(22)
would lead to a biased estimate given the noise in x̂(r).13 There-
fore, we instead follow M06 and employ an approach introduced
by Bliss (1935a,b) and Fieller (1954), which aims to constrain a
ratio m = y/x of two random variables. Here m corresponds to fh
and we assume that both x and y follow Gaussian distributions,
which is a plausible approximation in the shape-noise-dominated
regime of galaxy-galaxy lensing. The different radial bins pro-
vide multiple estimates x̂k and ŷk, where we can optionally add
estimates from different stellar mass bins and surveys in order
to derive joint constraints. The quantity ŷk − mx̂k is a Gaussian
13 Note however that the isotropic shear profile and therefore x̂(r) is
typically well constrained (see Fig. 1 and Figs. C.1 to C.4), which is why
the uncertainties in ŷ(r) have the biggest impact on the uncertainties of
the fh estimates.
random variable drawn from a N(µ = 0, σ2 = w˜−1k ) normal dis-
tribution for each k, with w˜−1k = σ
2
ŷk
+ m2σ2x̂k .
14 As a result, the
summation∑
k w˜k(ŷk − mx̂k)∑
k w˜k
∼ N
(
0,
1∑
k w˜k
)
(23)
over all measurements also constitutes a Gaussian random vari-
able for a given m, allowing us to identify frequentist confidence
intervals at the Zσ level as
−Z√∑
k w˜k
<
∑
k w˜k(ŷk − mx̂k)∑
k w˜k
<
Z√∑
k w˜k
. (24)
A grid search inm then yields the desired estimator as best-fitting
value
f̂h = m(Z = 0) , (25)
at which we also compute a reduced χ2 as
χ2/d.o.f. =
∑k=n
k=1 w˜k(ŷk − m(Z = 0)x̂k)2
n − 1 , (26)
as well as 68 per cent confidence limits m(Z = ±1). S15 have
shown that off-diagonal covariance elements are sufficiently
small that they can be neglected when estimating halo ellipticity
with this approach.
Note that we apply an alternative Bayesian approach to es-
timate fh in Appendix B, which yields broadly consistent con-
straints. We report the constraints derived using the approach
described here as our main results, especially since we com-
pare them to simulation-based predictions from S15, which were
computed using the same methodology (see Sect. 5).
4. Results
Figure 1 shows the measured isotropic ∆̂Σ(r) and anisotropic
̂[ f (r) − f45(r)] ∆Σiso(r) profiles, where the latter is scaled by r for
better readability, estimated in 25 logarithmic bins of transverse
physical separation between 20 kpc/h70 and 1.2 Mpc/h70 for the
different stellar mass and colour bins of the NGVSLenS analy-
sis. The corresponding figures for the other surveys can be found
in Appendix C.
In order to compute the average signal and error-bars shown
in Fig. 1 we follow S15, first splitting the lens catalogues into
patches covering ∼ 1deg2 (defined via the original survey point-
ings). For each patch we compute the profiles for each lens bin,
employing larger cutouts from the mosaic source catalogue to
ensure good coverage at the edges of a patch. For each lens
colour and stellar mass bin we then compute the combined signal
from all patches and thin lens redshift slices, weighting contri-
butions according to their individual weight sums in the corre-
sponding radial bin. Error-bars are then computed from 30,000
bootstrap re-samples of the contributing patches.
To robustly constrain halo shapes we aim to only include
scales in the fit that are dominated by the host dark matter
haloes of the lens galaxies. Following S15 we therefore include
scales 45 kpc/h70 < r < r200c when constraining fh, and scales
45 kpc/h70 < r < 200 kpc/h70 for an initial fit of the isotropic sig-
nal that is used to estimate r200c and halo masses. Smaller scales
14 Note that there is a typo in the corresponding equation in S15, but
their results were computed correctly.
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Fig. 1. Measured isotropic (top sub-panel in each panel) and anisotropic (bottom sub-panel in each panel, note the varying y-axis scale) shear
signal around red (left) and blue (right) lenses in the NGVSLenS fields. From top to bottom the different panels show decreasing stellar mass
bins as indicated. For better readability the anisotropic signal has been scaled by r. The best-fitting NFW shear profile constrained within
45 kpc/h70 < r < 200 kpc/h70 is shown by the curve for the isotropic signal. For ( f − f45)∆Σ the curves show models computed from the best-fit
isotropic model and the best-fit fh for the solid curve, and fh ∈ {+1, 0,−1} for the dotted curves, respectively. The best-fit fh has been constrained
from ( f − f45)∆Σ and ∆Σ within 45 kpc/h70 < r < r200c (range indicated by vertical lines), where r200c has been estimated from the isotropic signal.
The corresponding figures for the other surveys are shown in Appendix C.
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Table 2. Weak lensing constraints for the different stellar mass and colour bins in the different surveys, as well as joint fh constraints.
Survey Colour Stellar mass zl,midpoint r200c M200c fh χ2/d.o.f.
[M] [kpc/h70] [1011M/h70]
NGVSLenS Blue 9.5 < log10M∗ < 10 0.4 116 2.7 ± 0.3 −0.22+0.48−0.48 8.3/5
NGVSLenS Blue 10 < log10M∗ < 10.5 0.4 137 4.5 ± 0.5 0.22+0.36−0.36 10.9/6
NGVSLenS Blue log10M∗ > 10.5 0.4 187 11.4 ± 0.9 0.23+0.31−0.30 9.0/8
NGVSLenS Red 10 < log10M∗ < 10.5 0.4 179 10.0 ± 1.3 0.61+0.47−0.45 19.2/7
NGVSLenS Red 10.5 < log10M∗ < 11 0.4 209 15.9 ± 1.1 0.33+0.23−0.23 7.1/8
NGVSLenS Red log10M∗ > 11 0.4 320 56.8 ± 2.8 0.28+0.14−0.14 9.3/11
KV450 Blue 9.5 < log10M∗ < 10 0.4 117 2.8 ± 0.3 0.34+0.59−0.58 2.9/5
KV450 Blue 10 < log10M∗ < 10.5 0.4 152 6.2 ± 0.7 0.14+0.60−0.60 4.8/6
KV450 Blue log10M∗ > 10.5 0.4 195 12.8 ± 1.8 0.13+0.55−0.55 6.2/8
KV450 Red 10 < log10M∗ < 10.5 0.4 174 9.2 ± 1.0 0.34+0.42−0.41 10.9/7
KV450 Red 10.5 < log10M∗ < 11 0.4 253 28.2 ± 1.5 0.34+0.18−0.18 8.4/10
KV450 Red log10M∗ > 11 0.4 368 86.2 ± 6.0 0.30+0.20−0.20 21.7/12
CFHTLenS Blue 9.5 < log10M∗ < 10 0.4 128 3.6 ± 0.7 0.75+0.72−0.68 7.6/5
CFHTLenS Blue 10 < log10M∗ < 10.5 0.4 186 11.2 ± 1.6 0.34+0.47−0.47 3.5/8
CFHTLenS Blue log10M∗ > 10.5 0.4 236 22.9 ± 3.8 0.69+0.56−0.55 8.2/9
CFHTLenS Red 10 < log10M∗ < 10.5 0.4 171 8.7 ± 1.4 −0.39+0.67−0.68 7.4/7
CFHTLenS Red 10.5 < log10M∗ < 11 0.4 247 26.1 ± 2.3 0.26+0.32−0.32 6.3/9
CFHTLenS Red log10M∗ > 11 0.4 366 85.0 ± 8.5 0.09+0.35−0.35 8.7/12
CS82 Blue 9.5 < log10M∗ < 10 0.4 107 2.1 ± 1.0 −2.88+5.57−17.12 5.7/4
CS82 Blue 10 < log10M∗ < 10.5 0.4 139 4.6 ± 2.4 1.01+2.79−2.54 2.2/6
CS82 Blue log10M∗ > 10.5 0.4 234 22.3 ± 11.8 1.96+2.99−1.89 7.2/9
CS82 Red 10 < log10M∗ < 10.5 0.4 146 5.4 ± 2.4 −0.66+1.16−1.36 7.7/6
CS82 Red 10.5 < log10M∗ < 11 0.4 235 22.5 ± 5.0 0.25+0.75−0.74 11.2/9
CS82 Red log10M∗ > 11 0.4 340 68.1 ± 11.7 0.64+0.47−0.46 10.4/11
RCSLenS Red 10 < log10M∗ < 10.5 0.5 199 15.4 ± 4.8 1.10+1.26−1.17 11.7/8
RCSLenS Red 10.5 < log10M∗ < 11 0.5 242 27.7 ± 7.5 0.40+0.94−0.92 6.8/9
RCSLenS Red log10M∗ > 11 0.5 403 127.4 ± 50.0 −0.22+1.40−1.38 12.7/12
All Red log10M∗ > 10 0.303+0.080−0.079 160.1/152
All Red log10M∗ > 10.5 0.304+0.083−0.081 104.1/112
All Blue log10M∗ > 9.5 0.217+0.160−0.159 78.8/90
can carry significant contributions from the baryonic matter dis-
tribution (see the small-scale increase in the isotropic signal in
the top panels of Fig. 1), and for the lenses with the highest stel-
lar mass these small scales also suffer from a dependence of the
density of the selected sources on the position angle from the
lens major axis (see S15). Larger radii are excluded from the fits
as the shear profile may be significantly affected (see the excess
isotropic signal at large radii in Fig. 1) either by neighbouring
haloes or the parent halo if the lens is not a central galaxy but
a satellite (see e.g. Velander et al. 2014, but note that we apply
cuts to reduce the fraction of satellites as explained in Sect. 3.2).
Within our fit range the ∆̂Σ(r) profiles are generally well de-
scribed by the employed NFW models (see Fig. 1 and Figs. C.1
to C.4).
Table 2 summarises the results we obtain for the different
surveys and lens colour and stellar mass bins. Here we notice
significant differences in the estimated halo masses between the
different surveys for some of the colour and stellar mass bins.
Uncertainties in the shape and redshift calibrations of the source
galaxies may contribute to these differences, but we suspect that
they are dominantly caused by differences in the stellar mass def-
initions of the different surveys (see Sect. 2). This is also hinted
at by the fact that the lens ellipticity dispersion in particular lens
colour and stellar mass bin combinations differs significantly be-
tween the different surveys (see Table 1). Likewise, the fractions
of how many lenses fall into the different stellar mass bins vary
between the surveys (compare Table 1). These differences in the
stellar mass definitions, as well as the significant depth differ-
ences between the surveys are the main reasons why we initially
analyse the surveys separately. Note that this does not limit our
ability to constrain fh, given that the stellar masses are only used
as a proxy to select approximately similar lenses within each
particular lens bin.
Individual fh constraints for the different surveys and lens
bins are noisy (see Table 2), where the most significant
(' 1.5–2σ) deviations from zero are found for the more mas-
sive red lenses in NGVSLenS and KV450. As explained in
Sect. 3.4.3 we then compute joint constraints on fh from the
∆̂Σ(r) and ̂
[
f (r) − f45(r)] ∆Σiso(r) profiles of the different sur-
veys. When including all surveys and stellar mass bins, we ob-
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tain fh = 0.303+0.080−0.079 for red lenses, and fh = 0.217
+0.160
−0.159 for blue
lenses. These joint constraints are also indicated in Fig. 2, in
which we plot the constraints on fh versus M200c for the individ-
ual surveys and stellar mass bins. Our results can also be com-
pared to a recent halo shape analysis of the fourth KiDS data
release (Georgiou et al. 2019b, see Fig. 2), which we discuss fur-
ther in Sect. 5. Following S15 we alternatively drop the lowest
stellar mass bin for red lenses, since this bin likely includes the
highest fraction of satellite galaxies (e.g. Velander et al. 2014).
In this case the resulting joint constraints fh = 0.304+0.083−0.081 are
essentially unchanged with only minimally inflated errors, sug-
gesting that they are robust and dominated by the more massive
lenses. Note that the χ2/d.o.f. values for the joint constraints are
fully consistent with expected statistical fluctuations (see Table
2), corresponding to p-values of 0.31 (0.79) for the analysis com-
bining all red (blue) lenses.
For illustration we also show joint representations for the
anisotropy of the shear field from all surveys and lens bins as
a function of r/rs in Fig. 3. To achieve this, we divide the mea-
sured ( f − f45)∆Σ(r) profiles by the best-fit models for the spher-
ical ∆Σ(r) profiles. As visible from the binned data points (shown
in black) there is no significant radius-dependent deviation from
the model prediction ( frel − frel,45) fh, where fh corresponds to the
best-fit joint estimate for red and blue lenses, respectively.
5. Discussion
Combining measurements from five different weak lensing sur-
veys we have been able to tighten constraints on halo ellipticity
substantially compared to the previous CFHTLenS-only analy-
sis conducted by S15, which employed the same methodology.
While all surveys contribute to our new constraints, the most
constraining contributions come from NGVSLenS and KV450
(compare Table 2), which is thanks to the excellent depth and
superb seeing in the case of NGVS, and the excellent data qual-
ity and wide area in the case of KV450.
For red lenses we now obtain fh = 0.303+0.080−0.079 (a 3.8σ de-
tection of non-zero fh), compared to fh = 0.217+0.160−0.159 for blue
lenses. These results are in excellent agreement with predic-
tions that S15 derived using mock data based on the Millen-
nium Simulation (Springel et al. 2005; Hilbert et al. 2009). The
lens galaxy shapes for these mock data were initially computed
by Joachimi et al. (2013a), employing the scheme from Hey-
mans et al. (2006b). This assumes that the shapes of early-type
galaxies follow those of their host dark matter haloes, while
disc-dominated late-type galaxies are initially aligned such that
their spin vector is parallel to the angular momentum vector of
the corresponding host halo. Joachimi et al. (2013b) added mis-
alignment between galaxies and their host dark matter haloes to
these mock catalogues. For early-type galaxies they employed
a Gaussian misalignment distribution with a scatter of 35◦, as
estimated from the distribution of satellites around SDSS lu-
minous red galaxies (Okumura et al. 2009). This corresponds
to a mean absolute misalignment angle of ∼ 28◦, which is
broadly consistent with results from hydrodynamical simula-
tions (see Tenneti et al. 2014). For late-type galaxies Joachimi
et al. (2013b) used the fitting function from Bett (2012), which
was derived from simulated haloes that include baryons and
incorporate models of galaxy formation physics (Bett et al.
2010; Deason et al. 2011; Crain et al. 2009; Okamoto et al.
2005). Combining lenses in halo mass ranges that are similar
to our analysis, S15 estimate fh = 0.616+0.006−0.005 (0.095 ± 0.005)
for perfectly aligned early- (late-) type mock galaxies, which
reduces to fh = 0.285+0.006−0.004 (0.025
+0.006
−0.004) when including mis-
alignment, in excellent agreement with our measurements. As
a caveat we note that the early-type mock galaxies have no-
ticeably lower intrinsic ellipticity dispersions compared to the
real red lens galaxies. To account for this, S15 considered dif-
ferent schemes to re-scale their results which lower the fh pre-
dictions from the simulation. If we rescale according to the
factor 〈|g|〉surveys/〈|g|〉simulation = 1.53 (considering lenses with
0.05 < |g| < 0.95) we would expect fh ' 0.19 from the simu-
lation, which is still consistent with our measurement for red
lenses at the 1.5σ level.
The good agreement of our measurements with the current
model predictions provides an important consistency check for
galaxy formation models. This is also of direct relevance for
cosmic shear measurements (e.g. Schrabback et al. 2010; Hey-
mans et al. 2013; Jee et al. 2016; Troxel et al. 2018; Hamana
et al. 2020; Asgari et al. 2020; Hildebrandt et al. 2020), which
can be biased low due to shape–shear alignments (e.g. Hirata &
Seljak 2004; Joachimi et al. 2015; Tugendhat & Schäfer 2018).
These are caused by alignments of galaxies with their surround-
ing dark matter haloes and large-scale structure environments,
which shear the images of background galaxies. This is linked
to our measurements in two ways: First, the flattened halo con-
tributes to the shearing of background galaxies and therefore
the shape–shear alignments at small scales (Bridle & Abdalla
2007). Second, the misalignment between the lens shape and
its surrounding dark matter distribution reduces the net strength
of the shape–shear correlation. Constraints such as the ones de-
rived from our analysis can therefore be used to update shape–
shear corrections for cosmic shear. At large scales these correc-
tions can be calibrated from the alignment of galaxy ellipticities
with their surrounding galaxy distributions, but at small scales
(. 200 kpc) uncertainties regarding the galaxy bias prohibit the
robust application of this approach (Hilbert et al. 2017). Fortu-
nately, these are precisely the scales at which asymmetries in
the matter distribution are probed by weak lensing analyses of
galaxy halo shapes. We therefore suggest that future analyses
of hydrodynamical simulations, which are used to constrain and
calibrate intrinsic alignment models for cosmic shear (see e.g.
Tenneti et al. 2016; Chisari et al. 2017; Hilbert et al. 2017; Pi-
ras et al. 2018), also provide direct predictions for fh, which can
then be compared to the observational constraints.
We stress the importance of comparing observational con-
straints on fh to results from consistently analysed mock data,
in order to properly account for imperfections in the analysis
scheme. For example, the mock analysis from S15 shows that the
systematics-corrected analysis scheme introduced by M06 is ca-
pable to approximately, but not perfectly, correct for the impact
of cosmic shear and large-scale shape–shear correlations. Small
residuals should however consistently occur in the real data and
the mock analysis, thus allowing for a fair comparison. Likewise,
our modelling approach assumes a linear scaling between galaxy
ellipticity and halo ellipticity, as well as ellipticity-independent
misalignment (see Sect. 3.4.2), neither of which assumptions is
likely met exactly in reality. While this likely affects the absolute
values of the resulting fh constraints, this is not a concern for a
relative comparison to predictions from simulations, as long as
the same assumptions are made when analysing the simulated
data. In particular, S15 make the same assumptions in their anal-
ysis of mock data, which is why our results are directly compa-
rable to their predictions. Yet, in order to further improve future
mock predictions, it will be important to further increase the re-
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Fig. 2. Constraints on fh and M200c from the different surveys for red (left) and blue (right) lenses. For each survey the different data points
correspond to the different stellar mass bins. The horizontal solid and dotted lines mark the best-fit joint fh constraints and the ±1σ limits,
respectively. For comparison we also show results from the KiDS-1000 analysis of central galaxies from Georgiou et al. (2019b), including their
default constraints and their results achieved using a wider weight function for the shape measurements (shown with an offset in mass for clarity).
Fig. 3. Ratio of the measured ( f − f45)∆Σ(r) profiles and the best-fit models for the spherical ∆Σ(r) profiles as a function of the radius in units of
the NFW scale radius rs. The left panel corresponds to red lenses, while blue lenses are shown on the right. Each grey point corresponds to one
data point from Figs. 1 and C.1 to C.4 (if it is located within the included fit range, see Sect. 4). Binned averages of these points are shown in black.
The curves show model predictions ( frel − frel,45) fh for the best-fit joint fh estimates for red and blue lenses, respectively.
alism of the galaxy shapes and misalignment models employed
when creating the simulations.
Observational constraints on halo ellipticity have been ob-
tained by a number of previous weak lensing studies. Among the
earlier studies aiming to constrain halo ellipticity, Hoekstra et al.
(2004) and Parker et al. (2007) analysed single-band imaging
from RCS and CFHTLS without subdividing into red and blue
lenses. Assuming elliptical truncated isothermal sphere models
and conducting a maximum likelihood analysis, Hoekstra et al.
(2004) obtained fh = 0.77+0.18−0.21, while Parker et al. (2007) inves-
tigated the ratio of the shears averaged in quadrants along the
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lens minor and major axes, yielding a tentative deviation from
isotropy (they measured a mean ratio 0.76 ± 0.10 when includ-
ing scales out to 70′′). The fh estimate from Hoekstra et al.
(2004) is surprisingly high compared to our results. While the
different assumptions regarding the density profiles affect fh con-
straints (see M06), a more important reason for the discrepancy
is likely given by the lack of a correction for the spurious signal
caused by other sources of lens–source ellipticity alignments in
the Hoekstra et al. (2004) analysis. Such alignments can bias fh
constraints low in the case of contributions from cosmic shear
or consistently too large or too small PSF anisotropy corrections
(M06). Likewise, they can bias them high for contributions from
large-scale shape–shear correlations (S15). S15 argue that the
latter effect may have biased the constraints from Hoekstra et al.
(2004) high given that their data are relatively shallow, which
leads to a stronger impact of shape–shear correlations compared
to cosmic shear.
The methodology used in our analysis to correct for spuri-
ous signal was introduced by M06. Their analysis of SDSS data
yielded fh = 0.60 ± 0.38 for red and fh = −1.4+1.7−2.0 for blue lenses
when assuming elliptical NFW mass profiles. While these con-
straints are consistent with our results, they are likely affected by
a sign error in the f45 model prediction as identified by S15. The
same is the case for the analysis of van Uitert et al. (2012), who
find fh = 0.20+1.34−1.31 for red lenses and fh = −2.17+1.97−2.03 for blue
lenses from RCS2 data when assuming elliptical NFW profiles
and using the same lens ellipticity weighting as employed in our
study. While we also incorporate RCS2 data into our study (“RC-
SLenS”), there are substantial differences. In particular, we em-
ploy lensfit shapes for the sources and fainter lenses (compared
to KSB shapes for van Uitert et al. 2012), restrict the analy-
sis to fields with four-band photometry (see Sect. 2.2), and only
employ red lenses at 0.4 < zb < 0.6 due to their better photo-z
performance given the lack of u-band data (see Sect. 3.2). Most
importantly, we apply the sign correction for the f45 model (see
Sect. 3.4.2). Together, this allows us to tighten the joint con-
straints for red lenses from RCS2 data noticeably compared to
the previous results from van Uitert et al. (2012) to fh = 0.59+0.67−0.66
(see Table 2 for results on the individual stellar mass bins). Nev-
ertheless, RCSLenS provides the weakest contribution to our
overall joint constraints from the five surveys (see Fig. 2). This is
due to the comparably shallow source catalogue and the lack of
u-band data, which leads to more noisy photometric redshift esti-
mates and causes us to only employ lenses in a narrower redshift
range (see Sect. 3.2).
Within the uncertainties our measurements are fully consis-
tent with the CFHTLenS results from S15, who used the same
methodology as we do and obtained fh = −0.04 ± 0.25 for red
lenses and fh = 0.69+0.37−0.36 for blue lenses. Their and our results
are of course not independent given that we include CFHTLenS
data in our analysis. Different to S15 we no longer remove
zb > 1.3 galaxies from our source sample, which leads to a mod-
erate tightening of the CFHTLenS-only constraints in our anal-
ysis15 and shifts best-fitting values well within the error-bars to
fh = 0.09 ± 0.23 ( fh = 0.54+0.33−0.32) for red (blue) lenses (see Table
2 for results on the individual stellar mass bins).
Very recently, the same methodology was applied by Geor-
giou et al. (2019b), who used data from the latest KiDS
data release (Kuijken et al. 2019, KiDS-1000) to constrain
15 This is thanks to the high lensing efficiency weights of the zb > 1.3
sources and their non-negligible number (e.g., they constitute 29% of
all CFHTLenS sources with zb > 0.7).
fh for a highly pure sample of central galaxies. In their
default analysis they obtain fh = 0.34 ± 0.17 for red lenses
and fh = 0.08 ± 0.53 for blue lenses, which increases to
fh = 0.55 ± 0.19 ( fh = 0.28 ± 0.55) for red (blue) lenses when
they employ a 1.5 times wider weight function in the measure-
ment of lens galaxy shapes using DEIMOS (Melchior et al. 2011).
In our analysis we incorporate data from the previous KiDS KV-
450 release, which covers slightly less than half of the area of
KiDS-1000. A direct comparison between their and our study is
complicated by differences in the lens selections, but we can at-
tempt to match samples based on the estimated halo mass. Their
blue sample is most similar to the blue KV-450 lenses in our
highest stellar mass bin, for which we obtain fh = 0.13 ± 0.55 in
excellent agreement with both of their analyses schemes. Like-
wise, their red lenses are best matched by the combination of
our two highest stellar mass bins of KV450 red lenses that yield
fh = 0.32 ± 0.14, which is in excellent agreement with their de-
fault analysis and still consistent with their results obtained using
a wider weight function. Note that both studies achieve similar
statistical uncertainties, where our photometric selection leads to
a larger lens sample, which also extends to lower masses (com-
pare Fig. 2). This is compensated by the larger sky area in their
analysis. The increase Georgiou et al. (2019b) observe in their
fh constraints when using a wider weight function is interesting,
as it also relates to recent results that suggest that central galax-
ies may be more aligned with their satellite distribution if their
shapes are measured with more sensitivity to the galaxy outskirts
(Huang et al. 2016; Georgiou et al. 2019a). Note that we also em-
ploy a slightly widened weight function when computing KSB+
moments for those galaxies without successful lensfit shape es-
timates (see Sect. 3.1). A detailed comparison to this aspect of
the Georgiou et al. (2019b) results is complicated by differences
between the shape measurement algorithms (lensfit and KSB+
versus DEIMOS), which is why we defer further investigations of
the weight function-dependence of fh constraints to future work.
A number of studies have also constrained halo elliptic-
ity at the mass scale of galaxy groups and clusters. For exam-
ple, van Uitert et al. (2017) constrain the average halo ellip-
ticity of groups in the GAMA survey using KiDS weak lens-
ing data assuming elliptical NFW density profiles. They find
that the shear signal around the brightest group/cluster mem-
ber (BCG) shows substantial anisotropy at scales r < 250 kpc,
which yields an average halo ellipticity of 〈|h|〉 = 0.38 ± 0.12
when assuming perfect alignment with the BCG orientation.
At larger scales their signal becomes isotropic with respect to
the BCG orientation, but still remains anisotropic when com-
pared to the spatial distribution of group members. Clampitt
& Jain (2016) constrain the anisotropy in the lensing signal
around luminous red galaxies (LRGs) that are similar to the
BCGs from van Uitert et al. (2017) yielding a smaller value
〈|h|〉 = 0.12 ± 0.03 (in our ellipticity definition). Building up on
this work, Shin et al. (2018) infer a best-fit average axis ratio of
q = 0.56 ± 0.09(stat.) ± 0.03(sys.) in the mass distribution for a
weak lensing analysis of redMaPPer (Rykoff et al. 2014) clus-
ters, corresponding to 〈|h|〉 = 0.28 ± 0.08. At higher masses, us-
ing weak lensing data of strong lensing clusters and employing
the strong lensing constraints as a proxy for the orientation of the
halo, Oguri et al. (2012) obtain 〈|h|〉 = 0.31 ± 0.05. Similarly,
Umetsu et al. (2018) combine weak lensing shear and magnifi-
cation measurements of 20 massive CLASH clusters to obtain
〈|h|〉 = 0.20 ± 0.05 (when using our ellipticity definition).
It is important to realise that these constraints are obtained at
significantly higher mass scales (see Fig. 4 for an approximate
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Fig. 4. Comparison of constraints on 〈|h|〉 for red galaxies, galaxy
groups, and galaxy clusters from different studies. For our study we
combine the constraints from all red lens samples for our two high-
est stellar mass bins, showing both the uncorrected estimate (assum-
ing perfect alignment of galaxies and haloes), and the more realistic
misalignment-corrected estimate. The latter assumes that the impact of
misalignment is correctly described by the comparison of the results
from the S15 Millennium Simulation analyses with and without mis-
alignment (see Sect. 5). The horizontal error-bars indicate the approxi-
mate lens mass range for our results as well as the studies from Oguri
et al. (2012); Shin et al. (2018) and Umetsu et al. (2018). For van Uitert
et al. (2017) the data point is shown at their best-fit mean mass, where
the error corresponds to the fit uncertainty. Clampitt & Jain (2016) only
report an approximate mean mass for their sample. We apply mass con-
versions in case authors employ other definitions than M200c.
comparison). For example, the group sample from van Uitert
et al. (2017) yields an average mass M200c = 1.50+0.25−0.24 × 1013M,
which is still higher by factors ∼ 2, ∼ 7, and ∼ 16, respec-
tively, compared to what we typically find for our red lens sam-
ples in the three stellar mass bins (compare Table 2). Consid-
ering all red lenses in the five surveys that fall into these stel-
lar mass bins and pass the selections (but without applying the
|g| > 0.05 cut), the average absolute value of the lens ellipticity
amounts to 〈|g|〉 = 0.265. If galaxies and haloes were perfectly
aligned, our estimate of fh = 0.303+0.080−0.079 for these lenses would
then imply 〈|h|〉 = 0.08 ± 0.02. We can correct this estimate for
the impact of misalignment by considering results from S15: In
their analysis of mock data based on the Millennium Simulation
S15 investigate both cases of perfectly aligned and misaligned
galaxy-halo pairs. Assuming their employed misalignment mod-
els (as implemented by Joachimi et al. 2013b) are correct we
can use the ratio of their resulting fh estimates for these cases16
fh(aligned)/ fh(misaligned) = 2.16 to correct our halo ellipticity
estimate for red lenses, yielding 〈|h|〉 = 0.174 ± 0.046. This is
still lower compared to the above-mentioned results for group
and cluster-scale haloes, consistent with expectations from nu-
merical simulations, which suggest that less massive haloes are
16 Using their combination of early-type lenses at 0.2 ≤ zl < 0.6 with
9.5 < log10M∗ < 11 to best match our halo mass range.
more spherical (e.g. Bailin & Steinmetz 2005; Despali et al.
2014; Vega-Ferrero et al. 2017; Despali et al. 2017). The only
exception is the constraint for the LRG sample from Clampitt
& Jain (2016), which is lower, but still consistent with our
misalignment-corrected estimate. However, given that their re-
sults do not include a misalignment correction, the true halo el-
lipticity is likely larger for their sample.
6. Conclusions
We have combined weak lensing data from five surveys
(CFHTLenS, NGVSLenS, CS82, RCSLenS, and KiDS/KV450)
in order to tightly constrain fh = 〈cos(2∆φh,g)|h|/|g|〉 the av-
erage aligned component of the ellipticity ratio between the
host dark matter halo and its embedded galaxy for photometri-
cally selected lens galaxies at redshifts 0.2 < zb < 0.6. We ob-
tain fh = 0.303+0.080−0.079 for red lenses. Similarly clear signals of
dark matter halo flattening have previously been reported at
the mass scale of galaxy groups and clusters (e.g. Oguri et al.
2012; Clampitt & Jain 2016; van Uitert et al. 2017), but to our
knowledge this presently constitutes the most significant (3.8σ)
systematics-corrected detection at the mass scale of galaxies.
We measure fh = 0.217+0.160−0.159 for blue galaxies, consistent with a
non-detection. Both results are in good agreement with theoret-
ical predictions obtained by S15 using mock data from the Mil-
lennium Simulation when including models for galaxy-halo mis-
alignment. If we assume that the misalignment models employed
in the mock data for early-type galaxies are correct (Gaussian
misalignment distribution with a scatter of 35◦, see Okumura
et al. 2009; Joachimi et al. 2013b), we can infer an average halo
ellipticity of 〈|h|〉 = 0.174 ± 0.046 for our red lens galaxies. This
is lower compared to most measurements derived at the scale of
galaxy groups and galaxy clusters (Evans & Bridle 2009; Oguri
et al. 2012; Clampitt & Jain 2016; van Uitert et al. 2017; Shin
et al. 2018; Umetsu et al. 2018), as consistent with the expecta-
tion from simulations that less massive haloes are more spherical
(e.g. Bailin & Steinmetz 2005; Despali et al. 2014; Vega-Ferrero
et al. 2017).
Observational constraints on fh sensitively test theoretical
models that describe the co-evolution of galaxies and their host
dark matter haloes. Improving and better calibrating these mod-
els is essential in order to reduce systematic uncertainties in
cosmological weak lensing surveys related to intrinsic galaxy
alignments (see e.g. Tenneti et al. 2016; Chisari et al. 2017;
Hilbert et al. 2017; Piras et al. 2018). Beyond this, constraints
on halo ellipticity can also be used to test non-standard cos-
mological models. For example, interacting dark matter mod-
els predict more spherical dark matter haloes (Hellwing et al.
2013; Peter et al. 2013). This is also the case for coupled dark
energy models, while the opposite seems to be the case for
f (R) theories (L’Huillier et al. 2017). The predicted differences
of these models compared to standard ΛCDM expectations are
however small, requiring the constraining power of future weak
lensing surveys to potentially become useful tests. This may be
different for theories of modified gravity that aim to remove
the need for dark matter, including MOND (Modified Newto-
nian Dynamics, Milgrom 1983), TeVeS (Scalar–Tensor–Vector
theory, Bekenstein 2004), and MOG/STVG (Modified Gravity
and Scalar–Tensor–Vector Gravity theory, Moffat 2006; Mof-
fat & Toth 2009). When considering isolated galaxies in such
cosmologies one would naively expect nearly isotropic gravi-
tational signatures at large separations from the baryons (e.g.
Milgrom 2001). This seems to be at odds with our 3.8σ detec-
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tion of non-zero fh for red galaxies. Unfortunately, detailed fore-
casts for expected fh estimates in such cosmologies are not yet
available. If such predictions are developed in the future, they
would likely need to incorporate the potentially contaminating
impact of the surrounding large-scale structure, as included in
the ΛCDM mock estimates from S15, which we compare our
measurements to.
Observationally the future is bright for halo ellipticity mea-
surements. Next generation weak lensing surveys such as Euclid
(Laureijs et al. 2011) and LSST (LSST Science Collaboration
et al. 2009) will provide a tremendous statistical constraining
power, providing the prospects to tightly constrain halo ellip-
ticity signatures for different galaxy samples both as a function
of mass scale and redshift (simulations predict more spherical
haloes at lower redshifts and lower masses, see e.g. Tenneti et al.
2014). The sensitivity of these surveys may also yield signif-
icant detections using estimators that include the ellipticities of
lenses and pairs of background sources, providing a route to sep-
arate the currently degenerate signatures of halo sphericity and
misalignment (e.g. Schneider & Watts 2005; Simon et al. 2012;
Adhikari et al. 2015; Shirasaki & Yoshida 2018).
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Appendix A: Lens sub-samples in CS82
Since stellar mass estimates and BPZ photometric types were not
available in the CS82 catalogues employed in our analysis10, we
applied a different approach to split the lenses into sub-samples
for these data. Using the CFHTLenS data as a template, we find
that the observed g − i colour provides a good proxy to split the
galaxies into the blue and red sub-samples (see Sect. 3.2) after
the separation into the thin redshift slices has been applied (see
Fig. A.1). For CS82 we therefore define red versus blue samples
by splitting lens candidates at observed (extinction-corrected)
colours g − i = (1.4, 1.6, 1.83, 1.98) for lenses in the photometric
redshifts intervals [0.2, 0.3), [0.3, 0.4), [0.4, 0.5), and [0.5, 0.6),
respectively. Likewise, the comparison to CFHTLenS reveals
that a subdivision into stellar mass bins can approximately
be reproduced by selecting different regions in g − i versus i
colour–magnitude space after applying the redshift selection (see
Fig. A.1), which we then employ for the CS82 analysis. How-
ever, for the other surveys we still employ the actual stellar mass
estimates, which are expected to provide a more accurate proxy
for halo mass given that their computation makes use of addi-
tional information (especially the NIR data for KV450).
Appendix B: Bayesian estimation of fh
In Sect. 3.4.3 we described our default analysis approach, where
we follow M06 to estimate fh from the noisy ∆̂Σiso(r) and
̂[ f − f45] ∆Σiso(r)17 estimates in individual radial bins. In this
Appendix we explore an alternative Bayesian inference ap-
proach. Here we first employ the ∆̂Σiso(r) profile to constrain
the posterior probability distribution for the effective mean halo
mass M200c of the particular lens sample
P
(
M200c| ∆̂Σiso(r)
)
∝ P0(M200c)P
(
∆̂Σiso(r)
∣∣∣M200c)
∝ P0(M200c) exp
−12 ∑
i
 ∆̂Σiso(ri) − ∆Σmodeliso (ri|M200c)σ
∆̂Σiso
(ri)

2 ,
(B.1)
where we assume a Gaussian likelihood, employ a flat prior
in halo mass P0(M200c), and ignore the small and noisy off-
diagonal elements of the shape-noise-dominated covariance ma-
trix as done in the equations below18. In Eq. (B.1) the sum runs
over all radial bins i with 45 kpc/h70 < ri < 200 kpc/h70, match-
ing the fit range used in Sect. 4 to constrain halo masses.
17 In Sect. 3.4 we denoted these estimates as ̂
[
f (r) − f45(r)] ∆Σiso(r)
to stress that the model expectations for f and f45 are radius depen-
dent. However, within our fit range the radius dependence is weak for
f (r) − f45(r), as indicated by the almost flat curves in Fig. 3. Thus, and
to improve the readability we employ this shortened notation here and
in the y-axis labels of Figs. 1, 3, and C.1 to C.4.
18 Confirming results from S15 we find that the off-diagonal entries in
the correlation matrix are generally small. E.g., for the KV-450 data
within our fit range the off-diagonal entries in the correlation matrix
(including the cross-correlation between ∆̂Σiso(r) and ̂
[
f − f45] ∆Σiso(r))
have an r.m.s. of 0.05 (likely limited by noise from the covariance esti-
mation via the field-wise bootstrapping) and are always < 0.15.
We then compute the posterior probability distribution for fh
given the data for this lens bin
P ( fh| data) ∝ P0( fh) P (data| fh) ∝
P0( fh)
∫
dM200cP
(
M200c|∆̂Σiso(r)
)
P
(
̂[ f − f45] ∆Σiso(r)| fh,M200c)
∝ P0( fh)
∫
dM200cP
(
M200c|∆̂Σiso(r)
)
exp
−12 ∑
j
χ2j
 ,
(B.2)
where
χ j =
̂[ f − f45] ∆Σiso(r j) − [ frel(r j) − frel,45(r j)] fh∆Σmodeliso (r j|M200c)
σ ̂[ f− f45]∆Σiso (r j)
.
(B.3)
In Eq. (B.2) we marginalise over halo mass and assume a flat
prior P0( fh). Note that the factor
[
frel(r j) − frel,45(r j)
]
in Eq. (B.3)
also depends on halo mass given its dependence on r/rs(M200c)
(see Sect. 3.4.2). However, since this dependence is weak (as
indicated by the almost flat curves in Fig. 3), and given that
the halo masses are well constrained for all of our lens sam-
ples (when combining the different lens redshift slices), we can
safely employ the
[
frel(r j) − frel,45(r j)
]
model prediction com-
puted at the best-fitting halo mass. Likewise, we keep the fit
range 45 kpc/h70 < r j < rbest−fit200c and therefore the contributing
bins j in Eq. (B.3) fixed, as defined by the best-fitting halo mass
for this lens sample.
Fig. B.1 compares the Bayesian estimates of fh to the con-
straints derived from our default analysis for the different lens
samples and surveys. We generally find very good agreement
between the estimates, confirming the previously employed ap-
proach. Note that we do not expect perfect agreement for mul-
tiple reasons. E.g., our Bayesian approach assumes that the
isotropic signal is perfectly modelled by the reduced shear pro-
file of a spherical NFW halo. This is not strictly required for
the approach described in Sect. 3.4.3, since it directly uses the
∆̂Σiso(r) and ̂
[
f − f45] ∆Σiso(r) estimates in the same radial bins
without explicitly assuming a mass model (of course, both ap-
proaches rely on accurate predictions for
[
frel(r) − frel,45(r)],
which would change for different density profiles). Likewise,
contributions from individual radial bins are weighted differently
and change because of the differences between the ∆̂Σiso(ri) and
∆Σmodeliso (ri). Finally, the ∆Σ
model
iso (r) model is typically constrained
over a fit range with a different upper limit compared to the range
used to constrain fh.
Multiplying the P ( fh| data) posterior probability distribu-
tions computed for the individual surveys and different lens bins
we can directly compute joint constraints, which are shown in
Fig. B.2 for all red and all blue lens samples, respectively. From
this we estimate the mode of the distribution and 68% confi-
dence intervals of fh = 0.268 ± 0.070 for all red lenses, which
is in good agreement with the fh = 0.303+0.080−0.079 constraint de-
rived using our default analysis (see Table 2). We suspect that
the slightly smaller error-bars found in the Bayesian analy-
sis may result from the stronger assumptions made in this ap-
proach (see above). Note that the significance of the “detec-
tion” of a non-zero fh is basically identical for both approaches.
For the blue lens samples the Bayesian approach yields a joint
constraint fh = 0.317+0.142−0.140, which again has moderately smaller
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Fig. A.1. Distribution of red galaxies (TBPZ ≤ 1.5) versus blue galaxies (1.5 < TBPZ < 3.95) selected according to the photometric type from BPZ
and split into different stellar mass bins in g − i versus i colour-magnitude space, as found in the CFHTLenS field W1m0m1. The solid and dotted
lines illustrate how we split the lenses into red versus blue bins and approximate stellar mass bins, respectively, in the analysis of CS82 data. The
dashed lines additionally indicate g − i limits used to exclude very blue star forming galaxies in the CS82 analysis.
error-bars than the constraint derived using our standard ap-
proach ( fh = 0.217+0.160−0.159). For the Bayesian analysis the mode
estimate is also noticeably higher than the best-fitting estimate
of the default analysis (by 0.6σ using the error of the default
analysis), which we suspect may be caused by a combination
of the effects discussed above. We suggest that future studies
of larger samples could also employ both analysis approaches
to investigate if similar shifts are found at higher significance,
which could hint at relevant systematic differences between the
constraints derived from both approaches.
Appendix C: Detailed results for the different
surveys
We show the measured isotropic ∆̂Σ(r) and anisotropic
̂[ f (r) − f45(r)] ∆Σiso(r) profiles for CS82, KV450, CFHTLenS,
and RCSLenS in Figures C.1 to C.4. The constraints for
CFHTLenS differ slightly (well within the error-bars) from the
results reported by S15, which is caused by our inclusion of
source galaxies with zb > 1.3.
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Fig. B.1. Comparison of fh estimates for the different surveys and lens stellar mass bins from our default analysis scheme (see Sect. 3.4.3) and the
Bayesian estimation described in Appendix B. The left and right panels show red and blue lens samples, respectively.
Fig. B.2. Posterior probability distribution (curves, normalised based
on the peak value) of fh for red and blue lenses, combining all surveys
and stellar mass bins. The 68% confidence limits are indicated by the
vertical dotted lines.
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Fig. C.1. As Fig. 1, but computed from the KV450 data.
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Fig. C.2. As Fig. 1, but computed from the CFHTLenS data.
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Fig. C.3. As Fig. 1, but computed from the CS82 data.
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Fig. C.4. As Fig. 1, but computed from the RCSLenS data and showing only red lenses.
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