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Chapter 1
Introduction
At its core, physics is the study of closed systems. Whatever problem one
encounters, the first step is to partition the universe in a segment that is
deemed relevant for the particular study and the complement. It is hoped that
the latter can be neglected without severely affecting the phenomenon to be
studied. In the second step, one typically imposes constraints on the system
of interest such as conservation of energy, number of particles, volume and
so forth. Much of the success of the physical sciences is arguably rooted in
the first step: the ability to create approximately isolated systems. If, for a
particular experiment (or calculation for that matter), the entire universe is to
be taken into account, there is little hope of reproducibility—the backbone of
the scientific method. It is perhaps one of the most fortuitous characteristics
of our reality that it is almost always possible to section and define it into
systems in the first place1, for this allows one to do reproducible experiments.
But when, and to what extent, does the closed-system approximation break
down, especially when entering the quantum regime?
Quantum physics deals with quantum states (or wave functions) which
are denoted by kets and are often graphically represented as |·〉, with the ·
a place holder for an identification label. A quantum state is an exhaustive
description of a closed (quantum) system, and it gives statistical predictions of
every possible experimental arrangement imaginable. Importantly, quantum
1The ability to unambiguously define systems is not in all circumstances a triviality, as
discussed in, e.g., Refs. [1, 2, 3]
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states obey the Schro¨dinger equation 2
i~
∂
∂t
|ψ〉 = H|ψ〉 , (1.1)
which describes the time development of the wave function |ψ(t)〉, given suitable
initial conditions. During the early development stages of the quantum theory of
atomic phenomena, it became clear that many conceptual difficulties of quantum
mechanics are in some sense related to the fragility of arbitrary quantum states,
and the stability of certain other (very specific) linear combinations. But
because of the linearity of the Schro¨dinger equation (1.1) all linear combinations
of states are a priori equally permissible in a closed system. So the question
arises: how come a small number of linear combinations of states are consistently
preferred over the vast reserve of other combinations, and what makes that
these states are preferred? This point is perhaps nicely exemplified using
Schro¨dinger’s famous gedankenexperiment [4]. Using a clever arrangement of a
decaying atom, a Geiger-Mu¨ller counter, and a flask containing a poisonous
substance, Schro¨dinger leads one to infer that the state is described by a linear
combination of a cat that is alive and dead
|ψ〉 = | 〉+ | X X 〉√
2
. (1.2)
It seems that in daily life, superpositions of macroscopic objects are never
encountered 3. It turns out that the fragility of most states can, to a certain
extent, be accounted for by opening up the system and letting the quantum
state interact with a quantum environment. As we will see, even if the system is
well isolated and the interactions with the environment are minute in strength
but numerous in total, the isolated system approximation breaks down. The
hyper sensitivity to environmental interactions is a quintessential quantum
phenomenon and has a variety of important consequences. The study of these
consequences is called decoherence theory [5, 6, 3], and basically comprises the
study of leaky quantum systems.
Conceptually, the coupling of a(n isolated) system to its environment can
be understood as a sort of measurement. From the perspective of the central
system, the universe is one large recording device; albeit a rather contrived
one. The environment recordings of the quantum object materialise in so-
called quantum correlations, or entanglement. Entanglement is simply the
2Or the relativistic analogue, the Dirac equation, when necessary.
3Assuming for the moment one has the proper experimental set up to measure the
coherences in the first place.
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quantum
interaction
Figure 1.1: Cartoon description of two initially uncorrelated quantum states
| 〉1| 〉2 (left) that become entangled after interacting (right). Physicist
1 (P1) carries an orange and quantum mechanically bumps into physicist 2
(P2) which holds an apple, whereby their fruits are allowed to interchange.
Sufficiently long after the interaction, the state of affairs is described by a linear
combination of the two states: i) P1 with an apple and P2 with an orange
| 〉1| 〉2, and ii) P1 with an orange and P2 with an apple | 〉1| 〉2.
quantum counterpart of ordinary correlations. So, just as with a regular
measuring device—like the fuel gauge in a car that indicates the fuel volume in
the petrol tank—correlations are established between the test object (tank)
and the apparatus (gauge). The task, is then, to understand what kind of
system-environment correlations are developed.
In short, the theories of quantum measurement and open systems appear
to be intimately linked. And to fully appreciate the impact of immersion into
an environment requires a certain understanding of the theory of quantum
measurement. Conversely, by acknowledging the inevitable breakdown of the
closed system approximation, one can hope to better understand in what way
measurement intercalates between the linear time evolution of the wave function.
But before delving into quantum measurement theory and decoherence, let us
briefly discuss quantum correlations.
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1.1 Entanglement: heuristic discussion
For those that are not familiar with the mathematical formalism of quantum
theory (QT), a simplified description of entanglement will now be given. The
aim of this cartoon is to uncover some of the counter-intuitive features of entan-
gled states, without being mathematically rigorous. Unfortunately, quantum
physics does not lend itself very well to be translated into mundane objects.
Consider the following hypothetical situation: Two physicists are walking
down a long corridor, in opposite direction, towards each other. Because they
are physicists, they don’t mind being labelled by a number, and so they will be
denoted by P1 and P2. Physicists P1 and P2 both carry a piece of fruit, namely
an orange and an apple, respectively. In quantum physics notation, one writes
|φ〉 = | 〉1| 〉2 , (1.3)
where the ket subscript indicates the physicist. The physicists are on a collision
course, and it will be assumed that they bump into one another as if they were
quantum particles. Moreover, we require that each physicist carries a single
piece of fruit after the collision. So no apples and oranges are destroyed or
created during the process. The situation before and after the interaction is
sketched in Fig. 1.1.
The point to be made here is that, after the quantum mechanical interaction
of the scientists, it is in general no longer possible to unambiguously assign
the apple or the orange to either of the two scientists. Whenever the state of
a system can no longer be broken apart in (i.e., mathematically decomposed
as a product of) individual sub systems, the state is said to be entangled or
quantum correlated. For a suitably chosen interaction, the quantum state
after the collision between P1 and P2 might be symbolised by the wave function
| 〉 = | 〉1| 〉2 − | 〉1| 〉2√
2
, (1.4)
which is an example of an entangled state. In classical physics, physical
properties are objective in the sense that the properties are independent of the
measuring context, in contrast with QT 4. At the same time, these objective
properties can be statistically unknown (arising, for instance, from insufficiently
accurate measurements). In the classical counterpart of the example, the
physicists P1 and P2 could, prior to measurement but after interacting, be
predetermined to be holding an apple and an orange respectively or the other
4Although certain exotic quantum mechanical hidden-variable interpretations, such as de
Broglie-Bohm pilot wave theory, do allow objective properties to exist.
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Technical intermezzo: entanglement
For a more rigorous discussion of what entanglement entails, consider a
compound system consisting of A and B each endowed with its respective
Hilbert space HA and HB . The Hilbert space of the combined system is a
direct product of the individual systems HAB = HA ⊗HB . Explicitly, let
HA (HB) be spanned by a set of dA (dB) vectors {|n〉A}dAn=1 ({|m〉B}dBm=1).
Wave functions in HAB can then be constructed as
|ψ〉AB =
dA∑
n=1
dB∑
m=1
cn,m|n〉A ⊗ |m〉B . (1.5)
For simplicity, the state |n〉A⊗|m〉B shall now be abbreviated as |n〉A|m〉B
or even shorter |n,m〉. Now, if a wave function |ψ〉AB can be written as
|ψ〉AB = |ξ〉A|ζ〉B , (1.6)
for some arbitrary state |ξ〉A (|ζ〉B) in A (B), then |ψ〉AB is called a product
state. Product states have the special property that the individual systems
are statistically uncorrelated
AB〈ψ|OAOB |ψ〉AB = A〈ξ|OA|ξ〉A · B〈ζ|OB |ζ〉B , (1.7)
with OA and OB operators acting non-trivially on respectively the A
and B part of the Hilbert space only (and thus trivially, i.e., with the
identity operator, on the complement). Conversely, when |ψ〉AB can not
be written as a product state such as in Eq. (1.6), then the state is said to
be entangled. Clearly, the majority of cn,m choices in Eq. (1.5) do not
lead to a factorisable state as in Eq. (1.6). Entangled states are thus the
rule and not the exception.
Importantly, entanglement is an intrinsic property of the system. Mean-
ing, when a quantum state can not be written as a product state [as
in (1.6)] and is thus entangled, there are no unitary operation that act on
A and/or B separately that can restore the product form. Only operations
acting on the combined system are able to undo the quantum correlations.
way around, but the observer simply doesn’t know what he will get, like a blind
draw from an urn. But this assumption, objectively existing but statistically
unknown properties, contradicts the anti-correlation predictions of Eq. (1.4)
[by writing Eq. (1.4), e.g., in a different basis Eqs. (1.9) and (1.10)].
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Technical intermezzo
Technically, the apple and orange symbolise a two-level system, like the
two magnetic configurations of a spin-1/2 state (i.e., |↑〉 and |↓〉) or a qubit
(|0〉 and |1〉). In the former case the state after the interaction [Eq. (1.4)]
is the non-magnetic singlet state (see Chapter 2 for more details).
In a quantum mechanically speaking more realistic setting, an analogous
situation may arise in scattering experiments in which the specimen is
electrically neutral but carries a spin-1/2 magnetic moment, as is the
case for, e.g., neutrons. The interaction Hamiltonian could be a magnetic
dipole-dipole interaction [8] Hdip ∝ [S1 · S2 − 3(n · S1)(n · S2)]/r3 with
n = r/r a spatial unit vector connecting the neutrons. The term S1 · S2
in the Hamiltonian mixes the apple and orange between the two scientists,
leading to a superposition of the two configurations. The precise complex
weights of the two states depend on the details of the scattering.
The sort of state described in Eq. (1.4) was also considered by, e.g.,
Bohm in a hypothetical experiment where an H2 molecule disintegrates in
two hydrogen atoms while conserving angular momentum [9]. Pictorially,
the dissociation would correspond to the ’After’ illustration in Fig. 1.1.
Since the electronic ground state configuration of the H2 molecule consists
of singlet pairing of the electrons, the electrons remain entangled even
when the atoms are sufficiently apart for only negligible interaction to take
place between the atoms.
A different physical setting, as used in Bell inequality experiments [10],
uses single photons to mediate the state of two individual spins. Interaction
is achieved by having the photons, correlated to the state of the respective
spin via the polarisation, impinge on a beam splitter [10]. By post-selecting
on specific outcomes, it is possible to create specific entangled states—a
process that is called entanglement swapping [11].
More generally, the property that it is impossible to ascribe the apple to
either P1 or P2 is not a matter of ignorance but, rather, one of principle. In
fact, one of the characteristics of entanglement is that well defined properties
exist for the combined system (i.c., P1 and P2 taken together), but not for its
individual parts [3]. Well defined here means that a property can—atleast in
principle—be measured without in any way altering the state of the system. In
classical physics, unlike in quantum mechanics, it is in principle always possible
to find well defined properties, since measurement disturbances can be made
arbitrarily small [7]. One of the peculiar aspects of this state [Eq. (1.4)] is
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that the probability that after measurement P1 is in possession of an apple is
1/2. But upon learning the outcome of this measurement, it immediately fixes
(with unit probability) the fruit of P2—the precise anti-correlation of the fruits
is a global property of Eq. (1.4). Measurement of P1 (in the basis with definite
fruit) thus leads to either of the two configurations
| 〉 measure−−−−−→ |ψ′〉 =
{| 〉1| 〉2 p = 12
| 〉1| 〉2 p = 12
, (1.8)
with p indicating the probability of observation for the respective state. Simi-
larly, the same outcomes are obtained when the same measurement takes place
at P2 instead of P1. The perfect anti-correlation of the outcomes implies that
by determining the state of Pi one indirectly measures the configuration of the
complement [9]. The measurement process indicated by the arrow in Eq. (1.8)
is the so-called collapse of the wave function (and is discussed in some more
detail in Sec. 1.3). And indeed, the state of the system after measurement
can no longer be described by Eq. (1.4). In this sense, one might say that the
measurement has disturbed the pre-measurement state. Moreover, the proper-
ties of the composite post-measurement state derives from its constituents [3],
like initial state Eq. (1.3) but contrary to Eq. (1.4). And thus, after collapse of
the wave function one can, in this case, once again unambiguously assign an
apple or orange to each of the physicists.
Going further, we are now confronted with the inadequacies of the present
simplification in terms of physicists carrying fruit. Because in QT, one might
not only decide to measure in a particular basis (in this case of apples and
oranges), but also in linear combinations thereof. Pushing this analogy beyond
what might arguably be reasonable, P1 can equally well be measured along the
direction
| 〉 = 1√
2
| 〉+ i√
2
| 〉 (1.9)
with i =
√−1, leading again to perfect anti-correlation with P2 in the state
perpendicular to it
| 〉 = 1√
2
| 〉 − i√
2
| 〉 , (1.10)
or vice versa. Importantly, entanglement is a global property of Eq. (1.4) and
the uncertainty of its subsystems can not be resolved by (locally) adopting a
different perspective (change of basis), of which Eqs. (1.9) and (1.10) are a
specific example. The post interaction quantum state is thus like a Gordian knot
that can not be disentangled by locally looking at it from different orientations.
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But a measurement of either subsystems cuts, as we have seen in Eq. (1.8),
the cord. Explicitly, the two possible outcomes of a measurement along the
rotated basis is given by
| 〉 measure−−−−−→ |ψ′′〉 =
| 〉1| 〉2 p =
1
2
| 〉1| 〉2 p = 12
. (1.11)
It was precisely this freedom of choice, to measure quantum correlated particles
along any desired direction (or actually, in any basis), that was at the heart of
the paradox of Einstein, Podolsky, and Rosen [12]. That is, the measurement
basis [e.g., definite fruit versus the rotated basis Eqs. (1.9) and (1.10)] of a
subsystem leads to a corresponding change (or ”update”, if you will) of the
wave function, in complete absence of mechanical disturbances. Consequently,
an experimentalist controls which quantities can be known with certainty (and
measured without disruption of the state) in a—possibly far away—subsystem
by measuring the complement. For further discussion of this point see also
the reply of Bohr [13, 14] to Einstein-Podolsky-Rosen [12] and the book by
Bohm [9].
At this point, readers might already have protested against the abuse
of notation. Indeed, in our somewhat contrived example with fruits, the
interference terms of macroscopic objects [as in Eqs. (1.9) and (1.10)] seems
rather absurd. And exactly this difficulty was at the centre of Schro¨dinger’s
cat- [4], Einstein’s exploding gunpowder keg [15]-, and Wigner’s friend [16]
paradoxes. That is to say, all these paradoxes explore the seemingly effortless
capabilities of quantum physics to accommodate and, moreover, tie together
classical and quantum states in a coherent whole. In order to resolve these
paradoxes, several questions require careful analysis. For instance, does it make
sense to talk about wave functions of macroscopic objects such as cats, tables,
and exploding kegs in the first place? If so, is there to be interference between
macroscopic quantum objects? And if such interference effects exist but are
unobservable, what is the underlying mechanism? How does measurement—
which fuses classical and quantum concepts—fit into this picture? Several
generations of physicists set out to answer these (and variations of these)
questions for almost a century now (see e.g. [17, 3] and references therein).
Despite the tremendous effort, there is no compelling evidence that there are
sharp yes or no answers to these questions, or clear cut mechanisms, at present.
As already suggested, one particular way to tackle these problems is by
studying the formation of entanglement between the environment and the
quantum system. But in order to proceed, a bit more mathematical groundwork
is required first.
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1.2 Density operator
1.2.1 Averages and traces
The previous section already briefly touched upon measurement in QT, by
discussing the collapse of the wave function. Before returning to a more formal
treatment of measurement, we momentarily digress about a generalised concept
of wave functions, namely, density operators. As stressed before, the quantum
mechanical formalism allows for statistical predictions of experimental outcomes
using the quantum state of a system. But the quantum state of a particular
system is not always known. So it may happen that a quantum system is in
fact in either of the states |ψ1〉, |ψ2〉, . . . , |ψn〉 with probability p1, p2, . . . , pn.
(For example, such a situation arises in neutron diffraction experiments [18]
when the neutron ensemble is unpolarised. The collection of particles can then
be subdivided in a fraction p↑ with spin up |↑〉 and the remainder p↓ = 1− p↑
in the spin down |↓〉 state.) Here, the occurrences of probabilities are not of
fundamental nature, but refer, instead, to the ignorance of the observer. In
principle, they can be removed by more careful preparation of the experiment.
At any rate, the generalised calculation of observable quantities would be of
the form
〈O〉 =
n∑
l=1
pl〈ψl|O|ψl〉 . (1.12)
This can be conveniently achieved by introducing the density operator
ρ =
n∑
l=1
pl|ψl〉〈ψl| , (1.13)
which accommodates all possible occurrences of states with according probabil-
ity. In the special case that a single pl = 1 and the others zero, the operator
becomes a projector which has the property ρ2 = ρ. This is a so-called pure
state. Otherwise, when the density operator consists of a statistical mixture
of states as in Eq. (1.13), ρ is called a mixed state. The quantum mechanical
average of operator O can be obtained by carrying out the spur or trace
operation
〈O〉 = Tr [Oρ] , (1.14)
whereby Tr[A] =
∑
iAii by definition. It is not difficult to see that Eq. (1.12)
and (1.14) coincide for density operator (1.13). Since every operator, in
particular the density operator, is evaluated with respect to some basis, the
terms ”density operator” and ”density matrix” shall be used interchangeably
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throughout this Chapter. Another interesting observation is the following: by
writing O in the basis that diagonalises it
O =
∑
l
ol|l〉〈l| , (1.15)
it is easily seen that the right hand side of Eq. (1.14) becomes
Tr [Oρ] =
∑
i
oiρii , (1.16)
in the basis diagonalising O. Notice that the diagonal elements of the density
operator play the role of the probability p(i) = ρii to observe outcomes oi.
Indeed, ρii is real, positive, and sums to unity Tr[ρ] =
∑
i ρii = 1 since the
wave function |ψ〉 is normalised.
The properties that ρ is i) Hermitian, ii) unit trace, and iii) all eigenvalues
are zero or larger, follow if it is assumed that both the averages 〈O〉 are real,
the expectation of the identity operator is unity 〈1〉 = 1, and its variance
σ2O = 〈O2〉 − 〈O〉2 non-negative [19].
Density operators ρ(t) have a governing equation in the same way that a
wave function |ψ(t)〉 is determined by the Schro¨dinger Eq. (1.1), namely [20]
~
i
∂
∂t
ρ = [ρ,H] , (1.17)
which goes by the name von Neumann equation. Interestingly, it has the same
formal structure as the Liouville equation in classical statistical mechanics [21],
which describes the time development of a probability distribution in classical
phase space5.
1.2.2 Partial traces
There may arise situations in which an observer has access to parts of the
Hilbert space only. For example, an observer that tries to intercept a collection
of particles, but some of these particles escape detection [6, 3]. Or the state
of P2 is measured in Eq. (1.4) (see Sec. 1.1) while the observer of P1 remains
ignorant of the outcome. Regardless of the cause, it is desirable to have a
mathematically consistent way to handle situations with partial information.
5The quantum analogue Eq. (1.17) is connected to its classical counter part (the Liouville
equation) via the Poisson bracket↔ commutator dictionary, and the promotion of dynamical
variables to operators.
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trace
out B
Figure 1.2: The statistics of the compound system A+B is described by the
density operator ρ. By taking a partial trace over (the usually unobservable)
subsystem B [see Eq. (1.19)], one encodes all relevant information of the
composite system into a new effective description of A, encapsulated by ρA.
The density operators, as introduced in 1.2.1, are tailor made to deal with
these problems.
Consider a composite system with Hilbert space HAB = HA⊗HB in which
HA is the observable component and the remainder HB is unobservable. Let
{|φk〉} and {|ξl〉} be orthonormal bases spanning respectively HA and HB . Our
primary interest is in operators O that are defined on the composite system
A+B, but which give information on A only, and thus act trivially on B. That
is, operators of the form O = OA ⊗ 1B with 1B the identity operator acting on
states in HB . By calculating the average 〈O〉 using the density operator of the
combined system called ρ, a new operator is found [3, 20]
〈O〉 = Tr [OA ⊗ 1B ρ] = ∑
k,l
〈ξl|〈φk|OA ⊗ 1B ρ|φk〉|ξl〉
=
∑
k,k′,l,l′
OAk|k′δl|l′ρk′l′|kl =
∑
k,k′
OAk|k′
(∑
l
ρk′l|kl
)
=
∑
k,k′
OAk|k′ρ
A
k′|k , (1.18)
with the |-symbol separating row from column and δa|b the Kronecker delta
function. Importantly, the term in the brackets is a partial trace and gives the
so-called reduced density matrix (RDM) ρA. Or in a slightly shorter notation,
the RDM is obtained by tracing out B
ρA = TrB [ρ] , (1.19)
where the subscript B indicates a trace over all states in B, e.g., {|ξl〉} (mind
that trace is a basis independent operation). The operation (1.19) packs all
relevant information of the entire system A+B into a new effective system for A.
Everything that there is to know about A is now encoded in ρA. Schematically,
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the process is illustrated in Fig. 1.2. The partial trace Eq. (1.19) can be thought
of as averaging over unobserved degrees of freedom in B [3].
N.B., Eq. (1.19) is only non-trivial when ρ is entangled. Indeed, when
the wave function is a simple product state |ψ〉 = |φ〉|ξ〉 and ρ = |ψ〉〈ψ|
then the RDM ρA is simply |φ〉〈φ| by the normalisation of |ξ〉. In fact, an
alternative and equivalent definition of (bipartite) entanglement [22] is that the
density operator of the combined system can be written as a direct product of
subsystems ρ = ρA ⊗ ρB , c.f. Sec. 1.1.
The RDM of a quantum correlated system is no longer pure ((ρA)2 6= ρA)
and has mathematically the same structure 6 as a mixed state [Eq. (1.13)].
Turning back to the example of colliding physicists, assume that after the
interaction [in which the state (1.4) is entangled] P2 has become unobservable.
If the apple and orange states of P2 are orthogonal (i.e., 〈 | 〉 = 0)—we will
come back to this subtle yet important point later—then taking the trace with
respect to P2 [Eq. (1.19)] yields the RDM of P1
ρ1 =
1
2
| 〉〈 |+ 1
2
| 〉〈 | , (1.20)
Cf. Eq. (1.8), which displays the possible measurement outcomes and corre-
sponding probabilities in the given basis. In passing we note that the basis in
which Eq. (1.20) is diagonal is not to be given too much physical significance.
Indeed, Eq. (1.20) can just as easily be diagonalised in the basis spanned by
Eqs. (1.9) and (1.10). Only when all eigenvalues of a RDM are distinct, is
there a unique diagonal basis [20].
1.3 Quantum measurement
Having set the stage by introducing density matrices, we now return to discuss
quantum measurement. One particular formulation of measurement was briefly
discussed in Sec. 1.1: the collapse of the wave function.
Say, that one measures a specific observable O, and denote {|oi〉}di=1 the
corresponding eigenstates such that the eigenvalues are given by O|oi〉 = oi|oi〉.
If the wave function before measurement is given by |ψ〉 = ∑di=1 ci|oi〉 then the
post-measurement state is given by any one of the d states |oi〉. The probability
p(oi) for the occurrence of this event can be calculated using the projection
6Some authors [3] refrain from calling a non-pure RDM a mixed state, since the subsystem
(corresponding to the RDM) is not in any of the definite configurations with the given
probability prior to measurement. Instead, they prefer the term improper mixture.
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operator |oi〉〈oi| and is determined by the pre-measurement state via the Born
rule [23]
p(oi) = 〈ψ|oi〉〈oi|ψ〉 = |ci|2 . (1.21)
Symbolically, the measurement of O can be expressed as
|ψ〉 =

c1
...
ci
...
cd

Measurement−−−−−−−−→
operatorO
|ψ′〉 =

0
...
1
...
0
 , (1.22)
with i the only non-zero element after measurement, indicating that the state
|oi〉 is the measurement outcome. The term collapse refers to the abrupt change
of coefficients in Eq. (1.22). Alternatively, measurement can also be discussed
in the formalism of density operators. In his mathematical treatise [20], von
Neumann identified two interventions that describe the time evolution of the
quantum state |ψ〉 (or density operator ρ).
I Non-unitary evolution during measurement
ρ = |ψ〉〈ψ| =
∑
n,m
cnc
∗
m|on〉〈om| → ρ′ =
∑
n
|cn|2|on〉〈on| , (1.23)
where the ∗ denotes complex conjugation.
II Unitary time evolution according to the linear operator H as
~
i
∂
∂t
ρ = [ρ,H] , (1.24)
withH the translation operator or Hamiltonian. (Or equivalently, evolution
according to the the Schro¨dinger equation i~ ∂∂t |ψ〉 = H|ψ〉.)
Intervention I describes the effect of measurement by operator O on the quantum
mechanical system, without taking into account a posteriori knowledge of the
measurement outcome. Each possible outcome |on〉〈on| is weighted by its
respective probability p(on) = |cn|2, cf. Eq. (1.21). Process (1.22) is recovered
from I as a special case, where pi = 1 (and all other pl = 0 for l 6= i). Evidently,
II is the normal state of affairs, whilst occasionally being interrupted by I
whenever a measurement occurs.
One marked difference between the two interventions is that time-evolution
of II is brought about by a unitary operator Ut so that |ψ(t)〉 = Ut|ψ(0)〉 or,
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equivalently, ρ(t) = Utρ(0)U
−1
t . Since I is non-unitary, it can not be achieved
by some arbitrary Hamiltonian that preserves the Hermitian properties of H;
the corresponding evolution operator must therefore be sought outside of the
system encompassed by H.
1.3.1 von Neumann scheme
As alluded to, intervention I can be contained in II by taking into account
effects from outside the system. Following von Neumann [20], the purpose of
this section is not to give a detailed analysis of some particular measurement
device (consisting of clocks and yardsticks). Rather, the goal is to examine
whether intervention I can be accomplished, at least in principle, purely within
quantum mechanics by means of an example.
To this end, consider a bipartite system composed of A and B spanned by dA
and dB states, respectively. Here, A is the test object, and the remainder B does
the measuring. For simplicity, both dA and dB are taken to be odd numbers,
so that the states in A/B can be labelled as l = 0,±1,±2, . . . ,±dA/B−12
and spanned by {|n〉A/B}
dA/B−1
2
n=− dA/B−12
. In the subsequent notation, the ket-
subscript is once again suppressed so that states in the product space HA⊗HB
such as |i〉A ⊗ |j〉B are abbreviated by |i〉|j〉. Let qA (qB) be the position
operator diagonal in |n〉A (|m〉B) with eigenvalue n (m) and pA (pB) the
momentum operator conjugate to it. That is, [qA/B , pA/B] = i~ while other
combinations do not commute. The respective momentum states can be
expressed in wavenumbers via the Fourier transform
|κ〉A/B = 1√
dA/B
(dA/B−1)/2∑
l=−(dA/B−1)/2
eiκqA/B |l〉A/B , (1.25)
and mutatis mutandis its inverse, with wavenumber κ = 2pin/dA/B where
n = 0,±1, . . . ,±dA/B−12 and momenta p = ~κ. For clarity, Greek and Latin
indices will be used to label wavenumber and position states, respectively. In
Ref. [20], von Neumann considered a specific example in which the position of
the test object qA is measured. The position qA is transferred to the position
indications of B. Neglecting all dynamics of A and B except for the interaction
Hamiltonian (i.e., measurement is fast), the Hamiltonian
HvN = −λqApB = −λqA ~
i
∂
∂qB
, (1.26)
1.3 Quantum measurement 15
achieves this, with λ the coupling constant. This Hamiltonian translates the
position states in B (remember, pB is a translation operator) by an amount
proportional to the position eigenstates in A. Applying U = exp[−itHvN/~] to
the state |n〉|m〉 yields
exp
[
λtqA
∂
∂qB
]
|n〉|m〉 = |n〉 exp
[
λtn
∂
∂m
]
1√
dB
∑
κ
e−iκm|κ〉 =
|n〉 1√
dB
∑
κ
e−iκ(m+λtn)|κ〉 , (1.27)
where the κ summation over the pB momenta is understood. So if λt = 1
7,
and Fourier transforming back to position space, then exp[−itHvN/~]|n〉|m〉 =
|n〉|n+m〉 (see also [5]). In particular, let the initial state be a product state
|ψ(0)〉 =
(∑
n
cn|n〉
)
|0〉 . (1.28)
The B state |0〉 is the ”blank state” or ”ready state” on which the state of A
is recorded—in this case the position of qB with eigenvalue 0. Carrying out
the translation Eq. (1.27) for each term in (1.28), the time evolution according
to Eq. (1.26)
|ψ(0)〉 → |ψ(1/λ)〉 = exp [iqApB/~]
(∑
n
cn|n〉
)
|0〉 =
∑
n
cn|n〉|n〉 . (1.29)
On the right hand side of (1.29) each position state of the test object is tied to
a respective position of B. One can thus interpret 8 the position states of B as
pointer indications of the measuring device. For if the position indicator qB
is measured, the outcome directly fixes the state of qA by virtue of the A-B
correlation in Eq. (1.29). Heuristically speaking, one can think of the state
|n〉B as a needle fixed at the centre of a circle, pointing along a particular
direction like a gauge. The interaction (1.26) rotates the needle to different
readings, according to the state in A.
Finally, by coarse graining ρ(1/λ) =
∑
k,l ckc
∗
l |k, k〉〈l, l| overB (see Sec. 1.2.2)
a diagonal RDM is obtained, since the off-diagonal elements
ρAn|m = A〈n|ρA|m〉A = TrB [cnc∗m B |n〉〈m|B ] = 0 , (1.30)
7For simplicity it may be assumed that dB ≥ dA, but this is no restriction. Otherwise
one has to keep in mind the periodicity of the states. Likewise for multiples of λt = 1.
8Actually, there is still some basis ambiguity left in the correlations [24]. See also the
discussion in Sec. 1.1. The basis ambiguity can be removed by considering an enlarged,
multipartite, system.
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for n 6= m by virtue of A/B〈n|m〉A/B = δn,m. And thus, ρA =
∑
n |cn|2|n〉〈n|
which means that intervention I has been achieved in A. The crux underlying
the von Neumann measurement strategy has been the A-B entanglement, which
was generated by the interaction Hamiltonian, Eq. (1.26). And although not all
Hamiltonians can be written as a simple product OA ⊗OB , like in Eq. (1.26),
it is possible to decompose an arbitrary interaction into a sum of such terms∑
lO
(l)
A ⊗ O(l)B ; the individual operators are, however, no longer necessarily
Hermitian [3].
1.4 Decoherence
One of the primary goals of decoherence theory [5, 6, 3] is to understand
how classical phenomena can emerge from the quantum mechanical formalism.
That is, under what conditions do particles lose their quantum mechanical
behaviour and start to display features that are characteristically classical. The
environment is the principal element to explain the fragility of all but a few
quantum superpositions. And it is believed that the remaining stable quantum
configurations emerge, in this way, as the most classical states.
Importantly, the central dogma is the universal validity of the laws of
quantum mechanics. This includes both the system to be studied and its envi-
ronment. And because environmental effects can never be entirely eliminated,
the coupling between the system and environmental degrees of freedom lead to
entanglement. The quantum correlations, in turn, suppresses the observability
of coherence in a subsystem. For example, the observability of macroscopic
interference terms like in Schro¨dinger’s cat paradox is clarified by taking into
account the interaction of environmental photons, molecules in the air, and even
the cosmic microwave background radiation [25, 6]. Each individual particle,
such as a photon, measures the macroscopic quantum state in the von Neu-
mann sense, see Sec. 1.3.1 (notwithstanding the self-Hamiltonian of the system
under study). Hence, after the interaction with the environment, the quantum
mechanical average of operators that quantify interference effects of | 〉 with
| X X 〉 have been diminished. And likewise, | 〉 and | 〉 [see Eqs. (1.9) and
(1.10), respectively] are rendered inaccessible due to the entanglement of the
localised states | 〉 and | 〉 with its respective environment. More generally,
it is argued [3] that the form of the system-environment interaction is typically
diagonal in position space, which underlies the spatial localisation of classical
objects, even though the eigenstates of most Hamiltonians (in isolation) tend
to delocalise atomic structures.
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1.4.1 Qualitative example
An example (for more details see Appendix 1.A) to make the measuring effect
of the environment and the ensuing loss of phase coherence more concrete:
Consider a superposition of spin states, or qubits if you like, |x〉 = (|↑〉+ |↓〉)/√2.
Assume that the environment is an arbitrary state |E0〉; analogous to Sec. 1.3.1,
|E0〉 can be thought of as the ”blank state” on which the quantum state is
recorded. Initially, the uncorrelated state |ψ(0)〉 = |x〉|E0〉 shows coherence
amongst up/down states, as indicated by, e.g., 〈ψ(0)|σx|ψ(0)〉 = 1, with σx
the Pauli matrix acting on the spin states (as detailed in Chapter 2). For
a suitably chosen interaction which conserves the up/down states (see, for
instance, Appendix 1.A), the measuring effect of the environment leads to
|ψ(0)〉 = |x〉|E0〉 → |ψ(τ)〉 = 1√
2
|↑〉|E↑(τ)〉+ 1√
2
|↓〉|E↓(τ)〉 . (1.31)
where |↑〉|E↑(τ)〉 = exp[−iτH/~] |↑〉|E0〉 and likewise for spin down (remember,
the up/down states were conserved). If the relative states are approximately
orthogonal
〈E↓(τ)|E↑(τ)〉 ≈ 0 , (1.32)
then, by tracing out E , the RDM becomes almost diagonal
ρS(τ) = TrE [|ψ(τ)〉〈ψ(τ)|] =
(
1
2
1
2 〈E↑|E↓〉
1
2 〈E↓|E↑〉 12
)
≈ 1
2
|↑〉〈↑| +1
2
|↓〉〈↓| .
(1.33)
Coherence effects between |↑〉 and |↓〉 are encoded in the off-diagonal compo-
nents of ρS , and have been diminished. Indeed, 〈ψ(t)|σx|ψ(t)〉 = Tr[σxρS(τ)] ≈
0. Because the environment consists of a large collection of particles, none of
the individual measurements has to be complete, i.e., individual environmen-
tal particles do not have to become precisely orthogonal relative to the test
particle (as opposed to Sec. 1.3.1). The only prerequisite is that the collective
environment becomes orthogonal, like in (1.32). However, since the Hilbert
space grows exponentially with the number of particles N , the quantum object
becomes quickly inseparable from the environment as a whole, even if individual
collisions lead only to partial entanglement. (See, e.g., Appendix 1.A.)
1.4.2 Molecules
Molecules naturally interpolate between the macroscopic (such as crystals),
and the microscopic, like H2. Molecules are therefore excellent starting points
to study the border between classical and quantum physics. A particular
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example is the chirality of molecules [25, 6, 26] in which its mirror image can
not be obtained by rotation, such as molecules with an asymmetric carbon
atom. Substances such as sugar rotate the polarisation of the electromagnetic
radiation, indicating that the molecule is chiral. However, chiral states are
not eigenstates of the Hamiltonian. So the question arises, how come these
molecules have a definite spatial configuration, while the actual quantum
states of the Hamiltonian are symmetric (and antisymmetric) combinations
thereof? (See also the discussion by Anderson [27, 28].) The answer provided
in Refs. [25, 6, 26] is that the relevant energy eigenstates, namely the rotational
levels of the entire molecule, are very nearly (in fact, doubly) degenerate [6]. As
a result, tiny perturbations arising from the environment might appear sizeable
compared to the energy level spacing [25]. Specific perturbations [26] lead
to correlation of chiral states with environmental degrees of freedom, thereby
selecting states with definite handedness as the stable configuration. This
explains [6] why the delocalised spatial structure (as inferred by spectroscopy
experiments) is only observed for very small molecules—like ammonia [29]—
while larger molecules preserve chirality, even in chemical reactions.
From the experimental side, there have been several advances that are
pushing quantum coherence to the mesoscopic regime. One example is the
interference of large molecules, such as the football shaped C60 molecule called
Buckminsterfullerene [30] (and related molecules). Several decoherence mecha-
nisms, leading to the reduction of interference fringes, have been identified and
experimentally verified; for instance, the thermal emission of electromagnetic
radiation [31] and the scattering of environmental gas molecules [32, 33]. At
the moment, no fundamental obstacle appears to prevent the interference of
larger objects. Rather, the technical challenges are, e.g., the reduction of the
particle velocity and lowering of the internal temperature [34]. And in fact,
the interference of molecules upto 104 atomic mass units has already been
achieved [35]. These experiments suggest that superpositions of macroscopic
classical objects (like that of cats) can not be outright dismissed without proper
justification.
With the advancement of spin polarised scanning tunnelling microscopy
techniques [36, 37, 38, 39], it is now possible to construct small magnetic
structures. By placing individual atoms on a substrate, artificial molecules can
be created in which the strength and the type of magnetic interactions can
be controlled. But importantly, with this technique, the magnetisation can
be mapped out on an atomic resolution. As an example, chains of Mn atoms
(placed on a suitable substrate) are dominated by antiferromagnetic exchange
interactions, and the chains are found to be in the magnetically symmetric
groundstate [40, 36]. In this (singlet) state, the magnetic configurations of
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Figure 1.3: The fragility of quantum states are, according to decoherence
theory, determined by the interaction strength with its environment. When
the interactions are weak, the energy eigenstates (e.g., the energy levels in an
atom) are most stable. Conversely, when the environment strongly couples
to a quantum particle, the stable configurations are determined by what the
environment measures (e.g., position by recoil-free scattering of photons).
individual atoms interfere constructively, erasing both the local and global
magnetisation of the system. In contrast, when Mn is substituted by Fe atoms,
the system is found to be in a classical, symmetry-broken, configuration in
which individual atoms have a well defined magnetic state and the magnetic
moments order oppositely in a chequerboard arrangement [36]. The symmetry
broken states are thus coherent combinations of the groundstate and excited
states. (Cf. the discussion of chiral molecules!) The chief difference between
the two systems is the magnetic anisotropy, which is large for Fe [36]. As a
result, the larger magnetic anisotropy lowers the groundstate excitation energy,
making the system more susceptible to environmental effects. Furthermore,
the system was found to telegraph (or flop) between the two symmetry-broken
states, as a result of quantum tunnelling [36, 41]. Interestingly, the symmetry
broken states can be stabilised by the system size [36]. Gradually increasing
the number of atoms (in the magnetic structure) therefore suppresses quantum
tunnelling effects [36].
1.4.3 Selecting classical configurations
The general picture that emerges, is the delicate interplay of the energy levels
of the quantum system and the coupling strength to its environment. The
border between quantum mechanics and classical physics is therefore not a hard
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one, but rather an interpolation, as suggested by the examples in the previous
section. On the left hand of the spectrum (see Fig. 1.3), there are atoms (such
as hydrogen) that are characteristically quantum and where spectral emission
experiments indicate energy eigenstates. The level spacing of individual atoms
or small molecules is often large compared to environmental perturbations.
From the perspective of the quantum object (technically, in the interaction
picture of the environment self-Hamiltonian), the environment leads to adiabatic
variation of the energy levels. The energy eigenstates are in this sense immune
to environmental noise [42]. The quantum states that are most robust against
environmental monitoring are called pointer states [5, 3].
On the other end of the spectrum (Fig. 1.3), one finds macroscopic classical
objects like tables and cats in which—in contrast to the purely symmetric ab
initio Hamiltonian—a (typically large) collection of eigenstates conspire to form
localised, rigid objects [28]. Collective configurations—such as the centre-of-
massRCM coordinate of a macroscopic N -body H = P
2
CM/(2MN) system—are
generally delocalised in the groundstate [43, 28]. But the energy level spacing
δE of the system as a whole typically decays with its size as δE ∝ 1/N ,
becoming quasi-degenerate [43]. Therefore, environmental perturbations which
may in fact be weak in absolute terms, can very quickly become strong in
comparison to the near degeneracy of the relevant part of the spectrum (e.g.,
states near the ground state for temperature T close to zero Kelvin) [25].
Similar fragility is found in small artificial quantum structures, which too are
accompanied by near degeneracy. For example, δE ∼ 10−6 eV for a small
quantum dot chain (with hopping amplitude t ∼ 10−6 eV and on-site repulsion
U ∼ 10−3 eV) [44] and a similar level spacing is found for superconducting
qubits [45]. Evidently, such systems are very susceptible to environmental
perturbations. According to decoherence theory, the stable configurations,
the pointer states, are largely determined (notwithstanding the precise details
of the energy levels) by the interaction Hamiltonian [24]. The environment
measures (cf. Sec. 1.3.1) the subsystem to be in the state diagonal in the
interaction Hamiltonian.
The region in between depends largely on the details of the system. It is
difficult to make general remarks in this part of the spectrum, because one has
to take into account both the energy level spacing and the possible environment
interactions to determine the states that are most resilient against environmental
effects. Coherent states (which are states of minimum uncertainty) are a
particular example of states that arise as a compromise between the self-
Hamiltonian of the quantum object (i.e., the Hamiltonian in isolation) and
the interaction of the environment [46, 47]. More generally, the predictability
sieve criterion [2] is one of the ways to explore the robustness of particular
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state against environmental effects. For further discussion of pointer states,
the reader is referred to Chapter 5.
1.5 Outline of dissertation
The dominant lines of inquiry in quantum measurement- and decoherence
theory focus on conceptual, rather than technical, resolutions. The proposed
mechanisms are usually exemplified with analytically tractable models, that
use free particles, restrictive assumptions, or idealised mathematical limits (but
usually combinations thereof). Nevertheless, the qualitative ideas are assumed
to hold more generally, extending beyond these simplistic solvable models. It
is therefore of interest to relax some of these idealisations to examine whether
these qualitative ideas can still be upheld when less simplistic models are studied.
To this end, the quantum dynamics of several collections of spin-1/2 particles
are considered throughout this dissertation. Quantum spin simulations are the
perfect test ground to scrutinise assumptions of decoherence- and quantum
measurement theory since a wide range of models can be constructed at will.
Furthermore, the accuracy of the numerics can be controlled (see Chapter 3),
which facilitates the study of entanglement.
The outline of this work is as follows: First, the algebra of angular momenta
(spin-1/2 states are a particular example of angular momenta states) is reviewed
in Chapter 2. Next, the algorithms and simulation techniques that are used
throughout this work are discussed in Chapter 3. Chapter 4 examines the
effect of instantaneous projective measurement (collapse of the wave function)
in a magnetic chain, and the ensuing many-body dynamics: the so-called
decoherence wave. The concept of pointer states, as already briefly discussed in
Sec. 1.4.3, is further scrutinised in Chapter 5. Continuing, Chapter 6 draws on
the previous decoherence wave chapter, by removing the instantaneous collapse
idealisation and fully incorporating an environment. This chapter explores
whether repeated (quantum Zeno type) measurement is able to induce magnetic
order. Finally, a quantum measuring device is investigated in Chapter 7. A
numerical calculation is carried out to see whether a small apparatus which uses
symmetry breaking is able to account for all features that are characteristic for
a measuring instrument. The dissertation is concluded with a summary of the
results.
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Appendix
1.A Example decoherence spin system
To get some feeling of how a decoherence process works in practice, a somewhat
trivial example is worked out9. A single spin 1/2 particle (or qubit), denoted by
S, is coupled to an environment of NE spin 1/2 particles (for more details about
the algebra of angular momenta see Chapter 2). The Hamiltonian consists of
system-environment coupling only (~ equals one)
H =
NE∑
l=1
zlσ
z
Sσ
z
l , (1.34)
with zl the coupling constants. Any complications arising from the self-
Hamiltonian of the spin S or the environment are neglected. The decoherence
of a system that is initially in an (uncorrelated) product state |ψ(0)〉 = (α |↑
〉S + β |↓〉S) ⊗ |E〉 will be studied in which |E〉 is a simple product of single
particle states that point in random directions
|E〉 =
NE∏
l=1
ei(
pi
2ml·σl−pi2 ) |↑〉l =
NE∏
l=1
cos
θ
2
|↑〉l + sin θ
2
eiφ |↓〉l , (1.35)
with ml = [sin(θ/2) cosφ, sin(θ/2) sinφ, cos(θ/2)]
T a random realisation for
each l. Equivalently, Eq. (1.35) can be written in terms of density matrices
|E〉〈E| =
N∏
l=1
1 + σl · nl
2
, (1.36)
9A derivation alternative to the one presented here, but with the same Hamiltonian and
initial state, can be found in e.g. Ref. [48].
24 Introduction
where now nl = [sin θ cosφ, sin θ sinφ, cos θ]
T . It will now be shown that,
under the evolution of H [Eq. (1.34)], the states |↑〉S and |↓〉S entangle to
environmental states that quickly become orthogonal in time. Explicitly, the
time-evolution of the state |ψ(0)〉 is
(α |↑〉S + β |↓〉S)⊗ |E〉 exp[−itH]−−−−−−→ α |↑〉S |E↑(t)〉+ β |↓〉S |E↓(t)〉 , (1.37)
with
|E↑(t)〉 = exp
[
−it
NE∑
l=1
zlσ
z
l
]
|E〉 , (1.38)
and |E↑(t)〉 = |E↓(−t)〉. The off-diagonal components of the reduced density
matrix are then found to be
ρ↑↓(t) = TrE [S〈↑ |ψ(t)〉〈ψ(t) |↓〉S ] = αβ∗〈E↓(t)|E↑(t)〉 . (1.39)
Using the fact that the environment is a simple product [Eq. (1.36)] the
individual terms of the Hamiltonian can be factorised
ρ↑↓(t) = αβ∗
NE∏
l=1
Tr
[
e−2itzlσ
z
l
1 + σ · nl
2
]
≡ r(t)αβ∗ . (1.40)
Each individual trace can be worked out by rewriting exp[−2itzlσzl ] = cos(2tzl)−
i sin(2tzl)σ
z
l and noting that the Pauli matrices are traceless such that
r(t) =
NE∏
l=1
[cos(2tzl)− i sin(2tzl)nzl ] . (1.41)
The factor r(t) is thus a product of runners each traversing its own ellipse in
the complex plane of height nzl (and unit width) with speed 2zl. For recurrences
to occur, all runners must simultaneously meet at any of the terminals points
kpi with k = 1, 2 . . . . Increasing NE therefore quickly diminishes any chances
of observing recurrences for not too large t. We are primarily interested in the
norm of r(t), and shall now focus on small t values. Taking the logarithm and
expanding up to second order in t
2 ln |r(t)| =
NE∑
l=1
ln
[
cos2(2tzl) + sin
2(2tzl)n
z
l
2
]
≈
NE∑
l=1
ln
[
1− (2tzl)2(1− nzl 2)
]
≈ −NE
(
t
τ
)2
. (1.42)
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Figure 1.4: Loss of phase coherence resulting from the Hamiltonian in Eq. (1.34)
for an environment of NE = 20 spins. Numerical calculations are compared with
a Gaussian [Eq. (1.44)]. The combination of random couplings and environment
states are such that τ = 0.515697.
with
τ−2 = 4NE−1
NE∑
l=1
z2l (1− nzl 2) . (1.43)
Thus |r(t)| shows Gaussian decay
|r(t)| = e−NE t
2
2τ2 . (1.44)
with characteristic time τ . After the initial decay the coherence remains
quenched. As an example, the analytical expression [Eqs. (1.44) and (1.43)] is
compared to a full numerical calculation. The results are shown in Fig. 1.4 and
illustrates excellent agreement. An environment of NE = 20 spins was used,
with random uniform coupling zl in the domain [0, 3.75]. Together with the
random values nzl the characteristic time scale τ can be calculated, which was
τ = 0.515697 for the simulation shown in the figure.
In actual numerical simulations, the Hamiltonian and the initial states are
not as simplified as outlined here. These subtleties is what makes the analysis so
interesting in the first place. As a result, it is difficult to do an analytic analysis
without throwing the baby out with the bathwater. Examples of complicating
aspects include the self-Hamiltonian of both S and the environment E , a
system-environment interaction that can not simply be written as a product of
a system and an environment 10 as in Eq. (1.34), or an environment that can
10Perhaps (physically) the most important example is a term of the form SS ·SE in which
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not be written as a simple product, like in Eq. (1.35). But even so, experience
shows that in spin systems, dephasing usually starts out Gaussian (as opposed
to exponential) before other important (usually non-Markovian) effects start
to kick in.
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Chapter 2
Angular Momentum
Formalism
In this chapter, an overview is given of the angular momentum formalism
with particular emphasis on spin. It is by no means a comprehensive or
mathematically rigorous account. For this, the reader is referred to a series of
books [1, 2, 3, 4, 5, 6] which were consulted in writing this chapter. Instead, an
attempt is made to provide a birds eye view of all relations that might prove
useful for the subsequent chapters and references therein. Units in which ~ = 1
are used throughout the chapter.
2.1 Rotational symmetry considerations
Let us start by discussing how angular momentum operators emerge from
general symmetry requirements, following the treatment by Schwinger [4] (a
similar exposition is given by Ballentine [6]). Quantities that are observ-
able in experiment—such as expectation values of observables or transition
probabilities—are independent of the underlying representation. What is more,
most observables are invariant under a set of symmetry operations. Examples
of well known symmetry operations include translation (be it in space or time),
boosts 1, and (as will be discussed here) rotational invariance. In the language
1Boosts and rotations are both contained in Lorentz invariance, given by the group
SO(3,1). And in turn, translations and Lorentz invariance can be combined into the Poincare´
group. But from a Galilean perspective, boosts and rotations can for simplicity be considered
disjoint.
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of Hilbert spaces and linear operators, a particular symmetry translate into
invariance under unitary transformations. In particular, infinitesimal unitary
transformations U can be expressed using an Hermitian operator G as
U = 1 + iG = 1 + iT . (2.1)
This operator G is infinitesimal in  and is called the generator . The Hermitian
property G† = G ensures that U is unitary, i.e., U† = U−1. Arbitrary finite
transformations can be constructed by repeated application of the infinitesimal
unitary transformation:
lim
N→∞
(
1 +
iαT
N
)N
= exp[iαT ] . (2.2)
Naturally, operators are required to transform as O′ = O− δO under infinitesi-
mal operations
U−1OU = O + i[O,G] +O(2) , (2.3)
up to first order in G. As a consequence, one identifies
δO =
1
i
[O,G] . (2.4)
We shall be particularly interested in operators which transform as a vector
under an infinitesimal rotation
r′ = r − δω × r , (2.5)
and derive the algebraic equations of the respective generator. Assume, more-
over, that the components of δω are real numbers (not operators). The inverse
of rotation (2.5) is r + δω × r. To study the generator relations, consider first
two infinitesimal consecutive rotations symbolised as (1, 2): first rotation 1 and
then rotation 2
r → r − δω1 × r → r − δω1 × r − δω2 × (r − δω1 × r)
= r − (δω2 + δω1)× r + δω2 × (δω1 × r) . (2.6)
Note that δω2 × (δω1 × r) is neither second order in δω2 nor in δω1. So
this terms has to be kept up to leading order in the infinitesimal rotations. A
rotation in reverse order [cyclic permute 1↔ 2 in Eq. (2.6)] shows that even
infinitesimal rotations do, in general, not commute. A new rotation is found
by working out the rotation (1, 2) and subsequently the inverse of (2, 1) [4]
r → r + δω2 × (δω1 × r)− δω1 × (δω2 × r) = r − (δω1 × δω2)× r , (2.7)
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in which the antisymmetry property (a× b = −b× a) and the Jacobi identity
[sum over cyclic permutations vanishes:
∑
a→b→c a× (b× c) = 0] was invoked.
The term δω[12] ≡ δω1 × δω2 can now be identified as the new instantaneous
axis of rotation. In terms of unitary transformations, the combined rotation
can be described as:
U[12] = (U1U2)
−1U2U1 . (2.8)
Inserting the infinitesimal forms to leading order in the generators Gi, this
leads to
[1− i(G1 +G2) +G1G2] [1 + i(G1 +G2)−G2G1] = 1 + [G1, G2] . (2.9)
Since the combined rotations are itself a rotation, as shown in Eq. (2.7), it
must be that
[G1, G2] = iG[12] , (2.10)
and therefore the generators form a non-Abelian group. As the generators Gi
are proportional to δωi, the following form
2 is taken:
Gi = δωi · S . (2.11)
Substituting this expression in (2.10) leads to
[δω1 · S, δω2 · S] = i(δω1 × δω2) · S , (2.12)
and by choosing δωi to lie along the Cartesian axes result in the commutation
relations
[Si, Sj ] = iijkS
k , (2.13)
whereby ijk is the Levi-Civita permutation symbol and summation over
contracted indices is implied. Or, equivalently,
S × S = iS . (2.14)
This, then, is taken as the definition [1] of angular momentum operators in
general, and spin operators in specific.
2There is additional freedom of scalar phase in the unitary transformation. For the
generators of angular momentum, this overall phase can be removed without loss of generality,
see Refs. [4, 6].
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2.2 Representations
So far, the discussion has been general without referring to any basis in
particular. In order to continue, one additional property is needed. Since
any vector transforms as Eq. (2.5) under rotations generated by S, it is also
true for the generator S itself. In general, a scalar constructed of two vectors
transforms trivially v ·w → v ·w − (δω × v) ·w − v · (δω ×w) = v ·w to
leading order [4]. Consequently, the scalar product
S2 = S · S . (2.15)
commutes with S. Next, raising and lowering operators can be constructed as
S± = Sx ± iSy. The idea is to use the ladder operators to generate different
states in a given subspace of S2. The ladder operators give rise to analogous
commutation relations [7]
[Sz, S±] = ±S± , [S+, S−] = 2Sz . (2.16)
In all the representations listed below the starting point are Eqs. (2.15) and
(2.16).
2.2.1 z-component
The most standard representation of spin states picks the Sz operator as the
quantisation axis (the discussion below follows the lines of Refs. [1, 4, 5, 6]).
Since the spin operators S commute with the invariant S2, the states can be
represented by the pair
|s,m〉 , (2.17)
whereby m is the eigenvalue of Sz and s is a quantum number related to
Eq. (2.15) (the precise relation between the eigenvalue of S2 and quantum
number s will be unveiled shortly). In the |s,m〉 representation, the commuta-
tion relations (2.16) indicate why the S+ and S− operators are referred to as
raising and lowering operators, respectively. Explicitly working out the first
commutator yields
Sz
(
S±|s,m〉) = (m± 1) (S±|s,m〉) . (2.18)
The state S±|s,m〉 is thus proportional to a new eigenstate of Sz, namely
|s,m±1〉. Assume now that there is a maximum3 rung l, such that S+|s, l〉 = 0.
3For a more rigorous discussion indicating that the eigenvalues of S2 are non-negative,
and that this implies the existence of a minimum and maximum rung see e.g. Refs. [4, 6].
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With the help of Eq. (2.16) the Casimir invariant can be rewritten as
S2 = S−S+ + Sz(Sz + 1) (2.19)
= S+S− + Sz(Sz − 1) , (2.20)
and for this state one finds that
S2|s, l〉 = l(l + 1)|s, l〉 . (2.21)
Since this value is identical for each state that is generated by repeated appli-
cation of the lowering operator, l then defines s and is called the multiplicity.
These states, S±|s,m〉 ∝ |s,m± 1〉, can be properly normalised by invoking
Eq. (2.19)
〈s,m|S∓S±|s,m〉 = (s(s+ 1)−m(m± 1))〈s,m|s,m〉 . (2.22)
Analogous to the top rung |s, s〉 that was just found, there is also a bottom
rung such that S−|s, l′〉 = 0. By applying once again Eq. (2.19) to |s, l′〉 and
using the fact that it must give s(s+ 1) it follows that l′ = −s.
Thus to summarise, for a given value of s there are 2s + 1 states with
different Sz eigenvalues which can be obtained by (after proper normalisation)
applying the lowering operator to the state |s, s〉. Matrix representations of
the spin operators can now be obtained by calculating the components in the
|s,m〉 representation. These are found to be
〈s′,m′|S±|s,m〉 = δm±1,m′δs,s′
√
s(s+ 1)−m(m± 1) ,
〈s′,m′|Sz|s,m〉 = δm,m′δs,s′m, (2.23)
〈s′,m′|S2|s,m〉 = δm,m′δs,s′s(s+ 1) .
For spin s = 1/2, for example, the spin matrices are given by S = σ/2 whereby
σ are the Pauli spin matrices:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (2.24)
2.2.2 Schwinger Boson
There exist several other representations of the spin operators, instead of
Eqs. (2.23). And to give an idea, the Schwinger Boson parametrisation [1, 4]
will now be highlighted. A selection of other representations are indicated in
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Table 2.1. The representation by Schwinger [1, 4] uses two flavours of Boson
operators. By definition, introduce two new numbers
n1 ≡ s+m, (2.25)
n2 ≡ s−m, (2.26)
each taking the values ni = 0, 1, . . . , by virtue of −s ≤ m ≤ s. In the new
notation, the states from the previous section |s,m〉 become |n1+n22 , n1−n22 〉 or
simply |n1, n2〉. By acting with the operator S± to the right gives:
S+|n1, n2〉 =
√
n2(n1 + 1)|n1 + 1, n2 − 1〉 , (2.27)
S−|n1, n2〉 =
√
n1(n2 + 1)|n1 − 1, n2 + 1〉 . (2.28)
Define a = [a1, a2]
T with ai annihilation operators satisfying Bosonic commu-
tation relations
[ai, a
†
j ] = δi,j . (2.29)
Eq. (2.27) allows one to identify ni with the Bosonic number operator ni = a
†
iai.
The spin operators are consequently given by [4]
S =
1
2
a†σa , (2.30)
or explicitly in indices Sα = 2−1
∑2
i,j=1 a
†
iσ
α
ijaj . A generic state |s,m〉 can be
constructed by requiring that there is a vacuum state |0〉 such that ai|0〉 = 0
for both i = 1, 2, and therefore
|s,m〉 = (a
†
1)
s+m(a†2)
s−m√
(s+m)!(s−m)! |0〉 . (2.31)
Clearly the vacuum state |0〉 is the singlet state , which transforms trivially
under rotations, S|0〉 = 0, by virtue of (2.30). The operator a†1 (a†2) creates
a s = 1/2 state with magnetisation 1/2 (−1/2). This means that Eq. (2.31)
describes a condensate of n1 +n2 = 2s spin-1/2 particles in which s+m are spin
up and s−m spin down. Interestingly, the representation in terms of Bosons
has slightly more freedom to construct additional operators. For instance, it is
possible to create hyperbolic operators which conserve m but raise and lower
s [1]
K+ = a†1a
†
2 , K
− = a2a1 , Kz = (n1 + n2 + 1)/2 , (2.32)
with the slightly modified commutation relations [K+,K−] = −2Kz and
[Kz,K±] = ±K±, but further details are beyond the scope of this work.
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Figure 2.1: The set of states {|s1, s2,m1,m2〉} with fixed s1 = 3/2 and s2 = 1
can be combined into a new set {|S,M, 3/2, 1〉} whereby 1/2 ≤ S ≤ 5/2 and
−S ≤M ≤ S.
2.3 Addition of angular momenta
Besides individual angular momentum states, one might consider a quantum
state that is composed of more than one particle, each with its own (respective)
angular momentum. In this subsection, the addition of angular momentum
of two individual states will be developed. The procedure can in principle be
extended to an arbitrary number of product states, by iterative usage. But for
simplicity, the discussion shall be restricted to a two-spin product state:
|s1, s2,m1,m2〉 ≡ |s1,m1〉 ⊗ |s2,m2〉 , (2.33)
whereby (as usual) si and mi denote, respectively, the total spin and the z-
magnetisation of particle i. For given s1 and s2, the space is spanned by a total
of (2s1 + 1)(2s2 + 1) states. There is one specific (unique) linear combination
of the individual spin operators, Si, that combine into a total spin operator [1]
whilst preserving the fundamental commutation relation [Eq. (2.13)], namely
S =
∑
i
Si . (2.34)
Analogous to the single-site operators, the eigenvalues of S2 and Sz can be
labelled by S and M . In addition, these operators commute with the single site
operators S2i . States can thus be simultaneously labelled by these eigenvalues
as |S,M, s1, s2〉. As it turns out, the basis formed by (2.33) can be uniquely [6]
mapped on to the states |S,M, s1, s2〉. The total spin S is now subject to the
triangle inequality
|s1 − s2| ≤ S ≤ s1 + s2 , (2.35)
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which can be established using a counting argument [1, 4] that goes as follows:
The largest possible value of M is unique and is given by Mmax = s1 + s2, so
that this state corresponds to Smax = s1 + s2, i.e.,
|Smax,Mmax, s1, s2〉 = |s1, s1〉|s2, s2〉 . (2.36)
By successive application of the lowering operator S− = S−1 + S
−
2 , a set of
2(s1 + s2) + 1 states is generated. One of which has M = s1 + s2 − 1; but
there must be two such states corresponding to the pairs (m1,m2) equal to
(s1− 1, s2) or (s1, s2− 1). Thus, there is state with maximum M = s1 + s2− 1,
which defines a state with S = s1 + s2 − 1. By repeated lowering of this
state one accounts for an additional 2(s1 + s2 − 1) + 1 number of states. This
process, by successively counting the states with lower M , can be continued
until S = |s1−s2|, see Fig. 2.1. At this point there are precisely as many states
with a given M in the |s1, s2,m1,m2〉 basis as were generated from |S,M〉
states. By summing over the states M corresponding to each S
s1+s2∑
S=|s1−s2|
(2S + 1) = (2s1 + 1)(2s2 + 1) , (2.37)
shows that all states |s1, s2,m1,m2〉 are accounted for.
2.4 Glebsch-Gordan coefficients
Since the sets {|s1, s2,m1,m2〉} and {|S,M, s1, s2〉} span the same basis, they
can be expressed into each other by inserting a resolution of identity
|S,M, s1, s2〉 =
∑
m1,m2
|s1, s2,m1,m2〉〈s1, s2,m1,m2|S,M, s1, s2〉 . (2.38)
These proportionality constants have a special name, and are called Clebsch-
Gordan (CG) coefficients. The values can be looked up in tables [5], or
straightforwardly calculated using the explicit formula [1]. Various notations
are used to abbreviate 〈s1, s2,m1,m2|S,M, s1, s2〉; the one used here is
CS,s1,s2M,m1,m2 = 〈s1, s2,m1,m2|S,M, s1, s2〉 . (2.39)
By appropriate convention the coefficients can be taken to be real [1]. By
multiplying Eq. (2.38) by the bra 〈S′,M ′, s1, s2| from the left, one finds∑
m1,m2
CS,s1,s2M,m1,m2C
S′,s1,s2
M ′,m1,m2 = δS,S′δM,M ′ . (2.40)
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A second consequence of the fact the CG coefficients are real (i.e., 〈s1, s2,m1,m2|S,M, s1, s2〉 =
〈S,M, s1, s2|s1, s2,m1,m2〉) is that the inverse relation is given by
|s1, s2,m1,m2〉 =
∑
S,M
|S,M, s1, s2〉〈S,M, s1, s2|s1, s2,m1,m2〉 (2.41)
=
∑
S,M
|S,M, s1, s2〉CS,s1,s2M,m1,m2 . (2.42)
Therefore, a second sum rule is obtained∑
S,M
CS,s1,s2M,m1,m2C
S,s1,s2
M,m′1,m
′
2
= δm1,m′1δm2,m′2 . (2.43)
2.5 Irreducible tensors and the Wigner-Eckart
theorem
The power of the CG coefficients culminates in the Wigner-Eckart (WE)
theorem, whereby the calculation of rather generic spin operators (so-called
tensor operators, as discussed below) can be reduced to the calculation of
CG coefficients. Typical examples in which the WE theorem is used are the
calculation of the static structure factor and the staggered magnetisation.
These quantities will be discussed in more detail in the following chapters, it
will therefore be useful to develop further this mathematical machinery.
In much the same way that two spin vectors can be combined into higher
spin states, it is also possible to combine higher rank (meaning, multiple index)
tensors. So a tensor can be decomposed into parts that transform as a singlet
(S = 0), triplet (S = 1) and so on. One might think of this decomposition
as analogous to a matrix that is separated into a symmetric, anti-symmetric,
and traceless part. Likewise, the multiplets (defined in spin space) do not mix
under rotations.
Consider first the action of a rotation, denoted by Ω, on a rank 1 tensor,
i.e., a spin vector |s,m〉. Since, the generator [Eq. (2.11)] commutes with
S2 [Eq. (2.15)], the rotation operator, R(Ω), is restricted to the subspace of
constant multiplicity s. The rotation can thus be explicitly expressed in terms
of the magnetisation components:
R(Ω)|s,m〉 =
∑
m′
|s,m′〉〈s,m′|R(Ω)|s,m〉 ≡
∑
m′
|s,m′〉D(s)m′m(Ω) . (2.44)
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More generally, a rank m tensor transforms as
T
(s1...sm)
i1...im
→ T ′i1...im =
 m∏
a=1
∑
ja
D
(sa)
iaja
(Ω)
T (s1...sm)j1...jm . (2.45)
These higher rank tensors are generically reducible, and can be decomposed in
irreducible representations as [2]
T =
∑
s,m
T (s)m , (2.46)
whereby the sum over m is restricted to −m ≤ s ≤ m for each s individually.
The decomposed elements transform under rotations as
T (s)m → T ′(s)m = R(Ω)T (s)m R−1(Ω) =
∑
m′
T
(s)
m′ D
(s)
m′m(Ω) , (2.47)
and is called an irreducible tensor of degree s [2, 3, 6]. Equivalently, irreducible
tensors can be defined in terms of commutators with the angular momenta
operators, which readily follow from (2.47) by using infinitesimal generators
[Eq. (2.11)] for the rotations R(Ω).
The polarisation representation of a two-by-two density matrix ρ is a
frequently encountered example of irreducible tensors. The density matrix can
be decomposed as
ρ =
1 + n · σ
2
=
1
2
+ n′ · T (1) , (2.48)
with T (1) = [T
(1)
+ , T
(1)
0 , T
(1)
− ]
T where T
(1)
± = ∓(Sx ± iSy)/
√
2, T
(1)
0 = Sz, and
n′± = ∓(nx∓ iny)/
√
2, n′0 = nz. On the right hand side of Eq. (2.48) the factor
1/2 transforms under the singlet representation whilst the remainder transform
as a triplet. Analogously, a three-by-three matrix can be decomposed as a sum
of a singlet, triplet, and pentaplet (or perhaps quintuplet), and likewise for
higher spin matrices. Higher-order irreducible tensors can be systematically
constructed from two lower rank tensors A
(k)
l and B
(m)
n via GC coefficients
as [6]
T
(S)
M =
∑
l,n
CS,k,mM,l,nA
(k)
l B
(m)
n . (2.49)
(To show this is correct, perform an arbitrary rotation [Eq. (2.47)] on both
sides and combine the transformation matrices of A
(k)
l and B
(m)
n on the right
hand side into a rank S transformation matrix.)
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To proceed to derive the Wigner-Eckart theorem, first note that T
(s)
m |s′,m′〉
transforms as |s,m〉|s′,m′〉
R(Ω)
(
T (s)m |s′,m′〉
)
=
∑
n,n′
T (s)n D
(s)
nm|s′, n′〉D(s
′)
n′m′ . (2.50)
By mentally replacing |s,m〉 for T (s)m , the state |s,m〉|s′,m′〉 can be separated
in total spin states |S,M〉 via CG coefficients [2]. Or, equivalently, the product
D(s)D(s
′) can via a CG expansion be decomposed in irreducible representations
DS [2]. By introducing a proportionality constant α, that can only depend on
α(S, s, s′) 4, one finds [3]
T (s)m |s′,m′〉 =
∑
S,M
α(S, s, s′)CS,s,s
′
M,m,m′ |S,M〉 . (2.51)
By multiplying 〈s′′m′′| from the left the Wigner-Eckart theorem [2, 3, 6] is
thus obtained:
〈s′′m′′|T (s)m |s′,m′〉 = α(s′′, s, s′)Cs
′′,s,s′
m′′,m,m′ . (2.52)
What makes this equation particularly convenient is that a specific element
m on the left hand side of (2.52) allows determination of the proportionality
constant α. Any other element can then straightforwardly be related using the
CG coefficients.
As an example, Eq. (2.52) indicates that the z-component of any vectorial
tensor operator, applied to a singlet state T
(1)
0 |0, 0〉 has only non-zero overlap
with a triplet since Cl,1,0m,0,0 ∝ δl,1δm,0. Similarly, in a singlet state every tensor
operator except scalars evaluate to zero, i.e., 〈0, 0|T (s)m |0, 0〉 = αδs,0δm,0.
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Chapter 3
Methods
In practice, solving a quantum many-body problem boils down to finding a
suitable orthonormal basis that is analytically or numerically tractable, upto a
specific order of approximation. In this chapter, various numerical methods are
discussed that do precisely this. Each method has its own pros and cons (e.g.,
accuracy versus number of computer operations). Sometimes a useful strategy
is to combine different methods, each with its own level of approximation.
In this way, one can focus on a specific physical property whilst leaving the
problem (computationally) tractable.
The outline of this chapter is as follows: first, the computationally most
expensive method is discussed in 3.1, namely, (exact) diagonalisation. All
subsequent sections are to evade this approach. The Lanczos method in 3.2
approximates the extremal value of a matrix. Section 3.3 discusses a method to
decompose a (unitary) time-evolution operator as a finite (i.e., truncated) series
of Chebyshev polynomials. Finally, in 3.4 a method is outlined to approximate
thermal averages.
3.1 Diagonalisation
Diagonalisation is usually a good starting point to gain some intuition for
a physical problem and is very helpful to verify other numerical methods.
The upside of diagonalisation is that it can be straightforwardly carried out
using standard software packages such as LAPACK [1]. Under the hood, the
LAPACK algorithms perform two steps to diagonalise an Hermitian matrix [1].
(In this work only Hermitian matrices are considered.) The Hermitian matrix is
44 Methods
first turned into (real) tridiagonal form. The resulting matrix can subsequently
be diagonalised very efficiently [1]. The first step, tridiagonalising the matrix,
is the computational bottle neck and typically takes ∝ d3 number of operations
and ∝ d2 elements of memory [2], where d indicates the Hilbert space dimension.
This scaling with d is the downside of diagonalising matrices. Hardware vendors
such as Intel provide specialised implementations of the LAPACK routines
that make use of multithreading (as opposed to the standard algorithms). But
even so, diagonalisation is—because of the scaling of the computer resources—
somewhat limited in its applicability. For example, the memory required for
storing a real matrix is 8 bytes per double precision floating point number
times the number of elements 22N . Thus N = 14 spins-1/2 already requires
over 1 GB of memory, if use is made of the Hermitian property of the matrix1.
In part, the computational effort can be reduced by making clever use
of symmetries and a priori known quantum numbers. For example, if the
Hamiltonian is invariant under translation symmetry, then the states can be
assigned a momentum quantum number k. It is therefore helpful to use a basis
in which this symmetry is already manifest. Another (in this work frequently
encountered) example is the total spin quantum number, Stot. By choosing
the quantisation axis to lie along, say, the z-axis the diagonalisation can be
restricted to block-wise components with definite Sztot.
3.2 Lanczos
The eigenvector of a matrix with an extremal eigenvalue is often desired
because of its physical significance. In quantum mechanics for example, one is
typically interested the lowest energy configuration. This amounts to finding the
eigenvector of the Hamiltonian, H, with the lowest eigenvalue λ1. A particularly
useful algorithm to carry out the desired task is the Lanczos algorithm [2]. We
shall focus first on symmetric matrices. The goal is to extremise the Rayleigh
coefficient [2]
r(x) =
〈x|H|x〉
〈x|x〉 , (3.1)
by finding the optimal state |x〉 with |x〉 6= 0. With the Lanczos method, the
basis is truncated to a vector space spanned by k vectors {|qn〉}kn=1 with k  d
(d is the size of the Hilbert space). A particular basis is chosen whereby the
extremal eigenvalues of the subspace approach that of H upon increasing k.
1A Hermitian matrix has (d2 + d)/2 unique elements.
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That is, projecting on Qk = [q1, . . . , qk], the Rayleigh coefficients
mk = min|χ〉
r (Qk|χ〉) , (3.2)
Mk = max|χ〉
r (Qk|χ〉) , (3.3)
approach respectively λ1 and λN upon increasing k. The state Qk|χ〉 is thus
a trial wave function for the actual eigenstate. Since Mk (mk) must increase
(decrease) for larger k it is clearly fruitful to expand the basis in a way that
the gradient (the direction of maximal change) of the Rayleigh coefficient
∇r(x) =
∑
i
∂r(x)
∂xi
ei = 2
H − r(x)
〈x|x〉 |x〉 , (3.4)
is contained in the enlarged basis, with ei unit vectors and |x〉 purely real
(i.e., |x〉 ∈ Rd). Thus, given the vector |ξ〉 spanned by {|qn〉}kn=1, a convenient
choice to expand the truncated basis to {|qn〉}k+1n=1 would be to include H|ξ〉.
And in fact, both mk and Mk simultaneously converge along the desired
direction (i.e., towards md/Md) by choosing the subspace spanned by the
Krylov subspace [3, 2]
Kk = span{|R〉, H|R〉, · · · , Hk−1|R〉} , (3.5)
whereby |R〉 is some orthonormal state, which can be random. An orthonormal
basis can be constructed using a Gram-Schmidt [3] type of orthogonalisation
procedure [4]
|n′〉 = H|n− 1〉 −
n−1∑
l=1
|l〉〈l|H|n− 1〉 , (3.6)
where after normalisation the kets
|n〉 = |n
′〉√〈n′|n′〉 , (3.7)
are by construction orthonormal. Clearly H|l〉 is contained in the subspace
span{|1〉, . . . , |l + 1〉}. Since |n〉 is by construction orthonormal to the states
|m〉 with m < n, it follows that 〈l|H|n〉 is zero for l < n − 1. Introducing
〈n|H|n〉 = αn and 〈n− 1|H|n〉 = βn−1 Eq. (3.6) simplifies to
|n′〉 = H|n− 1〉 − βn−2|n− 2〉 − αn−1|n− 1〉 , (3.8)
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or equivalently [3, 2] (use 〈n|n′〉 = βn−1 and substitute n→ n+ 1)
H|n〉 = αn|n〉+ βn|n+ 1〉+ βn−1|n− 1〉 , (3.9)
in which β1 ≡ 1 and |0〉 ≡ 0 [3]. The Hamiltonian H is thus tridiagonal in |n〉
with the explicit shape
Tk =

α1 β1 . . . 0
β1 α2
. . .
...
. . .
. . .
. . .
...
. . .
. . . βk−1
0 . . . βk−1 αk

, (3.10)
whereby Tk is the orthogonal projection of H onto the space spanned by
the Krylov subspaces of rank k [3]. Tridiagonal matrices can be efficiently
diagonalised using for example the QR algorithm [5], which performs a sequence
of rotations on the matrix. Importantly, the extremal eigenvalues of TK
approach that of the original Hamiltonian H [2].
The generalisation of Eq. (3.9) to Hermitian matrices follows almost imme-
diately from Eq. (3.8) and is given by [3]
H|n〉 = αn|n〉+ β∗n|n+ 1〉+ βn−1|n− 1〉 , (3.11)
in which the ∗-symbol indicates complex conjugation.
A reasonable approximation of the ground state can be obtained by it-
eratively incrementing k and calculating the eigenvalue spectrum of the (in-
creasingly higher rank) matrix Tk. The convergence of the eigenvalues as a
function of k can be compared against a desirable numerical accuracy. When
the eigenvalues have sufficiently converged, the corresponding eigenvector can
be obtained using, e.g., an inverse iteration procedure. An approximate eigen-
state of H is then obtained by transforming the eigenvector of Td back to the
basis of H (the Lanczos/Ritz vector [3]).
The error in the calculation of the eigenvectors are small whenever the
corresponding eigenvalues are separated by a reasonably large gap [3]. In this
work, we shall primarily be interested in non-degenerate ground states, in which
the gap is large (of order unity) for small systems and the gap remains large
for bigger systems (the gap ∆ decreases approximately logarithmically with
the dimension of the Hilbert space ∆ ∝ N−1 ∝ 1/ ln d).
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3.3 Chebyshev expansion
In this section, a method will be developed to approximate the time-evolution
operator U = exp[−itH] as a truncated series of Chebyshev polynomials.
3.3.1 Definition
Chebyshev’s polynomials are the cousin of the Fourier series and the polyno-
mials form a basis that is particularly suitable to approximate quantum spin
Hamiltonians [6]. The Chebyshev polynomials are defined as [7]
Tn(cos θ) = cosnθ . (3.12)
in which n indicates the order and 0 ≤ θ ≤ pi. The function Tn(cos θ) is thus
defined on the interval I ∈ [−1, 1]. It is not immediately obvious that Tn(cos θ)
is polynomial in x = cos θ. To see this, first note that Tn(cos θ) is the real part
of exp[inθ] which in turn is exp[iθ] raised to the power n. Working out the
binomial expansion of Euler’s formula and collecting terms that are real [7],
Tn(cos θ) can then be expanded in x = cos θ up to order n as
Tn(x) =
n∑
l=0
t
(n)
l x
l , (3.13)
where the coefficients are given by [7]
t
(n)
n−2k = (−1)k
[n/2]∑
l=k
(
n
2l
)(
l
k
)
, (3.14)
with k = 0, . . . [n/2]. Here, the notation [a] indicates the largest natural number
not larger than a. Alternatively, the explicit expression as a polynomial in
powers of x can be obtained using trigonometric rules to obtain the so called
three-term recurrence relation [7, 8]
Tn(x) = 2xTn−1(x)− Tn−2(x) , (3.15)
where n is a natural number such that n > 1 and, by definition, T0(x) = 1 and
T1(x) = x. The orthogonality properties of the polynomials can be expressed
as ∫ 1
−1
dx√
1− x2Ti(x)Tj(x) =
0, i 6= j,pi2 , i = j 6= 0,
pi, i = j = 0 .
(3.16)
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Using these properties, a function f(x) that is integrable on I can be expanded
as
g(x) =
∞∑
l=0
′clTl(x) , (3.17)
in which the prime indicates that the first element of the series is multiplied by
1/2. The coefficients then follow from the completeness relation, which takes
the explicit form
cl =
2
pi
∫ pi
0
dθ cos(lθ)f(cos θ) , (3.18)
or equivalently
cl =
2
pi
∫ 1
−1
dx√
1− x2 Tl(x)f(x) . (3.19)
In quantum mechanics, unitary operators are of the form U = exp[−iG] with
G the appropriate generator. As a first step, it is of interest to expand
f(y) = e−iz
′y , (3.20)
in Chebyshev polynomials with z′ ∈ R. To reiterate, the domain of functions
that can be expressed in a Chebyshev series is the interval I. To accommodate
for the domain of f(y), which in numerical calculations is always bounded, y can
be shifted towards the mean value in the interval y0, followed by appropriate
scaling y = ax as
g(x) = e−iz(x−x0) ≡ αe−izx , (3.21)
in which both the scaling factor a and z′ are absorbed in z = az′ and α is
defined as exp[iz′y0]. The coefficients can straightforwardly be calculated by
inserting Eq. (3.21) in (3.19)
cl =
2α
pi
∫ pi
0
dθe−iz cos θ cos(lθ) . (3.22)
Using the following identity for Bessel functions [9]:
1
2pi
∫ 2pi
0
dθei(z sin θ−mθ) = Jm(z) , (3.23)
and Jm(z) = (−1)mJ−m(z) it is not too difficult to verify that the coefficients
are found to be
cl = 2α(−i)lJl(z) . (3.24)
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3.3.2 Mapping to operators
So far, the discussion was that of functions, whereby the parameter was defined
on I and the function to be expanded is integrable on that interval [7]. To
generalise the above identities to matrices, consider a d-by-d Hermitian matrix
A with spectral radius ρ (meaning all eigenvalues fall within a circle of radius
ρ in the complex plane [8]). Then, the d eigenvalues of generator G = ρ−1A
are real (G is Hermitian), and therefore, in increasing order
λ1 ≤ λ2 ≤ · · · ≤ λd−1 ≤ λd , (3.25)
are restricted to I, i.e., −1 ≤ λ1 ≤ λd ≤ 1. From Sec. 3.3 it follows that the
exponentiated eigenvalue equates to a Chebyshev series
e−izλl = 2
∞∑
m=0
′ (−i)mJm(z)Tm(λl) , (3.26)
for each λl. By multiplying the corresponding ket |l〉 from the right, the matrix
equation [8] is obtained
e−izG|l〉 = 2
∞∑
m=0
′ (−i)mJm(z)Tm(G)|l〉 . (3.27)
The relation holds for all l and hence, by linearity, for arbitrary vectors spanned
by {|l〉}dl=1. The recurrence relation [Eq. (3.15)] can similarly be generalised to
matrices.
3.3.3 Application to Schro¨dinger equation
To restrict the spectral radius of the Hamiltonian H, an upper and lower
bound on the energy levels are needed. We follow the exposition in Refs. [6, 4].
Let λmax = max[|λ1|, |λd|]. The Hamiltonian can be decomposed as a sum of
operators and operator products
H =
∑
i
Hi , (3.28)
From the triangle inequality of the vector norm ‖A‖ = max|〈ϕ|A|ϕ〉| for matrix
A for all |ϕ〉 normalised (i.e., 〈ϕ|ϕ〉 = 1), one has
‖H‖ ≤
∑
i
‖Hi‖ . (3.29)
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In particular, for spin-1/2 systems, the spin operators are the Pauli matrices
[Eq. (2.24)] and in this work, only Hamiltonians of the form
H =
∑
α={x,y,z}
∑
i,j
Sαi J
α
ijS
α
j +
∑
i
hi · Si . (3.30)
are considered (the vector notation refers to Cartesian spin components). Using
the norm of the spin operator in Eq. (3.29) yields
λmax ≤
∑
α={x,y,z}
∑
i
∑
j
1
4
|Jαij |+
1
2
|hαi |
 ≡ Λ , (3.31)
where ‖H‖ = λmax by definition, and the last equality defines Λ. Rescaling the
Hamiltonian H = H/Λ the unitary time-evolution operator is found to be
U(t) = e−iτH = 2
∞∑
m=0
′ (−i)mJm(τ)Tm(H ) , (3.32)
with τ = tΛ. The advantage of the Chebyshev expansion is that the Bessel
functions Jm(τ) are a quickly converging series for a given τ . The asymptotic
form of the Bessel function is [10]
Jm(τ) ∼ 1√
2pim
( eτ
2m
)m
. (3.33)
and terminating the series at m = 1.5τ leads to a precision of 10−7 [6]. Improved
accuracy, up to machine precision , can be obtained by generating higher order
terms. The Bessel functions can be generated using the recurrence relation [10]
Jm−1(τ) + Jm+1(τ) =
2m
τ
Jm(τ) . (3.34)
For the initial conditions one typically uses trial values for the largest or-
der [10]. Lower orders are generated via Eq. (3.34), and all coefficients are to
be normalised according to J0(τ) + 2J2(τ) + 2J4(τ) + · · · = 1 [10].
Putting the aforementioned elements together, the following steps sum-
marise the operations that are performed to carry out the quantum dynamics
calculations.
1. Given a time step t, determine renormalised time τ and the series cut-off
according to (machine) precision .
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2. Generate Bessel coefficients, Eq. (3.34), for the given τ upto the cut-off
element.
3. For each time step, apply the Chebyshev recurrence relation, Eq. (3.15),
element-wise to wave functions to calculate |ψ(t0 +t)〉 from |ψ(t0)〉 (which
therefore requires three wave functions plus one to store the result).
3.3.4 Remarks
There are other methods as well, which are computationally less expensive. For
example, using the Suzuki-Trotter product formula [11, 12]
exp
[
−it
∑
l
Hl
]
= lim
N→∞
(∏
l
e−itHl/N
)N
. (3.35)
If |tH| is small, the choice N = 1 (instead of infinity) can be the starting
point of the approximation [4]. More advanced, higher order compositions,
build on top of this first approximation [4]. An important property is that the
total time evolution is unitary, since the individual elements are itself unitary.
So the resulting unitary operator is in fact the exact time evolution of some
Hamiltonian, albeit slightly different from H.
Alternatively, the Lanczos method can be used to approximate U , whilst
keeping its unitary property [4]. With the Lanczos method, only a subset of
the Hilbert space is used to calculate the time evolution (see Sec. 3.2). This
method, however, is a particularly poor approximation for U when the wave
function contains a superposition of a large number of states with different
eigenvalues [4].
The chief advantage of the Chebyshev factorisation is that the series is
quickly convergent. The series can therefore be (as discussed) cut off at machine
precision, as is done in the calculations throughout this work. An important
consequence is that the symmetries of the Hamiltonian are conserved, while in
the two earlier mentioned methods symmetries are, at best, only approximately
conserved. Moreover, decoherence is the main theme in this work. Loss of
phase coherence originates (as discussed in Chapter 1) from the cancellation
of phase factors coming from the environment. It is therefore important to
verify that the system-environment entanglement is the source of decoherence
as opposed to the accumulation of numerical errors, especially when carrying
out large t calculations.
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3.4 Thermal states
The calculation of thermal averages
〈A〉th =
Tr
[
Ae−βH
]
Tr [e−βH ]
, (3.36)
with inverse temperature β = (kBT )
−1 is complicated by the size of the Hilbert
space (d = 2N for N spin-1/2 states) if the eigenstates of H are a priori
unknown. In the basis diagonalising H, given by {|n〉}, the thermal average is
trivially calculated as
〈A〉th = 1
Z
∑
n
e−βn〈n|A|n〉 , (3.37)
whereby the Z is the partition function Z = Tr[exp(−βH)]. But for this, all
the eigenstates are needed from diagonalisation which is best avoided (see the
discussion in in Sec. 3.1).
The calculation of thermal averages can be considerably simplified by
replacing the trace operation with a vector inner product[13]
〈O〉th → 〈R|e
− βH2 Oe−
βH
2 |R〉
〈R|e−βH |R〉 , (3.38)
with |R〉 a random state. The conditions on |R〉 follow shortly. The normalised
state
|β〉 = exp[−βH/2]|R〉√〈R|e−βH |R〉 (3.39)
now plays the role of a thermal-like state. Thus the approximation entails
replacing Eq. (3.36) by 〈β|O|β〉. The sacrifice that is made, are the calculated
averages, which no longer coincide with the thermal average. The error is
expected to decay as 1/
√
d as a result of normalisation of |R〉 [13]. Another
caveat is that the expectation values of |β〉 are in general time-dependent [14]
since |β〉 is in general not an energy eigenstate. Mathematically, the operator
exp[−βH/2] can be regarded as the imaginary-time β = 2it analogue of the
unitary time-evolution operator U = exp[−itH] with the important difference
that the former does not conserve normalisation.
Let us now further discuss the random state |R〉. Assume that a set of
complex variables, zl = al + ibl, are drawn from a Gaussian distribution with
standard deviation σ. A convenient way to do this is using the Box-Muller
3.4 Thermal states 53
method [15]. Using two independent uniformly random numbers u1, u2 ∈ (0, 1)
the real and imaginary part can be generated as
al =
√
−2σ2 lnu1 cos(2piu2) , (3.40)
bl =
√
−2σ2 lnu1 sin(2piu2) . (3.41)
The random state |R〉 is then constructed as
|R〉 = 1|z|2
d∑
l=1
zl|l〉 . (3.42)
where the notation z = [z1, . . . , zd]
T and |z|2 = z†z was introduced. Since
the distribution of each zl is Gaussian, the explicit expression for the entire
probability distribution P (z) is given by
P (z) =
d∏
l=1
daldbl
(2piσ2)
d
e−
z†z
2σ2 ≡ Dz∗Dz e− |z|
2
2σ2 . (3.43)
in which the left hand side defines the functional integration measure Dz. The
expectation value, E[·], is then the functional integral
E[f(z)] =
∫
Dz∗Dz e− |z|
2
2σ2 f(z) , (3.44)
with the domain of integration of each variable from minus to plus infinity. A
product of an odd number of zl elements is clearly zero since an odd-function
integrates to zero. For quadratics of the form E[zlzk] and E[z
∗
l z
∗
k] the real and
imaginary parts cancel and thus
E[z∗kzl] = 2δklσ
2 , (3.45)
is the only non-zero quadratic element. Higher order n-point functions can be
obtained by summing over all the permutations of contracted pairs [16], for
example, the four-point function is
E[z∗i zjz
∗
kzl] = E[z
∗
i zl]E[z
∗
kzj ] + E[z
∗
i zj ]E[z
∗
kzl] = 4σ
4(δilδjk + δijδkl) , (3.46)
The standard deviation σ can be freely chosen [17] and in view of the n-point
functions [see e.g. Eqs. (3.45) and (3.46)] σ2 = 1/2 is chosen. Using the
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two-point and four-point functions the expectation E[〈R|O|R〉] and variance
Var[〈R|O|R〉] can be calculated. The former gives the trace of O [13]
E[〈R|O|R〉] =
∑
i,j
〈i|O|j〉
∫
Dz∗Dz e−|z|2z∗i zj = Tr [O] , (3.47)
as promised. Likewise, the variance can be calculated using Eq. (3.46) to give
Var[〈R|O|R〉] = E[|〈R|O|R〉|2]− (E[〈R|O|R〉])2 = Tr [OO†] . (3.48)
The calculation of the expectation of the thermal-like averages such as 〈β|O|β〉
is slightly complicated by the normalisation factor 〈β|β〉 = 〈R|e−βH |R〉 2 in
Eq. (3.39) which itself varies for each realisation of |R〉. That is,
E[〈β|O|β〉] = E
[ 〈R|e−βH/2Oe−βH/2|R〉
〈R|e−βH |R〉
]
, (3.49)
can in general not be factorised, and similarly for the variance. Without going
into specifics, there are different approaches to proceed (for details the reader
is referred to Refs. [17, 18]). For example, a multivariate Taylor expansion can
be made of the numerator and denominator [17]. Suffice it to say, the variance
Var[〈β|O|β〉] decreases exponentially in N and similarly E[〈β|O|β〉] converges
exponentially to the thermal average 〈O〉th, provided that the Hamiltonian is
extensive in the number of spins N .
To implement imaginary-time evolution, the exponent is expanded in Cheby-
shev polynomials analogous to Sec. 3.3. The important difference is that the
time argument in the Bessel function is now purely imaginary. Or, equivalently,
time can be kept real and instead define the the Chebyshev polynomials on
the imaginary axis [−i, i] with, mutatis mutandis, a corresponding recurrence
relation for the polynomials, to wit
Yk[H] = −2iHYk−1[H]− Yk−2[H] , (3.50)
with Yk[H] ≡ Tk[−iH] (and consequently Y0[H] = 1 and Y1[H] = −iH).
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Chapter 4
Decoherence wave in an
antiferromagnetic ring
Abstract
The interplay between the singlet ground state of the antiferro-
magnetic Heisenberg model and the experimentally measured Ne´el
state of antiferromagnets is studied. To verify the hypothesis [M. I.
Katsnelson et al., Phys. Rev. B 63, 212404 (2001)] that the latter
can be considered to be a result of local measurements destroying
the entanglement of the quantum ground state, we have performed
systematic simulations of the effects of von Neumann measurements
for the case of a one-dimensional antiferromagnetic spin-1/2 system
for various types and degrees of magnetic anisotropies. It is found
that in the ground state, a magnetization measurement can create
decoherence waves [M. I. Katsnelson et al. Phys. Rev. A 62,
022118 (2000)] in the magnetic sublattices, and that a symmetry
breaking anisotropy does not lead to alignment of the spins in a
particular direction. However, for an easy-axis anisotropy of the
same order magnitude as the exchange constant, a measurement on
the singlet ground state can create Ne´el-ordering in finite systems
of experimentally accessible size.
This chapter has been published as:
H. C. Donker, H. De Raedt, and M. I. Katsnelson, Decoherence wave in magnetic systems
and creation of Ne´el antiferromagnetic state by measurement, Phys. Rev. B 93, 184426
(2016).
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4.1 Introduction
Magnetism has played a crucial role in the development of electronic data
storage. To keep up with the ever increasing demand of storage space, finding
new technologies which are able to do so is paramount. This requires funda-
mental insight in the workings of magnetism at the smallest possible length
scales. Recent development of scanning probe microscopy allows one to do
precisely this, namely study magnetic particles atom-by-atom [1, 2, 3]. Apart
from technical perspectives, this also opens a new way to study fundamental
issues of the quantum physics of magnetism.
At present, the origin of magnetically ordered states is well understood
from basic principles of quantum physics [4, 5, 6]. Nevertheless, some subtle
points of fundamental importance still seem to require deeper understanding.
The origin of the antiferromagnetic Ne´el state is one of them [4, 7]. Neutron
diffraction experiments seem to suggest the existence of sublattice magnetization
in antiferromagnetic materials [8], even for one dimensional systems [9, 10].
Therefore the conventional picture of an antiferromagnetic material in the
low temperature ordered phase is a Ne´el state in which neighbouring spins
are anti-parallel, i.e. |ψN 〉 = | ↑↓↑ . . . 〉 or |ψN ′〉 = | ↓↑↓ . . . 〉. A more
detailed analysis [7] shows that these basic observations, as well as most other
experimental manifestations of antiferromagnetism, can formally be described
without broken symmetry and sublattices. What is required is long-range order
of Ne´el type in the sense that there are singularities in the spin pair correlation
functions [7].
To stress, the aforementioned Ne´el state is not the ground state of the
antiferromagnetic Heisenberg Hamiltonian (HH): there is only a partial overlap
with the ground state (see e.g. Ref. [11]). Only in the limiting case in which
the product of the spin, S, and atom co-ordination number, z, tends to infinity
(1/(zS)→ 0) does the energy of the Ne´el state coincide with the ground state
energy of the HH [4, 7].
One manifestation of the difference between |ψN 〉 and the ground state
|ψ0〉 is in the sublattice magnetization. The magnetization operator SA of
sublattice A (or equivalently SB of sublattice B) does not commute with the
Hamiltonian. Therefore the sublattice magnetization is not a good quantum
number [4]. In fact, as is well-known, in one dimension the ground state of
the antiferromagnetic HH with nearest-neighbour interactions and periodic
boundary conditions is a non-degenerate singlet (i.e., Stot=0) [12, 13, 14, 15].
Hence, in the ground state the sublattice magnetization vanishes [16].
In order to bridge the gap between the experimentally measurable sublattice
magnetization and the ground state singlet configuration of the antiferromag-
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netic HH, one can introduce a conjugate field. The textbook procedure is
to introduce an infinitesimal staggered magnetization hst, which breaks time
reversal symmetry [17, 5, 18, 19]. The conjugate field hst points in a particular
direction, e.g. the z-direction, and alternates in sign when going from one sub-
lattice to an other. In contrast to ferromagnetic systems, for antiferromagnetic
systems there is no clear physical picture to which this staggered magnetization
should correspond to [7, 19].
In one dimension the discrepancy between the Ne´el state and the ground
state of the HH is especially large due to the small co-ordination number. One
dimensional antiferromagnetic materials (such as the (isotropic) Heisenberg
chains KCuF3 [20, 9] and Sr2CuO3 [21, 10]) have already been known for some
time. However, these systems are not well suited to measure the magnetization
at individual sites.
New experimental techniques allow the creation of artificial spin chains in
which spins can be individually probed: this can be done using spin polarized
STM techniques [22, 23, 24, 25, 26, 3], chains of trapped ions [27, 28] or optical
lattices [29, 30]. This has caused renewed interest in the ground state of
antiferromagnetic one dimensional spin systems. In particular it was claimed
that singlet [22] and Ne´el configurations [23, 24] can in fact be measured.
Therefore it is of interest to see how the Ne´el state can emerge from the ground
state. It was suggested that the formation of sublattice magnetization can
be induced by the act of local measurements [31]. However, the supporting
analytical calculations in that work were based on the trial wave function [7]
which is accurate only in the 1/(zS) → 0 limit, and therefore it is expected
that this is a poor approximation for a one dimensional spin-1/2 system.
In the present paper the emergence of the Ne´el state from the ground
state |ψ0〉 is studied by analyzing the effect of a measurement by means
of straightforward (numerically exact) computation of the time-dependent
Schro¨dinger equation. We consider a ring of spin-1/2 particles, see Fig. 1.
The effect of a localized (i.e. a single site) measurement on the system in the
ground state is analyzed and the influence of the anisotropy on the result of
the measurement is studied.
4.2 Formulation of the model
According to von Neumann [32] a measurement can be described as the (non-
unitary) transition from a pure to a mixed state ρ→ ρ′ = ∑i PiρPi, where ρ
is the density matrix and Pi are (idempotent) projection matrices summing
to unity. This process can be described in various ways [33, 34, 35], but for
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Figure 4.1: (Color online) Schematic of the measurement set-up. The system
consists of N spin-1/2 particles with nearest-neighbour interactions. The
spins are arranged in a ring and the system is prepared in the ground state.
Measurement is performed at a single site.
simplicity we restrict ourselves to idealized local instantaneous magnetization
measurements, that is, single particle measurements in which the transition
from pure to mixed state is immediate. It has been shown that in a closed
system a local measurement can induce a propagating disturbance, a so-called
decoherence wave [36, 31, 37]. Up to now, the calculations were done only for
simple exactly solvable systems such as the ideal (or weakly non-ideal) Bose
gas [36] or the one-dimensional Ising model in a transverse field [37].
In the case of spin-1/2 systems, as considered here, an instantaneous
magnetization measurement along Cartesian axis α on spin m corresponds to
application of the projection operator
P±αm =
1± 2Sαm
2
, (4.1)
to the wave function. Here and in the following, Sαm is the spin operator for site
m along Cartesian axis α. The + (-) sign of the projection operator indicates
projection parallel (anti-parallel) to axis α. Throughout this article units in
which ~ = 1 are used.
Subject of the present study is the effect of a von Neumann measurement
on the ground state of the one-dimensional spin-1/2 Heisenberg Hamiltonian
(HH), see Fig. 4.1. The Hamiltonian is given by [4, 6]
H0 = J
∑
<i,j>
Si · Sj , (4.2)
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where 〈i, j〉 denotes pairs of nearest neighbours and J is the exchange parameter.
Henceforth AFM (J > 0) finite systems of an even number of N spins are
considered, with periodic boundary conditions, i.e. Si+N = Si.
The effect of symmetry on the formation of the Ne´el state can be examined
by introducing an anisotropy H ′ of strength ∆. Specifically, anisotropies of the
form
H ′ = ∆
∑
<i,j>
Szi S
z
j , (4.3)
will be studied such that the total Hamiltonian takes the form H = H0 +H
′.
Note that the anisotropic interaction H ′ preserves time-reversal symmetry and
that the ground state of the Hamiltonian H is non-degenerate for arbitrary
∆ [15]. For spin S > 1/2 it is also possible to consider a single ion anisotropy
H ′′ = K
∑
i(S
z
i )
2 instead of H ′, which is common in spin polarized STM
measurements [2, 3]. However, it is believed that the specific form of the
anisotropy is not of significant importance for the present considerations [31].
Observables such as the magnetization of site l in direction β after a
projection of Eq. (4.1) can be calculated using:〈
Sβl (t)
〉
= Tr
[
Sβl (t)
P±αm ρ0P
±α
m
N0
]
, (4.4)
where ρ0 is the density matrix [38] of the ground state and N0 is a normalization
factor to insure that ρ = P±αm ρ0P
±α
m /N0 has unit trace. Similar relations can
be constructed for e.g. the equal time correlation function.
4.3 Simulation procedure
To compute the ground state of the Hamiltonian H we use the Lanczos algo-
rithm [39]. The unitary time evolution of the wave function |Ψ〉, or equivalently
the evolution of the density matrix ρ = |Ψ〉〈Ψ|, is calculated using the Cheby-
shev polynomial expansion, which yields numerically exact results up to machine
precision [41, 42].
As a consistency check, in Fig. 4.2 the calculated values of the ground
state energy are compared with the exact result from the Bethe Ansatz in the
thermodynamic limit [40]. Figure 4.2 shows that there is excellent agreement
between ground state energy of the finite N calculation and the Bethe Ansatz
in the thermodynamic limit. In addition, both the calculated ground state
and time evolution has been cross-checked with exact diagonalization for small
values of N ≤ 12. In all simulations, the ground state shows zero magnetization
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Figure 4.2: (Color online) The ground state energy E0 as a function of the
chain length N. The markers indicate the values calculated using the Lanczos
algorithm [39] and the slope of the (straight) lines follow from the (exact) Bethe
Ansatz solution in the N →∞ limit [40].
(as required for a singlet) which corroborates the correctness of the calculated
ground state.
Most simulation results presented here are for three different chain lengths
namely, N=10, 20 and 28. This choice is motivated by the small size of systems
in trapped ions [28, 43] and spin polarized STM [23, 24] experiments on the
one hand, and the role of finite size effects and the computational complexity
(Hilbert space grows as 2N ) on the other hand.
4.4 Results
4.4.1 Single measurement
The isotropic (or XXX) HH, i.e. ∆ = 0, will be considered first. In Fig. 4.3 the
single site magnetization 〈Szm〉 (m = 1 . . . N) is plotted as function of time t for
different values of the chain length N . Time t has been made dimensionless, i.e.
t→ tJ~, throughout this article. For clarity of presentation the magnetization
is split up in even (panels 4.3a, 4.3b, and 4.3c) and odd sites (panels 4.3d,
4.3e, and 4.3f). In the classical Ne´el picture the separation of even and odd
sites would correspond to magnetic sublattices. At time step t = 5.0 spin 1
is projected on to the positive z-direction (Eq. (4.1)). Figures depicting the
magnetization in the x- and y-direction have been omitted since no significant
deviations from zero could be observed.
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Figure 4.3: (Color online) Time evolution of the magnetization 〈Szm(t)〉 for the
isotropic (i.e. XXX) AFM Heisenberg spin chain of length N . The system at
t = 0 is prepared in the ground state after which at t = 5 spin 1 is projected
on the +z-axis.
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Fig. 4.3 illustrates that a measurement induces four decoherence waves [36,
31, 37]: in each sublattice a forward and backward evolving wave is created.
For N=28 (Figs. 4.3c and 4.3f) the disturbance is localized. Upon decreasing
the chain length to N=20 and N=10 the disturbance extents to (almost) the
entire chain, which is a finite size effect. What is observed (see Appendix 4.A)
is that the correlations 〈Sα1 Sα1+m〉 are very localized both in the ground state
and the state that results from the measurement. This is in accordance with
the absence of long range order in the isotropic HH chain in the thermodynamic
limit [44, 45]. The qualitative features of the measurement are best observed
for the N = 28 system, where the width of the decoherence wave is relatively
small compared to chain lengths N = 20 and N = 10. What can be seen is that
the forward and backward evolving waves of a single sublattice meet, and flip
sign upon reflection. The waves traverse the ring, reflect again and the cycle
repeats. These qualitative features can also be observed for the smaller chains
N = 20 and N = 10. The decreasing oscillation period of the spin-up and
spin-down islands for smaller N are naturally explained by the fact that the
wave is to traverse a shorter distance. It is interesting to note the resemblance
with standard antiferromagnetic spin-wave theory. In the spin-wave treatment
one introduces creation and annihilation operators for each sublattice [45].
What is observed in Fig. 4.3 is that indeed, each sublattice has an individual
decoherence wave.
Finally we would like to draw attention to a recent article [46] that considers
the effect of a localized spin flip on the HH ground state, which supposedly
mimicks a neutron scattering off a chain [46]. Interestingly, it was found that a
(measurement induced) spin-flip creates a propagating localized disturbance
as well [46], thereby suggesting it too is a decoherence wave (albeit a different
type).
4.4.2 Role of symmetry
In this section the importance of the system’s global symmetries and its
relation to the anisotropy ∆ is studied. To this end, we consider the effect of
adding a small anisotropy H ′ (see Eq. (4.3)) to H0 for both anisotropy types
and examine the magnetization dynamics that results from a measurement.
According to standard terminology, the system is said to have easy plane (easy
axis) magnetization if ∆ < 0 (∆ > 0) [47].
The magnetization for a chain of N = 20 spins is presented in Fig. 4.4 in
which different values of the anisotropy parameter ∆ are considered. In order
to conveniently compare the different values of ∆, only the magnetization of
spin 1 is plotted as function of time (magnetizations of all sites are given in
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Figure 4.4: (Color online) Time evolution of the magnetization of spin 1 in the
z-direction (x-direction) for the HH with anisotropy ∆ ≥ 0 (∆ < 0) and chain
length N = 20. At t=0 the system is prepared in the ground state and for the
anisotropy ∆ ≥ 0 (∆ < 0) the measurement P+z1 (P+x1 ) is performed at t=5.
Appendix 4.C). For the anisotropies ∆ = 0.01, 0.1 (corresponding to easy-axis
magnetization) the ground state measurement is performed along the positive
z-direction on spin 1 at t = 5. The anisotropies ∆ = −0.01,−0.1 correspond
to easy-plane magnetization and measurement is performed in the positive
x-direction; the corresponding x-axis magnetization is depicted in the figure.
What can be seen is that for anisotropies |∆| ≤ 0.1 there is some quantitative
difference in the dynamics of the system. The qualitative features, however,
are similar to the isotropic HH. Simulation results for chain lengths N up to
28 (data not shown) indicate that this conclusion does not depend on the size
of the system.
The insensitivity of the magnetization dynamics for small values of |∆|
is also suggested by considering the energy difference ∆E accompanied by
the measurement. For example, the energy difference for N=20 is ∆E =
0.5936J [ 6.667% ] in the absence of an anisotropy. In this case, adding a 1
% anisotropy (i.e. ∆ = ±0.01J) changes the measurement induced energy
difference ∆E by less than 0.04 % relative to the ground state energy. The
aforementioned insensitivity to ∆ indicates that the anisotropy can not be used
as a handle to align spins along a particular direction, as was assumed long
ago [48].
A priori one could think that breaking SU(2) symmetry brings about
different features in the magnetization due to the reduced symmetry. For
example, in earlier studies it was suggested that for ∆→ 0+ no decoherence
wave is to be observed [31]. This is shown not to be the case for S = 1/2 (this
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Figure 4.5: (Color online) Fourier transform of the z-magnetization of spin
1 (〈Sz1 (t)〉) after a ground state measurement of spin 1 along the +z-axis. A
measurement creates oscillations between sublattice configurations of which
the dominant contribution decreases as function of the anisotropy ∆ and chain
length N .
is correct only in the limit 1/(zS)→ 0 considered in that work).
The importance of the size of the spin S can be understood as follows.
Increasing S is equivalent to decreasing the quantum effects, as is clear from
e.g. the Holstein-Primakoff parametrization. Hence, the change in energy ∆E
accompanied by the collapse of the wave function is lower for more classical
(i.e. larger S) systems. Therefore, one would expect a weaker disturbing effect
for larger S. Indeed, the disturbing effect of measurement is the hall mark of
quantum mechanics.
4.4.3 Emergence of Ne´el order
The ground state of H0 written in the basis of local spins-up and spins-down
contains a large number of components with vanishing total magnetization.
As discussed in Sec. 4.4.2 adding a small positive anisotropy to H0 does
not ensure that the ground state becomes the anti-symmetrized Ne´el state
|ψT 〉 = (|ψN 〉−|ψN ′〉)/
√
2. One possible way to tame the quantum fluctuations,
is to increase the anisotropy ∆ from zero to a large positive value. The increase
of ∆ relative to J makes the system behave more Ising-like, and therefore
increases the weight of the |ψT 〉 contribution in the ground state. Calculation of
the ground state |ψ0〉 of the Hamiltonian H = H0 +H ′ for increasing anisotropy
∆ indeed indicates the development of long range order (in the ground state).
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The correlation function of |ψ0〉 along the anisotropy axis increases with sites
of the same sublattice and decreases for sites of inequivalent sublattices (see
also Fig. 4.9 in Appendix 4.B). Moreover, the norm of the correlation tends
towards the maximum value of 1/4 upon increasing ∆, which is characteristic
for Ne´el states. Upon performing a measurement in the +z-direction onto spin
1 of the ground state, the system starts to oscillate between the two sublattice
configurations. This is observed in Fig. 4.5 which depicts I(ω), the absolute
value of the Fourier transform of 〈Sz1 (t)〉, as a function of the dimensionless
wave number ω (that is, ω/(~J)). The observed oscillations are reminiscent of
the Rabi-type oscillations as also discussed in Ref. [49].
It is seen that the frequency ω of the dominant oscillation decreases for
larger values of ∆. That is, the time scale in which the state has a particular
Ne´el-like configuration is increased by considering larger anisotropies. What
is more, this time scale also depends on the size of the system N . The
dependence on the anisotropy can be understood by considering the Ising-limit
(i.e. large ∆). In this case the ground state is approximately the |ψT 〉 state, and
measurement in the z-direction would fix the system to either |ψN 〉 and |ψN ′〉.
Hence, the frequency should go to zero as ∆ becomes very large. Similarly, the
decreasing of the measurement induced energy difference ∆E (for increasing
∆) can be understood in the same way. To see that, ∆E is proportional to
the commutator of the projection operator with the Hamiltonian [P±αi , H].
Therefore, the energy difference vanishes in the Ising limit. In terms of the
stability criterion as proposed in Ref. [50] one might say that for larger values
of ∆ the system is more stable as compared to ∆ = 0.
4.4.4 Multiple measurements
A projection applied to the ground state creates a state which is superposition
of numerous excitations. Indeed, a local instantaneous measurement can be
interpreted as performing non-equilibrium work [51]. Hence, one might expect
that the effects of subsequent measurements yield different dynamics. The
effect of subsequent measurements on the magnetization is addressed in Fig. 4.6
where the isotropic HH system is studied. This figure depicts the magnetization
of the odd sites after measurement on the ground state along the z-axis at t = 1
and subsequent measurements at t = 1 + 7.5m, m = 1, . . . , 3. Looking at this
figure it can be seen that additional measurements do not have a pronounced
effect. In particular, no disturbance waves in the magnetization are formed
which resemble the waves resulting from the ground state projection.
The effect is somewhat different when considering the HH with additional
positive anisotropy, see Fig. 4.7. A subsequent measurement temporarily
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Figure 4.6: (Color online) Magnetization 〈Szm〉 for odd values of m after multiple
projections on spin 1 in the z-direction performed at t = 1 + 7.5m, m=0, . . . , 3
on an isotropic antiferromagnetic Heisenberg spin chain of length N .
restores the Ne´el-like order (the same type as described in Sec. 4.4.3), after
which oscillation between the two states continues.
Qualitatively the oscillation between the two Ne´el-ordered states, as observed
in Figs. 4.5 and 4.7, allows for an interesting interpretation. Measurement
of the ground state initially puts the system in one of the two sublattice
configurations. With time evolution the state decays into a superposition,
which oscillates between the two Ne´el-like states. By performing a subsequent
measurement, one resets the clock. Hence, the meta-stable state which results
from measurement can be interpreted as as a manifestation of the quantum
Zeno effect [52, 53, 54]. In the quantum Zeno analogy the undecayed state
corresponds to the projected ground state and the decayed state is the state
with the sublattices reversed. Subsequent measurements as described here
are identical to the one considered in Ref. [52], namely it is described by the
operator Tl(t) = P
±α
l exp[−iHt]P±αl .
4.5 Discussion and conclusion
Summarizing, the effect of a localized instantaneous ground state magnetization
measurement was studied by considering finite rings of antiferromagnetic spin-
1/2 particles. It was found that for the isotropic HH a measurement induces
a decoherence wave in each of the magnetic sublattices. We found that
modifying the symmetry properties of the HH by introducing small anisotropies
does not lead to qualitative differences. By increasing the anisotropy to the
same order of magnitude as the exchange parameter, Ne´el-like order can be
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Figure 4.7: (Color online) Magnetization 〈Sz1 〉 for N=20 and ∆ = 2, projections
P z1 are performed at t = 1 and t = 500. The subsequent measurement
(at t = 500) restores the sublattice order (close) to the state after the first
measurement.
created by performing a measurement. With subsequent time evolution the
magnetization of individual spins oscillate between the two sublattice orderings
whereby additional measurements temporarily pin down a particular sublattice
configuration.
From an experimental point of view, our considerations are idealized for it
does not take into account the environmental effects such as coupling to the
substrate. Recent work for spin S > 1/2 adatoms however, do indeed indicate
the importance of the effect of the substrate on the system [55, 49] and the
role it plays in the transition to classicality [55, 49]. The intricate interplay
between a chain of spins and the coupling to an environment is still not fully
understood and is an intriguing open question.
The results presented here touch upon the core of quantum mechanics;
namely in quantum mechanics, as opposed to classical mechanics, measurement
disturbances cannot be made arbitrarily small [56]. Indeed, the emergence
of Ne´el-order due to measurement is an extreme case of such a disturbance;
subsequent spin-magnetization measurements are completely determined by
the outcome of the first measurement provided one performs the measurements
within the Zeno-regime.
The simulation results presented here have direct experimental bearing. For
an exchange value of J of the order of 10−4 eV [24, 3] the typical time scale of
the decoherence wave dynamics for N = 28 is 10−11 s, whilst switching rates
of the order of 108 s−1 have already been achieved [23]. Moreover, the time
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scale of the decay of Ne´el-like order depends crucially on ∆ s.t. the ordering
can be made stable for large time scales by tuning ∆.
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Appendix
4.A Equal time correlations
Subject of this Appendix are the (equal time) correlation functions 〈Sz1Sz1+m〉
of the isotropic Heisenberg Hamiltonian (Eq. (4.2)). In particular the system
under consideration is prepared in the ground state and is subjected to a
local instantaneous measurement (as described by Eq. (4.1)) on spin 1 along
the positive z-axis. Fig. 4.8 depicts the correlation function 〈Sz1Sz1+m〉 and
〈Sx1Sx1+m〉 (the y-correlations follow from symmetry) as a function of the
distance m and the dimensionless time t. Measurement is performed at t = 5
in the +z-direction and the correlations are split up in the two sublattices
(corresponding to even and odd m) for different chain lengths N . What
is observed is that in the ground state correlations are short ranged. For
example, |〈Sz1Sz5 〉| ≤ 0.04 for the three chain lengths N = 10, 20, 28. Short
ranged correlations are indeed expected considering the absence of long range
order for the isotropic Heisenberg Hamiltonian (HH) in the N →∞ limit [44,
45]. In addition, the range of correlations is not significantly influenced by a
measurement.
When looking at the 〈Sx1Sx1+m〉 correlation function, it is seen that it
vanishes at the instant of measurement. This can be understood by writing
the projected spin from the z- into the x-basis | ↑〉 = (| ←〉+ | →〉) /√2.
The dynamics in the 〈Sx1Sx1+m〉 correlation after the projection are similar
to 〈Sz1Sz1+m〉 in the sense that: 1) the correlations quickly decay as function of
m and 2) time-evolution does not radically change these characteristics.
Now consider the same isotropic HH set-up in which, after the initial ground
state measurement, additional measurements are performed along the same
axis (see Sec. 4.4.4). It is found that no pronounced difference between the
first and consecutive measurements can be observed in the correlations (figures
not shown). This is to be contrasted with the magnetization (Fig. 4.6), where
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Figure 4.8: (Color online) The equal time correlation function 〈Sα1 Sαm+1〉 with
α = z, x as a function of m and the dimensionless time t for the isotropic
antiferromagnetic Heisenberg spin chain of length N with periodic boundary
conditions. The system is prepared in the ground state after which spin 1 is
projected on the +z-axis at t = 5.
it is no longer possible to speak of measurement induced decoherence waves.
In view of the aforementioned results for the equal time correlation functions
for both single and multiple measurements, one is led to conclude that for the
ground state of the isotropic HH correlations are short ranged, and projections
have little effect on this property.
4.B Ising-like system
In Fig. 4.9 the effect an easy-axis anisotropy (i.e. ∆ > 0) is studied, ∆ being
of the same order of magnitude as the exchange parameter J . At t = 100
the projection P+z1 (parallel to the anisotropy) is applied to the ground state.
What is observed is that sublattices are created as a result of measurement, the
magnitude of which increases as a function of ∆. This is understood by noticing
that an increase in ∆ increases the weight of the Ne´el state contribution in the
ground state singlet. Hence, one would expect more Ne´el-like correlations in
the ground state. The equal time correlation functions 〈Sα1 Sα1+m〉 along the
axis of the anisotropy (data not shown) indicate that this is indeed the case.
What is observed is that upon increasing the anisotropy ∆, the ground state
has increasing parallel alignment along the same sublattice.
After the von Neumann measurement, oscillation between the two sublattice
configurations can be observed. The oscillations have a well defined oscillation
period (Fig. 4.5) which increases both as a function of the size of the anisotropy
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Figure 4.9: (Color online) Magnetization 〈Szm〉 for odd values of m for different
values of the anisotropy ∆ and chain length N . At t = 0 the system is prepared
in the ground state, and at t = 100 a single measurement is performed on spin
1 along the z-direction.
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Figure 4.10: (Color online) Magnetization for a system with N=20 particles
and anisotropy ∆ = 2. The system is prepared in the ground state and two
consecutive measurement are performed in the z-direction at t = 1 and t = 500.
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∆ as well as the chain length N .
The effect of a subsequent measurement is such that it restores the sublattice
configuration to the state after the initial ground state measurement, as shown
in Fig. 4.10. Time evolution after the second measurement shows sublattice
magnetization oscillations which are analogous to the oscillation observed after
the first projection.
4.C Symmetries
The role of symmetry on the measurement induced dynamics can be investigated
by breaking the global SU(2) symmetry. This is done by considering an
anisotropy ∆/J = ±0.1,±0.01 in the z-direction. Positive (negative) anisotropy
corresponds to easy-axis (easy-plane) magnetization. Therefore, measurement
is performed in the z-direction for ∆ > 0 and in the x-direction for ∆ < 0. The
results are presented in Fig. 4.11 where in addition to the anisotropy the chain
length has been varied. What can be noticed by looking at ∆ = 0.1 is that
the width of the decoherence wave is increased for N=20 and N=28. This can
also be observed for ∆ = −0.1, but to a lesser extent. This is to be expected
since anti-parallel alignment along the z-direction is slightly favoured for ∆ > 0
compared to the other axes. Similarly, for ∆ < 0 anti-parallel alignment is
favoured in the plane perpendicular to the z-axis but to a lesser degree due to
rotational freedom in the plane. The qualitative features from the decoherence
wave are however, preserved upon adding a small anisotropy.
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Chapter 5
Pointer states in a small
antiferromagnet
Abstract
We study the decoherence process of a four spin-1/2 antiferromag-
net that is coupled to an environment of spin-1/2 particles. The
preferred basis of the antiferromagnet is discussed in two limiting
cases and we identify two exact pointer states. Decoherence near
the two limits is examined whereby entropy is used to quantify the
robustness of states against environmental coupling. We find that
close to the quantum measurement limit, the self-Hamiltonian of
the system of interest can become dynamically relevant on macro-
scopic timescales. We illustrate this point by explicitly constructing
a state that is more robust than (generic) states diagonal in the
system-environment interaction Hamiltonian.
5.1 Introduction
Understanding the interplay between a quantum system and its environment is
of utmost importance both from an engineering and a fundamental point of
This chapter has been published as:
H. C. Donker, H. De Raedt, and M. I. Katsnelson, Decoherence and pointer states in small
antiferromagnets: A benchmark test, SciPost Phys. 2, 10 (2017).
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view. On the one hand, large coherence times are required to engineer quan-
tum computers in which system-environment coupling is largely an undesired
effect [1]. On the other hand, environmental coupling opens up the possibility
to gain insight in the quantum-to-classical transition in which decoherence is
thought to be the key ingredient [2, 3].
In either case, it is of interest to understand which states of the system
under study—henceforth central-system (CS)—are least prone to environmental
deterioration. In general, it is believed that these environmentally robust states,
so-called pointer states (PS), emerge from the interplay between the decohering
effect of the interaction with the environment and the recohering dynamics of
the CS [3]. Progress has been made to identify particular PS corresponding to
two opposite limits [4]:
1. In the strong-coupling case, the dynamical time-scale of the CS Hamilto-
nian HS is assumed to be completely negligible compared to the interac-
tion Hamiltonian HI . In this case the PS are determined by the basis of
the interaction Hamiltonian HI .
2. In the opposite limit, the interaction Hamiltonian HI is taken to be small
and (adiabatically) slowly varying compared to the CS, i.e. the dynamics
are dominated by HS . In this case the PS are found to coincide with the
energy eigenstates of HS , regardless of the specific form of the interaction.
These two limits, referred to as limit 1 and 2 throughout, were analysed in
Refs. [5, 2, 3, 6, 7, 8, 9, 10] and [5, 11, 4, 8, 9, 12, 13, 14, 15, 10, 16], respectively.
However, studies that emphasise entropy as a criterion for PS (to be discussed
in more detail in the next section) [17] have been primarily restricted to a few
exactly solvable master equations [11, 18, 3, 19]. In addition, new experiments
demonstrate that concepts such as purity and entropy have become observable
quantities [20, 21].
In this work, the decoherence process is examined by numerically evaluating
the Schro¨dinger time-evolution of a collection of spin-1/2 particles. Motivated
by recent progress in spin polarised STM experiments [22] (see [23] for a
recent review), the present work shall encompass the decoherence of a small
antiferromagnetic CS. Importantly, not only the loss of coherence, but also the
production of entropy is stressed. The two aforementioned opposite regimes are
considered by examining decoherence close to the respective idealised limits.
This paper is organised as follows: The characteristics of PS are briefly
reviewed in Sec. 5.2, and an antiferromagnetic model is introduced in Sec. 5.3.
Using this model, the concept of PS are illustrated in Sec. 5.4 by working out
explicitly an idealised decoherence process. The main numerical results are
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presented and interpreted in Sec. 5.5. These results are subsequently discussed
in Sec. 5.6 with particular emphasis on the relation to classicality. And finally
the main findings are recapitulated in the Conclusion.
5.2 Pointer states
The reduced density matrix (RDM) associated with the CS is usually of primary
interest when studying decoherence in general and PS in specific. This RDM
is obtained from the (pure) density matrix of the entire system (i.e., both the
CS and the environment) by tracing out environmental degrees of freedom
ρ(t) = TrEΠ(t) , (5.1)
where Π(t) = |Ψ(t)〉〈Ψ(t)| denotes the density matrix of the combined system.
In order to find the pointer basis (assuming that such a basis exists at all), it
does not suffice to perform straightforward diagonalisation of the RDM ρ(t).
Any RDM can trivially be brought to diagonal form by using an appropriate
unitary transformation. As was emphasised by Zurek [17], diagonality of the
RDM is only a symptom of preferred states. And indeed, the (instantaneous)
Schmidt basis of a RDM can be radically different from the pointer basis, as
was stressed by Schlosshauer [24].
Instead, the decoherence program has put forward the idea that a preferred
basis of a system is singled out by the environment [3, 2]. The preferred states
are selected based on the requirement that correlations are best preserved [25,
17, 2, 24]. Originally, the concept of the pointer basis was discussed in the
setting of the system-apparatus-environment triad [25], which will now serve
as an useful example.
Let {|sn〉}, {|An〉}, and {|En〉} refer to basis vectors of the system, apparatus,
and environment, respectively. In the ideal case in which system-apparatus
correlations can be maintained, the coupling to the environment would result,
for example, in the development of entanglement of the form(∑
n
cn|sn〉|An〉
)
|E0〉 −→
∑
n
cn|sn〉|An〉|En〉 , (5.2)
with |E0〉 the initial state of the environment. The formation of such correlations
can typically be achieved by considering e.g. a von Neumann-type of system-
environment interaction [26]. More often than not, however, the development
is not as ideal as schematically depicted in Eq. (5.2). And generally, the states
|sn〉 are perturbed and evolve into different states |s˜n(t)〉 (N.B. we consider
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the effect of the environment onto the states {|sn〉}). Consequently, the initial
|sn〉|An〉 correlation diminishes over time.
From this example it becomes clear that states must be robust against
environmental interactions, in order to preserve correlations. Thus, the pointer
basis consists of states which are least affected by the environment. The
robustness of preferred states is perhaps made more concrete in Schro¨dinger’s
cat paradox. In this gedankenexperiment the preservation of correlations means
that a dead cat must remain dead, even when one decides to illuminate the dead
cat to have a look and ascertain its physiological state; that is, environmental
photons scattering off the dead cat towards our eyes should leave the state of
the cat essentially unperturbed.
To understand why correlation preservation is assumed to be a characteristic
of classicality, it is useful to think of the coupling to the environment as if
it is a measurement (more detailed analysis [27, 28], however, indicates that
more intricate conditions are required to genuinely speak of measurement).
One of the characteristic features of classical physics is that any disturbances
resulting from a measurement can, at least in principle, be made arbitrarily
small [29]. This is often taken as one of the defining features [17, 3] of effective
classicality: would-be classical states are insensitive to measurement of classical
observables. In this sense, states which are robust against the measuring effect
of the environment, are effectively classical.
One of the methods that was proposed to identify PS is the predictability
sieve criterion [17, 2] (for alternative criteria see e.g. Refs. [18, 19]). For
completeness we briefly outline this algorithmic procedure, closely following [17,
2]. The first step is to make a list of all possible pure states in the relevant
Hilbert space. One subsequently evaluates the von Neumann entropy [26]
S(t) ≡ −Tr [ρ(t) ln ρ(t)] , (5.3)
for each element in the list by letting the system interact with the environment
for some fixed value of t. Finally, the list is to be ordered in descending value
of S(t) and one requires that the states on the top of the list (with lowest S(t))
do not change appreciably for variations in t. As a result, the top of the list
contains the states that are the least susceptible to environmental deterioration
and therefore outperform other states in terms of retaining correlations.
In practice, it is rather difficult to numerically evaluate the entropy produc-
tion of each possible linear combination. Therefore, we restrict our analysis to
specific states where predictions, as to whether this state is preferred or not,
are available.
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Figure 5.1: Schematic set-up of the spin-spin interactions as described by the
Hamiltonian H, Eq. (5.4). A single representative environment particle, k,
is highlighted (in blue) to illustrate the intra-environment coupling (green
solid lines) and the coupling to the central-system (red solid lines). Each solid
line denotes an antiferromagnetic interaction of random strength. All other
environment particles have analogous coupling as illustrated by particle k. The
dot-dashed lines in the central-system represent the nearest-neighbour coupling
in HS of (constant) strength JS .
5.3 Model
5.3.1 Hamiltonian
In this work we will study an ensemble of magnetic particles which are modelled
as spin-1/2 states. The ensemble is partitioned in two: the system of interest
(the CS) and its environment. We therefore write the Hamiltonian of the entire
system as a sum of three parts:
H = HS +HI +HE , (5.4)
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whereby HS (HE) refers to the Hamiltonian of the CS (environment) and HI
contains the system-environment coupling. The CS consists of NS antifer-
romagnetically coupled spins, governed by the Heisenberg Hamiltonian [30]
HS = JS
∑
〈i,j〉∈S
Si · Sj , (5.5)
where JS is the exchange integral (JS > 0 for antiferromagnetism), i and j are
indices in the subset S pertaining to the CS, and 〈i, j〉 indicates that the two
indices refer to nearest neighbours. Henceforth units in which ~ = 1 are used
so that the spin operators are given by Sαi = σ
α
i /2, with σ
α Pauli matrices.
Similarly, the interaction Hamiltonian is chosen to be
HI =
∑
i∈S, k∈E
IikS
z
i S
z
k , (5.6)
with Iik the coupling strength between spins i and k, where i is in the subset
S and k belongs to the subset of (in total NE) environment indices E . As
a consequence of the Ising-coupling in Eq. (5.6), the total z-magnetization,
Sztot =
∑
i∈S S
z
i , of the CS is conserved: [S
z
tot, H] = 0 [see Eq. (5.4)].
From experimental decoherence studies it is known that system-environment
couplings are, in certain cases, well captured using random strengths [31, 32, 33].
In addition, numerical calculations indicate that the use of random couplings
enhance the decoherence process [34]. This motivates us to model the coupling
between the CS and the environment with a random interaction
Iab = Irab , (5.7)
where I denotes the strength of the interaction and rab are uniform random
numbers in the range [0, 1) such that each rab is a different realisation for each
a and b.
The Hamiltonian of the environment is set to
HE =
∑
k,l∈E
KklSk · Sl , (5.8)
where Kkl denotes the intra-environment interaction strength. Similar as for HI ,
the use of random intra-environment strengths [34] and large connectivity [14]
allows one to achieve optimal loss of coherence. We corroborate the findings
of [34, 14] from extensive simulations, the results of which are not shown here.
Incorporating these features, the interaction strengths Kkl of HE [Eq. (5.8)]
takes the form
Kab = Kr˜ab . (5.9)
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Here r˜ab denotes uniform random numbers in the range [0, 1) analogous to
rab. To schematically depict Eq. (5.4), we show the system-environment and
environment-environment connections of a single representative environment
particle k in Fig. 5.1.
5.3.2 State preparation
Since the process of decoherence arises from the development of entanglement,
we find it convenient to prepare the entire system in a product state at time
t = 0:
Π(t = 0) = ρS ⊗ ρE , (5.10)
with ρS the density matrix of the CS and ρE that of the environment. Subse-
quent time-evolution is governed by the unitary operator U(t) = exp[−iHt] as
described by the Schro¨dinger equation.
Inspired by experiments [31, 32], the environment, ρE = |φ〉〈φ|, is initially
prepared in a state corresponding to temperature T = ∞. This is done by
constructing the (normalised) state |φ〉 = ∑2NEn=1 zn|n〉, where zn is a random
complex number such that |z|2 = 1 (see Sec. 5.3.3).
As for the initial state of the CS, our attention shall be restricted to specific
initial configurations. Two states will be studied in particular: the Ne´el state
|ψN 〉 =|↑↓↑ . . . 〉 (the arrows denote spin-up and -down in the computational-
or Ising basis) and the ground state of HS called |ψ0〉. These two initial states
are particularly convenient for scrutinizing PS, since they coincide with the
preferred basis in limits 1 and 2, respectively. Moreover, the former corresponds
to the classical limit of the latter, as will be discussed in more detail in Sec. 5.6.
However, a direct consequence of choosing initial states |ψ0〉 and |ψN 〉,
whereby both states belong to the Sztot = 0 subspace, is that a NS = 2 particle
CS can effectively be described by a two-level system. In this case the entropy
directly follows from a single eigenvalue of ρ(t) (the other eigenvalue is fixed
by normalisation). We shall therefore focus on a slightly larger NS = 4 CS for
which the entropy is less constrained.
5.3.3 Simulation procedure
The unitary time evolution of the wave function |Ψ(t)〉, or equivalently the
evolution of the density matrix Π(t) = |Ψ(t)〉〈Ψ(t)|, is calculated using the
Chebyshev polynomial expansion, which yields numerically exact results up to
machine precision [35, 36]. The Box-Muller method [37] is used to generate
the random coefficients zn for the initial state of the environment. The choice
88 Pointer states in a small antiferromagnet
of the Heisenberg Hamiltonian for the CS allows for certain sanity checks.
For example, commuting of Sztot with the Hamiltonian means that the total
magnetization is conserved, as already discussed. Moreover, one can use (e.g.)
the exact PS to verify that they remain unaltered upon time-evolution (see
Sec. 5.4).
The simulations presented in Sec. 5.5 are carried out using a single realisation
of random couplings [Eqs. (5.7) and (5.9)]. Simulations in which NE is varied
(Secs. 5.A and 5.B) use different realisations of the couplings. For each run
(corresponding to inequivalent {NS , NE , ρ(t = 0), I,K}) a new environment
state |φ〉 is generated. The phenomena observed in this work are insensitive to
different realisations of the couplings as well as the state of the environment
|φ〉.
5.4 Example: exact pointer states
To illustrate the characteristic features of PS, it is illuminating to start with an
essentially trivial example: exact pointer states. With exact we indicate that
these states are simultaneously eigenstates of the CS, HS , and the interaction
Hamiltonian, HI . Two important aspects can now be emphasised: the loss
of coherence and the production of entropy. Hamiltonian H [Eq. (5.4)]
allows one to identify at least two exact PS: namely, the fully polarised states
|⇑〉 =|↑↑↑ . . . 〉 and |⇓〉 =|↓↓↓ . . . 〉. Such a state is stationary and produces no
entropy, as we will show now.
Take, as an example, the initial state |Ψ(0)〉 =|⇑〉|ψE〉, whereby |ψE〉 is
an arbitrary initial state of the environment. Evolution of Π(t) = |Ψ〉〈Ψ| is
governed by the von Neumann equation and thus the time-dependence of ρ(t)
is determined by
~
i
TrE
[
∂Π
∂t
]
= TrE [Π, HS +HI +HE ] . (5.11)
It follows that the commutator evaluates to zero, as is seen from the cyclic
property of trace and the fact that the initial state is an eigenstate of both HS
and HI . Hence, this state retains its purity and is resilient to environmental
coupling, irrespective of the numerical values of Iab and Kab. Conversely, for
more general superpositions of |⇑〉 and |⇓〉 entanglement will develop with the
environment. The production of entanglement generates entropy and suppresses
coherences in S as a result of tracing over environmental degrees of freedom.
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In order to show the formation of entanglement, first note that:
e−it(HS+HI+HE) |⇑〉|ψE〉 = |⇑〉
 ∞∑
n=0
(
−it
[
E⇑S +
∑
k∈E αkS
z
k +HE
])n
n!
 |ψE〉
= |⇑〉e−it(E⇑S+
∑
k∈E αkS
z
k+HE)|ψE〉 ,
(5.12)
where E⇑S = E
⇓
S = JSNS/4 and the symbol αk =
∑
l∈S Ilk/2 was introduced
to denote an eigenvalue of the CS state |⇑〉. Using this identity one can
evaluate the time-evolution of a more general linear combination |Υ(0)〉 =
(α |⇑〉+ β |⇓〉) |ψE〉. Following the notation in Refs. [2, 8] one finds
|Υ(t)〉 =e−it(HS+HI+HE) (α |⇑〉|ψE〉+ β |⇓〉|ψE〉) (5.13)
=e−itE
⇑
S (α |⇑〉|E⇑(t)〉+ β |⇓〉|E⇓(t)〉) , (5.14)
where
|E⇑(t)〉 = exp
[
−it
(∑
k∈E
+αkS
z
k +HE
)]
|ψE〉 , (5.15)
|E⇓(t)〉 = exp
[
−it
(∑
k∈E
−αkSzk +HE
)]
|ψE〉 . (5.16)
The transition of ρ(t) from a pure to a mixed state becomes explicit by
tracing out the environment
ρ(t) = TrE [|Υ(t)〉 〈Υ(t)|] =
( |α|2 〈E⇓(t)|E⇑(t)〉αβ∗
〈E⇑(t)|E⇓(t)〉α∗β |β|2
)
. (5.17)
Decoherence is successful if 〈E⇑(t)|E⇓(t)〉 ≈ 0 which results in the production
of ∆S = − [p ln p+ (1− p) ln(1− p)] entropy, where p = |α|2.
5.5 Results
One of the quantities that shall be used to characterise PS is entropy S(t), as
discussed in Sec. 5.2. In addition, we introduce the basis-dependent symbol
M(t) to denote, for each time step t and all i and j, the maximum off-diagonal
component |ρi 6=j |,
M(t) ≡ max [|ρi 6=j(t)|] , (5.18)
90 Pointer states in a small antiferromagnet
whereby the indices i and j refer to a particular basis. Although the quantity
M(t) serves as a convenient gauge for the development of coherence in a
particular basis, different measures such as the expectation value, E[|ρi 6=j(t)|],
or the standard deviation, σ[|ρi 6=j(t)|], were found to be equally good measures
for (the lack off) coherence. Both S(t) and M(t) shall now be used as the
two guiding quantities in evaluating the pointer state-like behaviour of specific
states.
5.5.1 Strong interaction
As remarked, the dynamics of the system-environment interaction characterises
the only relevant time-scale for the CS in limit 1. That is, the self-Hamiltonian
HS can entirely be neglected in this limit. As a result, the pointer basis
is determined by the interaction Hamiltonian, HI . For the present model,
Eq. (5.6), it means that the PS coincide with the spin-up/spin-down basis
(henceforth computational basis). We, however, shall study the regime where
the system-environment coupling is large, but where HS can not be neglected.
Specifically, the interaction strength is set to I = 20JS which ensures that the
dephasing process due to HI is short compared to the dynamical time-scale
of the antiferromagnet, HS . Moreover, the system consists of NS = 4 and
NE = 16 spins. All basis-dependent quantities presented in this subsection,
such as the maximum coherence M(t) and the diagonal components ρii(t),
refer to the computational basis. Time t is expressed in units of JS here and
in the following.
To reiterate, for any state of the form |ϕ〉 = [α |⇑〉+ β |⇓〉] the entropy
production ∆S immediately follows from the coefficients. This allows one to
tune the desired entropy production by choosing the appropriate coefficients.
In anticipation of the simulation results we will study, in addition to initial
states |ψ0〉 and |ψN 〉, the evolution of |χ〉 = [|⇑〉+ 3 |⇓〉] /
√
10.
Consider first the case for which the intra-environment interaction is set
to K = 0.02JS . The numerical results of the RDM ρ(t) for K = 0.02JS are
collected in the left column of Fig. 5.2.
As a result of the strong interaction, the maximum off-diagonal component
M(t) rapidly diminishes for the initial (energy eigen) states |ψ0〉 and |χ〉, as is
seen in the upper row. On the other hand, the Ne´el-state |ψN 〉 being diagonal in
HI initially develops off-diagonal components as a result of the self-Hamiltonian
HS which are subsequently damped in time. Since the environment is rather
weak (i.e. small K compared to I and JS), relaxation does not take place and
the diagonal components are only slightly perturbed from the initial value, as
is illustrated in the middle row. Looking at the bottom row of Fig. 5.2, it can
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Figure 5.2: Time-evolution of the reduced density matrix ρij(t), expressed in
the computational basis, for different intra-environment strengths, K, (columns)
and initial states of the central-system (to wit, ground state |ψ0〉, Ne´el-state
|ψN 〉 =|↑↓↑↓〉, and |χ〉 = [|⇑〉 + 3 |⇓〉]/
√
10). The central-system consists of
NS = 4 spins that are connected to each of the NE = 16 environment spins via
random antiferromagnetic Ising coupling of strength I = 20JS . The top row
indicates the maximum off-diagonal components M(t) [Eq. (5.18)] as function
of dimensionless time t. The middle row depicts the diagonal components of
ρ(t) in the Sztot = 0 subspace, as indicated by the spin configurations in the
legend. The von Neumann entropy of ρ(t) is shown in the bottom row, and
the red horizontal line indicates the maximal entropy that can be attained in
the Sztot = 0 subspace. Time t has been made dimensionless in units of JS and
~, i.e. t′ → t′JS/~ ≡ t.
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Figure 5.3: The von Neumann entropy S(t = 10) extracted from Fig. 5.2
(indicated by simulation) compared to entropy for the mixed-state that corre-
sponds to pure dephasing in the computational basis (marked by ideal). The
simulations have been carried out for a central-system of NS = 4 particles
strongly coupled (I = 20JS) to NE = 16 environment particles via random
antiferromagnetic Ising coupling. The initial state of the CS and the intra-
environment strength (in units of JS) are indicated in the panel. For initial
state |χ〉 the simulation and ideal entropy exactly coincide and are identical for
all three K values (K = JS and K = 20JS have been omitted in the figure).
The ideal entropy for state |ψN 〉 is zero.
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Figure 5.4: Trace distance [Eq. (5.19)] between RDMs ρ1(0) = |ψ0〉〈ψ0| and
ρ2(0) = |ψN 〉〈ψN | as a function of dimensionless time t. The antiferromag-
netic Ising coupling strength is set to I = 20JS (strong coupling) and the
intra-environment K is indicated in the legend (in units of JS). The system
(environment) consists of NS = 4 (NE = 16) particles. Time t has been made
dimensionless in units of JS and ~, i.e. t′ → t′JS/~ ≡ t. Non-monotonicity is a
signature of non-Markovian effects.
be seen that the entropy S(t) for |ψN 〉 surpasses 1/2, whilst the maximally
attainable value is Smax ≈ 1.79 in the Sztot = 0 subspace; this is a considerable
amount compared to an ideal zero entropy producing pointer state. And in fact,
it develops more entropy than the initial-state |χ〉, for which ∆S ≈ 0.33. Only
in the regime where entropy develops linearly in time does |ψN 〉 outperform
|χ〉 in terms of entropy.
According to the predictability sieve criterion [17], we are thus led to
conclude that the state |χ〉, which is not diagonal in HI , qualifies more as
a pointer state than |ψN 〉 which is diagonal in HI . This is a result of the
condition that states which are singled out should not only be minimal entropy
producing, but also insensitive to the time which is used for selecting the
states [17]. Therefore, it is crucial to go beyond simple perturbative expansions
in time. Indeed, our results illustrate how deceptive simple perturbative
considerations can be.
One might argue that the robustness of initial-state |χ〉 is a pathology of
our model Eq. (5.4), since |χ〉 is symmetry protected. In Appendix. 5.B we
show that our observations are not restricted to Eq. (5.4), and holds for more
general systems provided that the environment is sufficiently weak.
Let us now discuss the stronger intra-environment interactions K = JS and
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K = 20JS . The top row illustrates that M(t) is slightly more reduced in time
compared to K = 0.02JS . By carefully looking at the figure with K = 20JS
near t = 10−1 one can notice recohering quantum fluctuations in M(t) for
initial-state |χ〉. Calculations in which the number of system-environment
connections were varied indicate that the fluctuations are a finite-size effect.
The main difference compared to the weak environment (K = 0.02JS) is that
the CS now relaxes towards equilibrium in the Sztot = 0 subspace (for |ψN 〉
and |ψ0〉). This can be concluded by noting that for |ψN 〉 and |ψ0〉 the entropy
evolves towards Smax of the S
z
tot = 0 subspace; or equivalently, the diagonal
components grow towards a single value (see centre row Fig. 5.2), corresponding
to the T =∞ configuration.
In Fig. 5.3 we compare the entropy S(τ) at τ = 10 with the production
which one would expect if the states decohere ideally in the computational basis.
That is, the off-diagonal components are entirely quenched and the on-diagonal
elements remain unperturbed (pure dephasing). As expected for the state |χ〉,
the entropy S(τ) exactly coincides with its ideal value irrespective of K. For
ground state |ψ0〉 the excess entropy relative to the ideal value is rather modest
for environment strength K = 0.02JS , in contrast with initial-state |ψN 〉. The
general picture is that by increasing K one enhances relaxation, which tends
towards the maximum entropy as indicated by the red horizontal line.
Note that near the point of relaxation it is no longer possible to speak
of preferred states. When the density matrix is proportional to the identity
matrix, each basis is on the same footing for it trivially leaves the density
matrix diagonal.
Finally, a word on non-Markovian behaviour in our system. In Markovian
master equations, the production of thermodynamic entropy is always non-
negative provided that a steady state exists [38]. Therefore, the von Neumann
entropy oscillations observed in Fig. 5.2 for K = 0.02JS point towards non-
Markovian behaviour. This can be verified by evaluating the trace distance
between two quantum states ρ1 and ρ2
D(ρ1, ρ2) =
1
2
Tr|ρ1 − ρ2| , (5.19)
with |M | =
√
M†M . If D(ρ1(t), ρ2(t)) is not monotonically decreasing as a
function of time t then our system is said to be non-Markovian [39]. In Fig. 5.4
the trace distance is calculated between the RDMs of the two initial states |ψ0〉
and |ψN 〉; the three intra-environment strengths are indicated in the legend.
The oscillations observed in Fig. 5.4 for K = 0.02JS indeed confirm the presence
of non-Markovian effects.
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5.5.2 Weak interaction
We will now study the decoherence process by a slow environment that is
weakly coupled to the CS. The quantum nature of the environment is crucial
to have decoherence, as it is based on the development of system-environment
entanglement. But from the perspective of the CS, it is helpful to think of the
environment as being composed of a large number of magnetic fields which
vary slowly in time compared to the systems’ intrinsic dynamical scale and
shift states of the environment. The adiabatic theorem [40] is applicable in the
limit where the level spacing of the CS, δES , is large compared to the dominant
frequencies available in the environment. When the energy eigenstates of the
CS are non-degenerate, the adiabatic interaction protects these states from
measurement [41]. When in addition the interaction is weak, the instantaneous
energy eigenstates of the CS closely resemble the initial (t = 0) eigenstates [41].
The connection with preferred states was appreciated by Paz and Zurek [4] who
identified the energy eigenstates as the pointer basis, given that the environment
behaves adiabatically.
In general, the elementary excitations of a quantum system lie very low
in energy [42]; for example, in the thermodynamic limit the ground state
level spacing, δES , of the antiferromagnetic Heisenberg Hamiltonian goes as
δES ∝ JS/NS [43]. More specifically, for our system with NS = 4 explicit
calculation yields a level spacing of δES = JS for all energy levels (apart
from degeneracy). To estimate the dominating environmental frequencies, note
that individual environmental spins are connected by random isotropic intra-
environment strength of order K [see Eq. (5.8)]. Since there is no temperature
suppression of energy levels in HE , the coupling strength K can be used as a
crude measure for the intra-environment frequencies.
We shall now examine the range in which it is justified to identify the
eigenstates as the pointer basis. To this end, the effect of the environment
is studied slightly away from the adiabatic regime. Three intra-environment
strengths are considered in particular: K/JS = 0.02, 0.2 and 1. The interaction
strength is set to I = JS/4 and basis-dependent quantities are evaluated in
the energy eigenbasis that simultaneously diagonalises Sztot and S
2
tot, unless
specified otherwise. The numerical results pertaining to a NS = 4 RDM coupled
to NE = 16 environmental spins are collected in Fig. 5.5.
We observe that for K = 0.02 the environment behaves adiabatically. This
can be concluded from the fact that: (i) the ground state |ψ0〉 develops no
off-diagonal components in the eigenbasis, whilst for the Ne´el state |ψN 〉 the
off-diagonal components are exponentially suppressed with time starting from
t ≈ 10 (notwithstanding the oscillations); (ii) the level population of |ψ0〉
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Figure 5.5: Time-evolution of the reduced density matrix ρij(t) in the energy
eigenbasis whereby the central-system (NS = 4 particles) is weakly connected
(I = 0.25JS) to an environment of NE = 16 particles via random antiferromag-
netic Ising coupling. Each column correspond to different intra-environment
strengths K. The initial states of the central-system (CS)—namely, the ground
state |ψ0〉 and the Ne´el-state |ψN 〉 =|↑↓↑↓〉—are indicated in the panels. The
maximum off-diagonal component M(t) [Eq. (5.18)] is depicted in the top row.
The middle row shows the diagonal components of ρ(t) whereby the states in the
legend correspond to quantum numbers |Stot, Sztot, E〉 where E and Stot denote
the energy eigenvalue and the total spin (of the CS), respectively. The von
Neumann entropy S(t) is shown in the bottom row whereby the red horizontal
line indicates the maximum value attainable in the Sztot = 0 subspace. Time t
has been made dimensionless in units of JS and ~, i.e. t′ → t′JS/~ ≡ t.
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antiferromagnetic Ising coupling. The initial state of the CS and the intra-
environment strength (in units of JS) are indicated in the panel. The ideal
entropy for state |ψ0〉 is zero.
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Figure 5.7: Trace distance [Eq. (5.19)] between RDMs ρ1(0) = |ψ0〉〈ψ0| and
ρ2(0) = |ψN 〉〈ψN | as a function of dimensionless time t. The antiferromag-
netic Ising coupling strength is set to I = 0.25JS (weak coupling) and the
intra-environment K is indicated in the legend (in units of JS). The system
(environment) consists of NS = 4 (NE = 16) particles. Time t has been made
dimensionless in units of JS and ~, i.e. t′ → t′JS/~ ≡ t. Non-monotonicity is a
signature of non-Markovian effects.
remains essentially untouched while |ψN 〉 is only briefly and slightly perturbed;
and (iii) |ψ0〉 produces a small amount of entropy. In fact, the amount of
entropy that both |ψ0〉 and |ψN 〉 produce, almost coincides with the entropy
production what would be expected if the energy eigenstates are ideal PS.
This is depicted in Fig. 5.6. The excess entropy of both |ψ0〉 and |ψN 〉 can be
further reduced by decreasing I, at the expense of performing longer numerical
calculations due to the increased decoherence time.
Making the environment stronger by increasing K does not so much affect
the loss of coherence, but primarily the characteristic time in which the deco-
herence occurs (top row Fig. 5.5). In contrast, the diagonal elements (centre
row) and the entropy (bottom row) are significantly perturbed by increasing K;
a stronger environment enhances relaxation, as was also found in the previous
section. This trend is visualised in Fig. 5.6 whereby the entropy S(τ) for
τ = 2500 is compared with ideal dephasing of the respective initial-state in the
eigenbasis. The energy eigenstates are no longer dynamically protected and, as
a consequence, the density matrix tends towards (thermodynamic) equilibrium.
The oscillatory behaviour in Fig. 5.5, all starting near t ≈ 1, coincides with
oscillations in the trace distance D(t) [Eq. (5.19)] between initial states |ψ0〉
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and |ψN 〉, as shown in Fig. 5.7. Thus, the transient period in which we find
decoherence is marked by strong non-Markovian behaviour, much more so than
for a strongly coupled environment (cf. Fig. 5.4).
5.6 Discussion
As was shown in Sec. 5.5.1, even when decoherence is extremely fast compared
to the typical time-scale of HS , (generic) states that are diagonal in HI are
no longer preferred in terms of predictability. This is to be expected since
neglecting HS amounts to taking the short-time limit when HS is sufficiently
slow. However, in general an explanation of emergent classicality should not be
restricted to small time periods only. Indeed, in the frequently discussed quan-
tum Brownian motion example [11], considerations based on time perturbation
would (misleadingly) identify spatially localised states as preferred, instead
of coherent states. Thus a satisfactory analysis requires that all, perhaps
macroscopic, time scales are equally well taken into account.
The results presented in Sec. 5.5 were performed for a rather modest system
of NS +NE = 20 spins. Whether a small ensemble of spins, as presented here,
can convincingly capture all facets of decoherence depends crucially on the
environment. For example, a chaotic environment decoheres more efficiently
compared to a non-chaotic environment [9]. Furthermore, earlier work has
shown that a system with large connectivity within the environment [34, 14, 44]
and by employing random couplings [34, 14, 44] an environment of NE ≈ 16
spins is sufficiently large to study decoherence [34, 12, 14, 44]. Moreover, in
Appendix 5.A it is shown that our considerations are largely unaffected by
finite-size effects. Thus no new qualitative features are expected to emerge for
much larger environments.
A brief remark on the classical limit of Eq. (5.5) is now in order. The
classical counterpart of Eq. (5.5) is obtained by replacing spin operators by
vectors. As a result, the classical analogue of the non-degenerate singlet |ψ0〉 is
the Ne´el-state |ψN 〉. A priori one could think that the quantum-to-classical
crossover arises from unidirectional coupling to an environment: classicality
as a result from the competition between HI , with a well-defined direction in
space, and HS , a time-reversal and rotationally invariant self-Hamiltonian. In
this work, no evidence was found to substantiate this claim. Instead, |ψN 〉 was
found to be rather unstable (in terms of entropy) compared to high-energy
states |⇑〉, |⇓〉, and superpositions thereof.
Clearly, a more realistic model is needed to capture the essential features
needed to understand the emergence of classicality in antiferromagnets. For
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example, the size of the CS presumably plays a role as indicated by experi-
ment [45]. Also the temperature of the environment and the intra-environment
interactions might need refinement. These unexplored avenues are left for
future work.
5.7 Conclusion
In two mathematical limits the preferred basis problem seems solved, namely:
(a) the strong system-environment coupling limit and (b) the weak-coupling
and slow-environment limit [4]. The preferred states corresponding to limit (a)
[limit (b)] are diagonal in the interaction Hamiltonian HI [self-Hamiltonian
HS ].
In this work, a more physical line of approach was adopted, whereby
decoherence near the two limits was considered. Specifically, the decoherence
of a small antiferromagnetic system has been (numerically) considered with
special emphasis on pointer states (PS). Both the loss of coherence and the
predictability (or robustness) of PS was stressed. Statistical entropy was used
as a means to quantify the robustness of specific states.
Two initial states of the central-system were considered in particular—
namely, |ψ0〉 the ground state of HS , and the Ne´el-state |ψN 〉 =|↑↓↑↓〉. For
these states it was found that near limit (a) [limit (b)] the coherences of the
reduced density matrix ρ(t) evaluated in the HI [HS ] basis are quenched,
irrespective of the strength of the environment self-Hamiltonian HE . However,
the dynamical timescale of HE determines to a large extent the robustness
of specific states, since stronger environments enhance relaxation within the
Sztot subspaces. Hence, our work suggests that dynamically fast and hot (i.e.,
high temperature) environments tend to quickly erase preferences for a specific
basis.
Conversely, when HE is sufficiently slow it was found that near limit (b),
indeed, the energy eigenstate |ψ0〉 appears robust against environmental cou-
pling. But importantly, near limit (a) we demonstrated by explicit example,
that specific states not diagonal in HI can become more stable (i.e., more
PS-like) than typical states that are diagonal in HI (such as |ψN 〉). Thus,
neglecting HS seems justified in e.g. a quantum measurement set-up where
the interaction is subsequently turned off [25]. On macroscopic time scales,
however, care must be taken in analysing PS since a (perturbatively) small
self-Hamiltonian HS can become dynamically relevant.
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Appendix
5.A Finite-size effects
To convince the reader that the present results do not significantly suffer
from finite-size artifacts, we have varied the number of environment spins NE .
In order to make a fair comparison between environments of different size,
the intra-environment strength KNE(NE − 1) is held fixed since the number
of elements Kab 6= 0 goes as ∝ NE(NE − 1). In addition, time-averaging is
performed on the entropy S and the coherence suppression M, i.e.
M(t∞,∆T ) ≡ 1
∆T
∫ t∞+∆T
t∞
M(t) dt . (5.20)
Time-averaging ensures that our conclusions are insensitive to small variations
in time, as the fast oscillations in small-NE environments are averaged out.
The results for the strong interaction regime (as discussed in Sec. 5.5.1) with
I = 20JS are presented in Fig. 5.8a. The initial-state is set to |ψ0〉 and
MR(t∞,∆T ) = 100 · M(t∞,∆T )/M(0) is calculated in the computational
basis. The exponential decrease inMR observed for K = JS and K = 20JS are
well captured by the simple MR ∝ 2−NE/2 scaling law [44]. Both the entropy
production, S, and the coherence suppression, MR, level off around NE = 10.
Thus an environment of NE = 10 spins is already sufficiently large to capture
the main features.
In Fig. 5.8b we collect the results for interaction strength I = JS/4 with
initial-state |ψN 〉. Note that MR is now calculated in the eigenbasis. The
entropy of the slow environment, marked by K = 0.02 in the panel, is insensitive
to the size of the environment for NE ≥ 4. Although the environment size
NE = 16 is insufficiently large to rule out finite-size effects for the two other
environment strengths, it appears that the increase of entropy as a function
of NE levels off around NE = 14. The same scaling behaviour of MR as a
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function of NE was found as in Fig. 5.8a, but now in the basis that diagonalises
HS .
5.B Symmetry broken central-system Hamilto-
nian
As a result of Hamiltonians HS and HI (Eqs. (5.5) and (5.6), respectively) the
initial state |χ〉 is protected from relaxation by the Sztot quantum number. It will
now be shown that the observations in Sec. 5.5 are not restricted to symmetry
protected states. Accordingly, a symmetry breaking term is added to HS such
that Sztot is no longer conserved. Two such terms are considered: a transverse
field H ′S = h
xSxtot and H
′′
S = J
xx
S
∑
〈i,j〉 S
x
i S
x
j that mimicks a near-neighbour
dipole-dipole interaction [46] ∝∑〈i,j〉[Si · Sj − 3(n · Si)(n · Sj)] where n ‖ xˆ.
The new self-Hamiltonian is thus ĤS = HS + H
′
S or ĤS = HS + H
′′
S . The
(time-averaged) entropy S(t∞,∆T ) [see Eq. (5.20)] of the CS with additional
anisotropy H ′S or H
′′
S are indicated in Fig. 5.9. What is seen is that for all
sizes NE the entropy of initial state |χ〉 is lower than that of |ψ0〉 and |ψN 〉.
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Thus, |χ〉 is more robust compared to the other two states, while it is no
longer symmetry protected from relaxation. One possible explanation is that
|χ〉 is still relatively high in energy compared to the mean energy of the CS
(2−NS
∑2NS
i=1 Ê
i
S = 0 in both cases) and is, as a result of the low energy content
of the T = ∞ environment, unable to lose some of the CS energy to excite
lower lying energy states. Or put differently, the entropy production for the
state |χ〉 is energetically suppressed. In Fig. 5.10 the time-development of the
energy is depicted for the different systems. Indeed, what is seen is that over
the course of time the energy difference for |ψN 〉 grows towards ∆E = 0.20
and ∆E = 0.17 with respectively H ′S and H
′′
S . In comparison, the energy
difference for |χ〉 is found to be much smaller: ∆E = −0.10 and ∆E = −0.04
with H ′S and H
′′
S , respectively. Moreover, numerical calculations (not shown
here) indicate that initial-state |χ〉 readily overtakes |ψ0〉 and |ψN 〉 in entropy
when increasing K.
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110 Pointer states in a small antiferromagnet
Chapter 6
Antiferromagnetic order by
repeated measurement
Abstract
In the theory of antiferromagnetism, the staggered field—an exter-
nal magnetic field that alternates in sign on atomic length scales—is
used to select the classical Ne´el state from a quantum magnet, but
justification is missing. This work examines, within the decoher-
ence framework, whether repeated local measurement can replace a
staggered field. Accordingly, the conditions under which local deco-
herence can be considered a continuous measurement are studied.
The dynamics of a small magnetic system is analysed to illustrate
that local decoherence can lead to (symmetry-broken) order similar
to order resulting from a staggered field.
6.1 Introduction
The decoherence program intends to clarify the emergence of classical physics
from within quantum mechanics. The standard works [1, 2, 3] follow essentially
a bottom-up approach in which the decoherence of a single particle (e.g. a
quantum Brownian particle or a single spin) is discussed. Although this clarifies
This chapter has been published as:
H. C. Donker, H. De Raedt, and M. I. Katsnelson, Antiferromagnetic order without recourse
to staggered fields, Phys. Rev. B 98, 014416 (2018).
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the fragility of quantum states of different macroscopic configurations, it does
not explain how a genuine many-body system, whereby the local particles are
inextricable quantum correlated (i.e., entangled), can turn into a collection
of classical particles. Motivated by the prospects of quantum information
technology, developments in the understanding of the decoherence of bi- and
multipartite entangled systems are only now beginning to unfold [4, 5, 6, 7, 8].
However, subtleties relating to classicality are, to the best of our knowledge,
still largely unexplored. Nevertheless, in the context of magnetism several
works attempted to tackle this problem by truncating a many-body magnet
to a two-level system [9, 10, 11, 12, 13]. In particular, Prokof’ev and Stamp
reviewed in detail the effects of a spin environment on a two-level system [9, 10],
for which a mapping to the spin-Boson model [14] can in general not be made.
(See also a complementary review [15] that analyses a two-level system in a
spin environment from a numerical perspective.)
On the other hand, large systems lead to emergent collective properties
that are difficult to understand from a simplified sum-of-its-parts view, as
discussed in several popular scientific accounts [16, 17, 18]. Indeed, the concept
of spontaneous symmetry breaking, in which solutions are singled out in the
thermodynamic limit by infinitesimal fields, depend on the (collective) low-
energy behaviour of a macroscopic system [19, 20]. Most systems break a(n
almost) continuous symmetry—like the direction or location in space—and
therefore require a host of states which conspire to form localised structures; a
two-level description is then, by its very nature, inadequate.
What is more, a symmetry breaking analysis indicates if such solutions can
be singled out, but does not address the how, i.e., the physical mechanism that
is responsible.
In magnetism, for example, this difficulty comprises the (in)consistency of
the (classical) Ne´el state |ψN 〉 (the state in which neighbouring spins align
anti-parallel |↑↓↑ . . . 〉 or vice versa) with the antiferromagnetic Heisenberg
Hamiltonian (HH) [21, 22], its experimental evidence [23], and the possible
physical realisation of the staggered field (explained below). The problem is
as follows: The exact ground state (GS) |ψ0〉 of the antiferromagnetic HH
H = J
∑
〈i,j〉
Si · Sj , (6.1)
is known to be a total spin Stot = 0 singlet [24], whereby the local magnetisation
of each spin Si vanishes 〈ψ0|Si|ψ0〉 = 0 according to group theory (see, e.g.,
the Wigner-Eckart theorem [25]). In this equation, the exchange constant
J is positive and the sum extends over nearest neighbours. Contrary to the
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GS, the Ne´el state |ψN 〉 is not an eigenstate of the HH and is thus a very
specific linear combination of a (possibly extensive [26] number of) spin Stot
states. Moreover, the sublattice magnetisation is not a constant of motion.
Therefore, the sublattice magnetisation of an arbitrary state, including the
Ne´el state, will decay. However, since the energy levels close to the GS are
very nearly degenerate, collapsing onto the GS as 1/N with N the number
of particles [27], the decay rate can be rather long. Anderson estimated the
time for the Ne´el state to rotate to an orthogonal direction to be roughly
three years [27]. Furthermore, the actual GS energy E0 is bounded quite
strongly [28, 22]
−1
2
NJZS2i > E0 > −
1
2
NJZS2i [1 + 1/(ZSi)] , (6.2)
with Si the single-site spin (which is taken to be the same for all i), and Z the
coordinate number of the lattice. In the limit 1/(ZSi)→ 0 the GS energy E0
precisely coincides with the energy of the Ne´el state [left hand side Eq. (6.2)].
A mathematical trick to overcome the inconsistency between the Ne´el
state |ψN 〉 and the non-degenerate singlet |ψ0〉 introduces a staggered field,
M = SA−SB , (the order parameter) with opposite signs on sublattice A and B,
that couples to a conjugate field, hst. Time-reversal invariance is thus explicitly
broken by adding the term Hst = M · hst to the Hamiltonian. The sublattice
magnetisation then arises as a quasi-average [29], whereby the conjugate field
hst tends to zero after taking the thermodynamic limit. Although it is
known that an effective staggered field can be generated in very specific crystal
structures [30], it is usually regarded as unphysical [31, 23, 20, 32]. More
generally, the proper choice of the order parameter can not always be decided
a priori, but is dictated by phenomenology [33].
Assume now, for the sake of argument, that the staggered field does have
a physical origin. For natural occurring magnetic fields of arbitrary shape
that are infinitely differentiable, the Fourier component corresponding to the
staggered field is suppressed faster than any power of the spectral scale (which
is typically much larger than the lattice spacing) and hence decreases super
exponentially below this scale. Therefore, arbitrary stray fields emanating from
outside into the sample are an unlikely source of the staggered field.
In fact, for the interpretation of neutron diffraction experiments no such
field is required [34, 23, 35]. Elastic neutron diffraction experiments probe the
time-reversal invariant static structure factor [Eq. (6.22)], and therefore do
not require symmetry-broken states [34, 23, 35]. An explicit demonstration
was given by Irkhin and Katsnelson [23], who proposed a trial wave function
without broken symmetry for the Heisenberg antiferromagnetic model in the
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semi-classical 1/(ZSi) → 0 limit. Not only were they able to reproduce the
peaks at the antiferromagnetic reciprocal lattice vector in the static structure
factor. Also the nuclear magnetic resonance line form could be accounted for
without resorting to broken symmetry.
Besides the existence and necessity of the staggered field, it is a priori unclear
whether this mathematical trick indeed leads to non-vanishing anomalous
averages 〈M〉 6= 0 upon sending hst → 0 after taking the thermodynamic limit.
The Lieb-Mattis model [24] is one of the few non-trivial systems where this
can be worked out in detail [36, 37]. More generally, the ability to develop
spontaneous staggered magnetisation hinges on the presence of long-range order.
In the antiferromagnetic Heisenberg model on the cubic lattice, long-range
order was first established by Dyson, Lieb, and Simon [38] for d ≥ 3 spatial
dimensions and spin Si ≥ 1. This proof was later strengthened by others for
d = 3 to include the case Si = 1/2 [39]. In two spatial dimensions, numerical
evidence suggest long-range order in the GS for both the bipartite [35, 40, 41]
and the triangular lattice [42, 43, 44, 41] when Si = 1/2 (for other lattices see
also [35] and references therein). But only fairly recently it was demonstrated
that taking an anomalous average does indeed lead to broken symmetry for
the HH on a bipartite lattice, provided that long-range order exists [45, 46].
Later refinements of several experimental techniques called for a revaluation
of the magnetic ordering in antiferromagnets. Measurements of the quadrupole
magnetic moment of the antiferromagnetic compound Cr2O3 indicated broken
symmetry in the magnetic structure [47]. Furthermore, state-of-the-art spin-
polarised scanning tunnelling microscopy experiments can probe the magnetisa-
tion of individual atoms and have revealed antiferromagnetic structures whereby
time-reversal symmetry is manifestly broken. Moreover, these structures have
been seen to telegraph between the two alternating Ne´el configurations [48, 49],
reminiscent of Bohr’s quantum jumps in atoms [1]. (In these works [48, 49],
they considered S = 2 Fe atoms on Cu2N that have a large magnetic easy-axis
anisotropy [50] which consequently suppresses quantum fluctuations.) This has
sparked renewed interest how such classical magnetic order can come about
from quantum systems [11, 12, 13]. This work contributes to the discussion
by analysing the necessity of the staggered field, going beyond a two-level
simplification.
Historically, the decoherence program focused primarily on single-particle
subsystems but, as it turned out, the decoherence of local particles in a many-
body subsystem can lead to many surprising consequences. Examples are the
decoherence wave [51, 52, 53], suppression of the Kondo effect [54, 55], and the
creation of sublattices in antiferromagnets [56], all of which considered idealised
local measurement (i.e., a wave function collapse). This work follows up on a
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suggestion in Ref. [56] that repeated local measurements on antiferromagnets
can replace a staggered field. A decoherence approach is followed, in which the
entanglement between a local spin of an antiferromagnet and an environment
is studied. Since the decoherence process is technically different from wave
function collapse, first a detailed comparison is carried out. Next, a critical
assessment is made to clarify under which conditions, and to what extent,
the repeated measurement hypothesis is correct with the help of numerical
calculations.
For clarity, the analysis is broken up in two parts. In model A, the deco-
herence of a local particle is compared to idealised measurement (Sec. 6.3). In
model B, local decoherence is applied to a low-energy description of antiferro-
magnets (Sec. 6.4). Both models are outlined in Sec. 6.2 and implications are
discussed in Sec.6.6.
6.2 Outline models
The two spin models that are the centre piece of this work shall now be outlined.
Units in which the reduced Planck constant ~ and the Boltzmann constant
kB equal unity are used throughout this paper. In both models, the entire
system consists of a collection of spin-1/2 particles. A single (local) particle is
strongly coupled to an environment along the z-direction, so as to resemble
a measurement-like interaction. While model A mainly serves to compare
ideal measurement with local decoherence, B extents the environment of A by
introducing a thermal reservoir. An important difference between A and B
is that in the latter an effective description of antiferromagnets is used (for a
detailed discussion see Sec. 6.4) for the system of interest [henceforth central
system (CS)].
6.2.1 Model A: Decoherence of a local spin
The entire system is partitioned in two parts, the CS (denoted by S) and
its complement, the environment (indicated by E). The CS (environment)
is composed of NS = 6 (NE = 8) spin-1/2 particles. To avoid unnecessarily
complicating the analysis, the CS with Hamiltonian H—S interacts locally with
environment E via HI , while the spins in E have no Hamiltonian of their
own. That is, the intra-environment Hamiltonian (the self-Hamiltonian of E)
is neglected. The Hamiltonian of model A can then be written as
HA = H
—
S +HI . (6.3)
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Model A Model B
NS = 6 NS = 4
NE = 8
NE1 = 6
NE2 = 12
I = 20JS I = 20JS
I ′ = 0.1JS
K = 0.1JS
β = 50/JS
Table 6.1: Model parameters; interaction strengths are expressed in units
relative to the exchange constant, JS , of the central system.
The CS is taken to be an open chain of NS spins (i.e., Si = 1/2 for all i),
coupled via Heisenberg exchange [22]
H—S = JS
NS−1∑
i=1
Si · Si+1 , (6.4)
with exchange constant JS , and the ”—” superscript indicating the lattice
geometry (in this case an open chain). To emulate decoherence as a measuring
effect on a local spin, which is chosen to be spin S1, requires a well defined mea-
surement direction. The z-axis is selected, such that the system-environment
interaction takes the following form
HI = I
∑
i∈E
riS
z
1S
z
i ≡ ISz1 S˜zE , (6.5)
where the sum is over all NE spins inside the environment E , I is the interaction
strength, {ri} are a set of random numbers ri ∈ [0, 1], and S˜zE =
∑
i∈E riS
z
i .
The use of random numbers are to suppress recurrences of phase coherence
after the initial Gaussian decay. In order for E to couple strongly to the CS, I
is set to I = 20JS .
6.2.2 Model B: Addition of a thermal reservoir
In model B, the CS interacts with an environment E , but in this case E
is consists of two fragments E1 and E2. Fragment E1 describes the strong
decoherence with the local spin, while E2 couples weakly to the entire CS to
mimic contact with a thermal reservoir. The Hamiltonian of model B is split
into four:
HB = H
©
S +HI1 +HI2 +HE2 , (6.6)
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Figure 6.1: Schematic of models A and B. In model A (B) the central system
consists of an open (periodic) chain of NS = 6 (NS = 4) spin-1/2 particles and
spin S1 is strongly coupled to an environment E (environment fragment E1) of
spins via Ising coupling. In model B the spin chain is immersed in fragment
E2 that resembles a thermal reservoir (inverse temperature β = 50/JS). The
number of spins in each environment (fragment) and the respective coupling
strengths are indicated in the figure.
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with H©S the Hamiltonian of the CS (the © indicates ring geometry), HI1
(HI2) the coupling between the CS and E1 (E2), and HE2 the self-Hamiltonian
(i.e., the intra-environment Hamiltonian) of E2. A schematic of the set-up
is shown in Fig. 6.1. The Hamiltonian, H©S , is given by Eq. (6.4) with the
addition of the boundary term H©S = H
—
S + JSS1 ·SNS , thereby giving rise to
a ring geometry.
Similar to model A, spin S1 of the CS is strongly coupled to spins in E1 via
Ising coupling. HI1 is identical to Eq. (6.5), apart from the sum that is now
restricted to the NE1 sites pertaining to fragment E1.
For E2, slightly different system-environment couplings are used to facilitate
decoherence of the energy states. In Ref. [57] it was found that binary coupling
strengths and the presence of a conserved quantity are particularly efficient.
Therefore, the following coupling to E2 is chosen
HI2 =
∑
i∈S,k∈E2
I ′ikS
z
i S
z
k , (6.7)
where i runs over spin indices in the CS (indicated by S) and I ′ik are binary
values ±I ′ picked at random. As for the self-Hamiltonian of E2, spin-glass like
couplings are used to maximise decoherence and relaxation [57, 58]
HE2 =
∑
α∈{x,y,z}
∑
k,l∈E2
KαklS
α
k S
α
l , (6.8)
with Kαlm uniform random numbers in the range [−K,K]. The philosophy
behind the specific form HE2 is that it is not necessary to have a very large
environment in order to have efficient decoherence and relaxation [57, 58],
thereby keeping the problem computationally tractable. But this comes at the
expense of having to choose specific—namely, spin-glass—types of couplings
for the bath.
In order to prevent energy flow from E2 into the CS, the environment
is prepared in a configuration that resembles a thermal state with inverse
temperature β = 50/JS , i.e., very close to the GS. Both decoherence and
relaxation are sensitive to the precise numerical values of the interaction
strengths. The values that are picked lead to efficient decoherence and relaxation
for the given size of the environment. The interaction strengths of both models
(as well as other parameters) are summarised in Table 6.1.
6.2.3 State preparation and simulation procedure
In order to study the decoherence process, it is most instructive to examine
a state that is initially unentangled, i.e., a product state. In particular, this
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work shall encompass the decoherence of a CS that is prepared in the GS, |ψ0〉,
(respective to the model) at time t = 0. The global wave function, |Ψ(t)〉, is
then expressed as
|Ψ(0)〉 = |ψ0〉 ⊗ |E0〉 , (6.9)
with |E0〉 the initial state of E . The state |E0〉 is constructed using the Box-
Muller method [59] to generate a random state. In the case of model B, an
additional step is required to turn fragment E2 into a thermal-like state. This
is done by performing imaginary time evolution exp[−βHE2/2] on the random
state of E2 [60] and subsequent normalisation of the resulting wave function.
Time evolution of the global state |Ψ(t)〉 in model A (B) is governed by
the unitary operator exp[−itHA] (exp[−itHB]). Time t shall consistently be
expressed in dimensionless form t = t′JS/~, in which t′ is dimensionful time
and ~ was restored for clarity. Both real and imaginary time evolution are
numerically calculated by expanding the exponential in Chebyshev polynomi-
als [61, 62]. The expansion allows for calculation of the wave function with
an accuracy up to machine precision [61, 62]. This accuracy is important to
unambiguously assign loss of phase coherence to quantum entanglement instead
of the accumulation of numerical errors.
Finally, the loss of phase coherence is studied by taking partial traces of
the density matrix [63] of the global system Π(t) = |Ψ(t)〉〈Ψ(t)|. The resulting
reduced density matrix (RDM) of the CS is defined as
ρ(t) = TrEΠ(t) , (6.10)
where the trace is over all the spin states in E . For each simulation a new
realisation of the environment was generated as well as a new set of random
couplings. The data shown here is representative for simulations with different
random realisations.
6.3 Comparison of decoherence with the quan-
tum Zeno effect
As stated in the Introduction, the primary goal is to understand the conse-
quences of repeated local measurement—the local analogue of the quantum
Zeno effect [64, 1]—on antiferromagnets. This section examines to what ex-
tent repeated local measurement can be described within the framework of
decoherence.
It is intuitively clear that, from the decoherence perspective, a continuous
measurement might originate from an environment interacting much longer
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Figure 6.2: Pictorial representation of the initial decoherence process in model
A. Different parts of the (initial) singlet state evolve to (approximately)
orthogonal parts of the environment (denoted by |⇑〉 and |⇓〉) via spin S1. The
boxes represent a product state of the central system with the environment.
The magnetisation of each spin is indicated by the arrows, and the red (blue)
colour intensity illustrates the net magnetisation parallel (anti-parallel) to the
z-axis.
than the typical time scale of the CS. One key requirement is that coherences
can be quenched locally while maintaining global coherence in the CS. To make
the connection between decoherence and the quantum Zeno effect explicit, let
us now turn to model A (see Sec. 6.2.1) and invoke the Trotter-Suzuki product
formula [65]:
exp[−itHA] ≈ [exp(−itH—S /n) exp(−itHI/n)]n , (6.11)
in which the approximation becomes exact if n tends to infinity. Under time
evolution the wave function initially branches (partially) due to exp[−itHI/n],
as different parts of the CS singlet state, |ψ0〉, entangle to mutually (close to)
orthogonal environment states (see Fig. 6.2). Subsequently, each branch evolves
individually for a time t/n under H—S . In comparison, the time evolution
according to the quantum Zeno effect is governed by the operator Tn(t) =
[exp(−itH—S /n)P±1 ]n with P±i = [1 ± σzi ]/2 the spin Si projection operator.
In the limit where the decoherence time scale τ (the time scale that makes
the relative states of E orthogonal) tends to zero and n tends to infinity, the
descriptions exp[−itHA] [see Eq. (6.11)] and Tn(t) become compatible. In this
limit the repeated application of this two-step process causes spin S1 to be
pinned, while the remaining spins in each branch are allowed to evolve freely
under H—S .
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(a) Coherence local to spin S1 [dashed
line, Eq. (6.14)] and the remainder of
the subsystem [solid line, Eq. (6.15)],
as a function of time. Coherence is
with respect to the computational ba-
sis.
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(b) Entropy of the entire subsystem S(t) =
S[ρ(t)] (solid line), and that complementary to
spin S1, S↑↑(t) = S[ρ˜↑↑(t)] (dashed line) and
S↓↓(t) = S[ρ˜↓↓(t)] (dotted line).
Figure 6.3: Simulation results of model A, where spin S1 of a NS = 6 Heisenberg
(open) spin chain is coupled to NE = 8 environment spins via Ising coupling
with random uniform interaction strength I = 20JS . The central system is
prepared in the (singlet) ground state at t = 0.
In physically more realistic systems, these precise mathematical limits
are never reached. As a result, τ stays finite but small. Therefore, if the
Trotter-Suzuki product formula—which has a structure similar to the quantum
Zeno time-evolution operator Tn(t)—is used to approximate the evolution
operator exp[−itHA] with finite τ = t/n, then the contributions coming from
the commutator [H—S , HI ] as well as higher order commutators are neglected,
as can be made explicit using the Campbell-Baker-Hausdorff formula [66].
6.3.1 Results model A
The simulation results of model A will now be compared to the quantum Zeno
picture, and it will be verified that local decoherence leads to a decoherence
wave (DW). The representation |i1 . . . iNS 〉 in which each ik takes the value ↑
or ↓ shall henceforth be referred to as the computational basis.
The preceding discussion (and as illustrated in Fig. 6.2) suggests that
coherence in the computational basis between |↑, i2, . . . , iNS 〉 and |↓, j2, . . . , jNS 〉
diminishes for all realisations of the undetermined indices. At the same time,
states with identical Sz1 eigenvalues are expected to be unaffected in the
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quantum Zeno limit. Therefore, to quantify the local coherence of the RDM
ρ{i1i2i3...|j1j2j3... } ≡ 〈i1, i2, i3 · · · | ρ | j1, j2, j3 . . . 〉 (6.12)
it is beneficial to focus on the i1 and j1 components. To this end, consider
the RDM conditioned on the spin S1 components (as indicated by the bra/ket
subscript)
ρab = 1〈a|ρ|b〉1 ; ρ˜ab = ρab/Tr[ρab] . (6.13)
Normalisation of the density operator ρ˜ab is primarily to compare entropy, as
discussed below. The matrix elements of ρ↑↓ (and ρ↓↑) determine the degree of
(local) S1 coherence. To measure the loss of local coherence, for each time step
t, the maximal magnitude (absolute value) of the |ρ↑↓| components
Mlocal(t) = maxi,j [|〈i|ρ↑↓(t)|j〉|] , (6.14)
is calculated, with |i〉 = |i2, i3, . . . , iNS 〉 the remaining spins evaluated in the
computational basis, and likewise for |j〉. The coherence of the rest of the CS
is determined by the off-diagonal components of |ρ↑↑| and |ρ↓↓|, which can
similarly be quantified as
Mglobal(t) = maxi6=j [|〈i|ρ↑↑(t)|j〉|] , (6.15)
where i and j like above, which do not coincide i 6= j (it must be an off-diagonal
component of ρ). The time evolution of the components are shown in Fig. 6.3a.
Two regions can be identified: 1) the dephasing regime with t < 1 and; 2) the
dynamic regime t ∼ 1. Fig. 6.3a illustrates that in region 1) the global coherence
in the CS is essentially unperturbed whilst the local coherence associated with
spin S1 is suppressed. Region 2) is determined by the Hamiltonian H
—
S , and it
is on this time scale that the DW manifests itself. The oscillatory behaviour of
Mlocal(t) starting t ∼ 100 are recurrences that originate from the finite size of
NE ; additional suppression can be achieved by increasing NE .
To further quantify the system’s coherence, it is helpful to introduce the
von Neumann entropy [67]
S[ρ(t)] = −Tr[ρ(t) ln ρ(t)] , (6.16)
which measures the purity of the density matrix ρ(t) (it vanishes for pure states).
Analogously, the entropy of the (normalised) spin S1 diagonal components of
the RDM are defined as Snn(t) = S[ρ˜nn(t)]. In the quantum Zeno description,
the diagonal components ρ˜nn are by definition pure (since it describes wave
function collapse, leading to a new pure state). By the normalisation of ρ˜nn,
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Figure 6.4: Nearest-neighbour correlations 〈Si(t) · Si+1(t)〉 of a NS = 6 anti-
ferromagnetic open Heisenberg chain for different sites i. Repeated collapse
(solid lines) along the z-direction of spin S1 (performed every ∆t = 10
−1 units
of time) is compared with decoherence model A (markers). For clarity, the
correlations 〈Si(t) · Si+1(t)〉 with i = 1, 2, 3 (i = 4, 5) are shown in the left
(right) panel and the t = 0 ground state values, 〈Si(0) ·Si+1(0)〉 ≡ 〈Si ·Si+1〉0,
have been subtracted for each i.
this would imply Snn(t) = 0. The entropy of the RDM S(t) ≡ S[ρ(t)] as well
as S↑↑(t) and S↓↓(t), are shown in Fig. 6.3b. What can be seen is that, up
to t ≈ 1, the increase in entropy of ρ(t) (tending towards S = ln 2 ≈ 0.69)
can be primarily attributed to the decoherence of spin S1 (see also Fig. 6.3a).
For larger times, t, the coherence of the CS is somewhat diminished on a
more global scale as the entropy of the spin S1 diagonal components increase.
In addition, the entropy of ρ˜↑↑ is almost the same as that of ρ˜↓↓. This can
be understood by noting that, from the local spin perspective, the random
environment state looks similar when all the spins are reversed. Simulations,
not shown here, indeed indicate that the entropy difference between the two
diagonal components varies for each random realisation of the environment.
To see how the non-ideal aspect, whereby decoherence not only affects spin
S1 but also the remainder of the system, modifies the DW, consider now a
time-reversal invariant observable, such as the local energy of the Heisenberg
spin chain 〈Si · Si+1〉.
In Fig. 6.4 the nearest-neighbour correlations from the decoherence process
are compared to repeated (every ∆t = 10−1) collapse of spin S1 along the
z-direction. The latter is achieved by applying the site i projection operator
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P±i = [1± σzi ]/2 to the wave function. Although 〈S1 · S2〉 (left panel Fig. 6.4)
shows some deviation between decoherence (circular markers) and collapse
(thick blue line), the other sites show very good quantitative agreement. The
apparent scattering of the 〈S1 · S2〉 markers actually originates from fast
oscillatory behaviour. To stress, the data points of both the markers and
the solid lines are solutions to the Schro¨dinger equation that are numerically
accurate up to machine precision. The deviation between the solutions can
therefore be solely attributed to the degree to which the two descriptions are
compatible. Further agreement can be achieved by increasing the interaction
strength, thereby decreasing the relative importance of the non-commutative
contributions, and increasing NE to negate finite-size effects.
It can thus be concluded that, even though the description of the decoherence
process in terms of the quantum Zeno effect (meaning: repeated wave function
collapse) is approximate, in practice the two descriptions show a fair degree of
compatibility.
6.4 Staggered field from the quantum Zeno ef-
fect
Let us start by discussing the hierarchy of the low-lying excitations in magnetic
systems [26, 43, 20, 68, 35, 69]. The basic tenet is that, in the thermodynamic
limit, the collective dynamics (of the antiferromagnet as a whole) are slow
compared to the time scale pertaining to the internal excitations that describe
local modulations of magnetic order [19]. Hence, the collective configuration—
such as absolute position of a crystal or sublattice magnetisation direction in
an antiferromagnet—can be presumed fixed in comparison to the time interval
wherein internal dynamics are relevant [19]. This, of course, still requires that
the initial state of the system has a well defined collective configuration to
begin with.
To further discuss the ordering of energy levels, consider the HH [Eq. (6.1)]
in Fourier space (Latin and Greek indices refer to real and Fourier space,
respectively) in d spatial dimensions
H = J
∑
κ
γκSκ · S−κ = HLM + J
∑
κ6=0,pi
γκSκ · S−κ , (6.17)
with γκ =
∑
i cos(κ · ui) a sum over primitive vectors ui, and where
Sκ =
1√
N
∑
l
eiκ·RlSl , (6.18)
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defines the Fourier transform of spin operators Sl, and Rl the respective lattice
positions (in units of lattice spacing) with periodic boundary conditions. On the
right hand side of Eq. (6.17) the κ = 0 and κ = pi contribution are separated
to form HLM. On a bipartite lattice HLM turns out to be the Lieb-Mattis [24]
Hamiltonian [26, 43, 68, 69, 35]
HLM =
4dJ
N
N/2∑
i=1,j=1
S2i−1 · S2j = J
′
N
SA · SB , (6.19)
whereby the odd (even) sites refer to sublattice A (B) and J ′ ≡ 4dJ . For this
system, the lowest energy levels are total spin Stot states with maximal SA
and SB that collapse onto the GS as J
′Stot(Stot + 1)/N [36, 37]. To compare
this to the dynamics of H, the complement of HLM can be treated in linear
spin wave theory [27]. The ”softest” magnon is separated from its ground state
as ∝ J/N1/d, thereby justifying the hierarchy in time scales—in which the
collective dynamics are slow compared to the internal magnon excitations—for
d > 1 (and not too large Stot) in the spin-wave picture [26, 43, 68, 35].
A posteriori analysis of the energy levels of specific systems indicate that the
aforementioned dichotomy between collective and local dynamics can indeed be
found in many antiferromagnetic systems for d = 2 dimensions [43, 70, 35]. Not
only in near-neighbour antiferromagnets on various lattices [26, 43] but also in
antiferromagnetic systems with further-neighbour interactions [70, 35]. This,
then, is another example whereby the emergent physical state is insensitive to
the precise microscopic details of the Hamiltonian, as discussed by Laughlin
and Pines [17]. Having established that the lowest-lying energy levels of
the Lieb-Mattis model approximately describe the respective states of the
Heisenberg Hamiltonian (for various lattices and geometries), let us proceed to
discuss the consequences of local decoherence. Assume now, for simplicity, that
all individual spins (i.e., for both sublattices) are Si = 1/2 and consider the
decoherence of spin S1 positioned on sublattice A. To reiterate, the decoherence
of a spin and the quantum Zeno effect are strictly speaking inequivalent. But
as demonstrated in Sec. 6.3, in practice the two descriptions are to a large
degree compatible. Therefore, assume that spin S1 is decohered sufficiently
strong such that it is, for all practical purposes, pinned along the z-direction
by its environment.
The branch of the wave function corresponding to spin up (spin down) can
now be described by an effective Hamiltonian H+eff (H
−
eff):
H±eff =
J ′
N
SA′ · SB ± J
′
2N
SzB , (6.20)
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whereby the spin of the reduced sublattice SA′ =
∑N/2
i=2 Si was introduced. If
the initial state of the CS was the GS, belonging to the Sztot = S
z
A + S
z
B = 0
subspace, the effective Hamiltonian can be cast in the following suggestive form
H ′eff
±
=
J ′
N
SA′ · SB ∓ hst(SzA′ − SzB) , (6.21)
with hst = J
′/(4N), whereby an additive constant due to spin S1 was dropped.
Note that in the decoherence framework, time-reversal symmetry is manifestly
preserved; the global state of the CS plus environment describes a superposition
of two reduced CS (spin S1 no longer partakes in any dynamics), subject to
equal but opposite staggered fields.
6.5 Demonstration emergent magnetic order by
decoherence
To exemplify the dynamic process whereby the decoherence of a local spin
enhances antiferromagnetic order by generating a de facto staggered field,
consider now model B (Sec. 6.2.2). To reiterate, a low-energy description
in terms of the Lieb-Mattis model can not be expected to hold for d = 1
dimensions, not even approximately. However, by writing SA = S1 + S3 and
SB = S2 + S4 shows that the NS = 4 Heisenberg ring (of model B) is special
and that it coincides with the Lieb-Mattis model exactly.
6.5.1 Results model B
Strictly speaking, the spontaneous breaking of symmetry can only occur in the
thermodynamic limit. The results will therefore be compared to an equivalent
system that includes a staggered field H ′S = H
©
S + JS/4 ·Mz. To quantify the
degree of magnetic order, the static structure factor [71]
Kab(κ) = 〈Sa(κ)Sb(−κ)〉 , (6.22)
is used, whereby κ = pi corresponds to the antiferromagnetic reciprocal lattice
vector on the bipartite chain. In Fig. 6.5a the static structure factor is shown
at the magnetic reciprocal lattice. Three different regimes can be identified:
(i) t ∼ 10−1 whereby spin S1 is decohered by E1 resulting in a reduction of
Kxx(pi), (ii) t ∼ 1 with the DW dominating the dynamics as evidenced by the
oscillations, and finally (iii) t > 10 where the entire system decoheres due to
E2, causing the quantum oscillations to be quenched.
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(a) Simulation data of the static structure factor
evaluated at the antiferromagnetic reciprocal
lattice vector (i.e., κ = pi) as a function of time.
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(b) The values of the structure factor in the ground
state of the Heisenberg Hamiltonian without [with]
an additional staggered field is denoted by Kaa0 (κ)
[Kaast (κ)] and indicated by square [star] markers.
Kaa∞ (κ) (filled circles) denotes the simulation data
evaluated at t = 103.
Figure 6.5: Simulation data of model B: a NS = 4 antiferromagnetic spin ring,
whereby spin S1 is connected to E1 containing NE1 = 6 spins, and the entire
central system is in contact with E2, a NE2 = 12 spin state that resembles
a thermal reservoir at β = 50/JS . E1 (E2) is Ising coupled to the central
system with random uniform (random binary) strength I = 20JS (I
′ = 0.1JS),
and without (with) intra-environment coupling (of strength K = 0.1JS). The
figures show the static structure factor [see Eq. (6.22)], whereby the component
a is indicated in the panels.
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Figure 6.6: Loss of phase coherence in model B. The maximum off diagonal
component [see Eq. (6.23)] of the density matrix ρ˜↑↑ (ρ˜↓↓) is evaluated in the
basis diagonalising H ′eff
+
(H ′eff
−
).
In Fig. 6.5b the magnetic ordering of the decohered system is compared to
the GS of H©S and that of H
′
S . The left panel indicates that the enhancement
of antiferromagnetic order along the z-axis is slightly higher than in the case
of a staggered field. On the right panel one finds that the magnetic order
along the x-direction is significantly reduced in comparison to the ground
state of the Hamiltonian with a staggered field, H ′S . This can be attributed
to the small size of the CS, since spin S1—which carries significant weight
in Eq. (6.22) for NS = 4 spins—becomes completely uncorrelated along the
x-axis. Further support for the claim that the remaining CS is described by
the effective Hamiltonian Eq. (6.21) can be obtained by analysing ρ˜nn. If this
assumption is correct, then, according to decoherence theory [72, 3], ρ˜↑↑ (ρ˜↓↓) is
expected to become diagonal in H ′eff
+
(H ′eff
−
) upon identifying J ′/N = JS and
N = NS {for a detailed discussion of decoherence in the HH see also Ref. [73]}.
To measure the loss of coherence in the eigen basis, for each time step t, the
maximum off-diagonal component |ρn 6=m(t)|,
Meig(t) = maxn 6=m [|〈En|ρ(t)|Em〉|] , (6.23)
is calculated. Here, the set {|En〉} refer to the eigenstates of H ′eff+ (H ′eff−),
the effective Hamiltonian of ρ˜↑↑ (ρ˜↓↓). (N.B. coherence is basis dependent;
Eqs. (6.14) and (6.15) referred instead to the computational basis.) The
simulation results are shown in Fig. 6.6. Decoherence is indeed observed in
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Fig. 6.6, thereby corroborating the picture in which local decoherence creates
an effective staggered field.
Finally, Figs. 6.5a and 6.6 indicate a decoherence and relaxation timescale
of t ∼ 102 (in dimensionless units) for this model. Using an exchange constant
J ∼ 6 meV, as measured in STM experiments [74] (and ignoring for the moment
the presence of magnetic anisotropic terms), estimates that antiferromagnetic
order develops in τ ∼ 10 ps in model B.
6.6 Discussion and Conclusion
Justification of anomalous fields, that single out the classical symmetry-broken
states, was often sought in heuristic arguments. For example, in Ref. [20] it was
suggested that thermal disturbances select states with negligible fluctuation in
intensive bulk quantities as the only stable low-energy superpositions. Here,
the possibility of antiferromagnetic order by repeated local measurement [56]
was explored, without the need for a staggered field. Within the decoherence
framework, continuous—quantum Zeno—measurement was achieved by rather
modest environments, containing as little as 7 or 8 spin-1/2 particles, and
moderately strong environment coupling (I = 20JS in units of exchange
constant JS). Accordingly, the quantum Zeno picture was applied to a class
of isotropic exchange antiferromagnets whereby the low-energy configuration
can approximately be described using the Lieb-Mattis (LM) Hamiltonian. To
exemplify the enhancement of antiferromagnetic order from the decoherence
point of view, the dynamics of a small magnetic structure was analysed whereby
a local spin is strongly coupled to an environment.
A decisive parameter that determines whether sublattices can be pinned is
the dimensionality d. From the linear spin wave perspective the d ≥ 2 bound
follows from the requirement that the energy levels responsible for symmetry
breaking are in the thermodynamic limit well separated from excitations that
lead to local modulation of the magnetic order (see also the discussion in
Sec. 6.4). Complementary to this, numerical diagonalisation studies of various
finite d = 2 lattices indicates that the approximate picture provided by linear
spin wave theory captures the low-energy behaviour of the system surprisingly
well [35]. In these cases, the analysis leading to Eq. (6.21) seems justified,
provided that the static structure factor of the system does not vanish [26]. In
the d = 1 Heisenberg chain on the contrary, whereby the ground state spin
correlations decay algebraically [75, 76], repeated measurements are unable
to pin down a sublattice [53]. Only after reducing the quantum fluctuations—
by introducing, e.g., anisotropic coupling as done in Ref. [53]—is one able
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to create quasi-stable sublattices from a measurement [53]. In this study,
magnetic ordering resulted from the decoherence of a small LM magnet, but it
is important to note that the staggered magnetisation in the LM model is like
a classical vector with zero fluctuation [45].
Our exposition is admittedly somewhat artificial from an experimental point
of view. One might argue that a system-environment coupling strength of
I = 20JS is unphysically large. But the relevant parameter is the decoherence
time scale τ (as discussed in Sec. 6.3) which depends on the interaction strength
I, the size of the environment, and possibly other parameters. Thus, I can be
small if the environment is sufficiently large. Secondly, realistic systems usually
contain spatially localised impurities or magnetic isotopes that continuously
monitor (parts of) the system (see for example Ref. [77] for the analysis of
nitrogen-vacancy centres in diamond). In this sense, the continuous local
measurement strategy is not entirely unrealistic. It is hoped that this work
will pave the way towards more realistic descriptions of local decoherence in
antiferromagnets.
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Chapter 7
A symmetry breaking
measurement device
Abstract
A quantum measuring instrument is constructed that utilises sym-
metry breaking to enhance a microscopic signal. The entire quantum
system consists of a system-apparatus-environment triad that is
composed of a small set of spin-1/2 particles. The apparatus is a
ferromagnet that measures the z-component of a single spin. A full
quantum many-body calculation allows for a careful examination
of the loss of phase coherence, the formation and amplification of
system-apparatus correlations, the irreversibility of registration, the
fault tolerance, and the bias of the device.
7.1 Introduction
Bohr, in his discussions with Einstein [1], repeatedly emphasised that each
peculiar feature or seemingly paradoxical phenomenon in quantum mechanics,
is always to be viewed in the light of the experimental arrangement that
is used to interrogate the quantal test object (e.g., an electron or atom).
But if one takes seriously the idea that the laws of quantum mechanics are
This chapter has been submitted as:
H. C. Donker, H. De Raedt, and M. I. Katsnelson, Quantum dynamics of a small symmetry
breaking measurement device, Ann. Phys. 396, 137 (2018).
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universally valid, then, in turn, the measurement instrument itself must obey
the laws of quantum mechanics. The first attempt to consolidate the internal
consistency of measurement and quantum theory was by von Neumann [2]. By
detailing measurement as a non-unitary disruption of the density operator to
diagonal form (in the basis determined by the measurement), von Neumann
noted that the same result can be accomplished by considering an enlarged
quantum system in which the Hilbert space is partitioned in two HAB =
HA ⊗ HB [2]. Particular interactions between A and B entangle initially
uncorrelated quantum states, and the density operator pertaining to A leads
to diagonal form after coarse graining over B, the basis of which is determined
by the form of the interaction. These foundational works have led to new
flourishing fields of research—notably the theory of decoherence [3, 4, 5]—and
by now the quantum theory of measurement comprises a vast amount of work,
see e.g. Refs. [6, 7].
One of the salient features of quantum measurement is the ability to amplify
signals. This was stressed in, e.g., Refs. [8, 9, 10, 11, 7] and amplification is
now also adopted by decoherence theory under the umbrella of quantum
Darwinism [12]. One particular way to achieve amplification of a quantum
signal is to utilise the sensitivity of a system that is prone to symmetry
breaking [9, 10, 13, 11, 14]. One frequently encountered example that is used to
illustrate [15, 9, 10, 13, 16] measurement as a phase transition is Wilson’s cloud
chamber. This device contains a metastable gas where droplets are formed
upon ionisation of atoms, which lead to particle tracks. In analogy, the same
rational of phase nucleation in a metastable state can be used to enhance
microscopic perturbations in a variety of other host materials. Particular
focus has been on magnetic systems [10, 13, 17, 11, 7]. The requirement that
the detector is metastable, which sowed the seeds of a symmetry breaking
instrument, can already be traced back to [15, 18]. Although several other
works discuss phase transitions and symmetry breaking in some relation to
quantum measurement [19, 16, 20, 21, 22], the most relevant works for this
paper are Refs. [10, 11] and in particular Ref. [7] where a magnetic set up was
used to examine the dynamics of a symmetry breaking measurement device.
For a more comprehensive overview of quantum measurement models the reader
is referred to [7].
This work aims to complement the detailed work of Refs. [11, 7] by studying
the full quantum many-body dynamics (instead of a mean field model) of a
ferromagnetic apparatus undergoing symmetry breaking. To this end, the
time-evolution of a few-particle apparatus is considered that measures a spin
1/2, in a similar vein as the Coleman-Hepp models [23, 24]. The apparatus
consists of a ferromagnet chain that is in contact with a thermal reservoir. The
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Figure 7.1: Schematic of the measurement set up. A ferromagnet of NA spins
1/2 with exchange constant J is immersed in a spin-glass like environment E of
NE = 12 spins that resemble a thermal reservoir of temperature β−1 = J/50.
The intra-environment strength is K and the environment interaction with the
ferromagnet is of size IAE . The order parameter of the ferromagnet is coupled
to S along the z-direction with strength ISA so as to measure its spin.
goal is to examine whether a fully quantum mechanical apparatus of modest
size is indeed able to capture the most important measurement aspects, such as
truncation (i.e., loss of phase coherence) of the test object, correlation with the
apparatus, amplification of the signal, and reliable registration of the outcome.
This paper is organised as follows: First, the Hamiltonian of our device is
laid out in Sec. 7.2.1. The initial states and the numerical implementation of
the model are discussed in Sec. 7.2.2. Next, the correlation development with
the test object and the decoherence of the apparatus are analysed in Sec. 7.3.
Then, in Sec. 7.4, the bias and predictability of the device is examined. The
stability and the irreversibility of the instrument is further investigated in
Sec. 7.5. And finally, some recapitulating and concluding marks are made in
Sec. 7.6.
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7.2 Method
7.2.1 Hamiltonian
The entire system is composed of a collection of spin-1/2 particles, in which the
measurement instrument measures spin S in the von Neumann sense [2]. The
apparatus is composed of a NA ferromagnetically coupled spins, collectively
called A, that are in contact with an environment E , of NE spins. For simplicity
the self-Hamiltonian of S is neglected. The entire Hamiltonian is
H = HSA +HA +HAE +HE , (7.1)
with HSA (HAE) the system-apparatus (apparatus-environment) interaction
and HA (HE) the self-Hamiltonian of the apparatus (environment). The
Hamiltonian is schematically depicted in Fig. 7.1. The apparatus consists of
an open Heisenberg ferromagnetic chain [25]
HA = −J
NA∑
i=2
Si · Si+1 , (7.2)
in which the spin indices are labelled from i = 2 . . . NA + 1, S
α
l = σ
α
l /2 are
spin-1/2 operators in terms of Pauli matrices, and J > 0 to ensure ferro-
magnetism. The basic premise of the measurement device is that the initial
unstable configuration, the ready state, is sensitive to perturbations of the
order parameter SA =
∑NA+1
i=2 Si. The device will be used to measure the
z-direction of S, therefore the coupling
HSA = −ISASzSSzA , (7.3)
of strength ISA is used, which ensures that z-direction measurements are non-
destructive in that direction. The minus sign in HSA will lead to parallel
alignment, and therefore positive correlation along the z-direction, between the
system and the apparatus when ISA > 0. For the environment, a spin glass-like
environment
HE = K
∑
α∈{x,y,z}
∑
k,l∈E
rαklS
α
k S
α
l , (7.4)
is used to facilitate decoherence and relaxation in A [26, 27], with K the
interaction strength, rαkl are random numbers uniformly distributed in the
range [−1, 1] and the sum is over all spins in E . The apparatus-environment
coupling consists of
HAE = −IAE
∑
i∈A,k∈E
rikSi · Sk , (7.5)
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with rik uniform in [0, 1] and the summation i (k) over all spin indices in A
(E). The importance of an environment besides the apparatus is multifold,
e.g., to remove the system-apparatus basis ambiguity [28, 4, 5] and to enhance
irreversible registration [7]. Here, in addition, it is one of practical interest: in
order to get pointer readings, terms not commuting with the order parameter
are needed in the Hamiltonian.
7.2.2 Initial states and simulation procedure
As indicated in the Introduction, one of the primary goals of a measurement
instrument is to become correlated with the test object. It will therefore be
assumed that initially, there is no correlation between the apparatus A and the
test spin S. This is ensured by writing the wave function at t = 0 as a product
state
|Ψ(t = 0)〉 = |ψ0〉S ⊗ |0〉A,E , (7.6)
with |ψ0〉 the initial state of S (indicated by the subscript) and |0〉A,E the
ready-state of the apparatus and environment combined. More specifically, for
|ψ0〉 the following family of initial states of S
|ψ(a)〉S =
√
a |↑〉+√1− a |↓〉 , (7.7)
parametrised by a ∈ [0, 1] will be examined [additional phase factors are unim-
portant in Eq. (7.3)]. Furthermore, three different ready states |0〉A,E are
analysed. First of, a product state
∣∣NA
2 , 0
〉
A
⊗|β〉E with
∣∣NA
2 , 0
〉
A
the ferromag-
netic state of maximal multiplicity SA = NA/2 in which S
z
A
∣∣NA
2 , 0
〉
A
= 0 and
where the environment is in a thermal-like state |β〉E of inverse temperature
β [29]. The latter is constructed by first generating Gaussian-distributed ran-
dom weights for each element of the wave function in E , using the Box-Muller
method [30]. Next, imaginary time-evolution exp[−βHE/2] is carried out on
the normalised random state to project onto a low energy configuration [29].
And finally, the resulting wave function is normalised to give |β〉E . Observe
that
∣∣NA
2 , 0
〉
A
belongs to the NA + 1 fold degenerate ground state subspace of
HA [Eq. (7.2)]. In an isolated ferromagnet, the state
∣∣NA
2 , 0
〉
A
can therefore be
carried to the fully polarised states |⇑〉A and |⇓〉A without energy cost.
Secondly, the ready state |R〉A ⊗ |β〉E will be examined in which the states
in the SzA = 0 subspace (d
0
A = NA!/(NA/2)!
2 in total) have Gaussian random
weight in |R〉A. The environment state |β〉E is the same as before. The aim of
this state is to examine impact of the the energy content of the state, since
|R〉A resembles an infinite temperature (β = 0) state in the subspace spanned
by vanishing order parameter states.
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And thirdly, the combined state |β〉A,E that is like |β〉E but now for both A
and E . That is, it is constructed from a Box-Muller state before projecting with
exp[−β(HA+HAE+HE)/2]. From a practical point of view this state is perhaps
most realistic, in that the apparatus is initially in thermal equilibrium with its
surrounding, rather than being isolated (as for the previous two uncorrelated
configurations).
For convenience, the initial state
∣∣NA
2 , 0
〉
A
⊗ |β〉E (|R〉A ⊗ |β〉E) shall hence-
forth be abbreviated as
∣∣NA
2 , 0
〉
A
(|R〉A); the suppressed |β〉E is implicit. Of
the three ready states, the order parameter SzA of
∣∣NA
2 , 0
〉
A
and |R〉A are by
construction unbiased.
It is argued by some authors [7] that a mixed state is a physically more
realistic starting point. This works focusses on pure states because the numer-
ical code [31] is optimised for wave functions. Nevertheless, the expectation
values of the thermal states |β〉(A,)E are practically independent of the random
number realisations and converge to their thermal average [29]. Since a mixed
state is essentially the conjunction of pure states, it is therefore expected that
the restriction to pure states is not a serious limitation.
To calculate the time evolution of the wave function, the operator exp[−itH]
is expanded in Chebyshev polynomials upto machine precision [32, 31]. Through-
out this work units in which ~ = 1 and kB = 1 are used. The result-
ing quantities corresponding to a specific initial state are thus obtained via
|Ψ(t)〉 = exp[−itH]|Ψ(0)〉. The imaginary time operator is calculated similarly,
with the addition of a subsequent wave function normalisation step. The
simulation data shown in this paper correspond to a single, but representative,
realisation of the Hamiltonian couplings. The efficiency of the measurement
device is quite sensitive to the precise numerical values of the coupling constants.
As analysed in 7.A, the constraints on the coupling strengths is a consequence
of the number of spins, which are expected to disappear in a sufficiently large
system. For convenience, the simulation parameters used throughout this work
(and its respective values) are summarised in Tab. 7.1.
7.3 Decoherence and development of correla-
tions
In this section, the focus shall be on the ability of the measurement apparatus
to quench the phase coherence of spin S and the capacity to develop system-
apparatus (S-A) correlations [33]. To this end, the reduced density matrix
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ISA IAE K β NE
0.25J −0.025J −0.1J 50.0/J 12
Table 7.1: Parameters used in the simulations.
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Figure 7.2: Development of system-apparatus correlation (top row) and the
loss of phase coherence (bottom row) for test object
∣∣ψ( 34 )〉S . The size of
the apparatus NA is indicated in the columns, and the initial apparatus-
environment (ready) states are shown in the panels. The average (lines) and
the region within one standard deviation (shading) are calculated by averaging
over nr = 15 realisations of the ready state.
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(RDM) of the S-A combination is introduced
ρSA(t) = TrE [|Ψ(t)〉〈Ψ(t)|] , (7.8)
where the trace is over all spins in E (NE in total). The phase coherence
corresponding to S is then
ρ↑↓ = ρ∗↓↑ = TrA [S〈↑| ρSA |↓〉S ] , (7.9)
where the trace is now over the NA apparatus spins.
The simulation results are shown in Fig. 7.2, where the data is averaged
over nr = 15 realisations of the apparatus-environment (A-E) ready state.
For convenience, the correlations are expressed in terms of Pauli matrices
(i.e., 2SS/A = σS/A) and normalised with NA. Let us highlight some key
observations:
1. The apparatus initial state |NA2 , 0〉A and the A-E state |β〉A,E lead to
significant, but not maximal, correlation between the system and the
apparatus (maximal correlation corresponds to 〈σzSσzA〉/NA = 1). In
comparison, the SzA = 0 random state |R〉A develops only a modest
amount of correlation. To be more precise: For |NA2 , 0〉A the correlation
saturates around 0.78, 0.79, and 0.76 of its maximum value for respectively
NA = 4, 6, and 8, for the data shown in the figure.
2. While the loss of coherence is an order of magnitude faster for |β〉A,E
compared to |NA2 , 0〉A, the development of correlations are rather similar.
Presumably, the initial A-E entanglement of |β〉A,E enhances decoherence,
but does not affect relaxation.
3. The decoherence time scale progressively decreases upon increasing the
apparatus size NA.
Note further that the large standard deviation in the S-A correlation for |R〉A
and the coherence recurrences for |β〉A,E , as both observed for NA = 4, appear
to be small apparatus-size artefacts; these characteristics are reduced upon
increasing NA. In contrast, the standard deviation for
∣∣NA
2 , 0
〉
A
is almost
always smaller than the linewidth, for each NA shown. Correlations 〈σαSσαA〉
along α = x, y originate from fluctuations in the apparatus (spin S is a constant
of motion), are essentially zero, and hence not shown here.
Since initial state |NA2 , 0〉A does not saturate to its maximal value, the
apparatus does not perform a simple precession in the maximal multiplicity
subspace. But one might one wonder whether it is still possible to ascribe a
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Figure 7.3: Entropy S(t) of the apparatus relative to the spin-up state of the
test object—calculated using the reduced density matrix ρ˜↑↑(t), see Eq. (7.10)—
as a function of time. The apparatus size NA is indicated above each column.
Initially, the test object is prepared in
∣∣ψ( 34 )〉S with the remainder indicated
in the legend.
pure state (the pointer reading) to the apparatus relative to the state of spin
S. Therefore, the (apparatus’) entropy of the reduced density matrix (RDM)
corresponding to state i of S
ρii = S〈i|ρSA|i〉S ; ρ˜ii = ρii/Tr[ρii] , (7.10)
is calculated, with i equal to ↑ or ↓. The entropy corresponding to density
operator ρ(t) is defined as
S(t) = −Tr [ρ(t) ln ρ(t)] . (7.11)
Fig. 7.3 shows, for each initial state, the entropy time development of a single
(representative) simulation. Interestingly, the entropy of initial state |NA2 , 0〉A
thermalises to that of initial state |β〉A,E after some initial relaxation—the non-
zero entropy S(t = 0) of |β〉A,E originates from the initial A-E entanglement of
that state. As expected for high-temperature ready state |R〉A, the apparatus’
entropy turns out significantly more than the other two states (almost a factor
3 in the data displayed). Observe, moreover, the entropy decrease for |β〉A,E ,
especially near t ≈ 102, which is indicative for non-Markovian behaviour [34].
In line with the apparatus being extensive, the entropy scales with NA for all
three ready states. The data for RDM ρ˜↓↓(t) does not differ in an essential
way from Fig. 7.3.
Data not shown here indicates that the coherence of ρ˜ii(t), in the basis
diagonalising HA, is only partly reduced. The remaining coherence is amongst
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Figure 7.4: System-apparatus correlation 〈σαSσαA〉 (left) and the apparatus
magnetisation 〈σαA〉 (right) with α indicated in the panels. Markers indicate
simulation data for initial state |Ψ(0)〉 = |ψ(a)〉S
∣∣NA
2 , 0
〉
A
|β〉E , after the appa-
ratus (of NA = 4 spins) has relaxed at t = 10
4. The lines are fits to the data
points.
the states with maximal multiplicity SA = NA/2, which are degenerate in HA.
In particular, coherence in ρ˜↑↑ (ρ˜↓↓) is between those states with SA = NA/2
and near-maximum (near-minimum) magnetisation. As a result, a purely
statistical description using a partition function is inadequate to capture all
facets of our apparatus.
Since |R〉A poorly correlates with the apparatus and displays suboptimal
truncation of spin S, the focus shall be on
∣∣NA
2 , 0
〉
A
and |β〉A,E in the remainder
of the text.
7.4 Calibration
Almost every pair of quantum states that are led to interact, will produce a
mutual imprint. This imprint is in general quite intricate and non-generic,
which makes it—in practice—difficult to use the imprint to infer the original
states before interaction took place. Hence, a measurement device is not only
required to measure spin S, but do so in a way that allows one to infer the
state of the to-be measured object. The apparatus will now be examined to
see if it gives an unbiased indication of the value a in Eq. (7.7).
In Fig. 7.4, the S-A correlation (left panel) and order parameter (right
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Figure 7.5: Time evolution of the order parameter Tr [σzAρ˜ii] /NA of the appa-
ratus relative to spin S state i [see also Eq. (7.10)]. The apparatus (NA = 4
spins) is connected to spin S (initial state |Ψ(0)〉 = ∣∣ψ ( 34)〉S |β〉A,E) at t1 = 104
until t2 = 2 · 104 [see Eq. (7.12)]. The average (lines) and the region within
one standard deviation (shading) are calculated by averaging over nr = 15
realisations of the ready state |β〉A,E .
panel) are plotted against spin S parameter a with initial apparatus state∣∣NA
2 , 0
〉
A
and NA = 4. The data indicates that i) the apparatus does not have
a bias towards a particular value of a, as shown in the left panel and ii) the
order parameter 〈σzA〉 (right panel) can directly be used to infer a.
On average, the same unbiased behaviour is observed for initial state |β〉A,E
with an average standard deviation std[〈σzSσzA〉] of 0.08 (averaged over a) for
nr = 30 realisations per a and (to preserve computation time) NE = 11 instead
of 12. Individual runs, however, can show a bias towards low or high a as a
result of initial non-zero apparatus magnetisation in |β〉A,E . But these artefacts
are expected to disappear upon increasing NA.
Finally, it was observed that, in line with the data in Sec. 7.3, the size of
the correlations scale linearly with NA. The ability to unbiasedly capture the
correlation and order parameter with a linear fit directly carries over to NA = 6
and 8, for both
∣∣NA
2 , 0
〉
A
and |β〉A,E .
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7.5 Stability test
The goal of this section, to evaluate the stability of the initial states, is two-fold.
Firstly, the free evolution of an initial state is examined to explore whether
this spoils its ability to give pointer readings and if it leads to false positives.
Secondly, the stability of the apparatus readings are analysed, to see if it is
able to retain its registration record upon completion of the measurement. To
this end, spin S is coupled to the apparatus in the time window t1 ≤ t ≤ t2
only. Thus, the S-A coupling ISA is made time dependent as
ISA(t) =
{
ISA t1 ≤ t ≤ t2
0 otherwise
. (7.12)
In Fig. 7.5 the order parameter is shown relative to its spin S state, with initial
state |β〉A,E . No distinction can be made between ρ˜↑↑ and ρ˜↓↓ before connecting
at t < t1, since the system and apparatus still form a product state. Large
fluctuations in the order parameter are observable as indicated by the green
shading. Nevertheless, after t1 the development of magnetic order relative to
the spin S state is unaffected by the initial evolution. While this is perhaps
expected for the state |β〉A,E since it is supposed to resemble a thermal (and
therefore steady-) state of the apparatus and environment combined, the same
holds for
∣∣NA
2 , 0
〉
A
. Fig. 7.6 depicts the S-A correlation, in which the same
behaviour is observed for
∣∣NA
2 , 0
〉
A
(but now with t1 = 2.5 ·103 and t2 = 5 ·103).
No false positive measurements were observed in any of the simulations.
Finally, and perhaps most unexpectedly, upon decoupling the apparatus at
t2 the correlations are immediately washed out (see both Figs. 7.5 and 7.6).
The apparatus is thus not able to accommodate stable pointer readings upon
completion of the measurement. In Ref. [7] similar observations, of ineffective
registration, were reported for i) a two spin ferromagnet unless the temperature
is very low and ii) a macroscopic ferromagnet undergoing a first-order phase
transition, where the pointer readings become stuck in a paramagnetic fixed
point (and return to zero magnetisation upon decoupling of the test spin) if
the system-apparatus coupling is too weak.
While one might expect the states of our apparatus to stabilise upon
increasing NA, our calculations show that it is not the case for NA = 6 and
NA = 8. This is true for both |β〉A,E and
∣∣NA
2 , 0
〉
A
, with the results of the latter
shown in Fig. 7.6. Introducing a near-neighbour anisotropy to the apparatus
H ′A = HA − ∆
∑NA
i=2 S
z
i S
z
i+1 to help pin the fully polarised states, does not
stabilise the pointer readings upto NA = 8. Instead it suppresses the ability to
develop system-apparatus correlations in the first place. Neither is replacing
the near-neighbour chain HA by a fully connected magnet H˜A = −J/NSA ·SA.
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Figure 7.6: Time evolution of the system-apparatus z-correlation for initial
state |Ψ(0)〉 = ∣∣ψ ( 34)〉S ∣∣NA2 , 0〉A |β〉E with NA indicated in the legend. Spin S
is connected at t1 = 2.5 · 103 to the apparatus and decoupled at t2 = 5 · 103.
The same instability is found, which can be understood from the fact that H˜A
has the same NA + 1-fold degenerate ground state subspace as HA. Here too
the introduction of anisotropic terms (for each connection) does not salvage
the ferromagnetic configuration, and the same suppression of S-A correlations
is found as for HA.
7.6 Discussion and Conclusion
In this work, a measuring instrument was constructed that aims to measure
the magnetic moment of S, a spin-1/2 particle. The goal was to build a device
that exploits the sensitivity of an initial state that is susceptible to symmetry
breaking to, in this way, amplify a microscopic signal. The device consists of a
ferromagnetic chain A that is immersed in a low-temperature thermal reservoir
E . By coupling the z-component of spin S to the order parameter of A, the test
object leads to explicit symmetry breaking of the ferromagnet. In contrast to
earlier work [9, 10, 13, 11, 7], the present results account for the full quantum
many-body dynamics without resorting to mean field and/or quasi-classical
approximations. The turn side is that the instrument is not really macroscopic
and contained up to NA +NE = 20 spins only.
It was found that the device can develop pointer readings with significant,
but not maximal, correlation to S. In the process, the coherence of the reduced
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density matrix of S is quenched, thereby leading to a mixed state. Furthermore,
the state of the ferromagnet relative to either spin up or down of S is itself not
pure but, instead, described by a mixed state.
Going further, the instrument was found to give unbiased measurements
of S and no false positive readings were observed. Finally, the simulations
indicated that the apparatus was unable to irreversibly register the measurement
outcomes. Meaning that, upon finishing the measurement, the device was
unable to maintain its record. It is expected that this characteristic is a
peculiarity of the small size of the ferromagnet NA, but a comparison of
NA = 4, 6, and 8 are unable to substantiate this view.
With the danger of stating the obvious, we note that this work has no bearing
on the quantum measurement problem—i.e., the occurrence of individual
events—for this would require additional interpretative elements [7] (see, e.g.,
Ref. [35] for a more specific treatment). At present, these interpretational
elements are not amendable to objective and independent verification and are,
as such, beyond the scope of this work.
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Appendix
7.A Fine tuning the coupling strengths
For efficient relaxation in small spin systems it is not only beneficial to use spin
glass types of environments [26], but also to use finely tuned couplings strengths.
For spin environments of finite size, there is a small window in the parameters
that lead to optimal relaxation, as already pointed out in several other works
[26, 36, 37]. In general, one might hope that the loss in generality of the specific
coupling strengths is an artefact of the small size of the environment. Meaning,
the constraints on the values of the parameters disappear when the environ-
ment size becomes sufficiently large. Thus, by doing small spin simulations
one sacrifices the generality in the coupling strengths. Extensive number of
simulations for the measurement set up [see Eq. (7.1) for the Hamiltonian]
whereby all free parameters—to wit, the system-apparatus coupling ISA, the
apparatus-environment coupling IAE , and the intra-environment coupling K—
were varied corroborate the hypothesis that the window of optimal parameter
values expands upon increasing the environment size NE . The results are shown
in Fig. 7.7 whereby the system-apparatus correlation, 〈SzSSzA〉, is shown for 3
slices of parameter space of the set {ISA, IAE ,K} with initial state
∣∣NA
2 , 0
〉
A
and NA = 4. Additional calculations (not shown here) for |β〉A,E with NA = 4
and NA = 6 indicate qualitatively the same, but slightly less sharp, sensitivity
for the couplings compared to
∣∣NA
2 , 0
〉
A
.
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Figure 7.7: Contour plots of the system-apparatus correlation 〈SzSSzA〉 evaluated
at time-step t = 103 with NA = 4. The panels indicate that for a given
environment size NE there is a narrow region in the coupling strength (expressed
in units of J and shown in logarithmic scale) that lead to appreciable system-
apparatus correlations. The region expands upon enlarging the size of the
environment.
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Summary
This work considers the quantum dynamics of (small) ensembles of spin-1/2
particles. Quantum spin simulations are an ideal test bed to verify and explore
assumptions of decoherence and quantum measurement theory. The freedom
offered by numerical spin calculations can be used to construct a wide range of
systems with specific features (e.g., conserved quantities). Particular models
can be dissected by removing idealisations that are introduced to make such
systems analytically tractable. In this way, it is possible to study the general
applicability of concepts underlying decoherence- and quantum measurement
theory. Furthermore, the accuracy of the simulations can be controlled, which
make it possible to separate quantum correlations effects from numerical errors.
Due to the exponential growth of the Hilbert space—d = 2N for spin-1/2—
calculations have to be limited to a fairly small set of spins (around twenty in
this dissertation). Nevertheless, by a suitable choice of the Hamiltonian—such
as a spin-glass type for a thermal reservoir—finite size effects can be partially
negated. Assumptions of decoherence and quantum measurement are put to
the test by numerically solving the Schro¨dinger equation to evolve the wave
function |ψ(0)〉 → |ψ(t)〉 for given initial conditions |ψ(0)〉.
Firstly, the consequence of wave function collapse in a quantum many-body
system is examined in Chapter 4. A single spin measurement is carried out
on a finite ring (i.e., periodic chain) composed of antiferromagnetic Heisen-
berg coupled spins in their combined ground state. Numerical calculations
demonstrate that the local measurement induces a so-called decoherence wave.
The destruction of entanglement, resulting from the wave function collapse,
creates localised excitations that spread out as a wave. The decoherence wave
is observed in the sublattice magnetisation (the lattice formed from every odd
numbered spin) of the antiferromagnetic Heisenberg ring. Since the strength
of the quantum fluctuations depend on the multiplicity of individual spins S
and their coordination number z, these fluctuations are particularly strong in
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spin-1/2 chains (where both S and z are small). To enhance classical antifer-
romagnetic order—in which the magnetic moments order in a chequerboard
pattern—from the ground state by means of a measurement, it is helpful to sup-
press quantum fluctuations. Simulations indicate that this can be accomplished
using a relatively strong (near-neighbour) magnetic anisotropy, leading to quasi-
stable magnetic sublattices—resembling the Ne´el state |ψN 〉 =|↑↓↑ . . . 〉—upon
measurement.
The fragility of quantum states when subjected to a quantum environment
are studied in Chapter 5. According to the theory of decoherence, only a few
states survive when in contact with an environment. These preferred states,
called pointer states, develop little to no entanglement with its environment
and are therefore essentially robust. In this way, the environment selects (pre-
ferred) states which survive as the stable configurations. In two mathematically
limiting cases the pointer basis can be determined: In the quantum measure-
ment limit, in which the quantum dynamics is completely dominated by the
interaction with the environment, the pointer states are given by the basis
diagonalising the system-environment interaction Hamiltonian. Oppositely,
when the environment is both adiabatically slow and weakly coupled, the
pointer basis is determined by the self-Hamiltonian of the quantum object (i.e.,
the Hamiltonian in absence of an environment). In physically relevant cases,
these two mathematical limits are never precisely reached. Numerical calcula-
tions are carried out (focussing on three specific initial states) to compare the
pointer states of a four spin-1/2 antiferromagnet in which these idealisations
are relaxed. It was found that close to the quantum measurement limit, the
self-Hamiltonian of the system of interest can become dynamically relevant on
macroscopic timescales. This was illustrated by explicitly constructing a state
that is more robust than (generic) states diagonal in the system-environment
interaction Hamiltonian, serving as a counterexample to naive expectations
that one can extrapolate away from the two limits.
Chapter 6 returns to the question whether local measurements can create
and stabilise classical antiferromagnetic (i.e., chequerboard) order. To remove
the instantaneous wave function collapse idealisation (as used in Chapter 4), the
local spin is instead strongly decohered by a sub-environment. Numerical cal-
culations indicate that the decoherence of the spin and its ensuing decoherence
wave can be accurately described as a repeated—quantum Zeno—measurement
of the local spin. Going further, additional simulations indicate that repeated
measurements can indeed bring about classical symmetry-broken order from its
ground state. This was achieved by employing the quantum Zeno description
to a suitable effective Hamiltonian describing the low-energy behaviour of a
large class of antiferromagnets.
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Finally, in Chapter 7 an attempt was made to construct a quantum mea-
suring device from a purely quantum theoretic perspective. The apparatus is
a ferromagnet that utilises symmetry breaking of the order parameter (the
total magnetisation) to enhance the microscopic signal of a single spin-1/2.
Going beyond quasi-classical and/or mean-field approximations, a full quantum
many-body calculation is carried out at the expense of the apparatus being
small (instead of macroscopic). Several, but not all, distinguishing features of
quantum measurement can be reproduced. It is possible to create unbiased
system-apparatus correlations in which the signal of the test object is amplified,
when the dimensionless temperature T is close to, or exactly, zero. Further-
more, no false positive readings are observed and the reduced density matrix
of the test object is truncated in the von Neumann sense. However, no reliable
way was found to create stable measurement records. The small environment
fluctuations wash out the readings of the apparatus upon decoupling of the
test object.
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Samenvatting
In dit proefschrift wordt de kwantumdynamica van (kleine) verzamelingen
van spin-1/2 deeltjes beschouwd. Kwantum spin simulaties zijn een perfecte
proeftuin om aannames van de kwantummeting- en decoherentietheorie te
verkennen en te verifie¨ren. De mogelijkheden van numerieke spin berekeningen
kunnen worden gebruikt om een scala aan systemen te ontwerpen met spec-
ifieke eigenschappen (e.g., behouden grootheden). Om modellen analytisch
hanteerbaar te maken worden vaak idealisaties ge¨ıntroduceerd. Door het ver-
wijderen van deze idealisaties is het mogelijk om de algemene toepasbaarheid
van de onderliggende concepten uit de decoherentie- en kwantummetingtheorie
te bestuderen. Daarnaast kan de nauwkeurigheid van de simulaties worden
gereguleerd, wat het mogelijk maakt om kwantumcorrelatie effecten te schei-
den van numerieke fouten. Vanwege de exponentie¨le groei van de Hilbert
ruimte — d = 2N voor spin-1/2 — zijn berekeningen gelimiteerd tot een vrij
kleine set van spins (rond twintig in dit proefschrift). Echter, door de juiste
keuze van de Hamiltoniaan — zoals een spin-glas-type voor een thermisch
reservoir — kunnen de effecten van de beperkte systeemgrootte deels wor-
den gee¨limineerd. Aannames van decoherentie en kwantummetingen worden
getest door de Schro¨dinger vergelijking numeriek op te lossen om hiermee de
golffunctie |ψ(0)〉 → |ψ(t)〉 te evolueren voor gegeven randvoorwaarden |ψ(0)〉.
Ten eerste zullen de gevolgen van de ineenstorting van de golffunctie van
een kwantum veel-deeltjes systeem worden bestudeerd in Hoofdstuk 4. Van
een eindige ring (i.e., periodieke ketting) bestaande uit anti-ferromagnetisch
Heisenberg gekoppelde spins in de grondtoestand wordt een enkel spin deeltje
gemeten. Numerieke berekeningen demonstreren dat een lokale meting een
decoherentiegolf tot gevolg heeft. De vernietiging van verstrengeling, wat wordt
veroorzaakt door de ineenstorting van de golffunctie, cree¨ert gelokaliseerde
excitaties die zich verspreiden als een golf. De decoherentiegolf is waargenomen
in de deel-rooster magnetisatie (het rooster gevormd door oneven genummerde
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spins) van de anti-ferromagnetische Heisenberg ring. Aangezien de sterkte van
de kwantumfluctuaties afhankelijk is van de multipliciteit van individuele spins
S en het coo¨rdinatiegetal z, zijn deze fluctuaties extra sterk in spin-1/2 kettingen
(waarbij zowel S als z klein zijn). Door middel van een meting kan de klassieke
anti-ferromagnetische ordening — waarin de magnetische momenten zich in
een schaakbordpatroon rangschikken — in de grondtoestand versterkt worden.
Hiervoor is het echter nodig om de kwamtumfluctuaties te onderdrukken.
Simulaties suggereren dat dit kan worden bereikt met een relatief sterke (naaste-
buur) magnetische anisotropie, wat leidt tot quasi-stabiele magnetische deel-
roosters — die vergelijkbaar zijn met de Ne´el toestand |ψN 〉 =|↑↓↑ . . . 〉 — na
een meting.
De fragiliteit van kwantumtoestanden onder invloed van een kwantum
omgeving is bestudeerd in Hoofdstuk 5. Volgens de decoherentietheorie over-
leven slechts enkele toestanden de blootstelling aan een omgeving. Deze
voorkeurstoestanden, ook wel aanwijstoestanden genoemd, verstrengelen vri-
jwel niet met de omgeving en zijn daarom zo goed als robuust. Op deze
manier selecteert de omgeving (voorkeurs-) toestanden die overleven als enige
stabiele configuraties. De aanwijsbasis kan in twee wiskundige limieten worden
bepaald: in de kwantummeetlimiet, waarbij de kwantumdynamica volledig is
gedomineerd door de interactie met de omgeving, zijn de aanwijstoestanden
gegeven door de basis die de systeem-omgeving interactie-Hamiltoniaan diago-
naliseert. Andersom, als de omgeving zowel zwak gekoppeld als adiabatisch
is, wordt de aanwijsbasis bepaald door de zelf-Hamiltoniaan van het kwantu-
mobject (i.e., de Hamiltoniaan in afwezigheid van een omgeving). Deze twee
mathematische limieten worden in een fysisch relevante context nooit precies
gerealiseerd. Numerieke berekeningen zijn uitgevoerd (met de focus op drie
specifieke begintoestanden) ten einde de aanwijstoestanden van een vier spin-
1/2 anti-ferromagneet te vergelijken, waarbij de idealisatie wordt gerelaxeerd.
Vlakbij de kwantummeetlimiet blijkt de zelf-Hamiltoniaan van het centrale
systeem dynamisch relevant te worden op macroscopische tijdschalen. Om dit
te illustreren is een toestand geconstrueerd die meer robuust is dan (arbitraire)
toestanden die diagonaal zijn in de systeem-omgeving interactie-Hamiltoniaan.
Deze toestand is een exemplarisch tegenvoorbeeld dat laat zien dat de lim-
ietsituaties niet gebruikt kunnen worden als startpunt om daar vandaan te
extrapoleren.
Hoofdstuk 6 keert terug naar de vraag die in Hoofdstuk 4 werd gesteld:
namelijk, of een lokale meting klassieke anti-ferromagnetische (i.e., schaakbord)
ordening kan cree¨ren en stabiliseren. Ten einde de instantane golffunctie in-
eenstorting idealisatie (zoals gebruikt in Hoofdstuk 4) te elimineren wordt het
lokale deeltje in plaats daarvan sterk gedecohereerd door een deel-omgeving.
161
Numerieke berekeningen laten zien dat de decoherentie van de spin en de
hieruitvoortkomende decoherentiegolf accuraat kan worden beschreven als een
herhaaldelijke—kwantum Zeno—meting van het lokale spin deeltje. Daar-
naast laten aanvullende simulaties zien dat herhaaldelijke metingen inderdaad
klassieke symmetrie-gebroken ordening vanuit de grondtoestand veroorzaken.
Dit is bereikt door de kwantum Zeno beschrijving toe te passen op een geschikte
Hamiltoniaan die als lage-energie beschrijving fungeert voor een algemene klasse
van anti-ferromagneten.
Tot slot is in Hoofdstuk 7 een poging gedaan om een kwantum meetap-
paraat te construeren vanuit een puur kwantum theoretisch oogpunt. Het
apparaat is een ferromagneet dat symmetriebreking van de ordeparameter (de
totale magnetisatie) gebruikt om het microscopische signaal van een enkel spin-
1/2 deeltje te versterken. Zonder gebruik te maken van quasi-klassieke en/of
mean field benaderingen wordt een volledige kwantum veel-deeltjes berekening
uitgevoerd. Het nadeel is dat het apparaat microscopisch klein is (in plaats
van macroscopisch), wat een goede vergelijking van beperkte systeemgrootte
effecten bemoeilijkt. Enkele, maar niet alle, onderscheidende kenmerken van
een kwantum meetapparaat kunnen worden gereproduceerd. Het blijkt mo-
gelijk om onvooringenomen systeem-apparaat correlaties te cree¨ren waarbij
het signaal van het testobject is versterkt, mits de dimensielose temperatuur
T bij benadering, of precies, nul is. Verder zijn geen vals-positieve meetresul-
taten waargenomen en is de gereduceerde dichtheidsmatrix van het testobject
afgekapt op de manier beschreven door von Neumann. Er is echter geen manier
gevonden om stabiele meetresultaten op te nemen. De kleine omgevingsfluctu-
aties vegen de meetwaarde van het apparaat uit na het ontkoppelen van het
testobject.
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