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Chapter1
Introduction
Controlling electronic motion on ever faster time scales lies at the heart of current high-
speed electronics. An ongoing quest for increasing electronic clock rates inescapably
culminates in one central question: Is there a fundamental limit to the speed of fu-
ture electronic devices? From a technological point of view, finding an answer to this
question primarily necessitates a suitable stimulus to steer electronic motion on ultra-
fast time scales. Today, all electronic devices rely on externally applied electric fields,
whose switching frequencies are limited to the gigahertz range [Kim10] by means of
conventional electronics. A promising route to overcome this limitation is to exploit the
fastest alternating electromagnetic fields found in nature - the carrier wave of light. This
fascinating concept of lightwave electronics [Gou07] seems natural, but has challenged
state-of-the-art photonics for decades.
The advent of ultrashort laser pulse sources has revolutionized time-resolved spec-
troscopy and has allowed for observing elementary dynamics of matter on its natu-
ral time scale, i.e., on time spans down to the femtosecond scale (1 fs = 1 · 10−15s).
In conventional pump-probe schemes, cycle-averaged quantities like the intensity and
frequency of laser pulses are analysed, for instance after transmission through an opti-
cally excited sample. Going one step further, the electromagnetic light field itself might
be exploited to drive electronic dynamics, as already pointed out in 1965 in Leonid
Keldysh’s seminal theoretical work on strong-field ionization in atoms and interband
tunneling in semiconductors [Kel65]. It took more than 20 years, however, until the
tunneling of electrons in atoms was first proven to be driven by the electric field of
a laser pulse [Chi85]. Nowadays, lightwave-driven charge transport is an established,
versatile tool to study electronic dynamics under high fields in gaseous media [Bra00]:
Strong-field photo-ionization has even been resolved temporally [Uib07, Eck08, Sha12]
and has set the stage for controlling the motion of quasi-free electrons. In particu-
1
1 Introduction
lar, carriers may be accelerated and subsequently recollided with their ion core by
strong electric lightwaves [Cor93, Lew94]. This dynamics gives rise to the emission of
extremely broadband electromagnetic radiation - so-called high-order harmonics. As
a specific fingerprint of the underlying mechanism, the emitted radiation carries key
information about the process [Chi06, Smi09] as well as the structure of atoms and
molecules [Kan05, Sha09, Voz11]. High achievable photon energies up to the soft X-ray
range [Ser05] and the capability to form sub-femtosecond pulses [Ant96, Pau01, Dud06]
have additionally rendered high-order harmonic generation in gases a yet unparalleled
instrument for a series of spectroscopic techniques and have kicked off the development
of attosecond science [Cor07, Chi14, Kra14].
Despite the fact that existing, technologically relevant electronics rely on solid-state
devices, lightwave-driven charge transport in condensed matter systems is still in its in-
fancy and the process of understanding the underlying dynamics has just begun [Ghi14].
Latest reports have shown that strong light fields can induce optical currents even in
dielectrics [Sch13a], which may be exploited for fast signal manipulation [Sch13b]. Non-
perturbative high-order harmonic generation in bulk solids has only recently been re-
alized for the first time: Ghimire and co-workers observed high-order harmonics above
the fundamental band gap of zinc oxide upon illumination with intense mid-infrared
pulses [Ghi10]. Anharmonic intraband currents in non-parabolic electronic bands have
been suggested as a responsible mechanism. The potential to temporally resolve or
even control the dynamics has remained untapped due to the fluctuating phase of
the employed pulses, however. In consequence, many questions regarding the micro-
scopic mechanism dominating high-order harmonic generation have not been answered
yet [Ghi14, Hig14]. Envisaged applications like all-optical band structure reconstruc-
tion [Vam15b] or next-generation attosecond sources [Ghi14] strongly depend on re-
moving ambiguity and urge for a time-resolved study of high-order harmonic generation
in bulk solids.
Exploiting the carrier wave of intense laser pulses in the proper sense of lightwave elec-
tronics requires a well-defined and reproducible optical field profile. In the terahertz
spectral range (1 THz = 1 · 1012Hz), phase-locked electromagnetic few- or single-cycle
waveforms are now routinely traced with absolute resolution of amplitude and phase
[Wu95, Gal99, Hub00, Sch11, Por14b]. This capability enables the observation of elemen-
tary excitations in solids on a sub-cycle time scale [Hub01, Ton07, Gu¨n09, Ulb11, Jep11],
i.e., with a temporal resolution much better than one single oscillation cycle of the
carrier wave. Terahertz photon energies lie well below typical electronic resonances in
solids, which is highly favourable for field-driven dynamics. With the recent develop-
ment of novel efficient sources, the high field strengths needed to control quantum motion
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on such short time scales have now also become available in the broadband terahertz
regime1 [Sel08a, Jun10, Hir11a, Kam13]. Examples on terahertz field-induced processes
in solids include coherent control of optically dark excitons [Lei08], interband tunnel-
ing [Jun12], strong carrier multiplication due to impact ionization [Hir11b], electron-hole
recollisions [Zak12] or field-induced phase transitions [Liu12].
In this work, a comprehensive study of solid-state high-order harmonic generation in the
bulk semiconductor gallium selenide is presented. Phase-locked waveforms in a frequency
range of several 10 THz with atomically strong electric peak fields are used to drive non-
perturbative high-order harmonic generation. Record-bandwidth, phase-stable spectra
up to the 22nd harmonic order of the fundamental driving frequency are recorded. The
observed spectral emission characteristics allow for identifying coherent interband ex-
citation and simultaneously driven, strongly anharmonic intraband transport including
dynamical Bloch oscillations as the responsible microscopic mechanisms [Sch14b].
A milestone in solid-state high-order harmonic generation is achieved by the first time-
resolved observation of the emission and the underlying microscopic dynamics. It is
enabled by a novel cross-correlation scheme with synchronized electro-optic sampling
of the terahertz field [Hoh15a]. This way, the emission timing is clocked to the driving
waveform with femtosecond-precision - twenty times shorter than one single oscillation
cycle of the fundamental field. The observed pulse train is composed of few-femtosecond,
nearly unchirped high-harmonic bursts which are precisely synchronized to the driving
field crests of one polarity, while the emission is strongly suppressed for the opposite
polarity. In combination with a numerical quantum model developed by the groups of
Stephan W. Koch and Mackillo Kira in Marburg, this slow-motion picture of the sub-
cycle dynamics highlights a strong-field-induced quantum interference between several
interband excitation pathways, including electronic transitions below the Fermi level.
The non-perturbative nature of the interference effect is proven by its robustness against
a variation of the driving field parameters. Frequency and time-resolved measurements of
the harmonic pulse trains are finally complemented by polarization-sensitive recordings,
facilitating a systematic study of the influence of different crystallographic directions in
gallium selenide.
At the beginning of this thesis, a novel high-field terahertz laboratory will be intro-
duced, which targets sub-cycle control of ultrafast charge and spin dynamics in solids
(chapter 2). Two beamlines deliver phase-locked, electromagnetic few- or single-cycle
waveforms with peak field strengths on the order of 100 MV/cm in a broad range
1Varying definitions of the terahertz spectral range can be found in literature. Here, the term terahertz
will be used for a broadband regime of approximately 0.1 - 100 THz, while the wording multi-THz is
used to distinctly address frequencies above 10 THz.
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throughout the far- and mid-infrared spectral regions. Amplitude and phase resolution
of these transients together with a broadband source of near-infared-to-visible probe
pulses enables high-field studies of solid-state quantum dynamics with sub-cycle time
resolution.
After a brief review on high-order harmonic generation in gaseous media and its un-
derlying electronic dynamics, the focus of the work lies on the comparably new field of
solid-state high-order harmonic generation (chapter 3). In particular, the generation
and spectral observation of high-order harmonics in bulk gallium selenide by strong
multi-THz waveforms (described in more detail in the thesis [Sch14a]) is briefly summa-
rized: Coherent interband excitation and anharmonic intraband transport result in the
emission of ultrabroadband and inherently phase-locked harmonic spectra, which cover
more than 12 optical octaves.
Chapter 4 presents the very first time-resolved study of high-order harmonic emission
from a bulk solid [Hoh15a]. An optical cross-correlation scheme enables a full recon-
struction of the temporal fine structure of high-order harmonics from gallium selenide
in intensity and relative phase. Moreover, clocking the emission timing with respect to
the exact phase of the driving field is achieved by precise temporal correlation with
electro-optic traces of the multi-THz waveforms. The unravelled sub-cycle features shed
light on a novel strong-field quantum interference between different interband polari-
zation pathways and may provide all-optical access to details of the bandstructure far
below the Fermi energy. The ultrashort pulse duration of the emitted harmonic bursts
as well as unique pulse shaping possibilities spark hope for next generation solid-state
sub-femtosecond sources.
Combining the complementing experimental techniques described above, a profound
study of the dependence of harmonic generation on the crystallographic orientation of
gallium selenide becomes possible (chapter 5). Including a surprising behaviour of the
polarization of emitted harmonic radiation, a comprehensive phenomenological model
is presented, which draws a conclusive picture of the rich photonic aspects observed
for varying driving field directions. A comparison of perturbatively derived symmetry
arguments deduced from the point group of the crystal lattice to the orientational de-
pendence of the non-perturbative quantum interference completes this chapter.
As a status report on a currently ongoing project, chapter 6 provides an outlook on
a fundamentally new experimental scheme which is intended to enable the first time-
resolved study of electrical spin injection into technologically relevant spintronic devices
through tunneling junctions. A novel near-field antenna concept is conceived, which
permits biasing epitaxially grown semiconductor heterostructures along their growth di-
rection via single-cycle terahertz waveforms. These ultrashort voltage bursts may drive
spin-polarized electrons into a light-emitting diode embedded in the antenna structure,
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where the spin-polarization could finally be probed on ultrashort time scales. After a
description of the antenna concept and numerical simulations of the electromagnetic
response of the structure, the fabrication of a first operational prototype is outlined.
Finally, first promising experiments hinting at terahertz-driven tunnel injection are pre-
sented.
A brief summary of the most important results of this thesis (chapter 7) is followed by a
short discussion of their potential impact as well as a novel, complementing experimental
approach for sub-cycle control of lightwave-driven quasiparticle dynamics in solids.
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Chapter2
Strong-field terahertz laboratory
One of the main motivations for the development of effective sources in the terahertz
spectral range has always been a huge variety of elementary excitations featuring reso-
nances in the range of 0.1 - 100 THz. From rotational and vibrational degrees of free-
dom in atoms and molecules via quasi-free electrons in semiconductors [Hub01] to ex-
otic quasiparticles in solids like excitons [Poe15], magnons [Kam11], phonons [Kim12,
Por14a], Cooper pairs and many more: Addressing their spectral fingerprints in the
broadband terahertz range has enabled unique insights into their intrinsic dynam-
ics [Bea02, Gan05, Ton07, Ulb11, Jep11], which typically occur on the femtosecond time
scale. Above that, the relatively low photon energy of terahertz radiation (hν = 4.13 meV
for ν = 1 THz) helps to selectively observe the dynamics under study without “disturb-
ing” the system, e.g., by carrier excitation via linear absorption. Researchers all over
the globe have thus put great efforts in closing the so-called THz-gap during the last
decades. The availability of phase-locked pulses throughout this frequency range of the
electromagnetic spectrum [Hub00, Ku¨b04, Zen07, Sel08a, Sel08b] and the ability of their
sensitive detection in amplitude and phase [Wu95, Gal99, Hub00, Sch11, Por14b] have
nowadays opened up new objectives and paradigms. High-field waveforms may now
serve as an ultrashort voltage bias to excite and coherently control the mentioned dy-
namics [Zak12, Kam13, Maa16]. Exploiting also the magnetic field component extends
the range of accessible degrees of freedom and the class of potential material systems
under study [Kam11]. To literally carry these thoughts to extremes, strong-field wave-
forms in the terahertz regime prove to be the ideal tool to even non-perturbatively
drive and control highly nonlinear charge carrier dynamics far away from any reso-
nance [Jun12, Sch14b, Lan14, Hoh15a, Lan16]. Thereby, the former THz-gap may even
be closed in the context of strong-field light-matter interaction, a field that has so far
been limited to the visible or near-infrared spectral range on ultrashort time scales.
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Figure 2.1: Schematic layout of the high-field terahertz source: A titanium-
sapphire amplifier, seeded by a titanium-sapphire oscillator, delivers pulses with energies
of 5.5 mJ at a repetition rate of 3 kHz which are guided to two experimental beamlines:
A high-field source based on velocity-matching by tilted pulse fronts generates phase-
locked, intense waveforms at a centre frequency of around 1 THz with peak electric field
amplitudes on the order of 1 MV/cm (beamline 1). A complementary source (beamline
2) is based on difference frequency generation between two near-infrared pulse trains
delivered by two parallel optical parametric amplifiers which are seeded by the same
white-light pulses. Phase-controlled waveforms obtained by this setup can be tuned
between approximately 10 and 100 THz. Octave-spanning supercontinua from an addi-
tional white-light source are recompressed to a pulse duration of 8 fs and are employed
for electro-optic sampling and as a probe pulse for terahertz-induced dynamics on sub-
cycle time scales.
The realization of such experiments calls for two main technological achievements. The
first one is the generation of intense, phase-locked and long-term stable terahertz wave-
forms. The second one is to achieve sub-cycle time resolution, i.e., the ability to detect
the high-field waveforms directly in amplitude and phase as well as to observe the field-
induced dynamics on a time scale much shorter than one single oscillation cycle of the
driving field. The following chapter will introduce a novel high-field terahertz source
which is capable of fulfilling both requirements.
Figure 2.1 gives a schematic overview of the unique laser system: The core of the devel-
oped technology platform is a state-of-the-art titanium-sapphire (Ti:Sa) laser amplifier
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based on the principle of chirped pulse amplification (a detailed description of the com-
mercial laser system can be found in [Sch14a]). Comparably weak seed pulses delivered
from a Ti:Sa oscillator (pulse energies1 of 3.9 nJ at a repetition rate of 80 MHz) are
temporally stretched in a grating assembly and subsequently amplified in two stages: A
regenerative amplifier lowers the repetition rate to 3 kHz and amplifies the pulse energy
to 2.8 mJ before it is further boosted to a value of 5.5 mJ in a single-pass amplifier.
After re-compression of the pulses in a grating compressor, the pulse length is as short
as 33 fs.
These pulses can be sent to two different beamlines which might be operated in parallel
or individually. The first beamline is dedicated to controlling charge and spin dynamics
in condensed matter on ultrashort time scales by applying high-field waveforms at a
centre frequency of approximately 1 THz as an ultrashort voltage or magnetic bias.
To this end, an intense terahertz source based on so-called tilted pulse front optical
rectification has been developed, which delivers pulse energies on the order of 1 µJ and
peak electric field amplitudes on the order of 1 MV/cm.
The second beamline extends the field of applications towards extremely nonlinear
terahertz-driven dynamics at even higher peak fields in the ultrabroadband multi-THz
range (10 - 100 THz). Two optical parametric amplifiers, which share a common white-
light seed, provide signal pulses with centre wavelengths between 1.1 µm and 1.7 µm and
pulse energies of up to 0.5 mJ each. The phase-stable idler pulses are tunable within a
broad spectral range between 1.6 µm and 2.9 µm. Difference frequency mixing of the two
phase-correlated signal pulse trains yields widely tunable, intense and phase-locked few-
cycle waveforms with pulse energies of up to 30µJ and peak electric fields on the order
of 100 MV/cm. Octave-spanning supercontinua from an additional white-light source
are compressed to a pulse length of only 8 fs and form an ideal tool both for tracing
the generated multi-THz waveforms in amplitude and phase via electro-optic sampling
and for probing THz-field-induced dynamics on a time scale shorter than one single
oscillation cycle of light.
2.1 Strong fields at low terahertz frequencies
The low-frequency terahertz regime (0.1 - 10 THz) has been of great interest for fun-
damental research owing to a vast number of low-energy excitations [Bea02, Ton07,
Ulb11, Jep11, Gan05] such as rotational modes in molecules or bound electron-hole
pairs [Me´n14, Poe15] as well as lattice [Kim12, Por14a] and spin [Kam11] degrees of
freedom in solids. The recent development of effective terahertz sources has extended
the capabilities from pure observation of these dynamics to their selective control both
1Only 60% of the available average power of the oscillator is used to seed the amplifier.
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by resonant or non-resonant excitation. Besides large-scale facilities like free electron
lasers or linear accelerators, which typically deliver intense but narrowband terahertz
pulses, table-top sources based on optical rectification (OR) of femtosecond laser pulses
have proven to be the tool of choice for compact, flexible and efficient generation of
spectrally broad and strong single-cycle terahertz waveforms.
This section presents a brief discussion of the newly developed terahertz source based on
optical rectification in lithium niobate (LiNbO3). Since an introduction into the under-
lying nonlinear optical effects can be found elsewhere [Boy03], the focus of the discussion
is on the so-called tilted pulse front scheme, a particularly effective method for velocity
matching in the generation process [Heb02]. After a detailed explanation of the experi-
mental setup and its specifications, a short outlook on some of the possible applications
is given: First experiments shed light on terahertz-induced interband tunneling and
non-perturbative carrier multiplication in bulk gallium arsenide [Lan14], nonlinearities
in all-magnetic terahertz-driven spin dynamics [Bai16], as well as nonlinear excitation
of Landau-quantized carriers in two-dimensional electron gases [Maa16].
2.1.1 Velocity matching by tilted pulse front excitation
A number of material systems for optical rectification ranging from photo-conductive
switches [You93] via organic and inorganic nonlinear crystals to gases have been demon-
strated to be feasible for strong-field terahertz generation [Kam13]. Organic crystals like
OH1 [Ruc12], however, have shown to suffer from thermal damage at required peak in-
tensities for efficient terahertz generation at the repetition rate of 3 kHz of the laser
system used here. While terahertz air photonics [KY12] shows unprecedented perfor-
mance in terms of achievable bandwidth, inorganic crystals like zink telluride (ZnTe),
gallium phosphide (GaP) or lithium niobate (LiNbO3) are unbeaten in terms of highest
reachable peak fields [Bla07, Hir11a]. Comparing the relevant key figures of inorganic
nonlinear media for efficient OR, LiNbO3 takes over an outstanding position: Its non-
linear coefficient as high as deff = 168 pm/V surpasses the values for ZnTe and GaP by
a factor of more than 2 and 6, respectively [Heb04]. The bandgap energy of LiNbO3 of
3.8 eV prevents two-photon absorption of the optical or near-infrared pump pulses, and
a comparably high damage threshold on the order of 500 GW/cm2 or more allows for
elevated pump pulse intensities and thus high generation efficiencies.
However, efficient frequency conversion based on optical nonlinearities is always limited
by phase matching requirements. For the case of OR, the phase velocity vphTHz of the
generated terahertz waveform has to equal the group velocity vgrNIR of the near-infrared
femtosecond pulses in order to avoid destructive interference during propagation inside
10
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Figure 2.2: Cherenkov-type phase matching for efficient terahertz genera-
tion: a, An accelerated charged particle (grey sphere) emits electro-magnetic radia-
tion (blue). If the propagation speed of the particle is faster than the phase velocity
of the emitted radiation in the surrounding medium, the radiation forms a so-called
Cherenkov cone with a characteristic angle θC. An analogous analysis holds for the
case of non-velocity-matched OR in LiNbO3, with a small spot of nonlinear polarization
propagating faster (group velocity vgrNIR) than the phase fronts of the emitted tera-
hertz radiation (phase velocity vphTHz). b, By tilting the intensity fronts of large-area
near-infrared pump pulses, velocity matching (compare equation 2.1) can be fulfilled
in a non-collinear way if the tilt angle of the pulse fronts equals the Cherenkov angle
θT = θC = cos−1(vphTHz/v
gr
NIR). After [Heb02].
the nonlinear medium [Boy03, Heb02]:
vgrNIR = v
ph
THz (2.1)
In LiNbO3, an optical pulse at a centre wavelength of 800 nm unfortunately propagates
much faster than the phase front of a generated terahertz wave at a frequency of 1 THz
(vgrNIR > 2v
ph
THz). If the lateral extension of the pump spot is small compared to its lon-
gitudinal spread inside the material, a situation arises which is similar to the so-called
Cherenkov radiation observed, e.g., in the water shielding of neutron reactors: An accel-
erated charged particle emits electromagnetic radiation. If the velocity of the charged
particle is higher than the group velocity of the emitted radiation in the surrounding
medium, the emission forms a cone (Cherenkov angle θC, compare figure 2.2a) - in
perfect analogy to the well-known Mach cone for sound waves. Replacing the radiation
source (charged particle depicted by the grey sphere) with the nonlinear polarization
within the LiNbO3-crystal induced by the propagating pump pulse yields the same situa-
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tion with the emitted radiation lying in the terahertz frequency range [Aus84]. Collecting
the emitted, divergent terahertz radiation forms a formidable task, however, which is
practically not feasible. Furthermore, the generation efficiency is strongly limited by the
requirement of a narrow transversal beam profile [Aus84].
Nevertheless, a seminal idea to make use of this non-collinear generation scheme was in-
troduced by Hebling and co-workers in 2002 [Heb02]: If the intensity fronts of large-area
near-infrared pump pulses are tilted by an angle θT with respect to their propagation
direction kNIR (see figure 2.2b), the excited nonlinear polarization within the medium
will also follow this tilted intensity front. According to Huygen’s principle, the generated
terahertz radiation will constructively interfere along phase fronts parallel to the tilted
pump intensity fronts and will thus propagate along kTHz at the angle θT with respect
to kNIR. Consequently, the condition of velocity matching (equation (2.1)) has to be
fulfilled for the projection of vgrNIR along kTHz:
vgrNIR · cos θT = vphTHz (2.2)
From the above considerations and by comparison of figures 2.2a and b, it becomes
obvious that this condition can be fulfilled if the tilt angle of the pulse fronts exactly
equals the Cherenkov angle θT = θC = cos−1(vphTHz/v
gr
NIR). With this new approach of
phase matching, the requirement of small pump spots for Cherenekov-type generation
schemes do no longer limit the efficiency. In contrast to critical phase matching, the
polarization direction of the pump and THz beams may additionally be chosen to be
parallel to the crystal direction according to the highest nonlinear coefficient (c-axis for
the case of LiNbO3 [Fei85]). This way, the effective generation length inside the crystal
is not limited by so-called spatial walk-off [Die06] between the near-infrared and the
THz pulses, as it is the case for birefringent phase matching.
2.1.2 The tilted pulse front source - experimental setup
As discussed in the previous section, optical rectification based on tilted pulse front
excitation in LiNbO3 is a promising technique to efficiently generate intense, phase-
locked terahertz waveforms. The novel experimental setup introduced here is based on
the titanium-sapphire laser amplifier (see figure 2.1) delivering 33-fs-short pulses at
a centre wavelength of approximately 800 nm. A simplified sketch including the most
relevant optical elements of the setup is shown in figure 2.3a: After a mirror telescope
decreasing the size of the nearly Gaussian beam profile by a factor of 0.75 to a diameter
of 4.1 mm (intensity full-width at half-maximum), the pulses are split into two branches.
A minor part of the pulse energy (≈ 1%, illustrated by the dashed line in figure 2.3a) is
used as a gating pulse for electro-optic sampling or sub-cycle probing. The major part of
12
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Figure 2.3: High-field terahertz source based on tilted pulse front excita-
tion: a, Simplified sketch of the experimental setup. PM: parabolic mirror, T1: spheri-
cal mirror telescope, BS: beamsplitter, λ/2: half-wave plate, ITO: indium-tin-oxide-
coated beamsplitter, T2: parabolic mirror telescope, δτ : variable mechanical delay, EOS:
electro-optic sampling. b, Before diffraction off a grating, the intensity front of a short
near-infrared pulse is oriented perpendicular to its wave vector kNIR. The diffraction
induces a pulse front tilt which is analogous to a varying delay of the intensity envelope
(dark red) for different lateral beam positions x.
the average power is exploited for the generation of intense terahertz pulses. To realize
the pulse front tilt, the generation pulses are guided onto a grating, before focusing them
into the LiNbO3 prism via a second telescope composed of two cylindrical lenses (see
below for a detailed description of the imaging optics). A half-wave plate rotates the
initially horizontal polarization by 90 degrees in order to address the largest nonlinear
tensor element of LiNbO3 and to fulfil the velocity matching condition. The LiNbO3
crystal is cut at an angle of 62◦ (pulse front tilt angle, see below), which ensures both
normal incidence of the pump beam and emission of the generated terahertz pulses
perpendicular to the exit facet in order to minimize reflection losses. After blocking
the remaining pump stray light with a germanium waver (not shown), an indium-tin-
oxide-coated beamsplitter combines the nearly collimated terahertz pulses and the near-
infrared gating pulses, which are collinearly guided through a magnifying telescope
(magnification factor 7) composed of gold-coated parabolic mirrors. A third parabolic
mirror is used to tightly focus the terahertz waveforms to a nearly diffraction-limited
spot size for electro-optic sampling [Wu95, Wu97, Gal99] of the waveforms or high-field
experiments (see below).
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Pulse front tilt angle and imaging system
A tilted intensity front of a femtosecond pulse can be induced by diffraction off a grating
(see figure 2.3b). For the simplified case of a monochromatic wave of wavelength λ
incident on a grating of groove density g, it is straightforward to show that the pulse
front tilt angle θ after diffraction (first order) amounts to
θ = tan−1(gλ/ cos θd), (2.3)
with the diffracted angle θd as defined in figure 2.3a. Note that the phase fronts of
the near-infrared pulses are still perpendicular to kNIR, but the intensity envelope of
the pulse is temporally shifted as a function of the lateral beam coordinate x (see
figure 2.3b). However, angular dispersion of the broadband pulses requires an additional
optical imaging system [Fu¨l10, Pa´l08], which has to fulfil two major tasks in order to
ensure efficient terahertz generation: The pulse front tilt angle has to be adjusted such
that equation (2.2) holds, while, on the other hand, the angularly dispersed beam has to
be re-focused in a way that the grating is exactly imaged onto the tilted intensity front
within the crystal. In other words, the tilt angle of the grating image, which reunites
the different wavelengths and guarantees short pulse lengths inside the crystal, has to
equal the pulse front tilt angle of the monochromatic constituents of the pulse. A detailed
analysis of the imaging requirements and the specifications of a cylindrical lens system as
depicted in figure 2.3a can be found in [Hir11a]. The appropriate pulse front tilt angle
θT within the LiNbO3 prism can be determined by calculating the group and phase
velocities at a wavelength of 800 nm and 1 THz, respectively, and solving equation (2.2).
For the case of stoichiometric manganese-doped lithium niobate (Mg:LiNbO3), which
is used here owing to its enhanced resistivity against photo-refractive damage [Che69,
Heb04], a pulse front tilt angle of approximately θT = 62◦ has to be reached. Taking the
magnification of the telescope and refraction at the entrance facet of the crystal (group
index ngrNIR) into account, the pulse front tilt angle reads
θT = tan−1
{
λg
ngrNIRm cos θd
}
. (2.4)
This condition connects the groove density of the grating, the diffracted angle as well as
the horizontal magnification factor m of the cylindrical telescope. Here, a grating with
a line density of g = 1800 mm−1 and a magnification factor of m = 0.6 of the telescope
have been chosen.
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Figure 2.4: Ultrashort and intense terahertz waveforms: a, Typical waveform of
an intense, single-cycle terahertz pulse featuring a peak electric field of 1.3 MV/cm. The
corresponding amplitude spectrum (Fourier transform) is shown in panel b. c, Varying
the centre wavelength of the near-infrared pump pulses (different colours) within the
broad spectrum delivered by the titanium-sapphire amplifier (black dashed) changes the
shape and the carrier-envelope phase of the generated terahertz waveforms (correspond-
ing colours in panel d).
High-field terahertz pulses and waveform shaping
If the LiNbO3 crystal is kept at room temperature, the novel setup delivers terahertz
waveforms with pulse energies of approximately 0.5 µJ and peak electric fields on the
order of 1 MV/cm (see figure 2.4a). The spectrum covers a range of 0.1 - 3 THz as can
be directly seen by Fourier transformation of the electro-optic trace (figure 2.4b). These
waveforms represent the ideal tool for high-field terahertz bias experiments, where an
ultrashort and particularly well-defined voltage pulse is applied to a semiconductor, for
instance. Especially for tunneling experiments on ultrashort time scales as described in
chapter 6, it will become crucial to control the shape of the waveform and to create
an ideally unidirectional voltage bias. While the integral over the whole field profile of
a propagating wave has to vanish exactly, a slight chirp of the waveform (figure 2.4a)
makes for an asymmetric shape with respect to positive and negative peak fields. As
pointed out in reference [Fu¨l10], a pulse duration of the pump pulses of several hundreds
of femtoseconds and a corresponding narrow spectrum would be preferable for efficient
terahertz generation. The ultrashort pulses (pulse length: 33 fs) used here, however,
turned out to open a new perspective for controlled field shaping of the generated wave-
forms: Since optical rectification can be understood as difference frequency generation
within the broad pump spectrum, it is obvious that changing the latter will strongly
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influence the emitted waveform. Experimentally, this task can easily be achieved via
spectral amplitude modulation of the broadband pump pulses (black dashed curve in
figure 2.4c). By selecting different parts of the pump pulse spectrum (see colour curves
in figure 2.4c) with two razor blades in the Fourier plane between the two cylindric
lenses shown in figure 2.3a, the carrier-envelope phase (CEP) of the ultrashort terahertz
transients can be adjusted as shown in corresponding colours in figure 2.4d. The shorter
the pulse envelope, the more pronounced the impact of a variation of the CEP becomes
[Bra00]. At the limit of a single-cycle pulse as generated here, the whole waveform is
drastically altered. This way, switching from a field trace with a dominant positive
field crest to a symmetric one or even a dominant negative peak becomes possible in a
straightforward and reproducible way.
Boosting the pulse energies by cryogenic cooling
Terahertz generation by optical rectification in solids can be exploited either above
or below the reststrahlen band of the employed material which is typically located in a
frequency range between 6 and 10 THz for commonly used nonlinear crystals. In lithium
niobate, the transversal optical phonon exhibits a resonance frequency of 7.44 THz,
which leads to a drastic increase in the linear absorption when approaching the phonon
frequency, as can be seen in the extinction coefficient κ(ν) shown in figure 2.5b. Cooling
to cryogenic temperatures lowers the damping of the lattice vibration and narrows the
absorption peak (see also inset to figure 2.5b), which is expected to enhance the overall
efficiency of terahertz generation [Heb04, Bak08].
In order to benefit from the reduced terahertz absorption at low frequencies, a bath
cryostat has been developed and manufactured2, which cools the LiNbO3 prism to a
temperature of 77 K. The crystal is placed on a hollow copper finger (figure 2.5a) in
direct contact with the liquid nitrogen bath, which is shielded by an insulation vacu-
um of a pressure on the order of 10−7mbar. A technological challenge has been the
choice of well-suited optical windows for the cryostat. The near-infrared pump pulses
are guided through an anti-reflection coated glass window. The exit window for the
generated terahertz radiation should have a large aperture while being vacuum-stable,
and should not exhibit considerable absorption and dispersion in the terahertz range.
A cost-effective material fulfilling these requirements is biaxially-oriented polyethylene
terephthalate (BoPET), which is commercially available, e.g., under the brand name
Mylar. An only 50-µm-thick sheet of this foil covers the exit flange and is fixed by a
clamping ring. This custom-built window does not measurably influence the transmitted
terahertz waveform, is sufficiently leak-tight to maintain the insulation vacuum and has
2Design, construction and manufacturing by Martin Furthmeier.
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Figure 2.5: Cryogenic cooling of the LiNbO3 crystal: a, Cutout of the custom-
built cryostat: A vacuum-shielded reservoir of liquid nitrogen cools a hollow copper
finger clutching the LiNbO3-prism. The near-infrared pump beam enters the vacuum
chamber via an anti-reflection coated glass window (not shown), while the terahertz exit
window is realized by a thin BoPET-foil held in place by a clamping ring. b, Extinction
coefficient κ of LiNbO3 as a function of the frequency for room temperature (300 K,
black) and a temperature of 10 K (red). The inset shows a magnified part of the data in
the relevant range from 0.5 to 3 THz. Underlying dielectric functions have been taken
from references [Bak08, Heb04]. c,d, Electro-optically detected waveform (c) emitted
from the cooled LiNbO3 crystal and its Fourier transform (d).
not shown any degradation effects over years.
Compared to the performance at room temperature, the emitted terahertz power is
increased by almost a factor of three by cryogenic cooling, yielding pulse energies of
approximately 1.3 µJ. As expected from the reduced absorption especially for higher
frequencies (compare figure 2.5b), the generated field transients are shifted to slightly
higher central frequencies (figures 2.5c and d) and feature a more symmetric waveform.
Diffraction limited focusing allows for peak electric fields on the order of 1.5 MV/cm
[Lan14], which correspond to magnetic peak fields on the order of 0.5 T.
2.1.3 Semiconductors under strong terahertz bias and coherent magnetic
control
The performance of the novel high-field source of low-frequency terahertz waveforms has
been strikingly demonstrated in a row of first experiments on ultrafast charge carrier
dynamics in semiconductors [Lan14, Maa16] and nonlinear spin control in antiferromag-
netic nickel oxide [Bai16]. While the experiments will be described in detail elsewhere, a
brief summary of the results shall provide a first glimpse on the new experimental and
physical perspectives opened up by the availability of ultrastrong waveforms in the tera-
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hertz range. Beyond that, a completely new approach to electrically inject spin-polarized
tunnelling currents into technologically relevant semiconductor heterostructures on ul-
trashort time scales will be discussed in chapter 6.
The electric field component of strong terahertz waveforms can be used to bias semicon-
ductors on sub-cycle time scales with peak electric fields far beyond the limit of dielectric
breakdown for DC-voltages. Custom-tailored antenna structures fabricated by electron-
beam lithography can additionally be used to concentrate electric near fields on length
scales far below the diffraction limit, thereby enhancing the peak fields even further.
Using such metamaterial resonators fabricated on undoped bulk gallium arsenide, peak
electric fields on the order of more than 10 MV/cm have been generated locally [Lan14].
These strong fields cause quasi-static interband tunneling across the fundamental band
gap of GaAs, which features an energy almost 400 times higher than the terahertz pho-
ton energy. Massive carrier multiplication by impact ionization made visible by bright
and spectrally broad photoluminescence attests to highly accelerated electrons owing to
ponderomotive potentials in the keV-range.
When subjected to an external magnetic field, the density of states of electrons in a
two-dimensional electron gas (2DEG) condenses on certain energy levels, which may
classically be connected to distinct, collective cyclotron orbits of the electrons. The
equidistant energy spacing between these so-called Landau-levels can be shifted into
the terahertz spectral range by adjusting the external field. Inter-Landau-level transi-
tions may thus be driven by resonant excitation with terahertz pulses. Despite their
many-body character, the cyclotron resonances have long been thought of as being in-
dependent of the Coulomb interaction between the huge number of carriers [Koh61].
Non-perturbative excitation with strong terahertz fields from the novel setup described
above has recently shown, however, that anharmonic Landau ladder climbing and pro-
nounced four- and six-wave mixing signals can be observed, which are only explicable by
taking into account the Coulomb interaction of the electrons with the ionic background
in the 2DEG [Maa16]. These observations open the door towards novel quantum control
schemes on ultrafast time scales [Maa16].
The quest for ever faster control schemes of the magnetic moment in solids has estab-
lished the field of femtomagnetism. In 2011, the most direct way to selectively excite spin
dynamics in magnetically ordered materials without influencing other degrees of free-
dom like electronic transitions has been demonstrated: The direct Zeeman coupling of
the magnetic field component of phase-stable terahertz waveforms with the spin in anti-
ferromagnetic nickel oxide enables resonant excitation and coherent control of collective
magnon modes which can directly be traced in the time domain by ultrafast Faraday ro-
tation [Kam11]. With peak magnetic fields of up to 0.4 T from the new terahertz source
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and its improved signal-to-noise characteristics, it is now possible to even enter the non-
linear regime of all-magnetic terahertz spin control: Distinct nonlinearities like a second
harmonic signal in the Faraday traces have been observed for the first time [Bai16].
These findings may open up new routes towards ultrafast magnetic switching.
2.2 Setup for time-resolved lightwave electronics in the
multi-THz range
The broadband spectral range from 10 - 100 THz includes far- and mid-infrared wave-
lengths, which are of huge interest for fundamental research as well as for technological
achievements, e.g., in security applications, gas sensing or high-order harmonic gen-
eration. The terminology “multi-terahertz” not only comprises these spectral regions
but usually includes two additional and essential aspects: phase-stability and field-
resolution of the employed ultrashort waveforms. The enabling technologies of phase-
locked generation and field-resolved detection of terahertz transients have made tera-
hertz time-domain spectroscopy a story of success. Extending these concepts step by
step towards higher frequencies, they already approach the near-infrared region nowa-
days [Wu97, Hub00, Ku¨b04, Zen07, Sel08a, Kei16]. On the other hand, a strong moti-
vation to effectively generate short pulses in the mid-infrared range has arisen from the
area of strong-field light-matter interaction, which has mainly been based on the use of
near-infrared or visible optical pulses so far. The reasons for these efforts [Wol15] are a
gain in ponderomotive potentials accompanied by a decrease in photon energies when us-
ing longer wavelengths. Both trends are favourable for well-defined strong-field control of
electron dynamics [Sch14b, Hoh15a] and in particular for ballistic processes like electron
acceleration [Bre13, Wim14] or high-order harmonic generation in gases [Cor07, Wol15].
The following paragraphs will give an overview on the second beamline of the terahertz
high-field laboratory (compare figure 2.1), which might be capable of closing this gap
between ultrafast strong-field light-matter interaction on the high-frequency side and
time-resolved terahertz control of electron dynamics on the low-frequency side.
2.2.1 Ultrashort white-light pulses as a sub-cycle probe
For both field-resolved detection of multi-THz waveforms and probing terahertz-induced
dynamics on a sub-cycle time scale, ultrashort pulses with durations much shorter than
one oscillation cycle of the terahertz transients are crucial. To this end, a supercontinuum
source based on filamentation in yttrium aluminium garnet (YAG) has been developed,
which delivers octave-spanning spectra in the near-infrared and visible spectral ranges.
The process of supercontinuum generation in solids relies on the complex interplay of
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Figure 2.6: White-light source and compressor: a, Simplified sketch of the setup.
S1: signal pulses from one of the optical parametric amplifiers, A: iris aperture, L: lens,
YAG: yttrium aluminium garnet, PM: parabolic mirror, SM: spherical mirror, P1,
P2: fused silica prisms, l: compressor length, RB: razor blades, EM: end mirror, M: pick-
off mirror, CM: chirped mirror pair. b, The calculated second (third) order dispersion
for a wavelength of 820 nm as a function of the propagation length in YAG is shown
as a black (red) curve. c, The black (red) curve shows the calculated second (third)
order dispersion collected during a double pass sequence through the prism compressor
(as shown in panel a) as a function of the compressor length l for an average material
passage of 3 mm per prism. Underlying refractive index data for fused silica and YAG
has been taken from [Mal65] and [Bas09], respectively.
different nonlinearities and strong-field light-matter interactions, which shall only be
briefly mentioned here. Extensive and detailed discussions of the topic can be found
in [Alf06, Cou07, Ber07], for instance.
When a femtosecond laser pulse is tightly focused into a transparent solid (note that su-
percontinuum generation is not limited to solids, in principle), the third-order nonlinear
effect of an intensity-dependent refractive index can lead to both spectral broadening by
self-phase-modulation and a further enhancement of the peak intensity by self-focusing.
Subsequent self-steepening of the pulses and finally ionization lead to the buildup of a
plasma in the material, which counteracts the effect of self-focusing. A dynamic equi-
librium between the focusing and de-focusing effects results in the formation of a very
narrow plasma tube in the material, the so-called filament. The enormous spectral broad-
ening which accompanies these effects can be exploited to produce white-light pulses
featuring octave-spanning spectral bandwidths.
Here, a small portion (pulse energy of 3 µJ) of one of the signal outputs of the optical
parametric amplifiers, usually operated at a centre wavelength of 1200 nm, is focused
into a monocrystalline YAG window with a thickness of 4 mm (see figure 2.6a). Using
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the OPA’s signal pulses instead of the pump pulses from the titanium-sapphire amplifier
helps to reduce the propagation length of both white-light and terahertz pulses between
generation and experiments. Potential timing jitter between the two branches is thus sig-
nificantly reduced as compared to a white-light source based on the use of the amplifier
output, which would require additional delay lines in order to compensate for the beam
path within the OPA. Together with a very compact and stable setup, this renders any
active synchronization scheme or jitter compensation unnecessary. Instead of sapphire,
which is the most common material for femtosecond continuum generation, YAG has
been chosen here due to its capability of generating relatively broadband and smooth
spectral plateaus in the short-wavelength region [Bra09] (compare also figure 2.7a). An
adjustable iris aperture is used to tune the pump pulse energy and the focusing con-
ditions (see figure 2.6a). After collimation of the generated continuum by a parabolic
mirror, the white-light pulses are guided through a double-pass prism compressor: A
spherical mirror focuses the beam through two fused silica prisms onto a planar retro-
reflector placed in the focal plane. Following the same path through the prisms in the
opposite direction with a slight vertical offset, the re-collimated beam is picked off after
the spherical mirror. Two horizontally adjustable razor blades in the Fourier plane of
the compressor in front of the end-mirror are used to select the desired spectral range
finally used in the experiments.
The prism compressor itself is capable of compensating the second-order dispersion
[Die06], the so-called group velocity dispersion (GVD), which has initially been im-
printed on the short pulses during propagation through the YAG window. For most
applications, this already permits adequate re-compression to sub-10-fs pulse lengths
[Sch14a]. Tuning the interplay between material dispersion in the prisms and varying
optical path lengths of different wavelengths (see figure 2.6a) is not sufficient to adjust
both the second- and third-order dispersion (TOD) independently, however. As shown
in appendix A, the remaining TOD can lead to pronounced pre- or post-pulses. For
sub-cycle experiments as introduced in chapters 4 and 5, it becomes essential to probe
dynamics with a temporal resolution better than one half-cycle of the driving multi-THz
waveforms. The satellite pulses stemming from remaining TOD may lead to significant
overlap of probe pulse intensity with the preceding or the subsequent half-cycle. There-
fore, the prism compressor had to be extended towards a more flexible solution. In order
to define the requirements for the compressor, the dispersion which is imprinted on the
white light pulses during propagation through the YAG window may be estimated. To
this end, the GVD as well as the TOD for pulse propagation from the focal plane of the
pump pulses in the YAG window to its end facet, i.e., for a distance of approximately
2 mm, is calculated (figure 2.6b). Despite its usual purpose of compensating the GVD,
the new prism assembly has been designed to form a nearly zero-dispersion compressor
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and to approximately compensate the third-order dispersion only. Figure 2.6c shows
the calculated dispersion of second- and third-order for the prism compressor shown in
panel a with an average material passage of 3 mm per prism as a function of the compres-
sor length l. After compensating the TOD in the prism sequence, the remaining GVD of
approximately 160 fs2 is additionally removed by four reflections from a suitable chirped
mirror pair, compensating a GVD of -40 fs2 per bounce without significantly changing
the TOD.
Figure 2.7 summarizes the spectral and temporal characteristics of the white-light pulses
which have been generated and compressed as explained above. The broadband short-
wavelength plateau generated in YAG extends from the pump spectrum centred at
λP = 1200 nm to 450 nm and covers more than one optical octave. Note that the spec-
trum shown in figure 2.7a has been recorded after passage through the chirped mirror
compressor, whose reflection range sets the short wavelength roll-off here. For the ex-
periments described in the subsequent chapters, a spectral range from approximately
750 nm to 925 nm has been selected by blocking both shorter and longer wavelengths
in the Fourier plane of the prism compressor (compare figure 2.6a). A second-harmonic
FROG recording3 as shown in figure 2.7b enables a full reconstruction (spectrogram
in figure 2.7c) of the intensity envelope (panel e) of the compressed pulse as well as
its spectral phase (panel d). The ultrashort supercontinuum pulses exhibit an inten-
sity full-width at half-maximum of only 8 fs, while their temporal shape is very smooth
and features only very minor pedestals containing less than 4% of the pulse energy of
3.5 nJ measured after the compressor. These ultrashort and broadband pulses serve as
an ideal tool to electro-optically detect phase-locked waveforms up to frequencies in the
mid-infrared spectral range and will allow to resolve strong-field-induced charge carrier
dynamics with an accuracy of only a fraction of one single multi-terahertz oscillation
cycle (see chapter 4).
2.2.2 Atomically strong and phase-controlled multi-THz waveforms
Carrier-envelope offset-free difference frequency generation
Optical rectification has proven to be the means of choice for all-optical terahertz gener-
ation in the regime below 10 THz. While OR is in principle also suitable for the genera-
tion of higher frequencies in the multi-THz range, its quantum efficiency is intrinsically
limited - a fact that can easily be understood when describing optical rectification as dif-
ference frequency generation (DFG) within a broad spectrum: For a given pump pulse
featuring, e.g., a Gaussian spectral shape, the highest possible terahertz frequency is
given by the difference between the highest and the lowest frequency contained in this
3Frequency-Resolved Optical Gating [Kan93], see also section 4.1.1.
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Figure 2.7: Spectral and temporal characterization of ultrashort white-light
pulses: a, Short-wavelength plateau of an octave-spanning white-light pulse as detected
with a spectrograph and a silicon CCD after the compressor shown in figure 2.6. The
high-frequency roll-off is limited by the reflectance range of the employed chirped mir-
rors here. b,c, Measured (b) and reconstructed (c) spectrograms of a second-harmonic
FROG recording of the compressed and spectrally tailored white-light pulses. d, Recon-
structed intensity spectrum (red) and spectral phase (black) of the compressed pulses.
e, Reconstructed temporal intensity envelope featuring an intensity FWHM of only 8 fs,
a smooth shape and only very minor pre- and post-pulses.
spectrum. The spectral intensity within these flanks is always reduced compared to the
central wavelengths. The quantum efficiency of OR consequently decreases for higher
terahertz frequencies. Difference frequency generation between two pulses, which are
spectrally detuned by the desired multi-THz frequency, circumvents this limitation and
facilitates the generation of higher pulse energies and larger peak fields in the multi-
terahertz range.
If the two pulses used for DFG are phase-correlated, i.e., they exhibit the same pulse-
to-pulse phase slip, the generated pulse at the difference frequency will be inherently
phase-stable, as it is the case for OR. The Fourier transform of a train of ultrashort
pulses from a mode-locked laser is composed of equidistant, discrete lines
νn = n · νrep + νCEO (2.5)
spaced by the repetition rate νrep which form the so-called frequency comb. The first
comb line marks the so-called carrier-envelope offset (CEO) frequency νCEO, which de-
scribes the pulse-to-pulse phase-slip ∆φCEP = pi · νCEO/νrep of the carrier wave with
respect to its envelope. The difference frequency of two of these frequency combs (indi-
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Figure 2.8: Generation and field-resolved detection of strong multi-THz
waveforms: a, Simplified sketch of the multi-THz generation scheme. S1, S2: signal
pulses of the two optical parametric amplifiers, BS: beam splitter, CEP: variable me-
chanical delay for carrier-envelope phase adjustment, PBC: polarizing beam splitter
cube, T: telescope, NX: nonlinear crystal, Ge: germanium filter, SF: sample focus or
customized measurement setup (see, e.g., figure 4.1), ITO: indium tin oxide coated
beam splitter, SC: supercontinuum source, EOS: electro-optic sampling. b, Electro-
optic traces of multi-THz waveforms (lower panel) featuring centre frequencies between
20 THz (red) and 40 THz (blue). The associated spectra are shown in the upper panel
in corresponding colours.
cated by upper indices (1) and (2)) with the same repetition rate will be composed of
the differences between the comb lines and the carrier-envelope offsets [Die06]:
νDFG = (n(1) − n(2)) · νrep + (ν(1)CEO − ν(2)CEO) (2.6)
If the CEO is the same for both pulses, it exactly vanishes for the generated difference
frequency comb, yielding CEP-stable waveforms (∆φCEP = 0).
In addition to the passive CEP-stability, the DFG process enables precise control of the
phase of the generated transients, which is given by φDFG = φ(1) − φ(2) + pi/2, where
φ(1) and φ(2) are the phases of the two near-infrared pulses [Bal02]. Changing one of the
phases, e.g., by temporally delaying the pulses with respect to each other, thus directly
influences the carrier-envelope phase of the generated waveforms.
The multi-THz high-field source - experimental setup
The multi-THz source is based on difference frequency generation between two spectrally
detuned near-infrared pulse trains [Sel08a, Sch14a] delivered by two parallel optical
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parametric amplifiers (compare figure 2.1), as depicted schematically in figure 2.8a.
After rotating the polarization of the low-frequency signal branch (S2) in order to fulfil
the requirements for type-II phase matching in the DFG process, both signal pulses
from the OPAs are superimposed collinearly using a polarizing beam splitter cube and
temporally overlapped by a mechanical delay stage. A lens telescope reduces the beam
diameter for maximum efficient frequency conversion in the nonlinear crystal. Remaining
pump light is filtered after the DFG process by a germanium waver which is put into
the beam path under the Brewster angle for the generated multi-THz pulses, before
the high-field transients may be exploited in a sample focus or customized experimental
setup (see different experiments described in chapters 3 to 5). Ultrashort gating pulses
retrieved from supercontinuum generation as described in section 2.2.1 are superimposed
with the field transients for balanced electro-optic detection.
The multi-THz source is capable of delivering pulse energies in the mid-infrared of up
to 30 µJ and record peak field strengths on the order of 100 MV/cm [Sel08a, Sch14a]. In
addition, the DFG-based generation scheme offers uniquely flexible tuning possibilities:
By changing the central wavelengths of the employed near-infrared pulse trains as well as
the phase matching angle in the nonlinear crystal, the centre frequency of the generated
waveforms can easily be adjusted [Sel08a]. While the lower limit of approximately 10 THz
is set by the reststrahlen band of commonly used nonlinear materials, frequencies of
up to 100 THz or even more should be achievable [Sel08a]. Figure 2.8b shows some
typical few-cycle waveforms, which have been generated in a gallium selenide crystal of
a thickness of 430 µm and feature centre frequencies between 20 and 40 THz. The pulse
length of roughly 100 fs (intensity FWHM) is mainly determined by the duration of the
employed signal pulses and consequently stays approximately constant for the variation
of the centre frequency shown here. Changing the pre-chirp of the white-light seed within
the dual-OPA [Sch14a] will permit the generation of even shorter pulses in the single-
cycle regime [Jun10]. Furthermore, tuning the delay between the two signal branches
precisely adjusts the carrier-envelope phase [Sch14a] of the generated high-field traces,
which opens up unique perspectives for sub-cycle coherent control [Sch14b, Hoh15a] and
photonic applications like pulse shaping on a sub-cycle time scale (see, e.g., figure 4.15).
These features render the multi-THz source a perfect tool for high-field terahertz control
of charge carrier dynamics and lightwave-driven electronics (chapters 3 to 5).
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Chapter3
High-order harmonic generation: from
gases to bulk solids
High-order harmonic generation (HHG) has opened up new routes in ultrafast pho-
tonics and enabled novel spectroscopic techniques, accompanied by a gain in the basic
understanding of strong-field light-matter interaction. In the following chapter, a brief
overview on HHG in different systems and regimes shall be given. A classification of
distinctive HHG schemes in different media and in terms of the underlying mechanism
is followed by a short synopsis on recent achievements and applications of HHG. Before
the latest field of HHG in bulk solids comes into focus, a short description of the under-
lying generation mechanism in atoms and molecules is given. Finally, new findings on
terahertz-driven HHG in the frequency domain are reviewed, which have been gathered
here, published in reference [Sch14b] and described in more detail in reference [Sch14a].
Optical harmonic generation generally describes a process where an intense laser beam,
i.e., an electromagnetic wave E of a given, so-called fundamental frequency ν, interacts
with matter in a nonlinear way such that radiation at multiples of the fundamental
frequency νHH = n · ν is emitted - the so-called harmonics. The first experimental
detection of optically generated radiation at twice the incoming laser frequency has
been reported by Franken and co-workers already in 1961 [Fra61]. This observation of
the second harmonic of a laser beam can be seen as the starting point of the revolutionary
development of perturbative nonlinear optics, without which modern photonics cannot
be imagined today. Under the assumption that the optical field does not change the
system in a substantial way, the induced nonlinearities may be theoretically described in
perturbation theory. These effects can then be well-understood within a series expansion
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of the macroscopic optical polarization in the material [Boy03]:
P (E) = χ(1)E + χ(2)E2 + χ(3)E3 + . . . (3.1)
Terms in this series scaling with power n in E may lead to the generation of the n-th
harmonic. As a consequence, the harmonic intensity of n-th order is expected to scale
like IHH ∝ E2n with the driving field. Strongly decreasing nonlinear coefficients χ(n)
furthermore lead to very rapidly abating intensities of emitted harmonics with growing
order n.
A completely new and different class of nonlinearities has been made accessible by the
development of efficient sources of intense and ultrashort laser pulses [Bra00]. When
optical electromagnetic fields in such few-cycle pulses become strong enough, their in-
teraction with matter may no longer be regarded as a small perturbation - a distinction
which defines the group of so-called non-perturbative nonlinearities. This strong-field
regime of light-matter interaction has gained huge interest during the past decades, not
least because of non-perturbative HHG, which finds a wealth of applications as described
below. The first high-order harmonic (HH) signal, which may be assigned to this non-
perturbative regime, has been detected as emitted light from a laser-induced plasma on
the surface of a solid aluminium sample [Bur77]. This technique has been revived dur-
ing the last years for efficient HHG at so-called plasma mirrors using low-repetition-rate
but high-power (Tera- to Petawatt) laser facilities [Dro06, Tha07, Nom09]. Neverthe-
less, the most prominent and widely proliferated way of producing HH is based on the
use of atomic or molecular gases as the interaction medium. This approach enables
the generation of extremely broadband radiation up to the extreme ultraviolet (XUV)
spectral range and even the soft X-ray regime [Ser05] based on comparably compact
table-top laser sources. A variety of spectroscopic techniques including XUV-, photon-
emission- or XMCD1-spectroscopy have immensely benefited from the achievable high
photon energies. On the other hand, HHG in gases has enabled the production and
use of the shortest laser pulses possible so far and forms the backbone of attosecond
science [Cor07, Chi14, Kra14]. In addition, analysing emitted high-harmonics has suc-
cessfully been used to probe the structure of atoms and molecules as well as to infer the
underlying electronic dynamics [Dre02, Gou07, Sha09, Smi09].
Quite recently, the concept of exploiting few-cycle, intense waveforms to drive HHG
has been transferred to bulk solids. In a seminal experiment, Ghimire and co-workers
demonstrated that HHG can be driven in zinc oxide and high-order harmonics up to an
order n = 25 with photon energies above the fundamental band gap of the material may
1Acronym for X-ray Magnetic Circular Dichroism
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be observed [Ghi10]. The authors proved the non-perturbative character of the driving
mechanism by showing a clear deviation from a perturbative scaling of the emitted HH
intensity with the applied driving field strength E as given in equation (3.1). While
potential applications or a precise understanding of the complex underlying mechanism
may have been regarded as to be far away, this demonstration can surely be seen as
the starting point of a rapid development during the last years keeping up with new
experimental and theoretical studies on solid-state HHG (see chapter 4).
3.1 Underlying microscopic generation mechanisms
In contrast to the perturbative regime, where the macroscopic polarization describes
how bound electrons are weakly deflected from their equilibrium positions under the
influence of the external electric field E, a model of non-perturbative HHG has to deal
with ionization effects and strong-field-driven acceleration of quasi-free electrons. For
atoms and molecules, the underlying dynamics are well-understood and can be described
sufficiently in an intuitive semiclassical model. This so-called three-step model was put
forth more than 20 years ago [Cor93, Lew94] and has been proven to correctly predict a
row of characteristics intrinsic to atomic HHG [Cor07, Chi14, Kra14], which shall briefly
be discussed in the following.
For a simplistic picture, one may consider a single electron in real space, which is
bound to an ion core via the atomic Coulomb potential, as illustrated in figure 3.1a.
The strong, linearly polarized electric field of the applied optical pulse drives three
subsequent processes (compare figure 3.1a, b):
(1) Ionization: The Coulomb potential gets massively modified by the strong light
field, allowing the electron to tunnel into the continuum of states.
(2) Acceleration: Still subjected to the strong electric field, the free electron gets
accelerated away from the ion core and cumulates kinetic energy which is given by
the ponderomotive potential
UP =
eE2
4m(2piν)2 , (3.2)
where e defines the electron’s charge and m its mass.
(3) Recollision: When the sign of the driving field changes, the electron gets deceler-
ated and finally inverts its direction of motion. Driven back to its mother core, it
may eventually recollide with the positively charged ion, thereby releasing its excess
kinetic energy via emission of high-frequency photons - the high-harmonic radiation.
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A typical HH intensity spectrum from gases, as schematically illustrated in figure 3.1c,
exhibits some characteristic features which can be well-understood within the intu-
itive semiclassical picture. Since atomic or molecular gases are inversion-symmetric on
macroscopic length scales, there is no field direction which would be favourable for the
process of HHG. High-harmonics will consequently be emitted during every half-cycle
of the driving wave, resulting in the appearance of odd harmonic orders only (see also
chapter 4 and 5). A rapidly decaying intensity of the lowest orders reflects the pertur-
bative regime of harmonic generation. A subsequent plateau-like region in the spectrum
is a hallmark for the non-perturbative character of HHG and can be explained by an
interplay of different electron pathways during the acceleration phase which may lead
to the same emitted photon energies at the recollision. These so-called long and short
trajectories can be understood by looking into the three-step sequence on a sub-cycle
time scale: As evident from the description above, the probability of an electron recol-
liding with the ion core will sensitively depend on several quantities. First and foremost,
the exact phase of the driving field at the time of ionization will decide whether the
electron is set on a recollision path or will simply be driven away without turning back
to its ion core. The maximum gain in kinetic energy is reached if the ponderomotive
force applied by the driving field half-cycle, which precedes the recollision, is maximized.
For a continuous wave excitation, an assumption which might be justified for few-cycle
pulses where the envelope changes on a much slower time scale than the driving field,
this maximum recollision speed is reached for an ionization at a phase of 17◦ after a
crest of the light wave (trajectory ‘l’ in figure 3.1b). The highest photon energy released
for this maximum efficient trajectory defines the so-called cut-off frequency [Cor93] (see
figure 3.1c)
hνcutoff = Uion + 3.17 · UP, (3.3)
where Uion is the ionization potential of the bound electron. Trajectories starting at
earlier ionization times feature larger maximum deflections and later recollision times
and are called long trajectories, whereas the ones starting later and ending earlier are
named short trajectories [Mai03]. While the cut-off energy is only reached for the most
efficient trajectory, lower photon energies may be emitted twice per driving half-cycle,
once for the corresponding short trajectory and once for the long one. In summary,
the ballistic acceleration of electrons during atomic HHG leads to a characteristic delay
between the driving field extrema and the peak of HH emission. Additionally, this delay
depends on the HH photon energy, leading to the so-called atto-chirp [Chi14] as an
inherent property of high-order harmonics from gases.
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Figure 3.1: Driving mechanisms of high-order harmonic generation:
a, Schematic illustration of the three-step model explaining HHG in atoms and
molecules. A single electron (blue sphere) is initially bound to the atom core via the
Coulomb potential (depicted in red). A strong lightwave may ionize (1) the atom, accel-
erate (2) and subsequently recollide (3) the electron with the ion core after sign reversal
of the electric light field. b, Schematic of the electron’s deflection (blue) for two differ-
ent ionization times relative to the phase of the driving field (black). l: long trajectory;
s: short trajectory. c, Typical HH spectrum from gases with a perturbative regime for
low frequencies, a plateau-like intermediate region and a sharp cut-off at the highest
reachable photon energies. d, Illustration of the continuous potential landscape (red)
in a solid formed by the Coulomb potentials (grey) of the periodically arranged ion
cores. e, Simplified band structure of a semiconductor with one valence band (red) and
one conduction band (blue). Electrons may be promoted to the conduction band (black
arrow) under a strong external light field, while generated electrons and holes are si-
multaneously accelerated (blue and red arrows). Once the electron reaches the Brillouin
zone boundary (BZB), it enters the Brillouin zone from the other side again (dashed
arrow), giving rise to Bloch oscillations.
HHG driving mechanism in bulk solids
In contrast to atomic HHG, the understanding of its solid-state counterpart is still in its
infancy. Transferring concepts of the three-step picture of HHG in gases to the case of
solid-state high-order harmonic generation may help as a starting point for framing an
intuitive model and to find useful analogies. In a bulk semiconductor, valence electrons
can be compared to the Coulomb-bound electrons in atomic potentials. A strong light
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field may also ionize this electron, i.e., promote it to a higher lying energy level.
An estimate of the strong-field-driven deflection of a quasi-free crystal electron renders
the atomic acceleration scenario questionable, however: For realistic internal peak field
amplitudes of 40 MV/cm at a driving field frequency of 30 THz, equation (3.2) yields
ponderomotive energies on the order of 20 eV and maximum electron deflections on the
order of 20 nm, i.e., tens of lattice constants of a typical solid. In a periodic crystal
lattice, electronic states of neighbouring ions are combined to form electronic bands
(see schematic illustration in figure 3.1d, e). Electrons may no longer be described as
spatially localized carriers but their wave functions are extended over the whole crystal
lattice. As a consequence, their quantum-mechanical wave nature will dominate high-
field driven charge transport in bulk semiconductors. A convenient way to describe the
dynamics of delocalized Bloch electrons in solids is given in reciprocal space, where the
electron’s motion is governed by the dispersion of electronic bands E(k) (see figure 3.1e).
A description of the intraband dynamics of a quasi-free crystal electron under the in-
fluence of a constant electric field EDC, which was derived by Felix Bloch more than 85
years ago [Blo29], leads to the conclusion that an electron will be driven through the
band with a constant rate of its wave vector k [Zen34]:
~k˙ = −eEDC (3.4)
Neglecting any scattering channels, for the moment, this equation implies that the elec-
tron reaches the boundary of the Brilloiun zone (BZB), enters it from the other side in
the reduced zone scheme (black dashed arrow in figure 3.1e) and traverses the whole
Brillouin zone again. This oscillatory motion in reciprocal space directly translates into
real-space oscillations, although the external field is assumed to be constant and unidi-
rectional here. This absolutely fascinating and counter-intuitive phenomenon was named
Bloch oscillations and has been extremely challenging to observe experimentally. The
reason for these difficulties is the invalid assumption to neglect scattering of the acceler-
ated electron. Once the electron scatters, its momentum is changed and it is precluded
from reaching the Brillouin zone boundary. An estimate of the required experimental
conditions can be derived2 from the Bloch period τB = 1/νB:
τB =
h
aeE
(3.5)
Typical scattering times on the order of τscatter = 10 - 100 fs in bulk semiconductors [Lei99,
Su09, Hir11b] require electric field strengths on the order of several 10 MV/cm or arti-
2The formula given here is valid for cubic lattices, where the full width of the first Brillouin zone
amounts to 4pi/a with the lattice constant a.
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ficially increased lattice constants a in order to fulfil τB . τscatter, which is necessary to
observe a full Bloch oscillation before scattering destroys the coherence [Fel92, Ros02].
Replacing the constant electric field EDC by an oscillating lightwave E leaves most
of the results above unchanged but implies that carriers are driven back and forth in
the Brilloiun zone following the fundamental frequency ν of the driving field. When
the field is sufficiently strong to displace carriers to the BZB within a single half-cycle
of the driving field, the harmonic carrier motion will be strongly distorted due to so-
called dynamical Bloch oscillations, leading to the emission of high-frequency radiation
detectable as high-order harmonics. Furthermore, even anharmonicities in the electronic
bands within the Brillouin zone already translate into a distortion of the harmonic
carrier motion. On top of this, the direction of motion of crystal electrons is changed
whenever the sign of their effective mass changes. Since the latter is proportional to the
curvature of the electronic dispersion ∂2
∂k2E(k), inflection points in E(k) further enhance
the emission of higher frequencies.
A complementing possible driving mechanism of HHG in solids has been neglected in
the derivation so far. The interband excitation leading to a carrier population in the
conduction band is not only a prerequisite for high-field driven intraband charge trans-
port but may also contribute significantly to high-order harmonic generation. Similar to
atoms, a strong light field may promote electrons from the valence into the conduction
band via Zener tunneling or multi-photon processes. A strong mutual coupling of co-
herent interband polarization and simultaneously driven intraband acceleration during
terahertz-driven HHG in bulk solids was already predicted theoretically in 2008 [Gol08].
An experimental evidence or a way to disentangle both contributions has been missing,
however.
3.2 Terahertz-driven high-order harmonic generation in gallium
selenide
Here, multi-THz transients with atomic field strengths have been employed to drive
HHG in the bulk semiconductor gallium selenide. A delicate combination of coher-
ent interband excitation and simultaneous carrier acceleration within the bands results
in the emission of record-bandwidth, inherently phase-locked HH spectra which cover
more than 12 optical octaves. A many-body quantum theory developed by the groups of
Mackillo Kira and Stephan W. Koch in Marburg (see section 4.3.1) explains even faint
details in the spectral emission properties and suggests dynamical Bloch oscillations
along with non-resonantly driven, coherent interband polarization as the underlying
microscopic generation mechanism. These findings were published in a joint study in
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reference [Sch14b]. A detailed examination of the experiment can be found in the disser-
tation [Sch14a], which is why only a brief review on the most important findings shall
be given here, based on references [Sch14b] and [Hoh15b].
Gallium selenide (GaSe) is a layered III-VI compound consisting of van-der-Waals bound
layers which are composed of two gallium (Ga) sheets sandwiched in-between two rows of
selenium (Se) atoms (see chapter 5.1). The semiconductor is one of the most commonly
used materials for nonlinear frequency conversion throughout the near- and mid-infrared
spectral range due to its highly beneficial optical properties, i.e., a large transmission
range and relatively high nonlinear coefficients. GaSe is supposed to be particularly well-
suited for high-field studies of intraband charge transport, since it features comparably
narrow conduction bands with respect to its fundamental band gap energy Eg = 2 eV =
h · 476 THz, rendering impact ionization as an unwanted scattering channel less serious.
High-field multi-THz waveforms as delivered by the source described in section 2.2.2,
featuring a centre frequency of 30 THz and peak electric field strengths of 72 MV/cm
in air (figure 3.2a), are focused down onto an undoped, single-crystalline GaSe window.
The thickness of the cleaved sample has been determined to be 220 µm. Electro-optic
sampling of the transmitted waveform after the sample reveals a drastic distortion of
the field trace directly visible in the time domain (figure 3.2b): An asymmetric shape
with respect to the sign of the field as well as high-frequency components attest to
strong nonlinearities during interaction with the GaSe sample. The amplitude spectrum
shown in panel c indeed confirms both spectral components at the second harmonic,
i.e., around 60 THz, as well as low-frequency signatures around 0.1 THz stemming from
optical rectification of the multi-THz transients. These very intriguing field-resolved
nonlinearities may still be described within a perturbative model of nonlinear optics.
However, broadband electro-optic traces yield intensity spectra of emitted waveforms
which unravel even spectral signatures at the third and fourth harmonic order (blue
shaded curve in figure 3.2d). Switching to time-integrated detectors, i.e., grating spec-
trographs equipped with an indium gallium arsenide detector array and a cooled silicon
CCD (charged coupled device) camera, respectively, surprisingly uncovers an extremely
broadband HH spectrum. Showing a distinct modulation with a periodicity correspond-
ing to the fundamental driving frequency, the spectrum contains both even and odd
order harmonics up to the 22nd order extending even above the fundamental band gap
of GaSe, where strong interband absorption sets in (band gap energy marked by the
black arrow in figure 3.2d). The single pulse train encompasses spectral components
ranging from 0.1 THz to the detection limit at 675 THz and spans more than 12 optical
octaves, including the terahertz, far-, mid-, and near-infrared range as well as the whole
visible regime. A plateau-like region in the spectra below the band gap is indicative of
a non-perturbative driving mechanism. Furthermore, the scaling of the HH intensity of
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Figure 3.2: Frequency domain study of high-order harmonic generation in
bulk gallium selenide: a, Multi-THz driving field featuring a centre frequency of
30 THz and peak electric field strengths of 72 MV/cm in air. b, Electro-optic trace
of the waveform after transmission through a 220-µm-thick gallium selenide sample.
c, Amplitude spectra of the waveforms shown in panel a (black) and b (red). d, The
blue shaded area depicts a typical high-order harmonic intensity spectrum driven by the
waveform shown in panel a, as detected electro-optically (below 120 THz) and recorded
with grating spectrometers equipped with an indium gallium arsenide detector array
(below 280 THz) and a cooled silicon CCD camera, respectively. The dashed blue line
shows the calculated HH intensity spectrum, which has been numerically simulated
based on a quantum-mechanical many-body theory (compare section 4.3.1). e, Colour-
coded representation of the simulated electronic occupation f ek of the first conduction
band within the first Brillouin zone. The black dashed curve highlights the centre of
mass of the electron distribution.
different orders with the driving field strength (not shown here, compare figure 4.11)
shows a pronounced deviation from the perturbative power law given in equation (3.1).
A huge amount of carriers promoted to the initially empty conduction bands can be
anticipated from the strong photoluminescence peak at the band gap energy. Remark-
ably, electro-optic sampling of the lowest orders and subsequent f -2f -interferometry
(not shown, see [Sch14b]) within the ultrabroadband HH frequency comb prove inher-
ent phase-stability of all spectral components.
While one may already infer an all-coherent and non-perturbative driving mechanism
from these characteristics, a sophisticated theory is needed to gain a deeper understand-
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ing of the microscopic dynamics. To this end, a quantum-mechanical many-body theory
taking into account both the interband carrier creation as well as the simultaneously
driven intraband high-field transport within five electronic bands of GaSe based on the
model developed in references [Gol08, Gol11] has been customized to the experiment (see
section 4.3.1 for details on the numerical model). Given the enormous bandwidth, the
theory reproduces the experimentally recorded HH spectrum remarkably well (theoret-
ical spectrum shown as a dashed blue curve in figure 3.2d). Promoted to the conduction
band via coherent interband polarization, the electrons are strongly accelerated through
the whole Brillouin zone, as evident from figure 3.2e: The simulated dynamic occupation
of the first conduction band f ek for a peak internal driving field of 14 MV/cm shows that
the electron distribution gets enhanced step by step at the driving field crests and is
deflected to higher momenta at the same time. For highest peak fields, not only the
tales of this envelope function but even its centre of mass (as highlighted by the black
dashed curve in figure 3.2e) reaches the Brillouin zone boundary twice during one driv-
ing half-cycle, where it gets Bragg-reflected and enters the Brillouin zone from the other
side again. This large deflection in reciprocal space including even dynamical Bloch os-
cillations translates to a strongly anharmonic real-space motion of the Bloch-electrons
which gives rise to the emission of high-frequency electromagnetic radiation. The intra-
band dynamics, however, presuppose strongly non-resonantly driven interband carrier
creation. A delicate interplay of both effects has theoretically been shown to strongly
enhance HH emission [Gol08, Gol11] and is expected to cause a sensitive dependence of
emitted spectra on the exact driving field shape, governed, e.g., by its carrier-envelope
phase. Indeed the emitted spectra are found to exhibit a phase-dependent modulation
(not shown), which is also well-reproduced by the numerical model. The appearance
of even order harmonics, the asymmetric carrier injection (compare figure 3.2e) as well
as the observed phase-dependence, suggests interference effects in the coherent inter-
band polarization, which will be explained in detail by the time-resolved measurements
discussed in chapter 4.
The frequency-domain study of terahertz-driven high-order harmonic generation in gal-
lium selenide has opened the door to a novel regime of high-field transport in bulk
semiconductors and highlights quantum phenomena which might become relevant for fu-
ture semiconductor devices. The experimental findings sketched above not only promise
novel, solid-based sources of ultrashort, extremely broadband and phase-locked laser
pulses, but also set the stage for lightwave electronics at terahertz clock rates.
36
Chapter4
Time-resolved solid-state high-order
harmonic generation
Exploiting strong and phase-locked laser pulses to explore lightwave-driven charge trans-
port in atoms and molecules has opened fascinating vistas and forms the backbone of
attosecond science [Gou07, Kra14, Chi14]. As sketched in the previous chapter, this
concept has recently been extended to solids. New extremes in ultrabroadband, phase-
stable photonics [Sch14b] and photon energies already reaching the extreme ultraviolet
spectral range [Ghi14, Luu15] may inspire a variety of conceivable photonic applica-
tions and spark hope for next-generation sub-femtosecond pulse sources [Ghi14, Hig14].
These experimental breakthroughs [Ghi10, Sch14b, Vam15a, Luu15] have triggered a
large number of theoretical studies on solid-state HHG during the last few years [Mu¨c11,
Gol11, Ben13, Fo¨l13, Kem13, Hig14, Vam14, She14, Vam15b, Haw15, Moi15, Wu15].
Different models and physical interpretations of the underlying generation mechanisms
are proposed, complemented by ideas on how to extract fundamental information about
the structure of solids or the strong-field quantum dynamics occuring during HHG.
Along this line, latest studies have suggested HHG in solids as a novel, all-optical way
to reconstruct the band structure of the material [Vam15a, Vam15b, Haw15]. Although
most authors agree on the perception that a delicate combination of interband excita-
tion and simultaneous intraband acceleration underlies HHG in solids, there is still an
ongoing discussion on, e.g., the influence of the interband polarization, the analogy to
ballistic recollision models as in the atomic case of HHG, or different frequency and
intensity regimes of solid-state HHG. A precise understanding of the underlying elec-
tronic dynamics as well as potential applications thus strongly urge for a time-resolved
observation of the HH emission from solids [Hig14, Ghi14], which has been out of reach
so far.
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In the following chapter, the very first direct time-domain study of HHG in bulk solids
will be presented [Hoh15a]. The detailed temporal structure of solid-state harmonics
has been revealed and precisely correlated to the driving waveform without the need for
any a-priori assumptions, a measurement that had not been achieved for HHG in any
system before. As corroborated by a full quantum theory based on the semiconductor
Bloch equations, the observed intriguing temporal properties as well as the timing of the
emission attest to a novel strong-field quantum interference between different interband
excitation pathways including electronic bands below the Fermi level.
4.1 Sub-cycle cross-correlation with synchronized electro-optic
sampling
Resolving the temporal structure of high-order harmonics from solids and their un-
derlying electronic dynamics presents a formidable task and raises some experimental
challenges. First, the intensity or even the electromagnetic field shape of the HH has to
be detected on a time scale shorter than one half-cycle of the driving field in order to
probe single emission events instead of integrating over several ones, thereby smearing
out the information about what is happening during one half-cycle. Deducing the un-
derlying charge carrier dynamics from this time-resolved observation, which is crucial in
order to realize the idea of lightwave electronics sketched in the introductory chapter,
raises the second and even more important task: The HH emission has to be correlated
temporally with the driving field to directly link the dynamics to the momentary field
amplitude which is present inside the sample. This ability will prove to be decisive for
a distinction between different possible strong field-driven processes [Hoh15a, Lan16]
which may lead to the emission of high-frequency electromagnetic radiation.
To this end, a novel cross-correlation scheme has been set up, which enables a time-
resolved measurement of the HH emission in intensity and relative phase as well as
a precise determination of the exact driving field shape on the same absolute time
scale. The basic principle of the experimental scheme is depicted in figure 4.1: Strong
multi-THz waveforms are focused onto a thin gallium selenide crystal in order to gen-
erate octave-spanning HH pulse trains. A metallic beamsplitter is used to collinearly
superimpose these with an ultrashort gating pulse (duration of 8 fs, see chapter 2.2.1).
Temporal overlap between the two pulses may be adjusted by a mechanical delay stage
in the beam path of the gating pulses (not shown in figure 4.1). Both pulses are focused
down tightly into a thin nonlinear crystal. Frequency mixing signals from this crystal
encode both electro-optic traces of the driving waveform and the high-order harmonic
time structure. For the latter, the sum frequency (SF) signal of HH and gating pulses is
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Figure 4.1: Cross-correlation scheme with synchronized electro-optic sam-
pling: A strong multi-THz waveform (black) is focused onto a thin gallium selenide
crystal (GaSe) to generate a high-order harmonic pulse train (blue). A beamsplitter
(BS) is used to collinearly superimpose an ultrashort gating pulse (red), whose tempo-
ral delay with respect to the HH pulse can be varied via a mechanical delay stage (not
shown). The sum frequency of gating and HH pulses is generated in a thin nonlinear
crystal (NX) and spectrally resolved using a spectrograph and a silicon CCD (SPEC).
A second beamsplitter (BS2) is used for parallel electro-optic-sampling (EOS) within
the same nonlinear material.
recorded with a grating spectrograph and a cooled silicon CCD camera. The driving field
amplitude is extracted by placing a second beamsplitter in front of the spectrograph,
which guides a fraction of the emitted gating pulse into a balanced eletro-optic sampling
setup. By varying the delay time between HH and gating pulses, the driving waveform
may be traced in amplitude and phase in perfect synchronization with a recording of
the full spectrally-resolved cross-correlation signal encoding the HH time structure.
4.1.1 Cross-correlation frequency-resolved optical gating of ultrabroadband
harmonics
In order to unravel the time structure of HH, a very thin gallium selenide crystal of
a thickness of only 60µm is chosen for HHG to avoid phase matching or other prop-
agation effects inside the sample, which might smear out the initial temporal struc-
ture. Whereas phase matching plays a crucial role during HHG for a sample thickness
of 220 µm [Sch14b], the thickness used here is found to be sufficiently thin (see sec-
tion 5.2). Figure 4.2a shows a typical spectrum emitted from the thin GaSe window for
a driving field featuring peak amplitudes of 48 MV/cm and a centre frequency of 33 THz
(see inset). To cover the enormous bandwidth of the HH pulses, several detectors have
been employed: A grating monochromator in combination with a pyro-electric detector
and a lead sulphide diode covers the first orders, while a compact spectrometer with a
cooled indium gallium arsenide diode array is employed for intermediate orders. The vis-
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Figure 4.2: High-order harmonic cross-correlation spectra: a, The blue shaded
area shows the normalized intensity spectrum of a typical HH pulse train generated
by a multi-terahertz waveform featuring a centre frequency of 33 THz and peak elec-
tric field amplitudes of 48 MV/cm (field trace: see inset). The ultrabroadband spectrum
has been measured using a monochromator with a pyro-electric detector (PED) or a
lead sulphide photo diode (PbS) as well as spectrometers with an indium gallium ar-
senide (InGaAs) and a silicon (Si) detector array, respectively. The spectral efficiencies
of the employed gratings and detectors have been accounted for. The peak at 476 THz
stems from interband photoluminescence (PL) at the fundamental band gap of gallium
selenide. b, The measured sum-frequency intensity (frequency-mixing process schemat-
ically depicted in the inset) for maximum efficient time overlap (green) of the HH pulse
and an ultrashort gating pulse features a smooth and broad spectral shape, partially
hidden underneath the gating spectrum (red, reconstructed). The reconstructed HH
spectrum (dashed blue curve) includes frequencies up to 300 THz, while the retrieved
sum-frequency spectrum (dashed black curve) closely follows the measured one, proving
a high quality of the XFROG reconstruction. The spectra have been normalized indi-
vidually and subsequently shifted in intensity for illustration purposes, i.e., the relative
intensities are not comparable here.
ible regime is captured by a grating spectrograph equipped with a cooled silicon CCD
camera. The quantum efficiencies of the detectors as well as the spectral response of
the gratings have been accounted for. The individually recorded parts of the spectrum
shown in figure 4.2a have been shifted in intensity to match the spectral intensity at
the overlapping regions of the different detector ranges. The whole spectrum shows a
distinct modulation, which is typical for time-integrated recordings (see below). The
HH intensity decreases with increasing order with an approximately constant slope in
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the logarithmic representation before the decrease seems to flatten around the photo-
luminescence peak marking the fundamental band gap energy of gallium selenide of
approximately 2 eV.
For a broad detection range of the cross-correlation experiment, phase matching of the
sum-frequency process between the gating pulse centred at a wavelength of approxi-
mately 830 nm (≈ 360 THz, see red curve in figure 4.2b) and a preferably wide spectral
region within the octave-spanning high-order harmonic spectrum should be achieved.
One of the most commonly used nonlinear materials for frequency mixing processes is
β-barium borate (β-BaB2O4, short: BBO), owing to its convenient transmission range
and flat spectral dispersion [Eim87]. Here, a 10-µm-thin BBO crystal is employed under
type-I phase matching conditions to ensure maximally broadband phase matching (see
appendix B).
A short-pass filter, which blocks all spectral components with wavelengths longer than
725 nm (i.e., frequencies below 410 THz), and a Glan-Thompson polarizer have been
placed in front of the spectrometer to attenuate the gating pulses. This way, the sum
frequency signal, which is much weaker than the intensity of the gating pulse, may be
detected while exploiting the full dynamic range of the spectrometer. If the temporal
delay between the gating pulse and the HH pulse train is optimized for most efficient
sum-frequency generation, a broadband and spectrally smooth SF signal is recorded,
as shown in figure 4.2b (green curve). Remarkably, this SF spectrum lacks the typical
spectral modulation of time-integrated recordings, a finding that proves the sub-cycle
resolution achieved with the new cross-correlation setup: If the gating pulse overlapped
temporally with two or more high-order harmonic bursts emitted during different half-
cycles of the driving waveform, this repeated time structure would be imprinted on the
nonlinear mixing signals. As following from the principles of Fourier transformation, the
observed spectrum would thus exhibit a spectral modulation with a periodicity of the
inverse temporal spacing (see also section 5.4).
Broadband XFROG reconstruction
Recording such sum-frequency spectra for different delay times τ between the HH pulse
train and the gating pulse yields a full 2D-spectrogram as shown in figure 4.3a. The
false-colour plot represents the SF intensity ISF(τ, νSF) as a function of τ and the sum-
frequency νSF. The delay time is defined such that negative values τ  0 mean that the
gating pulse arrives before the HH pulse, while τ = 0 has been set as the delay time
where the spectrally integrated SF intensity (figure 4.3c) peaks. Already here, some basic
features in the time structure of the emitted HH train become obvious: Starting with
relatively weak and narrowband signals at around τ = −65 fs, periodically repeating
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Figure 4.3: Broadband XFROG reconstruction: a,b, Colour-coded plot of the
measured (a) and reconstructed (b) sum-frequency intensity as a function of frequency
and the delay time between the HH pulse train and the gating pulse. c, Temporal shape
of the spectrally integrated sum-frequency intensity as measured (green shaded) and
reconstructed (black dashed). d, Intensity envelope of the gating pulse as retrieved from
the XFROG algorithm (black dashed) as well as from an independent second-harmonic
FROG measurement and reconstruction based on a different algorithm (red shaded).
bursts with increasing (τ ≤ 0) and finally decaying (τ ≥ 0) intensity and bandwidth
occur. Interestingly, most of the spectral components within the detection bandwidth
seem to be emitted at the same instant of time, as indicated by the nearly unchirped
SF bursts (e.g., around τ = 0).
The SF signal discussed so far is still a convolution of the gating and the HH pulse,
however, and extracting the actual temporal shape of the emitted high-harmonics re-
quires a thorough separation of both signals. As shown by Kane et al., this separation is
indeed feasible via an iterative numerical algorithm [Kan93]. Based on this reconstruc-
tion scheme, a technique called Frequency-Resolved Optical Gating (acronym FROG or
XFROG in this case, where X stands for cross-correlation) has been developed [Kan93]
and settled as a well-established method to resolve the temporal structure of ultrashort
light pulses in intensity and relative phase. While the data processing steps and the
basic principles of the customized algorithm employed here [Wya] are sketched in ap-
pendix C, the discussion here purely focuses on the general capabilities of the scheme
as well as its results.
The goal of the algorithm is to reconstruct the shape of the unknown pulse [Kan98],
which is the HH pulse in this case:
EHH(t) = Re
{√
IHH(t) exp [iω0t+ iϕHH(t)]
}
(4.1)
IHH(t) and ϕHH(t) are the time-dependent HH intensity and phase, respectively, and ω0
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is the carrier frequency. The generated frequency mixing signal for a given delay time τ is
then represented by the product of the HH field with the delayed field of the gating pulse,
EHH(t)Egate(t− τ). The recorded 2D sum-frequency spectrogram may consequently be
written as the magnitude squared of the Fourier transform of this nonlinear signal:
ISF(ω, τ) =
∣∣∣∣∫ ∞−∞EHH(t)Egate(t− τ) exp(−iωt)dt
∣∣∣∣2 (4.2)
Starting with a guess for EHH(t), the algorithm calculates ISF(ω, τ) by performing a
Fourier transformation and compares the reconstructed spectrogram with the measured
one. The deviation between both is minimized in an iterative way (see appendix C),
finally yielding both the intensity IHH(t) and the relative phase ϕHH(t) of the emitted
high-order harmonic pulse train.
As a measure for the quality of the reconstruction scheme, one may thus compare the
original measured spectrogram with the retrieved one. As can be seen by comparison
of figures 4.3a and b, the reconstructed spectrogram resembles the measured one to a
very high degree of congruency. The good match between the datasets is further corrob-
orated by the similarity of the two spectrally integrated SF traces shown in figure 4.3c.
In addition, the retrieved intensity envelope of the gating pulse (figure 4.3d) closely
follows the one reconstructed from an independent second harmonic FROG measure-
ment. The squared magnitude of the Fourier transform of the extracted HH field profile
(equation (4.1)) yields the time-integrated HH intensity spectrum within the detection
bandwidth of the experimental setting. As can be seen in figure 4.2b, the typical spectral
modulation of the HH frequency comb can be well reproduced, with harmonics up to the
ninth order being clearly discernible. The relative attenuation of the second order can
be attributed to the mentioned transparency range of the employed BBO crystal, while
the high-frequency limit is set by the drastic decrease of HH intensity with increasing
frequency, limiting the efficiency of the nonlinear mixing process (see appendix B).
The reconstruction scheme reliably converges for arbitrary runs and datasets, allowing
for a faithful extraction of the temporal fine structure of solid-state high-order harmonics
including even subtle features in their relative phase on a sub-cycle time scale (see
sections 4.2 to 4.4).
4.1.2 Precise temporal correlation with the driving field
As explained above, tapping the full potential of the concept of lightwave-driven elec-
tronics requires a direct and precise temporal correlation of the applied electric wave-
form with the probed processes, i.e., high-order harmonic generation. The new cross-
correlation setup (figure 4.1) is capable of detecting the sum-frequency signal between
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Figure 4.4: Correlation of EOS time scales: a, Electro-optic signal of the multi-
terahertz driving field as recorded using a 10-µm-thin BBO detector (red) and a 6.5-µm-
thick ZnTe crystal (black dashed) for spectral components within 12 - 45 THz. The black
solid curve represents the corresponding terahertz electric field ETHz as a function of
delay time after correction for the complex-valued detector response of the ZnTe crystal
displayed in panel b. b, Absolute value (blue) and phase (green dashed) of the transfer
function TZnTe in the multi-terahertz frequency range for a crystal thickness of 6.5 µm.
the HH and the gating pulse as well as the electric field trace of the applied multi-THz
transient at the same time. For every single step of the mechanical delay stage, i.e., a
given temporal delay time τ , a full spectrum of the sum-frequency, yielding the tempo-
ral HH envelope after XFROG reconstruction, and the instantaneous field amplitude of
the driving waveform are recorded. Both signals are mediated by the same 10-µm-thin
BBO crystal. This passive synchronization, however, is not yet sufficient for a precise
correlation of the emitted HH with the applied field inside the generation crystal. In
fact, there are several aspects influencing the relative timing between the two signals as
well as the shape and the phase of the detected transient. First, the detector response of
BBO significantly influences the detected electro-optic field trace. Second, the detected
waveform reflects the field inside the detector crystal, not the one applied to the GaSe
sample where HHG takes place. Finally, propagation inside the crystals and in between
as well as focusing effects will have to be taken into account. The following paragraphs
will provide a comprehensive step by step treatment of all effects influencing the timing
between the measured signals.
Detector response of the electro-optic sampling crystal
The measured electro-optic trace of the multi-THz waveform SEOS(τ) (see figure 4.4a)
in principle depends on the bandwidth of the gating pulse, the linear dispersion of the
employed detector material as well as the dispersion of its nonlinear χ(2)-coefficient. Ex-
tracting the actual profile of the applied electric field ETHz(τ) is possible via numerically
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correcting for these effects: Following a well-established formalism [Gal99], the complex
transfer function T (ν) of the material may be calculated, which connects the measured
and the actual waveform in the frequency domain via
E˜THz(ν) = S˜EOS(ν) · T (ν)−1, (4.3)
where symbols with a tilde denote the Fourier transform of the corresponding temporal
quantities.
While BBO has been chosen here as a nonlinear material due to its enormous phase
matching bandwidth in the near-infrared range (compare appendix B), its transmission
drastically decreases for wavelengths longer than approximately 3.5 µm, accompanied by
a steep increase in the refractive index [Eim87]. The electro-optic traces detected in BBO
are consequently expected to differ from the incoming waveforms, which feature central
wavelengths around 9µm. Moreover, the dispersion of BBO is not well known within
the absorbing mid-infrared range, rendering a determination of the transfer function
TBBO(ν) challenging. Circumventing these difficulties requires an additional reference
measurement. For a faithful determination of the actual terahertz waveform, the BBO
crystal is replaced by a 〈110〉-oriented zinc telluride crystal (ZnTe) of a thickness of
6.5 µm, whose transfer function in the relevant spectral range is established [Gal99].
Figure 4.4 shows an example of this procedure: The electro-optic trace recorded in
BBO (SBBOEOS (τ), red waveform) is strongly delayed with respect to the one measured in
ZnTe (SZnTeEOS (τ), black dashed curve). Applying the complex detector response function
TZnTe(τ) shown in panel b yields the actual terahertz field transient at the detection
focus ETHz(τ) (black waveform). Provided that the two crystals are placed at exactly
the same longitudinal position in the focus (z-coordinate, see next paragraph), the
relative delay between the traces measured in BBO and ZnTe, respectively, may be
extracted statistically after repeating this sequence several times. This way, the electro-
optic trace recorded in parallel with the cross-correlation signal may be used as a precise
temporal reference marker. The accuracy of this procedure is estimated to be 1.2 fs by
calculating the standard deviation of the relative temporal delay between the detected
traces SBBOEOS and SZnTeEOS for 17 subsequent recordings. The crystal thickness of the ZnTe
detector, which is glued on a 300-µm-thin, electro-optically inactive 〈100〉-oriented ZnTe
substrate, has been determined by Fabry-Perot interferometry. The absolute error in this
measurement translates to a standard deviation of the relative temporal delay between
the measured waveforms of 0.9 fs. Alltogether, the accuracy of the temporal correlation
thus amounts to σ = 1.5 fs, which is 20 times shorter than one oscillation period of the
terahertz driving waveform.
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Figure 4.5: Gouy phase shift of the driving waveform between sample and
detection focus: a, Schematic illustration of the phase change imprinted on the driving
waveform during propagation through the cross-correlation setup. While the multi-THz
transient (black waveform) experiences a Gouy phase shift in both foci, the shape of
the recorded sum-frequency signal encoding the HH intensity (IHH, blue curve) does
not change. b, Red dots depict the temporal shift of the peaks of the recorded SF
intensity relative to the peaks of electro-optic traces detected in parallel as a function
of the sample position z. Vertical error bars represent the standard deviation of the
extracted phase shift for the different SF peaks within one spectrogram. Due to the
decreased SF intensity, a faithful extraction of the relative phase shift has not been
possible for positions z < −200 µm. The black curve shows the expected phase shift for
the geometrical focusing conditions (Rayleigh length zR = 450µm). c, Overall intensity
of the recorded SF signal as a function of the z-position of the sample (data points
shown as blue dots). d,e, Phase change of the recorded waveforms as extracted from
their zero-crossings (red dots) for different positions z of a 10-µm-thin BBO crystal (d)
and a 6.5-µm-thin ZnTe crystal (e). The theoretical Gouy phase shift for a Rayleigh
length of 75µm, as estimated from the geometrical focusing conditions, is shown as a
black curve.
Propagation effects and Gouy phase shift
With the correlation technique described above, the measured sum-frequency signal and
thus the temporal shape of the emitted high-order harmonics may be exactly correlated
with the terahertz waveform at the detector crystal placed in the detection focus. The
field shape of interest, in contrast, is the one which is applied to the gallium selenide
sample. Within the GaSe crystal, group velocity dispersion, i.e., a different propagation
speed of the fundamental multi-THz waveform and the generated HH pulse train, may
lead to a measurable delay between both, which would alter the measured emission
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timing. Phase matching has indeed been found to influence HHG in samples with a
thickness on the order of 200 µm. In the thin sample used here (thickness of only 60µm),
however, phase matching does not play a significant role (see discussion of figure 5.2) and
is deliberately avoided by choosing normal incidence. In addition, the emitted harmonics
do not feature a significant chirp (figure 4.3), which would indicate reasonable group
velocity delay in the sample. These facts may lead to the conclusion that HHG is confined
to a thin region near the back facet of the GaSe window, with a coherence length of,
e.g., 6 µm for the 9th harmonic order. Using only reflective optics excludes any further
group velocity delay collected between the generation and the detection focus.
When dealing with phase-sensitive techniques like electro-optic sampling, however, an
often ignored property of focussed Gaussian beams becomes essential. During propaga-
tion through a focus, the so-called Gouy phase gets imprinted on the carrier wave of a
light pulse [Boy03]:
δφGouy(z) = arctan(z/zR) (4.4)
As defined in figure 4.5a, z denotes the axial distance from the beam waist. The so-
called Rayleigh length zR = piω20/λ is defined as the axial distance where the on-axis
peak intensity of a Gaussian beam of wavelength λ and beam waist ω0 is one half of the
maximum value at the focus plane I(zR) = I(z = 0)/2.
In the experiment, this Gouy phase modulation leads to an overall phase shift of
δφGouy = pi [You97, Ruf99] of the multi-THz waveform between HHG in the gallium
selenide sample and its detection in the ZnTe detector, if both the detector and the gen-
eration crystal are placed exactly at their respective focal planes (compare schematic
illustration in figure 4.5a). For the sample focus, a Rayleigh length zR = 450µm is
estimated from the geometrical focusing conditions. To ensure correct positioning of
the thin GaSe window, a series of both cross-correlation spectrograms and electro-optic
traces of the transmitted waveforms has been recorded for different z-positions of the
sample (so called z-scan). While the measured multi-THz transients do not depend on
the sample position, the peaks of the sum-frequency time traces are temporally shifted
with respect to the transient following the evolving Gouy phase for different values of z.
Figure 4.5b shows the relative phase change between the peaks of the sum-frequency
signal and the field crests of the detected waveform (red dots) in comparison with the
theoretically expected phase shift (black curve). In line with the recorded phase change,
the overall intensity of the generated sum-frequency peaks at z = 0, as displayed in
figure 4.5c. The remaining uncertainty in the sample position can be neglected due to
the large Rayleigh length compared to the sample thickness.
Analogous z-scans have been recorded for the detector position. Here, electro-optic traces
of the multi-THz transients have been measured for different focus positions of the
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Figure 4.6: Time-resolved HH
emission and precise correla-
tion with the driving field: The
blue shaded area displays the tem-
poral shape of the emitted HH in-
tensity IHH(t) on the same ab-
solute time scale as the driving
field (black waveform). The verti-
cal dashed lines highlight the tera-
hertz peak amplitudes. Horizontal
error bars mark the standard devi-
ation in the timing of the HH peak
intensity for 12 consecutive scans.
10-µm-thin BBO crystal and the 6.5-µm-thin ZnTe crystal, respectively. The observed
phase shift, as extracted from the zero crossings of the electromagnetic waveforms (red
dots in figure 4.5d, e), matches the calculated Gouy phase change for a geometrically
determined Rayleigh length of 75 µm. This way, the crystals may be placed at exactly
the same z-position with respect to the focal plane, which is crucial for a temporal
correlation of the electro-optic traces (see above) as well as the determination of the
collected Gouy phase shift between the two foci.
4.2 Temporal fine structure of solid-state high-order harmonics
Putting together the experimental achievements sketched in the preceding sections, the
novel cross-correlation scheme with synchronized electro-optic sampling enables the very
first time-resolved observation of high-order harmonics from a bulk solid. Furthermore,
a direct, precise and purely experimental temporal correlation with the driving field
becomes possible, which has not been achieved for HHG in any system, so far.
Figure 4.6 shows the high-order harmonic intensity envelope IHH(t) (blue) together
with the multi-THz driving field (black) on the same absolute time scale. The displayed
intensity trace, which has been reconstructed from the spectrogram shown in figure 4.3a,
reveals a rich time structure and some remarkable properties:
(i) The emitted harmonics form a pulse train of three dominant, ultrashort bursts fea-
turing an intensity full-width at half-maximum of only 7 fs. This pulse length cor-
responds to the duration of approximately only one oscillation cycle of the fourth
harmonic order. Such ultrashort bursts are only possible if all the frequency compo-
nents within the detection bandwidth are emitted almost simultaneously, which is
consistent with the observed unchirped sum-frequency signal (compare figure 4.3).
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In contrast to atomic HHG, which leads to the so-called atto-chirp [Chi14], the
HH observed here can thus not exhibit significant chirp, as also corroborated in
figure 4.7 below.
(ii) Efficient HH emission in gallium selenide only occurs during every second half-
cycle of the strong driving field. While positive field crests1 of the driving waveform
produce pronounced and comparably intense HH bursts, the emission is strongly
suppressed for the negative field extrema. This unipolar emission contrasts with
atomic HHG, where every half-cycle of the driving waveform contributes to the
emission. Recent theoretical studies [Ghi12, Hig14] have consistently predicted HH
emission from bulk solids in a bipolar way, too.
(iii) Surprisingly, the correlation with the terahertz waveform unravels a precise syn-
chronization of the HH emission bursts with the driving field crests of positive
polarity: IHH(t) peaks within ±2 fs around the terahertz field peaks which are high-
lighted by the dashed vertical lines in figure 4.6. Recollision models [Cor93, Lew94],
as they apply for HHG in atoms [Chi14, Kra14] or electron-hole collisions in
solids [Zak12, Lan16], predict a distinct delay between the driving field crests
and the maximum HH emission, which reflects the ballistic acceleration of charge
carriers before the emission occurs.
Instantaneous frequency of solid-state high-harmonics
The XFROG reconstruction scheme introduced in section 4.1.1 reveals even more de-
tailed information on the sub-cycle time structure of emitted high-harmonics. Besides
the intensity IHH(t), the relative phase ϕHH(t) as defined in equation (4.1) may also be
determined. As expected from the unchirped sum-frequency signal and the ultrashort
HH bursts, the relative phase of typical HH emission traces as shown in figure 4.7a
(blue: IHH(t), black: ϕHH(t)) exhibits a very subtle, but reproducible modulation. This
slight phase evolution translates into a variation of the instantaneous emitted frequency
νi, which may be derived by numerical differentiation of the phase term in equation (4.1):
νi(t) = (2pi)−1
d
dtΦ(t) = (2pi)
−1 d
dt (ω0t+ ϕHH(t)) (4.5)
The quantity νi defines the weighted instantaneous frequency of the emitted high-order
harmonics within the detection bandwidth of the cross-correlation experiment (compare
figure 4.2b). As can be seen in figure 4.7a, the instantaneous frequency (red curves) re-
peatedly evolves in a well-defined and reproducible fashion during the individual HH
1Note that the sign of the terahertz driving field is not experimentally determined, e.g., with respect
to the crystallographic direction and may be arbitrarily chosen without loss of generality.
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Figure 4.7: Relative phase
and instantaneous frequency
of high-order harmonics:
a, Temporal intensity IHH (blue),
relative phase ϕHH (black) and
instantaneous frequency νi (red)
of a typical HH pulse train for a
peak driving field of 33 MV/cm.
The instantaneous frequency
is not well-defined for very
low intensities, which is why
νi is only shown around the
three dominant peaks. b, Corre-
sponding HH field EHH with a
carrier-envelope phase artificially
set to zero.
emission bursts: It is ramped up when the HH intensity increases (i.e., while the driving
field amplitude grows), reaches its maximum at about the emission peak and finally
decays again with decreasing driving field and HH intensity. This qualitative behaviour
strongly resembles the Bloch frequency νB, which is directly proportional to the ex-
ternally applied electric field (compare equation (3.5)). The observed subtle frequency
modulation may thus be a direct fingerprint of the charge carrier acceleration within the
electronic bands following Bloch’s seminal theorem [Blo29, Zen34] (see also section 4.4).
Finally, the extracted information about the temporal intensity and relative phase may
prospectively even enable a reconstruction of the full electromagnetic field profile EHH(t)
of the high-order harmonics. The XFROG algorithm does not yet deliver the absolute
temporal phase, however, but ϕHH(t) is only defined up to a constant additive phase
ϕ0, which defines the carrier envelope phase of the emitted HH burst. As an example,
figure 4.7b displays the extracted field profile where ϕ0 has been set to zero. Since the
emitted HH are inherently phase-stable and the lowest orders have already been detected
electro-optically [Sch14b, Sch14a], the carrier-envelope phase may also be determined in
the future by comparing the reconstructed field shape at spectral overlap with electro-
optically detected waveforms. The ability to trace octave-spanning high-order harmonics
in amplitude and phase would open new perspectives for extremely broadband, field-
resolved spectroscopy.
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Figure 4.8: Reciprocal space schematic
of the five-band model: The numeri-
cal quantum model includes five electronic
bands, three valence bands h1, h2 and h3,
as well as two conduction bands e1 and e2.
Bandstructure parameters from gallium se-
lenide are taken from reference [Sch76]. The
model treats interband excitation (black ar-
row and dipole matrix element dh1e1 shown
as an example) and simultaneous intraband
charge transport (red and blue arrows) on
equal footing, thereby capturing their deli-
cate interplay.
4.3 Strong-field quantum interference during high-harmonic
generation in solids
The revealed temporal structure of high-order harmonics from gallium selenide as well
as their emission timing with respect to the driving waveform suggests a unipolar and
quasi-instantaneous generation mechanism. As shown in the following, these findings
strongly indicate a novel quantum interference between different interband polarization
pathways, which will by explained by a quantum-mechanical many-body theory based
on the semiconductor Bloch equations [Gol08, Gol11]. If not mentioned otherwise, all
theoretical data shown in this chapter presents the results of these numerical simulations,
which have been performed by Ulrich Huttner [Hoh15a].
4.3.1 Quantum many-body model of HHG in semiconductors
The electronic dynamics in a semiconductor under the influence of a strong terahertz
field ETHz(t) may be simulated by solving the general semiconductor Hamiltonian [Hau09]
Hˆ = Hˆ0 + Hˆinter + Hˆintra + Vˆ, (4.6)
which contains the band structure of the semiconductor (Hˆ0) and includes both inter-
band excitation between different electronic bands (Hˆinter) as well as carrier acceleration
within single bands (Hˆintra). The Coulomb potential Vˆ describes the mutual electromag-
netic interaction of the electrons and is usually modelled via electronic dephasing. The
interband term
Hˆinter = −ETHz(t)
∑
λ,λ′,k
dλ,λ′(k)aˆ†λ,kaˆλ′,k (4.7)
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describes the transition of an electron from one band λ′ to another band λ via the anni-
hilation and creation operators aˆ and aˆ†, respectively, while the dipole matrix element
dλ,λ′(k) defines the strength of this transition (see figure 4.8). The intraband acceleration
of electrons within a single band λ is included via the term
Hˆintra = i|e|ETHz(t)
∑
λ,k
aˆ†λ,k∇kaˆλ,k. (4.8)
The Heisenberg equation of motion allows for evaluating the operator dynamics, which
leads to the so-called semiconductor Bloch equations [Hau09]. This set of coupled dif-
ferential equations is solved numerically and describes the time-dependent electron and
hole occupations fλk = 〈aˆ†λ,kaˆλ,k〉 and the microscopic polarizations pλ,λ
′
k = 〈aˆ†λ,kaˆλ′,k〉
for λ 6= λ′.
To customize the model described in [Gol08, Gol11], the uppermost three valance bands
and the lowermost two conduction bands of gallium selenide are implemented following a
one-dimensional tight binding approach [Gol11] with parameters from reference [Sch76].
A driving field profile ETHz(t) closely matching the experimental one is used to cal-
culate the electronic dynamics without falling back on the rotating wave approxima-
tion [Hau09]. The emitted high-order harmonic field is finally evaluated via the equation
EHH(t) =
∂
∂t
P (t) + J(t), (4.9)
which accounts for both the polarization source P (t) = ∑λ,λ′,k dλ,λ′(k)pλ,λ′k and the
current source J(t) = ∑λ,k jλ(k)fλk . The current matrix element jλ(k) = |e|~−1∇kελk is
governed by the dispersion of the electronic band ελk (for simplicity, the k-dependence
of the bands is denoted by an index k from now on).
This approach has been proven to explain the enormously broadband spectral HH emis-
sion, thereby reproducing even details in the emitted spectra (see figure 3.2d, e and
reference [Sch14b]). The theory captures a series of important features of the under-
lying dynamics which are crucial for a complete picture of HHG in bulk solids. First,
terahertz-induced band mixing as well as the influence of changing occupations during
the generation mechanism is dynamically accounted for, which means that a modulation
of the band structure owing to the enormous potentials induced by the strong terahertz
fields is included in the simulations. Second, interband excitation and simultaneous in-
traband acceleration are treated on equal footing (see figure 4.8), which renders ad-hoc
assumptions about the carrier creation unnecessary. Finally, several electronic bands
(up to five in the current simulations) may be accounted for, which is crucial for ex-
plaining the observed temporal characteristics of HH emission from gallium selenide, as
explained below.
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4.3.2 Quantum interference of different interband polarization pathways
The observed temporal characteristics of the emitted high-order harmonics from gallium
selenide imply some important, so far unknown constraints on the underlying dynamics
(compare section 4.2). (i) The nearly unchirped phase of ultrashort HH bursts attests to
a microscopic generation process, where most of the frequency components within the
broadband spectrum are emitted simultaneously. (ii) The unipolar nature of the emitted
pulse train with respect to the sign of the driving field suggests a strong asymmetry
within the underlying mechanism. (iii) The synchronization to the driving field maxima
hints to a quasi-instantaneous emission source, which is not compatible with retarded,
ballistic effects as expected from a recollision-based generation scheme. These observa-
tions rule out a number of recent theoretical attempts to explain solid-state HHG. Strong
analogies to the three-step model of atomic HHG [Cor93, Lew94] have been suggested,
where the excess energy of electrons and holes which collide at spatial overlap after ac-
celeration within the bands is released as high-order harmonic radiation [Vam15a]. This
kind of ballistic motion implies a distinct delay between maximum HH emission and
the driving field peaks, reflecting the time needed to accelerate, reverse and recollide
the electrons and holes (see chapter 3). Simple intraband models based on the Bloch-
acceleration of carriers [Ghi10, Mu¨c11, Fre12, Ghi12] within the bands have been shown
to reproduce spectral features of solid-state high-harmonics but suffer from the need of
ad-hoc assumptions on the carrier creation, i.e., the transition from a bound electronic
state in a valence band to a continuum-like free state in the conduction band. Further-
more, many-body effects like the mutual Coulomb interaction of electrons cannot be
accounted for in these straightforward models. Even more sophisticated models, which
also take into account the interband excitation of carriers, fail to explain the unipo-
lar emission, if only two electronic bands are included in the simulations [Hig14]: As
following from Kramer’s seminal theorem [Kra30], the reciprocal space representation
of electronic bands in a solid is always inversion-symmetric with respect to the crystal
momentum k if the spin-degeneracy is not lifted, e.g., by strong spin-orbit coupling or
external magnetic fields. Consequently, intraband charge transport within the bands
cannot solely explain the strongly asymmetric behaviour observed in the experiment.
As soon as more than two electronic bands are involved, however, electrons can be ex-
cited via different pathways of microscopic interband polarization, which may interfere
within their ultrashort coherence time. As shown in the following, this quantum inter-
ference influences the total amount of carrier population in the respective bands and
drastically alters the temporal shape of emitted harmonics on a sub-cycle time scale.
While all calculations have been performed with five electronic bands as shown in fig-
ure 4.8, it is more intuitive to understand the interband dynamics within a minimal
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Figure 4.9: Interband quantum interference during HHG in gallium selenide:
a, Result of the full numerical simulation including all possible transitions between the
five bands included in the many-body calculation. The HH intensity IHH(t) (blue shaded)
is shown on the same absolute time scale as the driving field (black) used in the calcu-
lations. Closely resembling the experimental data, IHH(t) peaks within 2 fs around the
driving field maxima, while it is strongly suppressed for negative half-cycles. The inset
schematically depicts a minimal three-band model (two valence bands h1, h2 and one
conduction band e), supporting quantum interference between a direct polarization path
(“1”) and an indirect one (“2”), both connecting valence band h1 with the conduction
band e. b, When the indirect paths are suppressed by setting all relevant dipole matrix
elements to zero (inter-valence band transition h1 → h2 closed in the minimal model,
see inset), the calculation neither reproduces the unipolar fashion of IHH(t) (blue) nor
the synchronization to the crests of the driving field (black, maxima highlighted by the
vertical black dahsed lines).
model of two valance bands “h1”, “h2” and one conduction band “e” as depicted in
the inset of figure 4.9a: Initially, electronic transitions may only occur via the direct
paths from the respective valence bands to the conduction band (h1 → e and h2 → e),
since transitions between the valence bands are Pauli-blocked for the field-free case. The
strong, non-resonant terahertz field may significantly empty h2, however, clearing the
inter-valence band transition h1 → h2. This new situation now supports two different
pathways from the uppermost valence band h1 to the conduction band e, the one of
which (“path 1”) represents a direct transition, whereas the other one (“path 2”) cou-
ples two direct transitions and will be referred to as the indirect path h1 → h2 → e. As
derived in more detail below, the transition amplitudes of direct and indirect paths fea-
ture different symmetries with respect to the driving field signs. Since the total amount
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of carriers promoted to the conduction band is defined by the coherent superposition of
both transition amplitudes, the HHG efficiency also depends on the sign of the terahertz
field, which might explain the unipolar emission.
To test the validity of this concept, a systematic switch-off analysis is performed, which
compares the temporal features of HH emission with and without the possibility of
interference between direct and indirect polarization paths, respectively. Taking into ac-
count all possible transitions, the calculations portray the experimentally recorded HH
intensity envelope to a very high degree of congruency, which can be seen in figure 4.9a.
The global emission shape featuring three ultrashort, dominant bursts is properly repro-
duced. Even the rich temporal sub-cycle structure matches the experimental observation
very well. In particular, IHH(t) is strongly suppressed for negative half-cycles of the driv-
ing waveform (black curve in figure 4.9a) and peaks within ±2 fs around the field crests.
In a second step, all indirect paths between the five electronics bands are artificially dis-
abled by setting the corresponding dipole matrix elements to zero. Within the minimal
three-band model, this implies a vanishing inter-valence band matrix element dh1,h2 = 0
and only allows the two direct paths connecting the respective valence bands with the
conduction band (see inset to figure 4.9b). The numerical result of this scenario is pre-
sented in figure 4.9b: Neither the unipolar emission nor the synchronization of the peaks
of IHH(t) (blue shaded) with the driving field maxima (highlighted by vertical, black
dashed lines) can be reproduced. In contrast, the shape of IHH(t) now resembles atomic
HH traces, where the emission occurs during every half-cycle of the driving field and
peaks at a distinct time delay after the field crests.
Coherent control level
For a more comprehensive theoretical analysis on the influence of the quantum interfer-
ence on the temporal emission characteristics, one may gradually decrease the influence
of all indirect paths. To this end, the corresponding dipole matrix elements are multi-
plied with a numerical factor between 1 and 0, which will be called the coherent control
level Fcc in the following. A complete suppression of the indirect paths as shown in
figure 4.9b would thus correspond to Fcc = 0, while the results of a full calculation
including all possible pathways, as depicted in figure 4.9a, correspond to Fcc = 1. Fig-
ure 4.10 presents false-colour plots of the calculated HH time structure IHH(t) on the
same time scale as the driving waveform (black curves) for a continuous variation of the
coherent control level Fcc from 0 to 1. When every time trace is individually normal-
ized (panel a), the transition between two different regimes becomes obvious: Starting
with a bipolar and delayed emission for Fcc = 0, a second, unipolar and synchronized
contribution slowly arises with increasing coherent control level which finally dominates
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Figure 4.10: Effect of multiple polarization pathways during HHG in gallium
selenide: Driving waveforms (black curves) and false-colour representations of numer-
ically simulated high-order harmonic time traces IHH(Fcc, t) for a continuous variation
of the coherent control level Fcc from 1 to 0, i.e., for a gradual switch-off of indirect po-
larization pathways between all five electronic bands included in the many-body model.
All temporal emission profiles IHH(Fcc = const., t) have been normalized individually in
panel a, while panel b shows the same data set normalized to the global intensity peak
for Fcc = 1.
the whole time trace for Fcc = 1. In an intermediate region, a rich structure including
bifurcations occurs. These features are caused by terahertz-induced band mixing, which
modulates electronic populations and underpins the non-perturbative character of the
interband excitations. The absolute efficiency of HH emission can be compared for the
different cases in panel b, where all traces of IHH(t) have been globally normalized to
the peak value of IHH(t) at Fcc = 1: The gradual switch-on of indirect paths not only
changes the temporal structure of the emitted pulse train, but also strongly enhances
the HH peak intensity by a factor of almost 30. This remarkable efficiency increase can
be understood by the large number of additional paths which open up between the five
bands, when all indirect paths are permitted. Furthermore, the inter-valence band dipole
matrix element dh1,h2 has been found to be approximately one order of magnitude larger
than the one bridging the fundamental band gap in gallium selenide [Seg97], which ren-
ders this transition particularly effective. The global normalization of the data shown
in panel b also clarifies the origin of remaining, slightly asymmetric intermediate peaks
at negative driving field half-cycles in figure 4.9a as remnants of the ballistic regime
dominating the emission around Fcc = 0.
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Symmetry of direct and indirect polarization paths
The switch-off analysis described above strikingly underlines the importance of multiple
polarization pathways during strong-field-driven HHG in gallium selenide. In particluar,
a distinct dependence of the HHG efficiency on the driving field sign has been shown to
arise from interfering direct and indirect polarization paths. In the following, this be-
haviour is qualitatively explained by an analytical comparison of the expected symmetry
of the involved transition amplitudes within the minimal three-band model (see inset
to figure 4.9a). The total interband transition h1 → e has to be composed of both the
direct path 1 and the indirect path 2. For an initially unexcited system, the microscopic
polarization of the direct path h1 → e is given by ph1,ek |direct ∝ dh1,eETHz(t), where the
k-dependence of the dipole matrix element has been omitted for simplicity. A significant
change in the occupation of the bands given by f ek |direct ∝ dh1,e(ph1,ek |direct)∗ ∝ d2h1,eETHz
[Kir12] will react upon the polarization via ph1,ek |direct ∝ dh1,eETHz(t) · (1− f ek |direct). By
inserting these equations into each other, it becomes obvious that the mutual coupling
between carrier occupations and the microscopic polarization leads to a series of terms
which are all of odd order in the electric driving field ETHz:
ph1,ek |direct ∝ dh1,eETHz(t)− d3h1,eETHz(t)3 + . . . (4.10)
The same analysis holds for the direct path h2 → e. Once a microscopic polarization
between the two valence bands has been established, ph2,ek may mediate the indirect path
h1 → h2 → e, which consequently features a transition amplitude proportional to the
product of the amplitudes of the two direct paths it is composed of:
ph1,ek |indirect ∝ [dh2,eETHz(t)] · [dh1,h2ETHz(t)] = dh2,edh1,h2ETHz(t)2 (4.11)
An analogous argumentation as for the direct transitions shows that this dependence is
replaced by a series of even order terms in the electric driving field for non-perturbative
strong-field excitations substantially changing electronic occupations.
The previous derivation holds for any arbitrary pair of initial and final states, i.e., elec-
tronic bands, and is valid beyond the simplification of the minimal three-band model or
the limitation to the arbitrarily chosen transition h1 → e. In summary, direct polariza-
tion paths feature an odd-order transition amplitude Adirect(−ETHz) = −Adirect(ETHz),
while the amplitude of indirect paths Aindirect(−ETHz) = Aindirect(ETHz) does not de-
pend on the sign of the electric field. The linear superposition of both yields the total
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transition amplitude
Atotal(|ETHz|) = Aindirect(|ETHz|) +Adirect(|ETHz|) for ETHz > 0, and (4.12)
Atotal(|ETHz|) = Aindirect(|ETHz|)−Adirect(|ETHz|) for ETHz < 0. (4.13)
This asymmetry with respect to the driving field sign finally determines the HH emission
efficiency via both the polarization source and the amount of free carriers available for
intraband acceleration.
4.3.3 Tunability and robustness of non-perturbative quantum interference
In chapter 3, a classification of HHG in perturbative and non-perturbative regimes has
been sketched. The following section will revisit this topic via an experimental and
theoretical investigation of the relevant aspects in spectrally and temporally resolved
HHG from gallium selenide, that permit distinguishing both regimes. In particular, the
purely non-perturbative nature of the novel quantum interference will be underlined.
Writing up a set of minimal requirements for such an interference to be observable will
additionally facilitate a classification of the effect in a broader, general context.
Non-perturbative character of high-harmonic generation in gallium selenide
First, the non-perturbative nature of the underlying driving mechanism has been ana-
lysed by recording the efficiency of HH emission for different peak driving fields for a
sample of a thickness of only 40µm. The external peak terahertz amplitude has been
adjusted from Epeak = 13 MV/cm to 37 MV/cm by angle tuning of a pair of wire-grid
polarizers, without changing the shape of the waveform or its polarization. Figure 4.11a
shows the corresponing time-integrated HH spectra in the visible spectral range includ-
ing harmonic orders n = 9 to 16 as recorded with a grating spectrograph equipped
with a cooled silicon CCD (compare panel d for the exact applied field amplitudes).
Panel b depicts the same data as a false-colour plot. The peak intensity of the harmonic
orders n = 9 to 13 is plotted as a function of the peak driving field in panel c. A com-
parison to the dotted lines, which indicate a perturbative scaling law (I(n)HH ∝ E2npeak),
unravels a pronounced deviation with increasing peak fields. For highest driving fields, a
saturation-like flattening of the efficiency curve is observed, suggesting a proportionality
I
(n)
HH ∝ Epeak common to all harmonic orders under study.
The strong photoluminescence peak observed in all spectral recordings of the emitted
high-order harmonics (see figure 4.11a, b) further proves the non-perturbative nature of
HHG since it implies a massive carrier occupation of the conduction band, which has
initially been empty in the undoped gallium selenide sample.
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Figure 4.11: Field scaling of high-order harmonic emission from a 40-µm-
thin gallium selenide crystal: a, Intensity spectra of emitted high-order harmonics
in the visible spectral range for a driving waveform featuring a centre frequency of
33 THz and varying external peak field amplitudes between 13 and 37 MV/cm. Distinct
harmonic orders are visible even above the photoluminescence peak (PL) marking the
fundamental band gap energy of GaSe. See panel c for the exact applied peak field
values. b, False-colour plot of the intensity spectra (shown in panel a) as a function
of the peak field strength Epeak. c, Field-scaling of harmonic orders n = 9 to 13 as
extracted from the corresponding spectral peaks shown in panel a. Dotted lines serve
as guides-to-the-eye indicating a perturbative scaling, while solid lines follow a slope
I
(n)
HH ∝ Epeak.
Universality of the strong-field quantum interference
While the stable spectral modulation on the time-integrated spectra for different driving
field strengths already hints at a robustness of the observed temporal properties of
the emitted harmonics, a sophisticated study of the influence of different driving field
parameters is crucial to get a comprehensive picture of the universality and tunability
of this quantum interference. It is important to note that the concept does not rely on
a delicate interference of perturbative multi-photon effects like one- versus two-photon
absorption [Zha06], where subtle changes of the initial excitation parameters would
lead to an unbalancing of the incidentally matching set of parameters and destroy the
interference. In sharp contrast, the terahertz driving field is far off-resonant to any of
the involved electronic transitions, since the fundamental band gap energy of gallium
selenide Eg ≈ 2 eV is more than 14 times higher than the terahertz photon energy. It
is thus expected that the interference should be quite robust against variations in the
excitation conditions. To test this scenario, the time structure of emitted harmonics has
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Figure 4.12: Robust strong-field quantum interference: a,b, Experimentally
recorded (a) and simulated (b) time traces of the emitted HH intensity IHH(t) for driving
waveforms (not shown) featuring central frequencies of 25, 30 and 34 THz, respectively.
c,d, High-order harmonic intensity profiles IHH(t) for terahertz waveforms featuring a
central frequency of 33 THz and external peak field strengths of 26, 31 and 44 MV/cm
(a, experiment) and 19, 22 and 31 MV/cm (b, theory), respectively.
been recorded and calculated for a systematic variation of the accessible parameters of
the driving field. Indeed, the characteristic features in both experimental and theoretical
emission traces IHH(t) stay absolutely robust when the fundamental frequency of the
driving field is changed, as can be seen in figure 4.12a and b: While the temporal
spacing of the ultrashort HH bursts increases with decreasing terahertz frequencies, the
unipolar emission as well as the synchronization to the driving field crests (not shown)
is preserved. The same holds true for changing the peak amplitude of the driving field
(figure 4.12c and d). An increase of the visibility of the temporal intensity modulation
can be seen both in theoretical and experimental time traces.
The convincing robustness against variations of the excitation parameters of the quan-
tum interference governing the temporal emission characteristics proves its non-pertur-
bative nature and allows for a note on the universality of the novel concept: In principle,
such an interference between multiple polarization pathways may occur in a huge class
of systems and materials. In solids, coherent interband polarization may simultaneously
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be driven at varying wave vectors k throughout the whole Brillouin zone in the case of
a strong, non-resonant driving field. In atoms or molecules, where ionization takes place
at a well-defined momentum of the electron, high-harmonic interferometry has already
successfully been used to extract information about the internal dynamics and structure
owing to signatures of different ionization paths [Smi09, Sha09, Voz11]. Similar quantum
interference effects in gaseous media may thus not be excluded in general. Nevertheless,
a set of minimal prerequisites as defined in the following has to be fulfilled:
(1) The system has to include at least three energetic states (electronic bands in solids)
that are mutually dipole-coupled in order to support interference between multi-
ple pathways as sketched in the minimal three-band model (compare inset of fig-
ure 4.9a). This constraint connects the reciprocal space representation with the real-
space structure of the material. It is straightforward to show that all eigenstates of
an inversion-symmetric system can only possess even or odd parity. From the dipole
selection rules, the dipole matrix elements connecting two states of equal parity
vanish, however. It is consequently not possible to connect all three states of only
two possible parities via dipole coupling. By implication, an inversion symmetric
system cannot support the observed quantum interference, which may also intu-
itively be expected from the asymmetric emission profile as well as the occurrence
of even order harmonics. As atomic or molecular gases generally exhibit long-range
inversion symmetry, similar quantum interference effects should consequently only
be observable macroscopically if the symmetry is broken, e.g., by pre-alignment of
the molecules [RP01, Kan05].
(2) The employed electric field strengths have to be sufficiently large to non-perturbatively
excite the system and thereby massively change the carrier populations within a
time span shorter than one half-cycle of the driving waveform (compare discussion
in section 4.3.2).
(3) The fundamental driving field has to be off-resonant to any of the involved electronic
transitions. Non-perturbative high-field excitation tends to balance the weights of
different possible polarization paths, since the strong field forces the electrons to
oscillate between the non-resonantly coupled states.
Field-scaling of the emitted instantaneous frequency
The findings reported in the last sections shed light on the importance of coherent inter-
band excitations during HHG in bulk solids. On the other hand, the created carriers are
simultaneously accelerated through the entire Brillouin zone and Bragg-reflected at its
boundaries. This highly nonlinear intraband transport in the regime of dynamical Bloch
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Figure 4.13: Field-scaling of
the instantaneous frequency:
a, Instantaneous frequency νi(t) as
extracted from the relative phase
of reconstructed experimental high-
order harmonic traces for driving
field waveforms featuring a centre
frequency of 33 THz and peak am-
plitudes of 26, 31 and 44 MV/cm.
b, Theoretical counterpart of the
data shown in panel a for tera-
hertz field strengths of 19, 22 and
31 MV/cm.
oscillations still has to be regarded as a key mechanism strongly contributing to HHG.
As already theoretically shown in 2008, the interplay of both inter- and intraband dy-
namics is responsible for a drastic enhancement of the emission efficiency. As it becomes
clear from the considerations above, however, these dynamics are highly intertwined
and may not be experimentally separated easily in the current setting (see chapter 7 for
another experimental approach which might facilitate disentangling both [Lan16]).
Nevertheless, figure 4.7 already revealed an intriguing feature in the HH sub-cycle struc-
ture, which might be a hint to the Bloch acceleration of carriers within the bands: The
instantaneous emitted frequency νi(t) of emitted HH bursts closely follows the qualita-
tive behaviour expected from a field dependent Bloch frequency (compare section 4.2). A
remarkable trend comes to light when tracing the instantaneous frequency for different
driving field strengths as shown in figure 4.13. Both in experimental recordings (panel a)
as well as in theoretical calculations (panel b), the initially smooth peak of νi(t), roughly
following the driving field, gets broadened with increasing peak fields and finally morphs
into a non-monotonic shape with a plateau or even a slight dip at maximum driving
peak fields. While this subtle but reproducibly observable feature has not been fully un-
derstood yet, one might speculate about its microscopic origin: In an intuitive picture
of accelerated Bloch electrons within the bands, an increasing Bloch frequency yields
a decrease in the maximum real space excursion of the electrons. This dynamic local-
ization would be accompanied by a decrease of the effective dipole eventually resulting
in a reduced emission efficiency. For future intraband studies of lightwave-driven charge
transport, it may thus be extremely interesting to study this quantity in more detail.
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Figure 4.14: Pulse-shaping via spectral amplitude filtering: Temporal shape
of high-order harmonic pulses after spectral amplitude filtering as calculated within
the framework of a semiclassical intraband model (see Supplementary Information to
reference [Sch14b]). Inset: Calculated HH intensity spectrum as emitted from gallium
selenide (red) and after applying a spectral high-pass filter (blue). The assumed trans-
mission curve of the filter is shown as a black dashed curve.
4.4 Sub-cycle high-order harmonic pulse shaping
The precise picture of the temporal sub-cycle structure of high-order harmonics from
bulk solids presents a milestone en route towards a comprehensive understanding of
the underlying quantum physics. Not only fundamental solid state physics but also
conceivable photonic applications may benefit from this knowledge gain. For the 220-
µm-thick sample used in the experiments of section 3.2, THz-to-HH power conversion
efficiencies of approximately 7% have been measured, including all spectral components
of the HH spectrum above 45 THz. This value results in HH pulse energies as high
as 350 nJ, which might already be sufficient for the use as probe light in a variety of
spectroscopic techniques.
As shown above, HH from gallium selenide are already emitted as ultrashort bursts
without significant frequency chirp. A comparison to the quantum model, which re-
produces the experimentally observed temporal structure very well, suggests that the
spectral phase remains flat throughout the whole bandwidth of emitted frequencies, even
beyond the experimental detection range. This inherent property sparks hope for easy-
to-implement, stable few- or even sub-femtosecond sources complementing atomic-based
HHG setups. An estimate of the reachable pulse lengths from HHG in gallium selenide
is given on the basis of a straightforward model describing the field-driven intraband
transport of a single electron following Bloch’s theorem (equation (3.4), see Supplemen-
tary Information of reference [Sch14b] for details). Knowing about the limitations of this
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model (see above), it might still be sufficient to get an estimate of the possible pulse
lengths. By the example shown in figure 4.14, suitable spectral filtering of broadband
high-order harmonics emitted from gallium selenide may already enable pulse durations
on the order of only 3 fs without external compression. Note that the observed high-
frequency edge of time-integrated HH spectra from gallium selenide is likely only set by
the bandwidth and dynamical range of the detectors employed here. While HH orders
up to n = 47 at a frequency exceeding 1000 THz have been observed from tungsten
diselenide [Lan16] employing the multi-THz source explained here, HH from wide-gap
semiconductors or dielectrics support even higher photon energies [Ghi14, Luu15].
The versatility of the multi-THz source which has been introduced in chapter 2 addition-
ally submits shaping the sub-cycle structure of emitted harmonics. While the temporal
spacing of the ultrashort bursts is given by the applied frequency of the fundamental
waveforms, the peak field amplitudes of the latter reproducibly set the sub-cycle relative
phase of emitted harmonics, as shown in figure 4.13. The number of emitted bursts can
be defined by the pulse length, i.e., the number of driving half-cycles of the employed
transient. Dispersion-managed difference frequency generation leading to single-cycle
strong-field waveforms [Jun10] may thus be exploited to produce isolated, ultrashort
HH bursts without the need for external gating techniques [Chi14] frequently used in
attosecond pulse generation schemes based on atomic HH sources.
The few-cycle waveforms demonstrated here, however, enable us to control the precise
timing of the emitted pulse train via tuning the carrier-envelope phase φCEP of the multi-
terahertz waveforms. Figure 4.15a depicts a false-colour representation of recorded HH
intensity envelopes IHH(t) for a continuous variation of φCEP. Starting from a pulse
train featuring three symmetrically arranged HH bursts for φCEP = 0, 2pi, . . . (see also
panel b), the pulse train temporally shifts under a common envelope defined by the
intensity shape of the driving waveform. For φCEP = pi, 3pi, . . ., which corresponds to a
sign-flip of the multi-THz transient, the emitted HH pulse train consequently features
a complementary intensity trace (figure 4.15b). Extracting the carrier envelope phase
change from the HH traces shown in panel a by comparing the timing of their peak
values with respect to the one extracted for φCEP = 0 underlines the precision of this
procedure. The determined CEP values (red dots in figure 4.15c) closely line up on the
expected linear dependence (black dashed line) on the incremental steps of the piezo
delay stage used to adjust φCEP.
The revealed temporal structure of emitted harmonics from bulk gallium selenide brings
the practical use of few-femtosecond solid-state high-harmonic sources into reach. The
unique tuning possibilities introduced in the preceding section furthermore spark hope
for unparalleled sub-cycle pulse shaping of ultrabroadband waveforms for phase-locked
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Figure 4.15: CEP-control of sub-cycle timing during HH emission: a, False-
colour representation of reconstructed experimental traces of the HH intensity envelope
IHH(t) for a continuous variation of the carrier-envelope phase φCEP of the driving
multi-THz waveforms. b, Selected HH intensity envelopes for φCEP = 0 (blue shaded)
and φCEP = pi (black dashed). c, Carrier-envelope phase φCEP as extracted from the
timing of the HH peaks in panel a (red dots). The black dashed line represents a linear
scaling as expected from the step by step increment δCEP of the piezo delay stage used
for precise CEP-tuning (compare figure 2.8).
spectroscopy. On a more fundamental level, the novel insights into the coupled dynamics
of coherent interband excitation and simultaneous intraband acceleration mark a mile-
stone on the route towards a complete quantum picture of strong-field-driven solid-state
high-order harmonic generation.
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Chapter5
Polarization and orientational symmetry
of strong-field-driven harmonics
Except for the time-resolved study introduced in the previous chapter, the few experi-
mental studies of solid-state HHG [Ghi10, Vam15a, Luu15] have always been performed
in the frequency domain so far, i.e., only the spectral features of emitted harmonics have
been captured. In gallium selenide, high-order harmonic generation driven by strong
terahertz fields has been shown to rest upon anharmonic intraband carrier dynamics
(chapter 3, [Sch14b]) and non-resonantly driven interband polarization via several in-
terfering quantum paths (chapter 4, [Hoh15a]). In a further step, the ability to combine
frequency- and time-resolved measurements shall now be exploited to connect specific
features of HHG to the crystal structure of the sample. In perturbative nonlinear op-
tics, the crystal symmetry is straightforwardly connected to the occurrence of distinct
nonlinear optical processes [Boy03]. Analogous symmetry arguments have not yet been
established for non-perturbative solid-state HHG, in contrast.
The following chapter introduces the first comprehensive study of the dependence of
solid-state HHG on the crystallographic orientation of the sample. Intriguing properties
of HH emission along certain high-symmetry directions in gallium selenide are unveiled
and studied in detail. Bringing together frequency-, time- and finally also polarization-
resolved experimental recordings allows for drawing a conclusive picture of HHG along
different crystallographic directions. In light of an intuitive model based on well-known
concepts borrowed from so-called frequency combs, initially surprising experimental
results can be understood and reproduced with good quantitative agreement. Finally, a
first discussion on the applicability and limitations of perturbatively assigned symmetry
arguments is given.
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Figure 5.1: Crystal structure of ε-type gallium selenide: a, Schematic illustra-
tion of the hexagonally structured layers of gallium selenide, each consisting of two sheets
of gallium atoms (blue) sandwiched between two sheets of selenium atoms (yellow). The
shown stacking sequence along the crystallographic c-axis defines the polytype ε-GaSe
used here. b, In-plane structure of GaSe with the equivalent Bravais lattice vectors a
and b (black arrows). The directions along the in-plane projections of the connection
between neighbouring Ga and Se atoms are highlighted by the green (d1) and the red
arrow (d2). c, Sketch of the hexagonal Brillouin zone of GaSe with the related high-
symmetry directions connecting the Γ-point with the M-point shown in corresponding
colours.
5.1 The crystal structure of gallium selenide
Gallium selenide features a hexagonal crystal lattice [Kuh75, Fer94] and consists of
single layers which are composed of two sheets of gallium atoms sandwiched between
two sheets of selenium atoms (see figure 5.1). While the bonds between neighbouring
atoms within the layers are of strong, covalent nature, the interlayer coupling along the
crystallographic c-axis (grey arrow in figure 5.1a) is comparably weak and mediated by
van-der-Waals forces only. This structural anisotropy exclusively facilitates cleaving thin
sheets of GaSe with surfaces perpendicular to the c-axis, which is also the orientation
of all samples studied here. A single layer of GaSe features Dh3 -symmetry and thus
does not possess inversion symmetry. The stacking order of the layers along c defines
different polytypes of gallium selenide. The samples used here belong to the polytype
ε-GaSe, which exhibits A-B-A...-stacking, as depicted in figure 5.1a. This type of GaSe
still belongs to the symmetry group Dh3 , i.e., it features a three-fold rotational symmetry
around the c-axis and a horizontal (in-plane) mirror plane. It is thus sufficient to discuss
relevant symmetry arguments by reference to a single layer of GaSe only (see figure 5.1b).
The in-plane geometry is commonly described with the aid of the equivalent lattice
vectors a and b of the hexagonal Bravais lattice (see black arrows). For the following
discussion, however, it is most convenient to define two in-plane directions d1 and d2
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Figure 5.2: High-order harmonic emission as a function of the angle of inci-
dence θ: a, False-colour representation of emitted high-order harmonic intensity spectra
IHH from a 40-µm-thin gallium selenide sample as a function of the angle of incidence
θ as defined in the schematic in panel b. PL: photoluminescence peak around 476 THz.
b, Illustration of the experimental geometry defining the angle of incidence θ and the
in-plane azimuthal angle φ. c, Spectrally integrated intensity IHH as extracted from the
data shown in panel a (red dots) and normalized to the intensity measured for θ = 0◦.
The black dashed curve follows the theoretically estimated intensity evolution for a HHG
field-scaling IHH ∝ E15THz and for taking into account the dependence of transmission
coefficients ti, to at the facets of the GaSe window on the angle of incidence θ.
perpendicular to these lattice vectors pointing along the in-plane projections of the
connection between two neighbouring but different atoms, i.e., along the Ga-Se axis or
vice versa (see red and green arrows). Note that due to the 120◦ symmetry, these two
directions are equivalent to the inverse of each other, i.e., pointing along d1 is the same as
pointing along -d2. The corresponding high-symmetry directions may consequently not
be distinguished in reciprocal space, where they connect the Γ-point with neighbouring
M-points of the hexagonal Brillouin zone (figure 5.1c).
5.2 Variation of the angle of incidence
For an in-depth understanding of the influence of the sample’s crystallographic orienta-
tion on the HHG mechanism, the first step is to exclude macroscopic propagation effects
in the sample like phase matching, which would conceal the microscopic behaviour. To
this end, HH intensity spectra in the visible spectral range have been recorded with a
grating spectrograph and a silicon CCD camera, while the angle of incidence θ (compare
schematic illustration of the experimental setting in figure 5.2b) has been continuously
varied1. Figure 5.2a shows a colour-coded map of the collected spectra as a function of θ.
1The in-plane angle φ has been adjusted for highest HHG efficiency (compare section 5.3).
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The comb of high-harmonic peaks is clearly visible and a gradual decrease of the emitted
intensity is found for all orders with increasing angle of incidence. This behaviour is in
sharp contrast to the experimental observation in references [Sch14b, Sch14a], where
a 220-µm-thick GaSe window has been used and the HH intensity got enhanced with
growing angle θ due to phase matching effects, which were found to play a significant role
in these comparably thick samples. Here, the sample under study features a thickness
of only 40µm which seems to be sufficiently thin to avoid any phase matching effects.
This assumption is further corroborated by an estimate of the reduction in HHG effi-
ciency due to increasing reflection losses at the facets of the sample for higher angles
of incidence: The transmission coefficients for the terahertz field at the entrance facet
ti and the HH field at the rear facet to may be derived from the Fresnel equations for
s-polarized waves. The refractive index of GaSe is known in the multi-THz and visible
spectral range [Kat13] and has been set to nHH = 2.86 as an average value for the
emitted harmonics (value corresponds to a wavelength of 800 nm) and nTHz = 2.70 for
the driving field centred at a frequency of 34 THz. When the field-dependence of HHG
on the internal driving field within the sample, i.e., the field after reflection losses at
the entrance surface, is used as a fit-parameter, the overall emitted HH intensity can be
quantitatively well reproduced as a function of the angle of incidence (see figure 5.2c).
The resulting dependency IHH ∝ E15THz represents a reasonable power-law for inter-
mediate peak-fields, as corroborated by a comparison to the experimental data shown
in figure 4.11. Along with the observed polarization behaviour of emitted harmonics
(see section 5.3.3), these findings imply that phase matching effects can be explicitely
excluded and suggest that the reduced HH emission with growing angles of incidence
may purely be related to higher reflection losses at the sample facets. All experiments
described before this section and in the following have been performed under normal
incidence (θ = 0◦).
5.3 Harmonic generation along different in-plane directions
5.3.1 Angular dependence in the frequency domain
As a next step towards a comprehensive investigation of the crystallographic influence on
HHG, the strong-field terahertz bias may be applied along different in-plane directions.
For this purpose, the GaSe window has been placed in a rotation mount to be able to
vary the azimuthal angle φ as defined in figure 5.2b, while the angle of incidence has
been kept constant at θ = 0◦.
In a first experiment, the crystallographic orientation of the sample has been deter-
mined via recording the generated second harmonic intensity as a function of φ. To this
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Figure 5.3: Dependency of HHG on the in-plane crystal direction in GaSe:
a,b, Measured intensity (a) of the parallel (dark blue dots) and perpendicular (bright
blue dots) polarization component of the emitted second harmonic intensity as a function
of the azimuthal angle φ, as depicted in figure 5.2b. φ = 0◦ corresponds to a driving field
polarization along the d1-direction (compare orientation of hexagonal lattice sketched in
panel b). Parallel (perpendicular) refers to an angle of 0◦ (90◦) between the polarizations
of the fundamental and the second harmonic wave. c,d, Colour-coded polar plot of high-
order harmonic spectra as a function of φ for a full rotation of the sample, i.e., φ is
varied from 0◦ to 360◦ (c), and zoom-in to the data for a sector φ = 0◦ . . . 60◦ (d).
Numerals denote the harmonic orders; PL marks the photoluminescence peak.
end, a suitable spectral bandpass has been set in the beam path of emitted harmonics,
which consists of a combination of a sapphire crystal and a calcium fluoride window
blocking the fundamental terahertz transient, and an indium arsenide waver absorbing
the higher-order harmonics. Additionally, a wire-grid polarizer has been used to analyse
the polarization of the second harmonic. The result is summarized in figure 5.3a, show-
ing the emitted second harmonic intensity in dependence of the in-plane angle φ for
both polarizations, parallel (dark blue) and perpendicular (bright blue) to the incident
waveform. A six-fold symmetry for both polarization directions becomes obvious, which
matches the rotational symmetry of the crystal lattice. Note that the field-profile of the
second harmonic, which is not resolved here, changes its sign every 60 degrees, thereby
lowering the symmetry to Dh3 . From a comparison of the emitted polarization to the
expected behaviour [Cat78] following the nonlinear χ(2)-tensor of GaSe, which can be
easily derived from its point group symmetry (compare appendix D), the orientation
of the crystal may be determined up to a remaining uncertainty of 60◦ owing to the
six-fold symmetry of the observed signals. Figure 5.3b again depicts the crystal lattice
of GaSe (compare figure 5.1), whose orientation is matched to the data shown in panels
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a, c and d. The azimuthal angle φ is consequently defined such that φ = 0 implies
that the driving field polarization is oriented along the direction d1 defined above. More
precisely, a distinction between d1 and d2 is not possible in the current experimental
setting. For simplicity and without loss of generality, however, φ = 0◦ will be discussed
as the d1-direction from now on.
The HHG efficiency in dependence on the in-plane crystallographic direction may now be
determined by removing the spectral filters and recording emitted HH intensity spectra
in the visible spectral range via a grating spectrograph and a cooled-silicon CCD camera.
The high quality of the cleaved sample surfaces enables recording a full 360◦-scan of
emitted spectra even if the focal spot may slightly move on the sample during rotation.
The corresponding data set depicted in a false-colour representation in figure 5.3c clearly
reflects the global six-fold symmetry expected from a sign-independent measurement.
The repeated behaviour of the emitted high-order harmonic intensity can be analysed
in greater detail based on the zoom-in to the sector between φ = 0◦ and φ = 60◦ given
in figure 5.3d. High-order harmonics of orders n = 9 to 13 can be distinguished below
the band gap energy of GaSe, while the 14th and 15th orders are dominated by the
photoluminescence peak around 476 THz. Remarkably, the emitted HH intensity of all
orders peaks when the driving field points along the d1- or the d2-direction, while a
decrease of the HH efficiency is observed for intermediate directions with a minimum
for φ = 30◦. During the experiments described in chapter 4, the driving terahertz
field has always been applied along φ = 0◦ or equivalent crystallographic directions,
where the emitted HH intensity gets maximized. While all orders are suppressed by
several 10% along φ = 30◦, a slightly stronger decrease might be conjectured for even
order harmonics compared to the odd orders, which will be discussed in more detail in
section 5.4. Importantly, both even and odd order harmonics are observed, irrespective
of the in-plane orientation φ, i.e., the modulation of the emitted spectra always features
a periodicity exactly corresponding to the fundamental driving frequency νTHz.
5.3.2 Angular dependence in the time domain
The experimental observations in the frequency domain discussed in the previous sec-
tion may suggest that the quantum interference as the mechanism responsible for the
asymmetry in temporal HH traces and thus the appearance of even orders (compare
chapter 4), occurs irrespective of the in-plane orientation of the sample. To check this
assumption, a time-resolved study of the dependence on the azimuthal angle is crucial.
Therefore, cross-correlation experiments as described in detail in section 4.1.1 have been
performed for the relevant sector of in-plane angles between φ = 0◦ and φ = 60◦. The
spectrally integrated intensity ISF(t) of the sum-frequency signal of high-order harmon-
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Figure 5.4: Time-resolved study of HHG along different in-plane crystal di-
rections: a, Absolute HH intensity IHH as extracted by spectral integration of the data
shown in figure 5.3d as a function of the in-plane angle φ. b, Colour-coded time traces
of the spectrally integrated cross-correlation signal (intensity ISF of the sum-frequency
signal of HH and gating pulses, compare section 4.1.1) as a function of the azimuthal
angle φ. c,d, Reconstructed temporal HH intensity envelopes for φ = 0◦ (c, solid curve),
φ = 60◦ (c, dashed curve) and φ = 30◦ (d).
ics and the gating pulse is presented as a function of the azimuthal angle φ in figure 5.4b.
These time traces of the cross-correlation signal already exhibit some fascinating proper-
ties: Consistent with the time-integrated measurements discussed above (the spectrally
integrated HH intensity is shown in panel a for comparison), the sum-frequency signal
decreases about almost one order of magnitude when the crystal is rotated from φ = 0◦
to φ = 30◦. Furthermore, the polarity of the emitted HH pulse train seems to change
between the two high-efficiency regions around φ = 0◦ and φ = 60◦, as corroborated
by the reconstructed high-order harmonic time traces shown in panel c. While three
dominant peaks of IHH(t) are observed for φ = 0◦, only two prevailing peaks in-between
the initial ones are visible for φ = 60◦. This observation nicely reflects the in-plane
crystal symmetry of GaSe (compare figure 5.1b). As explained above, switching from
φ = 0◦ to φ = 60◦, i.e., from direction d1 to d2, is equivalent to an in-plane rotation
about 180◦. This, in turn, is analogous to changing the sign of the driving waveform,
for instance by changing the carrier-envelope phase of the latter by pi, a scenario shown
in figure 4.15.
A surprising behaviour of the HH time traces is observed in the intermediate, low-
efficiency region around φ = 30◦, however. As can be seen in figure 5.4d, IHH(t) peaks
for every half cycle of the driving waveform centred at a frequency of 33 THz (not shown),
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with a temporal spacing of only 15 fs. At first sight, this observation is at odds with
the observed spectral features: By the principles of Fourier transformation, a temporally
periodic signal with periodicity T/2, where T is the fundamental terahertz period, yields
a spectrum featuring a modulation of periodicity 1/(2T ) = 2νTHz. In contrast to this
expectation, however, all recorded spectra presented in figure 5.3d show a modulation
with periodicity νTHz. This obvious discrepancy hints to the existence of another piece
of the puzzle, which has not been incorporated yet. As demonstrated in the following
section, analysing the polarization of HH from gallium selenide - a degree of freedom that
has not been discussed thoroughly, so far - will help to resolve this alleged contradiction.
5.3.3 Polarization of emitted harmonics
No experimental study of the polarization of high-order harmonics from bulk solids has
been reported, so far. Here, a Glan-Thompson polarizer is placed in front of the spec-
trograph, which serves as an analyser for polarization-resolved spectral recordings of
high-order harmonics in the visible domain. Similar to the measurement discussed in
figure 5.3, different in-plane angles φ have been adjusted by rotating the sample about
its crystallographic c-axis, while the analyser has additionally been rotated by 180◦ for
every single setting of φ. Following this scheme, the peak intensity values of harmonic
orders n = 9 to n = 13 have been extracted from the measured spectra for every com-
bination of the in-plane angle and the analyser setting. Along φ = 0◦, 60◦, 120◦, . . . the
polarization of all harmonic orders is found to follow the polarization of the driving field.
The radial intensity distribution of the 10th and 11th harmonics is shown in figure 5.5a
as an example, while other recorded harmonic orders feature the same polarization. A
very intriguing behaviour can be observed for intermediate angles. When changing the
azimuthal angle of the sample, the polarization of odd order harmonics stays the same,
i.e., remains parallel to the fundamental field direction. The polarization of even order
harmonics, in contrast, is gradually rotated out of the initial, parallel polarization di-
rection (see also figure 5.7) and finally lies perpendicular to the driving field for φ = 30◦
as depicted in figure 5.5b.
At this juncture, the findings of the preceding sections may have to be reconsidered.
In particular, emitted high-harmonics for a driving field oriented along φ = 30◦ have
been shown to feature a variety of unexpected properties. In section 4.1.1, the sub-
cycle emission characteristics have proven that a smooth and broad spectrum is emitted
during individual half-cycles of the driving field. The spectral modulation observed in
time-integrated HH spectra, forming the typical comb of distinct harmonic orders, arises
from averaging over repeated emission events. The appearance of differing polarizations
of different harmonic orders does not seem to be compatible with this picture at first
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Figure 5.5: Polarization of high-order harmonics from GaSe: Polar diagram
of the measured radial intensity distribution of harmonics of order n = 10 (red) and
n = 11 (black) for a driving field polarization oriented along φ = 0◦ (a) and φ = 30◦ (b).
The polarization angle is determined by adjusting the orientation of the analyser (Glan-
Thompson polarizer) in front of the spectrograph and is defined such that 0◦ corresponds
to horizontal polarization, i.e., parallel to the driving field direction.
glance. Furthermore, the periodicity of temporal HH traces of T/2 instead of T along
φ = 30◦ seems to be at odds with the spectral modulation with a periodicity of νTHz
observed in time-integrated recordings. While these observations might seem to question
the picture of HHG in gallium selenide developed so far, the following section will
introduce a straightforward model based on concepts borrowed from the established
frequency comb which will be able to reconcile the apparent contradictions and further
corroborate the implications derived up to now.
5.4 Frequency-comb analysis of high-order harmonics
Bringing together the findings of frequency-, time- and polarization-resolved measure-
ments of the emitted harmonics will draw a conclusive picture of HHG in different
crystallographic directions in gallium selenide. To this end, concepts well-known from
frequency combs (compare section 2.6) are employed to explain the rich features in the
angle-resolved measurements discussed in the preceding sections.
First, the basic findings and conclusions stated so far for the comparably well-under-
stood scenario along the most efficient crystal directions shall be recapitulated here. The
time-resolved study of HHG in GaSe exposes a novel strong-field quantum interference
between different ionization paths which leads to a strong asymmetry in the emission,
i.e., dominant HH bursts are emitted during every second half-cycle of the driving field
only. The assignment to the in-plane crystallographic directions via the polarization-
resolved second harmonic emission (section 5.3) allows for rephrasing this condition
and connect it to the crystal structure in a simplified way: Without loss of generality,
one may state that HH emission is strongly enhanced when the driving field vector
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Figure 5.6: Schematic illustration of the frequency comb model of HHG:
a-c, Vectorial sketches of the scenario for a driving field polarization (ETHz, black ar-
row) along φ = 0◦ (a), φ = 60◦ (b) and φ = 30◦ (c). d, For φ = 0◦ (φ = 60◦),
only positive (negative) half-cycles of the driving field (grey curve), i.e., when the field
vector points along the d1-direction, contribute to HH emission. Both cases result in a
unipolar pulse train (IHH, blue) with a temporal spacing of the HH bursts of 1/νTHz.
e, The Fourier transforms of the HH field corresponding to the cases shown in panel d
both form a frequency comb of even and odd orders (spectral periodicity νTHz). f, For
φ = 30◦, every half-cycle of the driving field (grey curve) exhibits a vector component
along one of the d1-directions (compare panel c), resulting in a bipolar pulse train IHH
(blue shaded) with a periodictity of 1/(2νTHz). The HH field vector EHH consequently
switches between these d1-directions for subsequent driving half-cycles, resulting in po-
larization components parallel (E‖HH, black arrows) and perpendicular (E⊥HH, red arrows)
to the fundamental field. g, The corresponding Fourier transforms of the polarization
components both form a frequency comb of periodicity 2νTHz with carrier-envelope off-
set frequencies νCEO = 0 (νCEO = νTHz) for the perpendicular (parallel) component.
Double arrows depict the polarization of the spectral peaks.
points along the d1-direction defined in figure 5.1b and is strongly suppressed for the
opposite direction, which is equivalent to d2. This straightforward scenario is depicted
in figure 5.6a and b for the two cases φ = 0◦ and φ = 60◦, respectively. When the field
ETHz (black arrow) is positive (negative) in case a (b), HH emission occurs, while it is
suppressed along the opposite directions. Both scenarios thus lead to HH pulse trains
IHH(t) with a temporal spacing between the bursts corresponding to ∆τ = 1/(νTHz),
which are temporally offset by one half-cycle with respect to each other (see figure 5.6d).
As explained in section 2.2.2, a train of subsequent femtosecond pulses emitted with a
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certain repetition rate will feature a series of well-defined lines in the Fourier domain
separated by this repetition rate - the so-called frequency comb. Here, the HH bursts
are emitted with a repetition rate given by the fundamental terahertz frequency. Conse-
quently, the Fourier transform of the HH pulse train forms a frequency comb of spacing
νTHz as shown schematically in figure 5.6e. Note that the width of the comb teeth de-
creases with an increasing number of pulses. Due to the appearance of maximally three
dominant HH bursts, the temporal interference leads to relatively broad harmonic peaks
compared to the usually narrow comb lines observed in ordinary frequency combs. So far,
this model is perfectly in line with the observed behaviour of emitted harmonics along
φ = 0◦ and 60◦ without the need for any further assumptions not yet corroborated by
the experimental findings: In both directions, a unipolar emission is observed, while the
polarity alternates when switching between the two angles (compare figure 5.4), both
even and odd order spectral peaks are observed in time-integrated recordings (com-
pare figure 5.3) and the polarization of the HH pulse train is expected to follow the
fundamental driving field orientation (compare figure 5.5).
To explain the interesting regime along φ = 30◦, an assumption shall be stated for
the moment, which will be justified retrospectively in the conclusion. Starting from the
premise that the condition of dominant HHG along the three equivalent d1-direction
is exclusive, i.e., they are the only in-plane directions contributing to HHG, a vecto-
rial scenario ma be drawn also for the case of the fundamental driving field pointing
along φ = 30◦ (figure 5.6c). The three-fold in-plane symmetry ensures that one of the
equivalent d1-directions may be addressed by a vector component of the driving field
for every half-cycle, irrespective of its sign. Consequently, HH emission should occur
in a bipolar way, i.e., with a temporal periodicity ∆τ = 1/(2νTHz) as depicted in fig-
ure 5.6f. The HH field vector EHH (blue arrows), however, does not follow the driving
field in this scenario but rather bounces between the two neighbouring d1-directions
for subsequent half-cycles. Analysing the polarization of the pulse train thus leads to
contributions both parallel (black arrows) and perpendicular (red arrows) to the driv-
ing field direction. In the Fourier domain, these polarization components both form a
frequency comb of periodicity 2νTHz (panel g). A closer look on the behaviour of both
polarization vectors reveals an additional feature which is connected to a property of
frequency combs neglected so far, however: While the perpendicular (red) polarization
vector always points along the same direction, the parallel one (black) changes its sign
from burst to burst. This sign-flip corresponds to a slip of the carrier envelope phase
of ∆φCEP = pi between two subsequent HH pulses, which defines the carrier envelope
offset frequency νCEO = νTHz (compare section 2.2.2). The full Fourier domain repre-
sentation of the pulse train thus consists of two intermeshed, perpendicularly polarized
frequency combs featuring the same spectral periodicity but different carrier-envelope
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offset frequencies. In spectral recordings of emitted HH along φ = 30◦, these interlinked
combs appear as a single one featuring a spacing νTHz.
This straightforward model is indeed capable of capturing all qualitative experimental
observations in time-, frequency- and polarization-resolved recordings. First, the alleged
discrepancy between the temporal and spectral modulation is solved: Irrespective of the
polarization component under study, HH time traces along φ = 30◦ should always be
bipolar, as observed in figure 5.4. In spectral recordings without polarization sensitivity
as discussed in figure 5.3d, however, a frequency comb of spacing νTHz is expected to
be observed. Furthermore, the polarization of even order harmonics is supposed to be
perpendicular to the polarization of the driving field and the odd order harmonics, as
shown in figure 5.5.
5.4.1 Quantitative modelling of the HH frequency comb
The model sketched above has shown to reproduce all qualitative features of the orien-
tation-dependent HH emission observed in the experiment so far and suggests a quite
surprising behaviour: Along certain crystal directions, the single HH bursts emitted
during subsequent half-cycles of the driving field alternate between two different polar-
ization directions differing by 60◦, none of them oriented along the fundamental driving
field polarization. To check the validity of this scenario, a quantitative analysis of HH
emission along all in-plane directions based on the frequency comb model is performed
in the following.
For the above-mentioned assumption that HHG exclusively occurs for a driving field
polarization parallel to the d1-direction, the projection of the terahertz field ETHz onto
the two equivalent d1-directions is determined for an arbitrary in-plane angle φ (see
figure 5.7a and inset to panel b). For a quantitative analysis, the experimentally ob-
served field-scaling of high-order harmonic emission (compare figure 4.11) is extracted
for different HH orders. Numerical interpolation of this curve facilitates connecting the
field projection for different azimuthal angles with the emitted HH intensity (see fig-
ure 5.7b). This straightforward test already reveals a good match between the expected
HH intensity and the HH emission efficiency as extracted from the spectral recordings
shown in figure 5.3d.
In order to test the validity of the frequency comb model, the emitted HH pulse train
is artificially recreated numerically. To this end, the electric field of a series of ultra-
short pulses centred at a frequency of 375 THz with Gaussian envelopes is generated for
both signs of the terahertz field individually. The intensity of the artificial HH bursts
is controlled via the driving field projections along the equivalent d1-directions multi-
plied by the extracted field-scaling and is adjusted to follow the experimentally observed
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Figure 5.7: Quantitative analysis of HHG along different crystallographic
directions: a, Normalized projection of the driving field amplitude ETHz on the two
neighbouring d1-directions (see inset to panel b) as a function of the in-plane azimuthal
angle φ. b, The green curves show the expected HH intensity IHH along the two d1-
directions defined in the inset, taking into account the experimentally determined scaling
of IHH with the driving field (compare figure 4.11). The blue curve depicts the sum of
the green ones, while the experimentally determined HH intensity (exctracted from the
data in figure 5.3d) is shown as blue dots. c-e, Experimental (dots) and calculated (solid
curves) HH intensity of the 10th (red) and 11th (black) order harmonic as a function
of the in-plane angle φ. The efficiency of the spectrograph for different polarizations
has been taken into account. f, Experimentally recorded (dots) and calculated (solid
curves) polarization of even-order (red) and odd-order (black) harmonics as a function
of the azimuthal angle φ. The dashed curves show the polarization of the 2nd and 3rd
harmonic as expected from the perturbative nonlinear susceptibility tensors χ(2) and
χ(3), respectively.
time traces (compare, e.g., figure 5.4). The peaks in both pulse trains are thus tempo-
rally separated by T = 30 fs, corresponding to a period of the driving field centred at
νTHz = 1/T = 33 THz, while the pulse trains itself are shifted by T/2 = 15 fs with
respect to each other. Performing a Fourier transformation of these field profiles for
different azimuthal angles consequently yields two frequency combs corresponding to
one of the neighbouring d1-directions each. Figure 5.7c compares the calculated spectral
peak intensities of HH orders n = 10 and 11 with the experimentally measured inten-
sity. Both theoretical and experimental curves show a very similar behaviour: Starting
with the maximum efficiency for a driving field polarization along φ = 0◦, the intensity
decreases by several ten percent to a minimum at φ = 30◦ before it increases again
to approximately 75% of the initial value at φ = 60◦. The comparably lower efficiency
along φ = 60◦ (compare also spectral mean in panel a) can be attributed to the fact
that 3 dominant temporal bursts contribute along φ = 0◦, while only two are detected
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along φ = 60◦. This asymmetry is thus a consequence of the ultrashort pulse width of
the driving waveform. For much longer pulses, the number of HH bursts for positive
and negative driving fields would be balanced, yielding the same intensity for both di-
rections. The global trend of the HH intensity of even and odd orders as a function of
φ is well reproduced, while the absolute value of the latter for φ = 30◦ is not perfectly
displayed by the calculations yet. A possible explanation for this slight discrepancy
might be an uncertainty in the experimental field scaling especially for lowest fields,
where the strongly reduced HH intensity renders a qualitative extraction challenging2.
The relative behaviour of even- and odd-order harmonics is well-explained, however:
A magnified view of the region around minimum emission is shown in figure 5.7d and
e for experiment and theory, respectively. The suppression of even order harmonics is
more pronounced compared to the odd orders, which may be understood based on the
vectorial decomposition of the high-order harmonic field EHH sketched in figure 5.6f.
The perpendicular component finally forming the even orders is weaker (shorter ar-
rows) than the parallel one due to the sharp angle of 30◦ between the driving field and
the d1-directions.
Finally, the HH polarization may be extracted from the model by calculating the field-
projection of emitted harmonics on the directions parallel and perpendicular to the
driving field. As depicted in figure 5.7f, the model excellently reproduces the measured
polarization behaviour. While both even and odd orders are polarized parallel for φ = 0◦
and φ = 60◦, the polarization of even orders is gradually rotated out of its initial
orientation and encloses an angle of 90◦ to the odd order polarization at φ = 30◦.
The polarization of odd orders, in contrast, is only slightly deflected from the parallel
orientation for intermediate regions below and above φ = 30◦ due to the unbalance of
the driving field projections along the two d1-directions, which is lifted for φ = 30◦.
In conclusion, the frequency comb model has been proven to qualitatively explain and
even quantitatively reproduce major features of the orientation-dependent emission of
high-order harmonics from gallium selenide. Except one a-priori assumption which will
be discussed below, all premises underlying the calculations have been extracted or
derived from experimental observations. A quite surprising photonic property of the
high-order harmonics along certain crystal directions is proven by the model: While the
driving field is always linearly polarized, the emitted HH polarization encloses an angle
of 30◦ to the driving field and, more remarkably, switches between two possible polar-
ization directions from burst to burst. Similar to HHG in gases, the exact knowledge
of the interlocked polarization-, time- and frequency-domain properties may be crucial
for future applications like the isolation and use of single, few- or even sub-femtosecond
2Another possible reason might be the ad-hoc assumption that HHG purely occurs along the d1-
directions. See also discussion at the end of section 5.4.2.
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pulses. A separation of the two intertwined pulse trains may for example enable novel
delay schemes in ultrafast pump-probe experiments. Furthermore, the findings touch
upon a property of solid-state high-harmonics never detected or analysed so far, namely
their carrier envelope phase. While the phase-stability of emitted harmonics has already
been proven, the exact carrier envelope phase has not yet been measured except for the
lowest orders (compare section 3.2). The introduced model at least provides intuitive
access to the relative phase change between individual HH bursts via measurable quan-
tities, i.e., the polarization and the spectra of high-order harmonics. Apart from the
relevance for envisaged applications, the observations additionally allow for interlinking
the symmetry of strong-field driven, non-perturbative charge carrier dynamics with the
crystal symmetry of gallium selenide, as will be discussed in the following section.
5.4.2 Comparison to the perturbatively assigned symmetry
In perturbative nonlinear optics, it is straightforward to decide which nonlinear optical
process may, in principle, occur for a given solid and which may not. The crystal symme-
try is reflected in the form of the nonlinear susceptibility tensor. The third-rank tensor
describing the second-order susceptibility χ(2) in gallium selenide, for instance, has only
three non-vanishing tensor elements which can be derived from a group-theoretical anal-
ysis [Boy03]. As a consequence, the symmetry of the emitted second harmonic, i.e., its
polarization for different incidence angles and polarization directions of the fundamental
field, can be predicted (see appendix D). For the non-perturbative strong-field processes
underlying HHG in solids, however, such symmetry considerations have not been dis-
cussed, yet. While it is obvious that the appearance of the second harmonic or even
harmonics in general has to imply a broken inversion symmetry, this logic requirement
has not been straightforward to connect to the microscopic processes. As shown in sec-
tion 4.3.3, the quantum interference can only occur for non-inversion symmetric systems
which provide at least three electronic states which are mutually dipole-coupled. Here,
the observed complex behaviour in dependence on the crystallographic orientation shall
in addition be connected to - and substantiated by - the symmetry of the crystal lattice.
The concept of a perturbative, macroscopic polarization as defined in equation (3.1) is
no longer valid here, but the microscopic interband polarization between different bands
and their interplay seem to govern the emission symmetry. In section 4.3, the general
field scaling of both direct and indirect pathways has been derived. A switch-off analysis
has shown that the indirect paths, whose transition amplitudes generally scale with even
orders of the driving field,
pindirect ∝ ζ(2)E(2)THz + ζ(4)E(4)THz + . . . , (5.1)
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are crucial for the quantum interference to occur. The coefficients ζ(n) comprise the
dipole matrix elements (compare equations (4.10) and (4.11)). All band indices and
assignments have been discarded here for simplicity. While describing the microscopic
interband polarization instead of a macroscopic polarization of bound electrons, equa-
tion (5.1) has the same general form as the perturbative scaling law for even-order
effects. From a mathematical standpoint, the perturbatively assigned symmetry of the
even order tensors in the nonlinear susceptibility may thus also hold for ζ(n). Figure 5.7f
compares the expected polarization of the perturbative second and third order harmon-
ics, as calculated from the nonlinear tensors χ(2) and χ(3) of the symmetry group Dh3
of gallium selenide, with the measured polarization of even and odd order harmonics.
As expected, no convincing quantitative match is found, whereas the polarization di-
rections coincide for the high-symmetry orientations φ = 0◦, 30◦, 60◦. For φ = 30◦, the
second harmonic is polarized perpendicularly with respect to the third order harmonic.
Transferred to the microscopic interband polarizations (equation (5.1) and (4.10)), this
implies that the indirect paths may no longer interfere with the direct pathways, i.e.,
the quantum interference is completely suppressed along these crystallographic direc-
tions. Going through this scenario permits a comparison of the expected consequences
to the experimental observations: A switch-off of the quantum interference is theoret-
ically expected to suppress the emitted intensity by a factor of approximately 30, as
shown in figure 4.9. The three-fold rotational symmetry of GaSe ensures that one of
the equivalent d1-directions may always be addressed, however. As can be seen from
figure 5.7a, the driving field projection along one of the d1-directions always amounts
to several ten percent of the full field. Emission along these high-efficiency directions,
where the quantum interference enhances the intensity drastically, thus always dom-
inates the recorded HH intensity in the experiment. Consequently, a maximum drop
of the emitted HH intensity by less than a factor of ten is observed. This treatment
may retrospectively justify the only ad-hoc assumption underlying the frequency comb
model described in the previous sections, i.e., that HHG exclusively occurs along the
d1-directions. Applying established symmetry arguments from the perturbative analy-
sis (see above) explains why HHG along these crystallographic directions is particularly
efficient and why the other directions, where the quantum interference is switched off,
may be neglected in the analysis.
To conclude, perturbatively assigned symmetry properties can not directly be trans-
ferred to strong-field driven high-order harmonic generation but basic concepts of the
analysis may be adopted in order to understand the orientation-dependence of HHG
in solids. In particular, applying straightforward symmetry arguments to different mi-
croscopic interband polarization pathways in gallium selenide has provided the missing
link between the strong-field quantum interference and the surprising experimental ob-
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servations of HHG in different crystallographic directions. The thorough study of the
symmetry properties thus corroborates the novel quantum interference and helps draw-
ing a conclusive, sophisticated picture of the HHG mechanism. Furthermore, envisaged
applications of solid-state HHG as a spectroscopic tool for condensed matter physics,
e.g., for all-optical bandstructure reconstruction [Vam15b, Vam15a], crucially depend
upon the understanding of such basic symmetry arguments.
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Chapter6
Towards ultrafast spin injection
The preceding chapters have shown the unique possibilities opened up by field-resolved
terahertz pulses with sufficiently strong electric peak fields. In a novel crossover regime
between electronics and optics, phase-locked terahertz waveforms may be exploited to
excite, accelerate and control charge carriers in solids on ultrashort time scales. The fol-
lowing chapter is intended to add one more degree of freedom which might be addressed
by terahertz fields: the electron’s spin.
At least since the idea of a spin-based transistor was stated [Dat90], the paradigm to
exploit the spin degree of freedom instead of - or in addition to - the electrons charge in
electronic devices has become the driving force behind an ever growing number of re-
search projects defining the so-called field of spintronics [Aws07]. Major building blocks
of anticipated spin-based electronics are the injection of spin-polarized carriers into
technologically relevant semiconductors, the manipulation of the spins and finally the
detection or read-out of the spin polarization. Different approaches of spin injection
from ferromagnetic materials into a semiconductor rely either on optical or on electrical
excitation [Tan11]. Examples of optical spin injection include two-colour optical pump-
ing at the band edge of semiconductors which results in pure spin currents [Zha06] or
so-called superdiffusive transport between two metals [Bat10, Mel11, Esc13]. Optical
excitation always creates excited states far away from thermal equilibrium, however,
which renders a direct transfer to technologically relevant devices challenging. While
successful schemes of electrical spin injection [Ohn99, Fie99, Olt14] under static or low-
frequency electric fields have been well-established, they do not provide experimental
access to the temporal dynamics. Even the fundamental process of spin injection, e.g.,
through tunneling barriers, is not yet fully understood on ultrashort time scales in detail
(see below). Although future spintronic devices will have to compete with conventional
electronics in terms of achievable clock rates, questions regarding fundamental limits to
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the ultimate speed of electrical spin injection have not yet been fully answered.
Here, a completely new approach combining the advantages of both electrical and optical
spin injection is introduced. Based on a novel near-field antenna, ultrashort and intense
terahertz waveforms shall be exploited as an ultrashort voltage burst which drives spin-
polarized currents through a technologically relevant tunnel junction. Combined with
optical detection of the spin polarization, the scheme is intended to enable the first
study of electrically driven tunnel injection on ultrashort time scales.
After a brief explanation of the fundamental principles exploited to inject and detect
spin-polarized carriers in so-called spin LEDs, the novel approach is discussed in detail
within the following chapter. The feasibility of the concept is corroborated by numeri-
cal simulations, before the first operational prototype of the new spin injection device
is introduced. The status report on this ongoing project is closed by presenting first,
promising proof-of-principle experiments and a short outlook on the next steps towards
ultrafast electrical spin injection.
6.1 Spin light-emitting diode
Electrical spin injection into semiconductors is successfully demonstrated and investi-
gated based on so-called spin light-emitting diodes (spin LEDs) [Ohn99, Fie99, Tan11].
Similar to their conventional counterpart, the spin LEDs usually consist of a semicon-
ductor heterostructure with embedded quantum wells, as schematically illustrated in
figure 6.1a. An additional ferromagnetic top electrode enables the injection of spin-
polarized electrons through a tunneling barrier (see below) under a static bias voltage
VDC. The electrons are subsequently driven to the quantum well where they recombine
with holes injected from the p-type back contact (figure 6.1b). The concomitant opti-
cal luminescence is detected and allows for analysing the degree of spin polarization of
the injected currents, as described in detail below. In the following, the basic working
principle of spin LEDs as well as crucial prerequisites for efficient spin injection will be
discussed.
For so-called band ferromagnets like iron, the spontaneous magnetization forms due to
the spin splitting of the energy dispersion of electrons [Blu01]: As a consequence of the
exchange interaction between the spins, the density of states (DOS) at the Fermi energy
EF is larger for electrons carrying the majority spin (“↑”, see figure 6.1b) compared to
the DOS for electrons with minority spin (“↓”). The corresponding spin polarization in
a ferromagnet is given by
Pf =
n↑ − n↓
n↑ + n↓
> 0, (6.1)
where n↑ (n↓) is the density of electrons with majority (minority) spin. As a primary
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Figure 6.1: Principle of a spin-LED: a, Typical semiconductor heterostructure of
a spin LED with a single quantum well. A ferromagnetic metal contact serves as a
source of spin-polarized electrons (bias voltage VDC). b, Schematic band structure of a
typical device as shown in panel a. Electrons from the ferromagnet (spin-split density
of states DOS schematically depicted in red (blue) for minority (majority) spins) may
tunnel through the barrier (grey arrow) and recombine in the quantum well (blue arrow)
with holes injected form the substrate, thereby emitting elliptically polarized light (not
shown). EF: Fermi energy in the metal; CB, VB: conduction and valence band edge,
respectively. c, Equivalent circuit diagram representing the spin-dependent resistivity
of the ferromagnetic top electrode (Rf), the tunneling contact (Rc) and the semiconduc-
tor (Rs). d, Illustrative energy diagram of conduction band (total angular momentum
j= 1/2) and valence band (j = 3/2) electronic states in a gallium arsenide quantum
well. Allowed transitions coupling to cirularly polarized light according to a change of
the magnetic quantum number ∆mj = 1 (σ+) and ∆mj = −1 (σ−) are depicted as
dashed and solid lines, respectively.
milestone on the route towards spintronic devices, an ideally effective transfer of this fi-
nite spin polarization into the semiconductor is intended. Besides magnetic semiconduc-
tors [Ohn99, Fie99, End12], ferromagnetic metals are widely used [Zhu01, Jon07, Kot07]
as a spin polarizer due to their relatively high Curie temperatures. An intrinsic obsta-
cle arises from this choice, however, which is connected to the so-called conductivity
mismatch [Sch00] between the semiconductor and the metal owing to their drastically
differing charge carrier densities. An intuitive derivation of the latter can be achieved
by separating the current channels of majority and minority spins and constructing an
equivalent circuit diagram for these parallel channels as depicted in figure 6.1c. Each
channel is described by the serial resistivity composed of the effective ohmic resistances
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per spin diffusion length of the ferromagnet (Rf), the semiconductor (Rs) and the con-
tact between both (Rc). This so-called standard model of electric spin injection yields
the total spin injection efficiency
Pj =
RfPσf +RcPσc
Rf +Rc +Rs
= 〈Pσ〉R, (6.2)
which is the conductivity spin polarization Pσ averaged over the three constituents
(ferromagnet - contact - semiconductor, denoted by respective indices), weighted by
their effective resistances [Fab07]. For spin injection from a metal through an ohmic
contact, i.e., for Rc  Rf  Rs, it is easy to see that equation 6.2 can be approximated
by Pj = RfRnPσf  Pσf, which renders the spin injection efficiency negligibly small. The
situation changes if a high-resistivity contact Rc  Rf, Rs like a tunneling barrier is
assumed. This scenario yields a spin injection efficiency Pj = Pσc, i.e., the contact
acts as an efficient spin filter. The preceding derivation shows that a tunneling barrier
helps to overcome the conductivity mismatch problem [Ras00] and facilitates efficient
injection of spin-polarized currents from a ferromagnetic metal into a semiconductor.
Beside Schottky contacts, which will be used here, thin oxide layers have successfully
been employed as tunneling barriers in spin LEDs [Jon07, Sai10].
Experimental proof of this spin polarization can be given by detecting the polarization
state of the emitted photoluminescence light. The dipole selection rules define the pos-
sible transitions between the conduction and the valence band, via which spin-polarized
electrons may recombine with holes injected from the substrate. The scenario is schemat-
ically depicted in figure 6.1d for the case of a quantum well in a III-V semiconductor like
gallium arsenide (GaAs). Two classes of transitions from the conduction band (S1/2) to
the valence band (P3/2) are allowed, corresponding to a change in the magnetic quan-
tum number ∆mj = 1 (σ+, dashed lines) and ∆mj = −1 (σ−, solid lines) and giving
rise to the emission of left- or right-handed circularly polarized light, respectively. The
probability for transitions into the heavy-hole subband with mj = ±3/2 (dark blue
arrows) is a factor of three larger than for transitions into the light-hole subband with
mj = ±1/2 (light blue arrows). If the degeneracy between heavy- and light-hole bands
is lifted due to sufficient confinement in the quantum well (as depicted in figure 6.1d),
the corresponding emission channels may be spectrally separated. The degree of circular
polarization Pcirc of the emitted photoluminescence of a selected transition then directly
yields the spin-polarization in the conduction band via PS = Pcirc.
Based on the spin LED approach [Ohn99, Fie99], spin injection with polarizations of
several ten percents even at room temperature [Zhu01] and into important silicon-based
devices [Jon07, van12] have been achieved. Electrical spin injection into technologically
relevant semiconductors has only been observed in a time-integrated fashion, so far.
88
6.2 Terahertz near-field antenna for ultrafast tunnel injection
Future spintronic devices will have to compete with conventional electronics also in
terms of speed and achievable clock rates, however. Resolving the underlying dynam-
ics on ultrashort time scales could help answering a number of open questions, which
are subject of recent debates, and would thus be highly beneficial for envisaged ap-
plications. These discussions include, e.g., the role of interface or surface states at the
barrier [Cha07, Der07], which might trap carriers, influence their spin polarization or
cause a delay of the injection process. The interplay of carriers, spins and phonons dur-
ing the tunneling process has also remained untapped, yet. A time-resolved observation
of spin propagation could also clarify spin coherence times and the influence of different
scattering channels, for instance.
6.2 Terahertz near-field antenna for ultrafast tunnel injection
A novel approach combining the advantages of electrical spin injection and optical de-
tection on ultrashort time scales is introduced here. Instead of a static bias voltage,
an ultrashort voltage burst delivered by a single-cycle terahertz transient shall be em-
ployed to drive spin-polarized currents through a tunnel junction into a spin LED. This
idea affords two main achievements. First, the terahertz electric field has to point along
the growth direction of epitaxially grown semiconductor heterostructures, which is not
straightforward to implement owing to the transversal nature of electromagnetic radia-
tion in the far-field. Second, the bias has to be strong enough to drive significant tunnel
currents within only one half-cycle of the driving waveform. Both requirements may be
fulfilled with the help of a tailor-cut near-field antenna which hosts the semiconductor
heterostructure, as explained in the following.
Inspired by planar, so-called bowtie-antennas [Cro03, Sch05], a three-dimensional near-
field antenna concept has been developed here, which is schematically laid out in fig-
ure 6.2a and b: Two triangular-shaped antenna sheets are vertically and horizontally
offset to form a vertical gap between their vertices. If both antenna halves are suf-
ficiently conductive, an incident terahertz waveform (black transient in figure 6.2a),
polarized along the long axis of the antenna (length l), will induce a transient current
and a concomitant charge accumulation at the facing tips. Similar to a capacitor, a
strong electric near-field builds up between the antenna plates in the overlap region,
which is oriented longitudinally with respect to the propagation direction of the inci-
dent terahertz pulses. In order to use this electric near-field as an ultrashort bias for
spin injection, the diode structure may be directly embedded within the gap region
(compare cut-out in panel 6.2b). To this end, the lower antenna half may consist of
highly p-doped gallium arsenide (p-GaAs) directly grown on top of an intrinsic GaAs
substrate. Above the quantum well and a suitable tunnel junction, a spin-polarizing
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Figure 6.2: Terahertz near-field antenna for longitudinal tunnel injection:
a,b, Illustration of the novel antenna concept. Two vertically and horizontally offset an-
tenna triangles consisting of p-doped gallium arsenide and gold (a), respectively, enclose
the spin LED in a small overlap region (b, compare figure 6.1a). An incident transient
terahertz field (black waveform in panel a) is funnelled into the gap of the antenna and
strongly enhanced locally, yielding an ultrashort, longitudinal bias voltage. c, Frequency
domain simulation of an antenna as depicted in panel a (top antenna wing consists of
iron instead of gold) for geometrical dimensions l = 70µm, w = 75µm and d = 200 nm.
For resonant excitation at a frequency of 1 THz, the longitudinal electric field in the gap
region is expected to reach values on the order of 1 V/nm (see key).
electrode can be connected to the upper antenna half. This way, the incident terahertz
radiation is anticipated to be efficiently funnelled into the gap region, where it can be
employed as a localized, strongly enhanced and longitudinally oriented voltage burst to
inject spin-polarized carriers into the spin LED.
Resulting photoluminescence light from the quantum well can be collected after trans-
mission through the GaAs substrate and analysed to determine the spin polarization of
the injected currents as explained above. In a second step, the population in the quan-
tum well may be transiently probed by near-infrared pulses resonant to the quantum
well transition. Pauli-blocking of the transition is expected to allow for examining the
occupation of the electronic states. In addition, the spin polarization of the carriers in
the quantum well may be probed by measuring the absorption for both left- and right-
hand circularly polarized pulses. By delaying the optical probe with respect to the THz
waveforms, the first study of electrically driven spin tunnel injection on ultrashort time
scales could become possible.
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Figure 6.3: FDTD simulation: a, Computed field enhancement at the centre of the
gap for an antenna as sketched in figure 6.2 with geometrical dimensions l = w = 140µm
and d = 100µm. The incoming field profile (see inset) resembles the experimen-
tally available waveform. The doping level of the lower antenna part has been set to
p= 8 · 1018 cm−3. b,c, 2D map of the electric near-field enhancement along a vertically
centred plane in the antenna gap at times t = 0 ps (b) and t = −0.5 ps (c).
Frequency- and time-domain simulations of the near-field enhancement
As a first check of the feasibility of this novel approach, finite-difference frequency-
domain (FDFD) simulations of the near-field enhancement have been performed. Using
the commercial software package COMSOL, an antenna geometry as shown in figure 6.2a
has been implemented and its response to an incoming terahertz field has been system-
atically tested. In the model, the upper and lower antenna halves consist of iron and
p-GaAs with a doping level of p = 1× 1019 cm−3, respectively1. The heterostructure
in-between the antenna tips has been approximated by a block of gallium arsenide with
a dielectric constant of εGaAs = 12.9. The exact geometrical parameters used in the
calculations are given in the caption of figure 6.2. When tuned to resonance with an
incoming plane wave centred at a frequency of 1 THz, the simulations indeed predict a
strongly enhanced, longitudinally oriented electric near field in the centre of the vertical
gap of the antenna (see figure 6.2c). A field enhancement factor of approximately 20
promises absolute electric near field amplitudes of 2 V/nm for realistic incoming peak
fields of 1 MV/cm (compare figure 2.4). Such strong fields have already been shown to
cause interband tunneling in undoped semiconductors and strong carrier multiplication
by impact ionization [Lan14]. The concept is thus believed to readily support fields
strong enough to drive tunnel currents through technologically relevant junctions and
1The corresponding dielectric functions of p-doped GaAs and iron have been extracted from a Drude-
model with parameters from references [Hug00] and [Ord85], respectively.
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may enable the study of yet unseen strong-field effects during the tunneling process.
The frequency-domain simulations described so-far corroborate the anticipated operat-
ing principle of the developed near-field antenna. To take into account the broadband
nature of the ultrashort terahertz transients (compare figure 2.4), the full field pro-
file has to be implemented in the calculations, however. To this end, finite-difference
time-domain (FDTD) simulations have additionally been performed [Raa15] based on
the commercial Maxwell-solver Lumerical. While a detailed description of the model is
given in reference [Raa15], only the most relevant results shall be discussed here. The
model itself has been set up similarly to the frequency domain simulations described
above (see caption of figure 6.3 for geometrical and material parameters), but a field
profile resembling the experimental waveforms has been implemented (see inset to fig-
ure 6.3a). Adjusting the size of the antenna to a resonance frequency lying in the centre of
the terahertz amplitude spectrum in principle yields maximum field enhancement. This
resonance manifests itself in pronounced, quasi-monochromatic trailing oscillations in
the near-field trace, however, which might be undesired for a unidirectional, well-defined
voltage burst. An increase of the antenna size is generally found to result in a grow-
ing near-field enhancement. On the other hand, the concomitantly decreasing resonance
frequency elongates the dominant half-cycle of the field enhancement, which might blur
the well-defined injection time. For a suitable trade-off between these two trends, an
antenna length of approximately l = 140µm (compare figure 6.2a) has been chosen.
The corresponding simulated near-field enhancement in the centre (both laterally and
vertically) of the overlap region as a function of time t is depicted in figure 6.3a. The
strongly asymmetric near-field profile exhibits one dominant field crest (shaded area),
which exceeds the extrema of opposite polarity by more than a factor of 3. In combina-
tion with the strongly nonlinear voltage-current characteristics of a tunnel junction and
precise tuning of the incoming field strength, this asymmetric trace might help to inject
tunnel currents in a well-defined way only during one half-cycle of the driving field, i.e.,
within a timespan on the order of less than 1 ps.
Two-dimensional snapshots of the computed near-field enhancement Σ along the centre
plain in-between the antenna pads are shown for times t = 0 ps and t = −0.5 ps in fig-
ures 6.3b and c, respectively. A comparison of both panels shows that even significantly
higher field amplitudes may be generated at the edge of the upper antenna half (struc-
ture boundaries are highlighted by white lines) and that the field enhancement is not
yet perfectly homogeneous in the gap region. Future customization of the exact antenna
shape may help to reduce such inhomogeneities if they were found to be detrimental for
the envisaged experiments.
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Figure 6.4: Semiconductor heterostructure: a, Schematic illustration of the epi-
taxially grown spin LED structure. The thickness of all layers is given in brackets.
b, Computed conduction and heavy-hole valence band of the structure shown in panel a
in the absence of an external field. c, Photoluminescence intensity spectrum from a fab-
ricated antenna structure (see section 6.4) at a sample temperature of 4.2 K and under
static bias voltage VDC = 21 V.
6.3 Fabrication of an operative device
So far, the feasibility and the function principle of the novel longitudinal near-field an-
tenna have been discussed based on the conceptual scheme as well as computational
simulations. The following section will briefly summarize the fabrication of the first
prototypical, operative device. Again, a more detailed description can be found in ref-
erence [Raa15], while only some of the most important results are summarized here.
As the most common and compatible semiconductor material for electronic applications,
gallium arsenide has been chosen as a substrate for the spin LED here. The heterostruc-
ture, which has been grown in the molecular beam epitaxy by the group of Dominique
Bougeard in Regensburg, is schematically illustrated in figure 6.4a. As a conductive layer
finally forming the lower antenna wing, a 150-µm-thick p-doped GaAs region has been
grown (doping level p = 6× 1018 cm−3). On top of this conductive sheet, three indium
gallium arsenide (InGaAs) quantum wells (QW) have been added, which are separated
by intrinsic GaAs spacers and feature a thickness of 6.5 nm, 10 nm and 14 nm, respec-
tively. The indium concentration in the QW amounts to 15% (In0.15Ga0.85As), which is
the maximum reachable value without risking lattice defects due to the mismatch be-
tween the lattice constants of GaAs and InGaAs. Following an additional intrinsic GaAs
layer above the uppermost quantum well, a layer of gradually increasing negative doping
n = 0 → n = 6× 1018 cm−3 has been added which guarantees a smooth transition of
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the electronic bands [Kot07, End12] to a highly n-doped region (n = 6× 1018 cm−3). A
Schottky-type contact forms between this highly doped region and a thin iron electrode
on top of the structure. To avoid oxidation, the iron contact has been covered by a
5-nm-thin gold layer.
The bandstructure of the epitaxially grown stack has been computed using the com-
mercial software nextnano and is laid out in figure 6.4b. According to this simulation,
the energy gaps in the three quantum wells are estimated to correspond to a photolu-
minescence wavelength of 892 nm, 905 nm and 918 nm, respectively, at a temperature of
4.5 K.
After growing the diode heterostructure, the novel near-field antennas have been fab-
ricated using electron beam lithography and a series of elaborate etching and lift-off
techniques [Raa15], which are only described in a condensed fashion here. First, the
lower antenna half has to be exposed. To this end, a negative electron-sensitive resist is
used to form a suitable mask for three subsequent etching processes which remove the
gold capping, the iron electrode and the heterostructure including the p-doped GaAs
layer, respectively. After this first step, the lower antenna half is still covered by the
full spin LED stack, which is removed in a second, similar sequence of etching processes
up to a small pillar at the apex of the triangular-shaped antenna wing. This intermedi-
ate status is captured by the electron microscope picture shown in figure 6.5a. On top
of the lower antenna half consisting of p-GaAs, the hexagonal pillar consisting of the
GaAs heterostructure, the iron electrode and the gold capping layer can be seen at the
eventual overlap region of the antenna. Before the upper antenna half may be fabri-
cated, the exposed etches of the diode have to be electrically insulated and the step in
height between the substrate and the top electrode has to be filled up at least partially.
For this purpose, the whole structure is covered with polymethylmethacrylat (PMMA).
Under a sufficiently high electron dose in the electron beam lithography, the molecular
chains in PMMA are connected to extended polymer chains. This so-called cross-linked
PMMA [Zai96] is highly resistive against common solvents and electrically insulating.
Leaving a small region in the middle of the top electrode open, the rest of the antenna is
completely cladded by cross-linked PMMA. After that, the upper antenna half is defined
by electron beam lithography based on a positive resist and finally produced by gold
evaporation. An electron microscope image of the central part of the completed antenna
structure is shown in figure 6.5b. The hexagonally shaped spin LED can be identified
under the cross-linked PMMA (dark regions), smoothly covered by the 200-nm-thick
upper antenna half (bright region). The circular dent marks the PMMA-free contact
region, where the gold antenna is attached to the upper electrode of the spin LED.
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Figure 6.5: First prototype of the novel near-field antenna: Electron microscope
pictures of the lower antenna half with the spin LED (a) and of the completed antenna
structure (b).
In order to make sure that the numerous processing steps have been successful and the
diode structure has not been damaged, some of the fabricated antennas have been
connected to contact patches both from the upper (gold) and the lower (p-GaAs)
part [Raa15]. This way, an external static voltage may be applied and the photolumi-
nescence can be collected2. For a temperature of 4.2 K, a typical PL intensity spectrum
is shown in figure 6.4c for an applied voltage of VDC = 21 V. Note that the applied
bias does not necessarily define the voltage drop over the single diodes, since only two
contacts have been used to measure both the voltage and the current. All three QW
are clearly discernible in the spectrum. The centre wavelengths of the PL peaks (high-
lighted by the black dashed lines) are slightly red-shifted with respect to the expected
values, which is likely connected to the quantum-confined Stark-effect due to the band
bending in the diode structure. At room temperature, signatures of the individual quan-
tum wells are still discernible, the broadening of the peaks strongly smears out their
visibility, however (see below).
6.4 Terahertz-induced tunnel injection - status quo and
outlook
To test the prototypical near-field device for ultrafast tunnel injection introduced during
the last sections, the low-frequency terahertz source shown in figure 2.3a has been ex-
tended by a suitable micro-luminescence setup. As schematically depicted in figure 6.6a,
the antenna sample is placed in the nearly-diffraction limited focal spot of the strong
terahertz pulses (compare figure 2.5c, peak field strength ETHz ≈ 1.2 MV/cm). A mi-
2For this purpose, the micro-PL setup of the group of Dominique Bougeard has been used.
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Figure 6.6: Micro-luminescence setup and first terahertz-induced lumines-
cence: a, Schematic illustration of the micro-photoluminescence setup. S: antenna sam-
ple, MO: microscope objective (magnification factor: 40), LED: light-emitting diode,
BS: beam splitter, PM: pick-off mirror, M: mirror, PL: photoluminescence, Spec: grat-
ing spectrograph. b,c, Photograph of one of the near-field antennas under illumination
via the LED with (c) and without (b) incident terahertz waveforms. d, False-colour
plot of the luminescence intensity as extracted by subtraction of the picture shown in
panel b from the one shown in panel c. The cut-out region is highlighted by the white
rectangle in panel c. e, Intensity spectrum of the signal shown in panel d (blue shaded
curve) and of the collected PL under static biasing (black). The black arrow marks the
fundamental band gap energy Eg of intrinsic gallium arsenide at room temperature.
The spectral responses of the grating and the detector have been accounted for in the
terahertz-induced PL recording.
croscope objective (magnification factor 40) is used to collect the terahertz-induced
photoluminescence (PL), which is either spectrally or spatially resolved via a grating
spectrograph or a CCD camera, respectively. An additional illumination path (yellow
beam) has been implemented to be able to orient the sample properly and to assign the
detected PL to a certain spot at the sample. Since the GaAs substrate employed for the
first samples has not yet been polished on the rear facet, the sample had to be put into
the beam path with the spin LEDs3 on the side of the microscope. Figure 6.6b presents
an optical microscope image captured with the CCD camera, which shows one of the
antennas on the sample. The darker side depicts the lower antenna half consisting of
p-GaAs, while the reflection at the gold surface leads to the relative brightness of the
upper antenna wing.
3Several identical antenna structures have been fabricated on one substrate in parallel.
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When the terahertz pulses are focused onto the sample, a bright spot appears in the
vicinity of the gold antenna apex (figure 6.6c). The numerical difference between the
two pictures (with and without incident terahertz waveforms) isolates the luminescence
signal shown in a magnified view in picture 6.6d. Switching to the spectrograph allows
for further analysing the emitted light. The corresponding intensity spectrum in fig-
ure 6.6e (blue shaded) shows a distinct onset, which coincides with the fundamental
band gap energy Eg of intrinsic GaAs at room temperature. A plateau-like region up
to a wavelength of approximately 1000 nm close to the detection limit of the employed
silicon CCD is observed. While the exact shape and the origin of this signal might not
yet be perfectly understood, it clearly represents the first terahertz-induced photolu-
minescence from the novel near-field antenna. The broadband nature of the spectrum
including wavelengths well above the fundamental band gap of intrinsic GaAs suggests
that the radiation indeed stems from the quantum wells inside the spin diode. A com-
parison with a typical PL spectrum from the quantum wells in-between the antenna
wings gained under static bias (black curve in figure 6.6e, see preceding section for the
experiment) further corroborates this hypothesis. The distinct onset of the signal at
the intrinsic band gap Eg excludes other sources like, e.g., luminescence from ionized
air, which has been observed close to terahertz near-field hot spots at antenna struc-
tures [Iwa15]. The shape of the spectrum rather indicates that the observed signal has
been transmitted through intrinsic GaAs before detection. Since the upper antenna part
hinders PL photons from the quantum wells to directly emerge along the growth direc-
tion, the observed signal might only represent a small portion of the actually induced
PL light which is reflected and strayed in-between the antenna halves. The observed
spatial form of the luminescence spot presented in figure 6.6d strongly supports such a
scenario.
In conclusion, the feasibility of the fundamentally new concept for ultrafast tunnel in-
jection has been proven by the DC bias experiments as well as first collected terahertz-
induced luminescence spectra. Given the complexity of the fabrication process, the op-
erability of the structures may be seen as the most important milestone on the route
towards the first time-resolved study of spin-polarized tunneling into relevant semicon-
ductor heterostructures. The promising findings also set the agenda for future experi-
mental improvements: For straightforward optical detection of the emitted PL through
the rear facet of the substrate, the next generation of samples will be fabricated on GaAs
wavers polished on both sides. Furthermore, a novel optical cryostat in combination with
a superconducting magnet is currently being installed in the high-field terahertz labo-
ratory. At cryogenic temperatures, the assignment of spectral features to the quantum
wells will be much more reliable. In addition, the magnet will permit magnetic field
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biasing of the spin-polarizing electrode along the growth direction (so-called Faraday
geometry). With these upgrades, the detection of terahertz-driven, spin-polarized tun-
nel currents comes into practical reach, which directly sets the stage for time-resolved
pump-probe measurements. Apart from spin injection experiments, the ability to form
a strong longitudinal electric bias on ultrashort time scales may in general open up new
perspectives for coherent control schemes of charge transport along the growth direction
of epitaxial semiconductor heterostructures [Va¨n15].
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Summary and outlook
In this thesis, non-perturbative charge carrier dynamics in crystalline solids have been
explored in a novel coherent high-field regime bridging nonlinear optics and sub-cycle
lightwave electronics. Ultrashort, atomically strong terahertz waveforms have been ex-
ploited to drive coherent interband excitation and dynamical Bloch oscillations in bulk
gallium selenide [Sch14b]. The resulting phase-locked and octave-spanning high-order
harmonic emission has been temporally resolved for the first time [Hoh15a], shedding
light on a strong-field quantum interference of different interband polarization paths.
The experiments have been made possible by a new high-field source, which delivers
phase-stable, ultrashort waveforms with extremely high field strengths in a broad spec-
tral regime of far- to mid-infrared wavelengths. In a first setup, single-cycle transients
at frequencies around 1 THz with peak electric and magnetic fields on the order of
1 MV/cm and 0.3 T, respectively, provide a particularly well-defined, ultrashort and
contactless bias field for the study of non-perturbative charge carrier dynamics and
nonlinear spin control in solids [Lan14, Maa16, Bai16]. Based on these waveforms, a
fundamentally new approach for ultrafast electric spin injection via tailored near-fields
in a three-dimensional optical antenna has been introduced. First operational proto-
types have been demonstrated and characterized, which set the stage for time-resolved
studies of spin-polarized tunnel injection into technologically relevant semiconductor
heterostructures.
A second beamline facilitates lightwave electronics at multi-THz clock rates with sub-
cycle time resolution by combining phase-locked waveforms featuring peak electric fields
on the order of 100 MV/cm with octave-spanning, 8-fs-long optical pulses from a solid-
state filamentation source. The strong multi-THz transients have been employed to drive
coherent interband excitation across the fundamental band gap in undoped gallium se-
lenide, which is more than 14 times larger than the terahertz photon energy. Simulta-
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neously, the carriers are accelerated within their respective energy bands through the
whole Brillouin zone, giving rise to dynamical Bloch oscillations. This highly anharmonic
quantum motion results in the emission of a record-bandwidth, phase-stable high-order
harmonic spectrum which covers more than 12 optical octaves [Sch14b].
Yet more importantly, the terahertz-driven high-harmonic emission has been tempo-
rally resolved in intensity and relative phase and in precise correlation with the driving
waveform [Hoh15a]. A novel cross-correlation scheme with synchronized electro-optic
sampling clocks the underlying dynamics with an accuracy of only 1.5 fs, a fraction of
1/20 of a single driving field cycle. The high-order harmonics are emitted as a unipo-
lar pulse train of ultrashort and nearly unchirped bursts, which emerge exactly at the
driving field crests. As explained by a quantum-mechanical many-body theory, these
findings reveal a novel strong-field quantum interference between several, off-resonantly
driven interband polarization pathways, including even electronic transitions well below
the Fermi level.
A sophisticated examination of non-perturbative high-order harmonic generation along
different crystallographic directions in gallium selenide has brought a surprising polariza-
tion behaviour of emitted harmonics to light. A phenomenological model based on the
properties of frequency combs reconciles the spectrally, temporally and polarization-
resolved findings and enables a comparison to straightforward symmetry arguments
known from perturbative nonlinear optics.
The thorough investigation of high-order harmonic emission from gallium selenide marks
an important milestone on the route towards envisaged photonic applications: Intrinsi-
cally short pulse durations of the emitted harmonic bursts spark hope for future few-
or even sub-femtosecond solid-state laser sources with unique capabilities for sub-cycle
pulse shaping. Boosting the peak driving field strength with the help of custom-tailored
nano-antennas may in the future even allow for generating high-order harmonics in solids
at megahertz repetition rates, which would bring the use of octave-spanning harmonic
spectra for frequency combs and metrology into practical reach.
On a more fundamental level, the findings reported here help to draw a complete quan-
tum picture of the microscopic dynamics underlying solid-state high-order harmonic
generation. Intended applications in fundamental solid-state research like all-optical
band structure reconstruction will crucially depend on the understanding of the cou-
pled interband- and intraband dynamics, including strong-field interference effects as
uncovered here. In the future, local field enhancement at the tip of state-of-the-art near-
field microscopes [Eis14] could even bring the sub-cycle observation of highly nonlinear
charge carrier dynamics to the nanoscale.
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In general, lightwave-driven electronics in solids at terahertz clock rates may become a
key to a variety of yet unforeseen quantum phenomena during high-field charge trans-
port on sub-cycle time scales. A fascinating example for the perspectives opened up
by the experimental apparatus introduced in this thesis is the time-resolved study of
lightwave-driven electron-hole recollisions, which is currently under way and will be
described in detail elsewhere [Lan16]. While the strong-field excitation underlying high-
order harmonic generation, as shown in this work, creates a population of quasi-free
Bloch electrons throughout the whole Brillouin zone, optical excitation may create ex-
citons - Coulomb-bound electron-hole pairs with well-defined momentum, which feature
hydrogen-like internal electronic states. Similarly to the three-step model of high-order
harmonic generation in atoms [Cor93, Lew94], a strong lightwave may ionize these ex-
citons, subsequently accelerate their consituents and finally recollide them. Upon recol-
lision and annihilation of the electron-hole pair, the excess kinetic energy gained during
the acceleration phase may be emitted as high-order spectral sidebands of the inter-
band resonance [Liu07, Zak12]. Here, optical pulses create excitonic electron-hole pairs
in an only 60-nm-thick sheet of tungsten diselenide, while a co-propagating few-cycle
multi-THz waveform is simultaneously focused onto the sample (see figure 7.1a). For nar-
rowband, resonant exciton preparation, the dynamics indeed result in the emission of
ultrabroadband high-order sidebands up to the ultraviolet spectral range (figure 7.1b).
Going one step further, the excitons are prepared on a sub-cycle time scale, i.e., at
a distinct and well-defined phase of the low-frequency driving field (black curve in fig-
ure 7.1c). The emitted high-order sideband intensity IHSG (blue shaded curve in panel c)
may now be recorded as a function of the exciton preparation time. Remarkably, a pro-
nounced sub-cycle modulation of IHSG becomes apparent, attesting to the presence of
efficient and less efficient injection times with respect to the phase of the driving field.
In sharp contrast to the temporal features of high-order harmonic emission studied in
this work, a global delay δg between the envelopes of the driving waveform and IHSG as
well as a distinct sub-cycle delay δSC is clearly discernible. These findings rule out any
instantaneous nonlinearities like the dynamic Franz-Keldysh effect and directly prove
the ballistic nature of the underlying dynamics.
These experiments will not only expand the horizon of lightwave electronics towards
exploiting excitonic degrees of freedom in state-of-the-art material systems. They also
open up a fundamentally new approach to study the internal degrees of freedom as well
as the dynamics of complex many-body states in condensed matter: lightwave-driven
quasi-particle collisions.
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Figure 7.1: Time-resolved high-order sideband generation in tungsten dise-
lenide: a, Schematic illustration of the experimental setting. A near-infrared excitation
pulse (ENIR, incoming blue waveform) resonantly prepares an excitonic polarization (red
and blue wavepackets in the parabolic dispersion) in tungsten diselenide (WSe2), which
is simultaneously modulated by a co-propagating, strong multi-THz field (ETHz, black
waveform), giving rise to the emission of spectral sidebands of the near-infrared pulse
(outgoing blue waveform). b, Ultrabroad high-order sideband intensity spectrum emit-
ted from a 60-nm-thin sheet of WSe2 for narrowband resonant exciton preparation at a
frequency of 392 THz and a driving field featuring a centre frequency of νTHz = 22 THz
and peak field strengths of 11 MV/cm. Numerals denote the sideband order n. The
near-infrared excitation spectrum (‘0’) has been scaled by a factor of 10−2 relative to
the sideband intensity. c, High-order sideband intensity IHSG (blue shaded) and field
profile of the driving waveform (black) as a function of the delay time tex between a
10-fs excitation pulse and the terahertz peak field. A distinct delay δg ≈ 1/νTHz between
the global maximum of IHSG and the highest driving field crest as well as a sub-cycle
delay δSC between the sideband peaks and the field crests becomes apparent.
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AppendixA
Influence of third-order dispersion on
ultrashort white-light pulses
Resolving sub-cycle dynamics requires probe pulses with durations significantly shorter
than one half-cycle of the driving (terahertz) waveform. As described in section 2.6,
such short pulses can only be realized via sophisticated dispersion control. In general,
the chirp, i.e., a temporally varying frequency, of a broadband light pulse may be de-
scribed [Die06] based on its spectral phase ϕ(ω). The electric field of the pulse is then
given by E(ω) =
√
I(ω) · e−iϕ(ω) in the frequency domain, where ω is the angular fre-
quency and I(ω) represents the spectral intensity. The spectral phase can be expanded
in a Taylor series around the centre frequency ω0 of the laser pulse:
ϕ(ω−ω0) ≈ ϕ(ω0)+∂ϕ
∂ω
|ω0 ·(ω−ω0)+
1
2
∂2ϕ
∂ω2
|ω0 ·(ω−ω0)2+
1
6
∂3ϕ
∂ω3
|ω0 ·(ω−ω0)3+. . . (A.1)
While the first and the second term only add a constant phase and a temporal delay to
the optical pulse, respectively, they do not influence its shape. The third term describes
a quadratic contribution to the spectral phase, which adds a frequency-dependent delay.
The so-called group velocity dispersion (GVD) is connected to the group velocity vg =
∂ω
∂k via
GVD = ∂
2ϕ
∂ω2
= ∂
∂ω
(
1
vg
)
, (A.2)
where k is the wave vector. This contribution to the chirp of ultrashort pulses is com-
monly compensated by a prism compressor as explained in section 2.2.1. The third order
dispersion (TOD) given by the fourth term in equation (A.1), which is proportional to
TOD = ∂
3ϕ
∂ω3
= ∂
2
∂ω2
(
1
vg
)
, (A.3)
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Figure A.1: Influence of third order dispersion on the temporal shape of an
ultrashort pulse: a,b, Measured (a) and reconstructed (b) second harmonic FROG
spectrogram showing the second harmonic intensity as a function of the frequency and
the relative delay time between the two replica of the pulses. c, Reconstructed spectral
intensity (red) and phase (black) of the spectrally tailored white light pulse. d, Recon-
structed temporal envelope of the intensity showing pronounced post-pulses (highlighted
by black arrows) due to third-order dispersion.
can in general not be compensated at the same time without further degrees of freedom.
Adding a cubic dependency on the frequency to the spectral phase, TOD leads to pre-
or post-pulses, depending on its sign.
Figure A.1 shows a second-harmonic FROG recording of spectrally tailored white-light
pulses after compression of the GVD with the prism compressor sketched in figure 2.6a
without additional compensation of third order dispersion. The good match between the
measured (panel a) and reconstructed (panel b) intensity spectrograms permits a faith-
ful extraction of the spectral intensity I(ω) and phase ϕ(ω) as depicted in figure A.1c. As
already obvious from the shape of the spectral phase (black curve), a cubic dependence
on the frequency by TOD dominates the phase evolution. This fact is reflected in pro-
nounced satellite pulses after the short main pulse1 (figure A.1d), which are also clearly
discernible in the spectrograms shown in panel a and b. Although the intensity FWHM
of the pulses is already shorter than 10 fs, these post-pulses contain significant inten-
sity and may blur the intended sub-cycle snapshot of terahertz-field-driven dynamics.
Consequently, the compressor has been re-designed to primarily compensate the TOD,
while the GVD may additionally be minimized by chirped mirrors (section 2.2.1).
1Note that due to the symmetry of the second-harmonic FROG scheme, the sign of the time axis in
figure A.1d is not well-defined but arbitrarily chosen.
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AppendixB
Broadband critical phase matching in
BBO
To resolve the temporal structure of high-order harmonics, a preferably broadband phase
matching range in the cross-correlation experiment (section 4.1.1) is crucial due to the
ultra-broad emission bandwidth in HHG (see, e.g., figure 4.2). The commonly employed
nonlinear material BBO not only features a very broad transparency range, but also a
relatively flat dispersion. In combination with a comparably high nonlinear coefficient,
these properties render the material an ideal choice for sum-frequency generation of
high-order harmonics and the ultrashort gating pulses. For this specific purpose, critical
phase matching requires the wave vector mismatch
∆k = kHH + kgate − kSF (B.1)
to be minimized, where the indices ‘HH’, ‘gate’ and ‘SF’ denote the wave vectors of
the high-order harmonics, the gating pulse and the generated sum-frequency signal, re-
spectively. Since BBO is uni-axially negative birefringent, ∆k = 0 can only be fulfilled
for a given triplet of frequencies, if the lowest-frequency pulse, i.e., the HH pulse train,
addresses the ordinary refractive index. The gate pulse may either be polarized per-
pendicular or parallel to the optical axis. The first case corresponds to a polarization
setting often denoted with “ooe” (where o and e stand for ordinary and extraordinary
polarization of the involved pulses arranged from lowest to highest frequencies) and is
named type I phase matching, while the latter corresponds to type II with polariza-
tions “oee”. For a given crystal length L, the wave vector mismatch may be determined
from the known dispersion of BBO [Eim87] for different internal angles α between the
propagation direction of the pulses and the optical axis. The generated sum-frequency
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Figure B.1: Broadband sum-frequency generation in a 10-µm-thin BBO
crystal: a,b, Colour-coded representation of the phase matching curves (a: type I (ooe),
b: type II (oee)) for different internal angles α between the propagation direction and
the optical axis of BBO as a function of the high-order harmonic frequency νHH. The
wavelength of the gating pulse has been kept constant at λgate = 840 nm. c, Efficiency
curves for type I (red) and type II (black) phase matching for an internal angle α = 20◦.
intensity ISF is proportional to
ISF ∝
(sin(∆kL/2)
∆kL/2
)2
= sinc(∆kL/2)2. (B.2)
Figures B.1a and b show the corresponding phase matching curves for type I (a) and
type II (b) phase matching as a function of the high-order harmonic frequency for
different internal angles α. For simplicity, the wavelength of the gate pulse has been
kept constant at a value of λgate = 840 nm in the calculations. Even under this limiting
assumption, the achievable bandwidth covers more than 500 THz for the case of type I
phase matching (see figure B.1c).
In the experiment described in section 4.1.1, the polarization of the gating pulse has
thus been chosen parallel to the HH polarization and perpendicular to the optical axis.
The thin BBO crystal has been cut at an angle of 20◦ with respect to the optical axis,
which ensures minimal reflection losses under normal incidence. A comparison of the
reconstructed HH spectrum (figure 4.2) proves that the determined phase matching
bandwidth is sufficiently broad and the detection range is rather limited by the rapidly
decreasing intensity of high-order harmonics with increasing frequencies.
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XFROG reconstruction scheme
As described in section 4.1.1, an XFROG reconstruction scheme has been applied to
extract the temporal intensity IHH(t) and phase ϕHH(t) of the high-order harmonic pulse
train from the recorded cross-correlation signal. A brief explanation of the different steps
of data processing and numerical reconstruction from the initial raw data acquisition to
the retrieved HH time structure shall be given here.
For every single delay time τ between the gating pulse and the HH pulse train, the spec-
tral intensity of the sum-frequency (SF) signal is recorded, yielding a two-dimensional
spectrogram ISF(ω, τ). The recorded SF intensity is enclosed by remaining spectral sig-
natures of the strongly suppressed gating pulse and its second harmonic at the low- and
high-frequency side, respectively. To isolate the SF signal before the reconstruction is
performed, the intensity at these spectral regions is set to zero by numerically applying
a suitable mask function. Since the gating spectrum covers a spectral region of more
than 100 THz, sum-frequency components consisting of the sum of lowest HH orders and
lowest frequencies within the gating spectrum are covered by the latter (see figure 4.2b)
and are consequently removed by applying the mask function. To avoid sharp spectral
edges leading to artificial features in the reconstructed time structure, a spectral flank
(wing of a Gaussian function) is added to the sharp low-frequency cut-off, thereby as-
certaining that the exact shape and position of this flank does not significantly influence
the resulting time trace. For the applied XFROG algorithm (see below) to work prop-
erly, the temporal and spectral grid of the 2D spectrogram has to be adjusted such that
τ and ω are Fourier transforms of each other. To this end, the dataset is numerically
interpolated on a new grid, consisting of 1024 data points along the time and frequency
axis each. Finally, a faint noise floor on the order of 10−4 of the maximum measured
intensity is removed in order to avoid unreasonable reconstruction of weak fluctuations.
The subsequently applied numerical reconstruction algorithm is based on open-source
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MATLAB code [Wya]. This code has been developed on the basis of reference [Kan98],
which also underlies the following brief explanation. Mathematically, the HH pulses can
be described by
EHH(t) = Re
{√
IHH(t) exp [iω0t+ iϕHH(t)]
}
, (C.1)
where IHH(t) and ϕHH(t) are the time-dependent HH intensity and phase, respectively,
and ω0 is the centre frequency. The frequency mixing field (including the sum-frequency
signal which is evaluated here) for a given delay time τ is the product of the HH field
with the delayed field of the gating pulse
ESF(t, τ) = EHH(t)Egate(t− τ), (C.2)
which is named the physical constraint. This signal has to be compared to the experimen-
tally accessible observable, which is the spectrally resolved SF intensity, here. Fourier
transformation of the signal field given in equation (C.2) yields this connection via
ISF(ω, τ) =
∣∣∣∣∫ ∞−∞EHH(t)Egate(t− τ) exp(−iωt)dt
∣∣∣∣2 , (C.3)
which is named the intensity constraint. Since ISF is a real quantity, the reconstruction
algorithm has to find the phase φ(ω, τ) in the equation
√
ISFφ(ω, τ) =
∫ ∞
−∞
ESF(t, τ) exp(−iωt)dt. (C.4)
To provide a reasonable starting point for the reconstruction algorithm, the field pro-
file of the gating pulse is extracted from a second-harmonic FROG reconstruction
(see figure 2.7) and implemented as an initial guess for the shape of the gating pulse
Egate(t). It is kept fixed for the first five iterations, before the algorithm is running
in a double-blind fashion for 85 iterations, i.e., both pulse shapes are dynamically
adapted. During every iteration step, a guess Eguess(t, τ) for the time-domain repre-
sentation ESF(t, τ) is calculated whose Fourier transform yields the frequency domain
representation
√
Iguess(ω, τ)φguess(ω, τ). The square root is subsequently replaced by the
measured signal, and a next guess E(t) is calculated via an inverse Fourier transforma-
tion of
√
ISF(ω, τ)φguess(ω, τ). An effective and time-saving way to calculate the next
guess is realized by an algorithm based on the so-called Principal Component Generalized
Projections [Kan99], which will not be described here. In an iterative way, the algorithm
thus alternates between the time domain, where the physical constraint (equation (C.2))
is applied, and the frequency domain, where the intensity constraint (equation (C.3))
is applied, thereby minimizing the error between the measured and the reconstructed
spectrograms, ISF(ω, τ) and Iguess(ω, τ), respectively (see figure 4.3a and b).
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AppendixD
Symmetry of perturbative nonlinearities
in gallium selenide
In chapter 5, the symmetry of emitted high-order harmonics and their polarization has
been discussed and compared to the behaviour expected for perturbative harmonics (see
figure 5.7f). Here, a brief summary of the straightforward derivation of this perturba-
tively assigned symmetry shall be given.
It is most convenient to introduce a Cartesian coordinate system (x, y, z), where x is
oriented along the crystallographic a-axis of the crystal (compare figure 5.1) and z
points along the c-axis perpendicular to the layer plane. In the following, a scenario as
described in sections 5.3 and 5.4 will be discussed, where the fundamental driving field
E is always oriented perpendicular to z, i.e., E = (Ex, Ey, Ez) = E0 · (cosα, sinα, 0).
The angle alpha is consequently connected to the in-plane angle φ (see chapter 5) via
α = φ − 30◦. Following equation (3.1), the Cartesian component i of the perturbative
nonlinear polarization of order n may be written as
P
(n)
i ∝
∑
λ1...λn
χ
(n)
iλ1...λnEλ1 · . . . · Eλn , (D.1)
where λ1, . . . , λn represent the coordinates x, y, z. As two examples, the second- and
third-order nonlinear polarization vectors,
P
(2)
i ∝
∑
jk
χ
(2)
ijkEjEk and P
(3)
i ∝
∑
jkl
χ
(3)
ijklEjEkEl, (D.2)
respectively, will be derived in the following. The form of the susceptibility tensor is
defined by the crystal symmetry. Group-theoretical considerations thus allow for a de-
termination of the non-vanishing tensor elements of χ(2) and χ(3). For the point group
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Dh3 of ε-type GaSe, the second order nonlinear tensor features only four non-vanishing
elements, none of which are independent [Boy03]:
χ(2)yyy = −χ(2)yxx = −χ(2)xxy = −χ(2)xyx (D.3)
Inserting the driving field in equation (D.2) yields the in-plane components of the second
order nonlinear polarization as a function of α:
P (2)x ∝ E20 · 2 sinα cosα = E20 · sin(2α), (D.4)
P (2)y ∝ E20 ·
{
(cosα)2 − (sinα)2
}
= E20 · cos(2α). (D.5)
The polarization angle θpol as shown in figure 5.7 is the difference between the angle
enclosed by the nonlinear polarization and the x-axis, and α:
θpol = tan-1
{
P
(2)
y
P
(2)
x
}
− α = tan-1(cot(2α))− α (D.6)
= tan-1(tan(90◦ − 2α))− α = 90◦ − 3α
Consequently, the polarization of the perturbative second harmonic continuously rotates
when the incident field polarization is varied [Cat78], as shown in figure 5.7. In particular,
the polarization is found to be parallel to the incident field for α = 30◦ (φ = 0◦) and
perpendicular for α = 0◦ (φ = 30◦).
The fourth-rank tensor of the third-order nonlinear susceptibility exhibits eight non-
vanishing elements [Boy03]
χ(3)xxxx = χ(3)yyyy = χ(3)xxyy + χ(3)xyyx + χ(3)xyxy
with χ(3)xxyy = χ(3)yyxx, χ(3)xyyx = χ(3)yxxy, χ(3)xyxy = χ(3)yxyx. (D.7)
An analogous derivation as for the second order polarization yields
P (3)x ∝ E30 · {cos3 α + cosα sin2 α} = E30 · cosα and (D.8)
P (3)y ∝ E30 · {sin3 α + sinα cos2 α} = E30 · sinα. (D.9)
which results in the polarization angle
θpol = tan-1
{
P
(3)
y
P
(3)
x
}
− α = α− α = 0◦. (D.10)
The polarization of the perturbative third harmonic thus always follows the incident
field vector, irrespective of the in-plane orientation of the sample (figure 5.7).
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Publications in peer-reviewed journals
• F. Langer, M. Hohenleutner, C. Schmid, C. Poellmann, P. Nagler, T. Korn, C.
Schu¨ller, M. S. Sherwin, U. Huttner, J. T. Steiner, S. W. Koch, M. Kira, and
R. Huber
Lightwave-driven quasiparticle collisions on a sub-cycle timescale
Nature (2016), accepted
• T. Maag, A. Bayer, S. Baierl, M. Hohenleutner, T. Korn, C. Schu¨ller, D. Schuh,
D. Bougeard, C. Lange, R. Huber, M. Mootz, J. E. Sipe, S. W. Koch, and M. Kira
Coherent cyclotron motion beyond Kohn’s theorem
Nature Physics 12, 119-123 (2016)
• M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, U. Huttner, S. W. Koch,
M. Kira, and R. Huber
Real-time observation of interfering crystal electrons in high-harmonic generation
Nature 523, 572-575 (2015)
• O. Schubert, M. Hohenleutner, F. Langer, B. Urbanek, C. Lange, U. Huttner,
M. Kira, S. W. Koch, and R. Huber
Sub-cycle control of terahertz high-harmonic generation by dynamical Bloch oscil-
lations
Nature Photonics 523, 119-123 (2014)
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• C. Lange, T. Maag, M. Hohenleutner, S. Baierl, O. Schubert, E. R. J. Edwards,
D. Bougeard, G. Woltersdorf, and R. Huber
Extremely Nonperturbative Nonlinearities in GaAs Driven by Atomically Strong
Terahertz Fields in Gold Metamaterials
Physical Review Letters 113, 227401 (2014)
Reports at international conferences and workshops
• M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, C. Lange, U. Huttner,
S. W. Koch, M. Kira, and R. Huber
Sub-cycle quantum interference in solid-state high-harmonic generation
DPG Spring Meeting 2016, Regensburg, Germany, March 2016
• M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, C. Lange, U. Huttner,
S. W. Koch, M. Kira, and R. Huber
Sub-cycle terahertz control of strong-field quantum interference in solid-state high-
harmonic generation (invited talk)
International Conference on Extreme Light (ICEL 2015), Bucharest, Romania,
November 2015
• M. Hohenleutner
Sub-cycle high harmonics from terahertz-driven crystal electrons (invited talk)
Future of Ultrashort Pulses, Munich, Germany, September 2015
• M. Hohenleutner, O. Schubert, F. Langer, C. Lange, U. Huttner, D. Golde, T. Meier,
M. Kira, S. W. Koch, and R. Huber
High-order harmonic generation by dynamical Bloch oscillations in a bulk solid
Winter School on Ultrafast Processes in Condensed Matter (WUPCOM 2015),
Reit im Winkl, Germany, March 2015
• M. Hohenleutner, O. Schubert, F. Langer, C. Lange, U. Huttner, D. Golde, T. Meier,
M. Kira, S. W. Koch, and R. Huber
Phase-Locked Multi-Terahertz High-Harmonic Generation by Dynamical Bloch Os-
cillations (invited talk)
Mid-IR Optoelectronics: Materials and Devices (MIOMD 2014), Montpellier, France,
October 2014
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D. Golde, T. Meier, M. Kira, S. W. Koch, and R. Huber
Phase-locked Multi-THz High-Harmonic Generation by Dynamical Bloch Oscilla-
tions in Bulk Semiconductors (invited talk)
Ultrafast Phenomena XIX, Okinawa, Japan, 2014
Springer Proceedings in Physics 162, 721 (2015)
• M. Hohenleutner, O. Schubert, F. Langer, C. Lange, U. Huttner, D. Golde, T. Meier,
M. Kira, S. W. Koch, and R. Huber
Phase-locked multi-THz fields control high-harmonic generation by dynamical Bloch
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4th EOS Topical Meeting on Terahertz Science & Technology (EOS-TST 2014),
Camogli, Italy, May 2014
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