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Zusammenfassung
In dieser Arbeit wird das Problem der Isomorphen Subgraphen eingef

uhrt und ana-
lysiert. Hierbei handelt es sich um die Suche nach den zwei gr

oten disjunkten
isomorphen Subgraphen innerhalb eines gegebenen Graphen.
Zun

achst wird die neue Problemstellung von bekannten Isomorphieproblemen ab-
gegrenzt. Anschlieend untersuchen wir zwei grunds

atzliche Fragestellungen, die
Erkennung und das Zeichnen isomorpher Subgraphen.
Bei der Erkennung isomorpher Subgraphen interessiert die Komplexit

at der Frage,
wie die isomorphen Subgraphen eines Graphen bestimmt werden k

onnen. Es stellt
sich heraus, da das Problem fast immer NP-vollst

andig ist. Aus diesem Grund
haben wir eine Heuristik zur Erkennung isomorpher Subgraphen entwickelt, die auf
gewichtetem bipartiten Matching basiert. Umfangreiche Tests der Heuristik zeigen,
da groe Teile des Graphen isomorph sind.
Diese Tatsache motiviert die aus Anwendungssicht interessante zweite Fragestel-
lung, wie man die Informationen

uber die isomorphen Subgraphen beim Zeichnen
von Graphen verwenden kann. Dabei gehen wir sowohl auf die prinzipiellen Verar-
beitungsm

oglichkeiten als auch auf eine detaillierte Beschreibung eines isomorphie-
erhaltenden Springembedders ein.
Sowohl die Heuristik, als auch der isomorphieerhaltende Springembedder werden
umfangreichen Tests unterzogen, wobei die Laufzeit und die G

ute der Verfahren
analysiert und bewertet werden.
Abschlieend beleuchten wir im Ausblick einige Erweiterungen.
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`Now, if you'll only attend, Kitty, and not talk
so much, I'll tell you all my ideas about
Looking-glass House. First, there's the room you
can see through the glass - that's just the same
as our drawing room, only the things go the
other way. [. . . ] Well then, the books are
something like our books, only the words go the
wrong way; I know that, because I've held up
one of our books to the glass, and then they
hold up one in the other room.'
`How would you like to live in Looking-glass
House, Kitty? I wonder if they'd give you milk
in there? Perhaps Looking-glass milk isn't good
to drink.'
Through the Looking Glass
Lewis Carroll
1
1. Einleitung
Geschichte der Graphentheorie
Die Geschichte der Graphentheorie beginnt mit einer Arbeit von Leonhard Euler aus
dem Jahr 1736 ([Eul36]), in der er das K

onigsberger Br

uckenproblem l

oste. Euler
interessierte die Frage, ob es einen Rundweg durch K

onigsberg gibt, bei dem jede der
sieben Br

ucken genau einmal

uberquert wird. Abbildung 1.1 zeigt einen Stadtplan
von K

onigsberg mit der Lage der Br

ucken

uber dem Flu Pregel.
Euler erkannte, da man die Situation von der genauen Form der Landgebiete und
Br

ucken abstrahieren kann. Jedes Landgebiet stellt man durch einen Punkt (Kno-
ten) dar, der durch eine Linie (Kante) mit einem anderen Punkt verbunden ist, falls
eine Br

ucke zwischen den Landgebieten existiert. Das K

onigsberger Br

uckenpro-
blem reduziert sich nun darauf, zu entscheiden, ob es in diesem sogenannten Gra-
phen einen Rundweg gibt, der jede Kante genau einmal durchl

auft. Euler konnte
beweisen, da ein gegebener Graph genau dann in der gew

unschten Weise durch-
laufen werden kann, wenn er zusammenh

angend ist und jeder Knoten eine gerade
Anzahl adjazenter, d. h. an den Knoten anschlieender Kanten besitzt. F

ur das
K

onigsberger Br

uckenproblem bedeutet dies, da es keinen Rundweg geben kann,
bei dem jede Br

ucke genau einmal

uberquert wird.
Graphen sind Strukturen, die aus Knoten und Kanten bestehen. Knoten stellen die
1
Carroll, Lewis. Alice's Adventures in Wonderland and Through the Looking Glass. Dell Publis-
hing Company, 1992: Hinter dem Pseudonym Lewis Carroll verbirgt sich der englische Schrift-
steller und Mathematiker Charles Lutwidge Dodgson (1832 - 1898), der durch seine grotesk-
phantasiereichen Romane
"
Alice im Wunderland\ (1865) und
"
Alice hinter den Spiegeln\ (1871)
ber

uhmt geworden ist. Man sagt, da Queen Victoria, nachdem sie
"
Alice im Wunderland\
gelesen hatte, ganz gespannt auf das n

achste Buch von Lewis Carroll wartete, nur um einige
Zeit sp

ater eine Kopie des Buches
"
Syllabus of Plane Algebraically Geometry\ in den H

anden
zu halten.
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KAPITEL 1. EINLEITUNG
Abbildung 1.1.: K

onigsberger Br

uckenproblem
Instanzen eines Problems dar, wohingegen Kanten die Zusammenh

ange zwischen
den Instanzen repr

asentieren. Einen Graphen bezeichnen wir mit G = (V;E), wobei
V die Knotenmenge und E  ffu; vgju; v 2 V g die Kantenmenge ist.
Die Graphentheorie wurde 1847 f

ur die Physik von Kirchho wiederentdeckt. Kirch-
ho entwickelte die Theorie der B

aume, um das lineare Gleichungssystem zu l

osen,
das den Strom in jedem Zweig eines elektrischen Netzwerkes bestimmt ([Kir47],
[Har74]). Dabei wird von den verschiedenen elektrischen Bauteilen, wie Widerst

an-
den, Kondensatoren etc., abstrahiert, und alle diese Objekte werden als Knoten
dargestellt. Die Leitungen zwischen den Bauteilen werden durch Kanten repr

asen-
tiert. Um das Gleichungssystem zu l

osen, ist es nicht notwendig, alle Kreise im
Graphen getrennt zu betrachten. Statt dessen reichen die unabh

angigen Kreise, die
durch einen beliebigen Spannbaum festgelegt sind.
Anwendungsgebiete
Heute ist die Graphentheorie aus vielen Informatik- und Nichtinformatik-Anwen-
dungsgebieten nicht mehr wegzudenken.
Zun

achst einmal wollen wir einen kleinen Ausschnitt aus dem Spektrum der An-
wendungsbereiche in der Informatik vorstellen, der jedoch weder vollst

andig noch
repr

asentativ sein kann, sondern lediglich einen Querschnitt darstellen soll. In der
theoretischen Informatik verwendet man Graphen bei der Darstellung von endlichen
14
Automaten, Syntaxdiagrammen oder Ableitungsb

aumen bei Grammatiken. Im Soft-
ware Engineering werden sie zur (objektorientierten) Modellierung genutzt, sehr be-
kannt sind beispielsweise UML- und Datenudiagramme. Parseb

aume, Abh

angig-
keitsgraphen und Syntaxb

aume sind Graphen, die im Compilerbau ihre Anwendung
nden, ebenso wie Schaltpl

ane von elektrischen Einheiten im Bereich von VLSI. Ei-
ne wichtige Rolle spielen Graphen auch bei der Darstellung von Programmabl

aufen,
die mit Hilfe von Petrinetzen, Programmablaufpl

anen oder Zustandsdiagrammen
realisiert werden. Auch die Darstellung verschiedener Datenmodelle im Datenbank-
entwurf ist ein Beispiel f

ur ein Informatik-Anwendungsgebiet. Bei der Vernetzung,
insbesondere im Internet, werden immer wieder Graphen zur Veranschaulichung von
Zusammenh

angen eingesetzt, wie beispielsweise bei der Darstellung von Rechnerto-
pologien, aber auch bei einfacheren Dingen wie Men

ustrukturen oder
"
Site Maps\.
Die Graphentheorie hat jedoch auch andere Anwendungsgebiete, die zun

achst nicht
mit der Informatik in Verbindung gebracht werden.
In der Mathematik verwendet man Graphen beispielsweise zur Untersuchung von
Markoschen Ketten in der Wahrscheinlichkeitstheorie ([Fel57]) wobei die Knoten
Ereignisse darstellen. Diese werden genau dann verbunden, wenn die Wahrschein-
lichkeit, da beide Ereignisse direkt aufeinander folgen, positiv ist. Graphen tauchen
auch in anderen Teilgebieten der Mathematik auf, wie z. B. bei der Inversion von
Matrizen oder der Eigenwertbestimmung in der Numerik ([Var62]).
Die Wirtschaft verwendet Graphen z. B. zur Darstellung von Produktionsabl

aufen
oder auch Firmenhierarchien, in der Telekommunikationsbranche werden Telefon-
netze oder Funkverbindungen durch Graphen repr

asentiert. Ebenso verwendet man
Graphen in der Kartographie, z. B. beim Zeichnen von U-Bahn-Pl

anen (vgl. Abbil-
dung 1.2). Bahnh

ofe werden dort durch Knoten repr

asentiert, die Streckenf

uhrung
durch Kanten.
Aber auch in anderen wissenschaftlichen Bereichen wie der Psychologie ndet die
Graphentheorie ihre Anwendung. So wurde z. B. 1936 eine Arbeit von Lewin ver

of-
fentlicht ([Lew36]), in der der Lebensraum eines Individuums durch einen Graphen
dargestellt wird. Die Knoten repr

asentieren dabei die verschiedenen Lebensbereiche
einer Person, wie z. B. die Arbeit, das Heim oder die Hobbies. Nachfolgearbeiten
n

utzen eine andere psychologische Interpretation eines Graphen, bei welcher Men-
schen durch Knoten und zwischenmenschliche Beziehungen wie z. B. Liebe, Ha,
Macht oder Kommunikation durch Kanten dargestellt werden.
Daten aus der Soziologie werden ebenfalls mit Hilfe von Graphen verarbeitet, wie
beispielsweise die Zusammenarbeit von Politikern bei der L

osung von st

adtischen
Problemen (vgl. [Fre00] und [Kre94]). Sehr bekannt sind auch Stammb

aume der
Ahnenforschung.
In der Biochemie bzw. der Chemie werden Molek

ule, Proteine, DNA's und chemi-
sche Reaktionen durch Graphen dargestellt. Abbildung 1.3 enth

alt einen kleinen
Ausschnitt aus den
"
Biochemical Pathways\ ([Mic93]). Diese veranschaulichen bio-
15
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Abbildung 1.2.: Plan der M

unchner U-Bahn
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chemische Reaktionen innerhalb eines Organismus, in Abbildung 1.3 ist dies der
Zitratzyklus inklusive der umgebenden Strukturen.
2
Abbildung 1.3.: Ausschnitt aus den
"
Biochemical Pathways\
Zur L

osung der Probleme in diesem Bereich werden verst

arkt Erkenntnisse aus der
Graphentheorie angewandt und auch weiterentwickelt. Dies zeigt sich beispielsweise
beim Studium der wichtigsten Konferenzb

ande im Biochemie-Sektor
3
. Aus diesem
Grund werden wir auf Probleme der Biochemie bei der Beschreibung des Themenge-
bietes dieser Arbeit, der Isomorphie, zur

uckkommen. Zun

achst wollen wir allerdings
auf Zeichnungen eines Graphen eingehen.
Zeichnung
Zus

atzlich zu der Graphstruktur, die nur aus einer Menge von Knoten und einer
Menge von Kanten besteht, verbindet man in der Regel eine Zeichnung mit einem
Graphen. Dies ist die Zuweisung von Koordinaten an Knoten in der Ebene oder im
dreidimensionalen Raum. Jeder Kante wird eine Kurve zwischen zwei Knoten zuge-
wiesen, die eine Verbindung zwischen den Knoten symbolisiert. Generell existieren
2
Der gesamte Graph ist ca. 25-mal gr

oer als der gezeigte Ausschnitt und enth

alt ungef

ahr 1500
Knoten.
3
ECAL [ECA], GCB [GCB], RECOMB [REC], COCOON [COC] oder ISMB [ISM].
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f

ur jeden Graphen sehr viele Zeichnungen, allerdings wird nur ein kleiner
4
Bruchteil
davon als informativ und sch

on angesehen. Wenn man beispielsweise jedem Knoten
des Graphen dieselben Koordinaten zuweisen w

urde, so w

are die strukturelle Infor-
mation, die ein Graph enth

alt, nicht mehr repr

asentiert. Das Ziel beim Zeichnen
von Graphen besteht darin, sch

one und

ubersichtliche Zeichnungen von Graphen
zu erzeugen. Da der Begri
"
sch

on\ nicht formal deniert werden kann ([Knu96]),
haben sich im Laufe der Zeit verschiedene

Asthetikkriterien entwickelt, mit deren
Hilfe die Sch

onheit eines Graphen bewertet werden kann. Allgemein anerkannt sind
beispielsweise die Minimierung der Anzahl der Knicke, der Kantenschnitte, der Fl

a-
che oder der Kantenl

angen. Eine ausf

uhrliche Zusammenfassung der g

angigsten

Asthetikkriterien ist z. B. in [BETT99] oder [Man90] zu nden.
Isomorphie
Ein sehr wichtiges

Asthetikkriterium (vgl. [LNS85], [PCJ96] und [Pur97]) ist die
Darstellung von Isomorphien, bei der gleiche Teile eines oder mehrerer Graphen
erkannt und identisch gezeichnet werden. Zwei Graphen G
1
= (V
1
; E
1
) und G
2
=
(V
2
; E
2
) sind genau dann isomorph, falls eine bijektive Abbildung f : V
1
! V
2
zwischen den zwei Knotenmengen existiert, so da die Relation auf den Kanten
erhalten bleibt, d. h. fv
i
; v
j
g 2 E
1
, ff(v
i
); f(v
j
)g 2 E
2
.
Durch identisches Zeichnen isomorpher Strukturen ist zun

achst ein schnelleres und
leichteres Verstehen der Zeichnung m

oglich. Purchase et al. hat dies durch empi-
rische Studien gezeigt ([PCJ96] und [Pur97]). Dabei wurden drei bzw. f

unf

Asthe-
tikkriterien, unter anderem auch Symmetrie, auf ihren Nutzen f

ur das menschliche
Verst

andnis f

ur Graphen
5
hin untersucht. Die Versuchspersonen
6
ben

otigten eine
wesentlich geringere Zeit zur Beantwortung von drei Fragen
7
bei gleichbleibender
Fehlerbehaftung der Antworten, wenn die Graphen einen hohen Grad an Symmetrie
aufwiesen. Diese Zeiteinsparung l

at sich beispielsweise auch bei dem W

urfelgra-
phen in Abbildung 1.4 sehen, der auf zwei verschiedene Arten gezeichnet wurde
8
.
Bereits bei diesem kleinen Beispiel wird deutlich, da die bildliche Repr

asentation
der isomorphen Teile das Verst

andnis der Struktur erheblich vereinfacht.
Auf der anderen Seite k

onnen Erkenntnisse

uber isomorphe Teile eines Graphen
auch zur Kompaktizierung des Graphen verwendet werden, indem sie zu einzelnen
Knoten kontrahiert werden. Dies ist insbesondere bei groen Graphen ein wichtiger
4
bei Vernachl

assigung von Translationen, Rotationen und geringf

ugigen Verschiebungen
5
mit 16 Knoten und 18 bzw. 28 Kanten
6
ca. 50 Informatikstudenten
7
Wie gro ist der k

urzeste Weg zwischen zwei gegebenen Knoten? Was ist die minimale Anzahl
an Knoten, die gel

oscht werden mu, damit kein Weg mehr zwischen zwei gegebenen Knoten
existiert? Was ist die minimale Anzahl an Kanten, die gel

oscht werden mu, damit kein Weg
mehr zwischen zwei gegebenen Knoten existiert?
8
Die Zeichnung auf der linken Seite wurde dabei mit Hilfe eines einfachen Algorithmus f

ur ge-
richtete azyklische Graphen erzeugt, die rechte Zeichnung wurde mit Hilfe des neu entwickelten
isomorphieerhaltenden Springembedders aus Abschnitt 6.3 gezeichnet.
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Abbildung 1.4.: Verschiedene Zeichnungen eines W

urfels
Schritt in Richtung Verst

andlichkeit der Zeichnung eines Graphen.
Vor allem in der Chemie und der Biochemie werden in den letzten Jahren Isomor-
phien intensiv genutzt, da dieser Ansatz bei der Visualisierung und Verarbeitung
immenser Datenmengen hilft, die dort im Zusammenhang mit Proteinen, Nukleo-
tiden in DNA's und Molek

ulen auftreten ([ABG
+
92], [BDMW89], [BW87], [CH98],
[Fig72], [JK98], [Joh89], [Kos89], [KD95], [KD96], [MARW90], [Mor65], [Sus65]).
Auch in der DNA-Forschung nden Isomorphien ihre Anwendung, wie z. B. im
"
Hu-
man Genome Project\, bei dem die Sequenz der Nukleotide einer (menschlichen)
DNA vollst

andig bestimmt werden soll ([Kar93]). H

aug m

ochte man auch feststel-
len, ob eine entdeckte chemische Struktur schon in einer Datenbank enthalten bzw.
Fragment einer bekannten Struktur ist ([Sus65]). In der Pharmazie verwendet man
Isomorphien um eventuelle Defekte in Genomen (das sind z. B. Viren wie der Herpes
Virus) ausndig zu machen ([BP95]) oder um zu untersuchen, ob ein Merkmal, das
eine Aktivit

at bei einem Molek

ul verursacht, dieses auch bei anderen Molek

ulen der
Datenbank hervorrufen kann ([Wil90], [CH98], [BW87]).
Hauptziele und

Uberblick

uber die vorliegende Arbeit
Bisher untersuchte Problemstellungen im Zusammenhang mit Isomorphie besch

afti-
gen sich mit den Fragestellungen, ob zwei gegebene Graphen isomorph sind (Graph
Isomorphie), ob der eine Graph isomorph zu einem Teil des zweiten Graphen ist
(Subgraph Isomorphie) oder man sucht die gr

otm

oglichen isomorphen Subgra-
phen von zwei gegebenen Graphen (Gr

oter Gemeinsamer Subgraph). Einen
ausf

uhrlichen

Uberblick

uber diese und

ahnliche bisher bekannte Problemstellungen
liefert Kapitel 3 dieser Arbeit.
Die meisten in der Literatur diskutierten Isomorphie-Problemstellungen besitzen
zum einen die Eigenschaft, da zwei Graphen gegeben sein m

ussen. Zur Reduktion
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der Datenmassen in der Chemie ist es jedoch von Vorteil, wenn man aus einem gege-
benen Graphen, der die chemische Struktur repr

asentiert, Informationen extrahiert
und zusammenfassen kann. Zum anderen ist es oft ein Nachteil, wenn mindestens
einer der Graphen komplett durch die Bijektion abgebildet werden mu, d. h., wenn
weder Knoten noch Kanten existieren d

urfen, die keinen Partner im anderen Gra-
phen besitzen. Durch diese Forderung wird die Menge an Graphen, die betrachtet
werden kann, stark eingeschr

ankt. Nimmt man beispielsweise zwei Graphen mit 100
bzw. 101 Knoten, die bis auf den einen Knoten isomorph sind, so wird trotzdem
die Frage, ob beide isomorph sind, verneint. Damit besitzt der Betrachter wiederum
keine weitreichenden Informationen

uber beide Graphen, obwohl die Aussage, da
sich die Graphen sehr

ahnlich sind, hilfreich f

ur das Verst

andnis w

are.
Diese in unseren Augen negativen Eigenschaften wollen wir mit Hilfe der neuen
Problemstellung der isomorphen Subgraphen aufheben, wobei wir unseren Fokus
auf zwei Ziele richten.
Das erste Ziel der vorliegenden Arbeit ist es, die gr

oten disjunkten isomorphen
Subgraphen in einem gegebenen Graphen zu nden, d. h. es wird eine Partition
des Graphen in drei
9
Teile G
1
, G
2
und R gesucht, so da die ersten beiden Teile
isomorph sind und R diejenigen Knoten und Kanten zusammenfat, die nicht durch
die Isomorphie abgebildet werden k

onnen, also den Rest darstellen. Im Gegensatz
zur Graph Automorphie ist hier also ein sogenannter Restgraph erlaubt. Ab-
bildung 1.5 zeigt beispielsweise die gr

oten isomorphen Subb

aume eines gegebenen
Baumes, die farbig hervorgehoben wurden. Die exakte Denition unserer neuen Pro-
blemstellung ist, ebenso wie eine ausf

uhrliche Abgrenzung von den bisher bekannten
Isomorphieproblemen, in Kapitel 3 zu nden.
Abbildung 1.5.: Isomorphe Subb

aume des gegebenen Baumes
Mit dem ersten Hauptziel dieser Arbeit, der sogenannten Erkennung isomorpher
9
In Kapitel 8 werden wir diese Einschr

ankung aufheben und k isomorphe Subgraphen und einen
Rest betrachten.
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Subgraphen, besch

aftigen wir uns in Kapitel 4 dieser Arbeit. Es stellt sich heraus,
da die Erkennung f

ur fast alle betrachteten Graphklassen NP-vollst

andig ist und
somit
10
nur exponentielle Algorithmen existieren k

onnen.
Aus diesem Grund haben wir eine Heuristik (vgl. Kapitel 5) entwickelt, die in um-
fangreichen Testl

aufen (vgl. Abschnitt 7.3) unerwartet groe isomorphe Subgraphen
ndet. In
"
k

unstlichen generierten\ Graphen, bei denen die Gr

oe der isomorphen
Subgraphen bekannt ist, liefert die Heuristik Ergebnisse, die sehr nahe am Opti-
mum liegen. Gleichzeitig bleibt die Laufzeit auch f

ur groe Graphen im Bereich von
Millisekunden bis zu einigen Sekunden.
Diese Tatsache motivierte das zweite Hauptziel dieser Arbeit, der Ausnutzung der
Erkenntnisse

uber die isomorphen Subgraphen beim Zeichnen von allgemeinen Gra-
phen, um damit eine bessere Verst

andlichkeit der Zeichnung zu gew

ahrleisten (vgl.
Kapitel 6). Dort werden wir nicht nur auf die prinzipiellen Vorgehensweisen (Ab-
schnitt 6.2) beim Zeichnen eingehen, sondern auch einen Algorithmus entwickeln,
der die isomorphen Subgraphen identisch zeichnet (Abschnitt 6.3). Eine Analyse
und Bewertung dieses Algorithmus ist in Abschnitt 7.4 zu nden.
Den Abschlu dieser Arbeit bildet ein Ausblick auf weitere Problemstellungen und
L

osungsans

atze im Zusammenhang mit isomorphen Subgraphen (vgl. Kapitel 8).
10
unter der Voraussetzung, da P 6= NP
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2. Denitionen und Begrie
In diesem Kapitel werden wir Grundbegrie aus der Graphentheorie, der Iso- und
Automorphie, der Matchingtheorie und der NP-Vollst

andigkeit erl

autern. Dabei
werden nur Denitionen betrachtet, die im Rahmen dieser Arbeit ben

otigt werden.
2.1. Allgemeine Denitionen
Dieser Abschnitt enth

alt grundlegende Denitionen aus dem Bereich der Graphen-
theorie. Sie dienen als Grundlage aller folgenden Kapitel.
Denition 2.1 (Graph, ungerichtet, gerichtet)
Ein ungerichteter Graph G = (V;E) besteht aus einer nicht-leeren endlichen Kno-
tenmenge V und einer endlichen Menge E  ffu; vgju; v 2 V g an ungerichteten
Kanten. Ein gerichteter Graph G = (V;E) besteht ebenfalls aus einer nicht-leeren
endlichen Knotenmenge V und einer endlichen Menge E  V  V an gerichteten
Kanten.
Wir besch

aftigen uns im folgenden in der Regel mit ungerichteten Graphen ohne
Schlingen (d. h. 8v 2 V : fv; vg 62 E) und ohne Multikanten (d. h. maximal eine
Kante zwischen zwei Knoten); E darf somit keine Multimenge sein. In diesen F

allen
verwenden wir auch den Begri Graph. Bei Behandlung von gerichteten Graphen
wird das Attribut gerichtet zus

atzlich erw

ahnt.
Denition 2.2 (Endknoten, Quelle, Senke)
Die Knoten u und v einer ungerichteten Kante e = fu; vg nennt man Endknoten.
Bei einer gerichteten Kante e = (u; v) heit u Quelle und v Senke von e.
Denition 2.3 (Knotengrad, isolierter Knoten)
Der Grad eines Knotens v 2 V ist die Anzahl an Kanten, die v als einen Endknoten
besitzen, d. h.
grad(v) = jfv
i
jfv; v
i
g 2 Egj
Ist grad(v) = 0, so nennt man v einen isolierten Knoten.
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Denition 2.4 (Weg, Kreis, einfach, azyklisch)
Sei G = (V;E) ein Graph und [v
1
; : : : ; v
k
] eine Folge von Knoten aus V . [v
1
; : : : ; v
k
]
heit Weg , falls f

ur alle i 2 f1; : : : ; k   1g gilt: fv
i
; v
i+1
g 2 E. Falls zus

atzlich
v
1
= v
k
gilt, so nennt man [v
1
; : : : ; v
k
] auch Kreis. Ein Weg oder ein Kreis heit
einfach, falls kein Knoten mehrfach vorkommt. Einen gerichteten Graphen ohne
Kreise nennt man azyklisch.
Wie der Titel dieser Arbeit zeigt, ben

otigen wir Subgraphen, die Teile des gegebe-
nen Graphen repr

asentieren. Wir werden zun

achst zwei Varianten von Subgraphen
denieren, um anschlieend darauf einzugehen, warum die im Deutschen bekannten
Begrie Untergraph und Teilgraph bzw. Subgraph und induzierter Subgraph hier
nicht verwendet werden.
Denition 2.5 (Knoteninduzierter Subgraph)
Sei G = (V;E) ein Graph und V
0
 V eine Knotenmenge. Als knoteninduzierten
Subgraphen bezeichnen wir den Subgraphen H = Gj
V
0
= (V
0
; E
0
), der alle Knoten
aus V
0
und alle die Kanten besitzt, die Knoten aus V
0
in G verbinden, d. h. E
0
=
ffv
i
; v
j
gjv
i
; v
j
2 V
0
^ fv
i
; v
j
g 2 Eg.
Knoteninduzierte Subgraphen werden in der Literatur im allgemeinen als induzierte
Graphen bezeichnet. Um Verwechslungen zu vermeiden, wird im folgenden trotzdem
immer der Begri
"
knoteninduziert\ verwendet. Ein Beispiel f

ur einen knotenindu-
zierten Subgraphen ist in Abbildung 2.1 zu nden.
v
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v
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Abbildung 2.1.: Knoteninduzierter Subgraph mit Knotenmenge V
0
= fv
1
; v
2
; v
3
; v
4
g
und Kantenmenge E
0
= fe
2
; e
3
; e
4
; e
6
; e
7
g
Denition 2.6 (Kanteninduzierter Subgraph)
Sei G = (V;E) ein Graph und E
0
 E eine Kantenmenge. Der Subgraph H =
Gj
E
0
= (V
0
; E
0
), der alle Kanten E
0
und deren adjazente Knoten besitzt, heit
kanteninduzierter Subgraph. Formal ist V
0
somit deniert als V
0
= fv 2 V j9v
i
2
V : fv; v
i
g 2 E
0
g.
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Ein Beispiel f

ur einen kanteninduzierten Subgraphen ist in Abbildung 2.2 zu nden.
Zu beachten ist, da der knoteninduzierte Subgraph in Abbildung 2.1 und der kan-
teninduzierte Subgraph in Abbildung 2.2 eine identische Knotenmenge V
0
besitzen.
Allerdings ist die Kantenmenge E
0
unterschiedlich.
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Abbildung 2.2.: Kanteninduzierter Subgraph mit Knotenmenge V
0
= fv
1
; v
2
; v
3
; v
4
g
und Kantenmenge E
0
= fe
2
; e
3
; e
4
g
Im deutschen Sprachgebrauch verwendet man auch den Begri Untergraph f

ur kno-
teninduzierte Subgraphen und Teilgraph f

ur kanteninduzierte Subgraphen
1
. Aus
zweierlei Gr

unden werden wir diese Begrie im Rahmen dieser Arbeit nicht verwen-
den. Zum einen besitzen sie unserer Meinung nach einen geringeren Informations-
gehalt als die Begrie knoten- und kanteninduzierter Subgraph, und zum anderen
werden wir im Ausblick (Abschnitt 8) noch eine dritte Kategorie von Subgraphen,
die 

acheninduzierten Subgraphen, denieren, f

ur die im Deutschen kein eigenst

an-
diger Begri existiert.
Desweiteren sei noch bemerkt, da sowohl bei knoten- als auch bei kanteninduzierten
Subgraphen die Menge der Kanten f

ur die Gr

oe der Subgraphen entscheidend ist.
Sobald Kanten als Mazahl f

ur die Gr

oe verwendet werden, betrachtet man wegen
E  ffu; vgju; v 2 V g gleichzeitig auch die Knoten mit. Interessiert man sich
hingegen nur f

ur die Knoten, so werden die Kanten

uberhaupt nicht betrachtet.
Dies kann zu L

osungen f

uhren, die unserer Ansicht nach nicht sinnvoll sind, wie das
Beispiel in Abbildung 2.3 f

ur kanteninduzierte Subgraphen zeigt. Analoge Beispiele
lassen sich auch f

ur knoteninduzierte Subgraphen nden. Aufgrund dessen
2
ist es
auch kein Nachteil, wenn bei kanteninduzierten Subgraphen, im Gegensatz zu den
Teilgraphen aus der Literatur, keine isolierten Knoten m

oglich sind. Man k

onnte
die Denition jedoch auf triviale Art und Weise anpassen.
Denition 2.7 (Zusammenhang, Zusammenhangskomponente)
Ein Graph G ist zusammenh

angend , falls jeder Knoten v von jedem anderen Knoten
v
0
erreichbar ist, d. h. falls f

ur alle v; v
0
2 V ein Weg von v nach v
0
existiert.
1
plus isolierte Knoten
2
und aufgrund der Tatsache, da wir die Informationen

uber die isomorphen Subgraphen zum
Zeichnen des gegebenen Graphen verwenden wollen
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(a) Anzahl Knoten (b) Anzahl Kanten
Abbildung 2.3.: Mazahl f

ur die Gr

oe der Subgraphen
Sei k  2. Ein Graph G ist k-fach zusammenh

angend , falls er nach dem Entfernen
von k   1 beliebigen Knoten immer noch zusammenh

angend ist.
Ein maximaler k-fach zusammenh

angender knoteninduzierter Subgraph von G wird
k-fach Zusammenhangskomponente genannt. Bei k = 1 spricht man auch nur von
Zusammenhangskomponenten.
Denition 2.8 (Artikulationsknoten)
Ein Knoten v 2 V eines zusammenh

angenden Graphen G = (V;E) heit Artikula-
tionsknoten, falls Gj
V nfvg
in mehrere Zusammenhangskomponenten zerf

allt.
Kommen wir noch einmal kurz auf die Begrie knoten- und kanteninduzierte Sub-
graphen zur

uck. Beide Arten von Subgraphen m

ussen aufgrund ihrer Denition
nicht zusammenh

angend sein, sondern k

onnen auch aus mehreren Zusammenhangs-
komponenten bestehen.
Bisher haben wir nur auf der Struktur von Graphen operiert, also ihre Mengendar-
stellungen f

ur Denitionen ausgenutzt. Im allgemeinen verbindet man allerdings
mit Graphen sofort deren grasche Darstellung, die Zeichnung genannt wird. Dabei
werden den Knoten Koordinaten im zwei- (oder drei-) dimensionalen Raum zuge-
ordnet. Kanten werden durch Kurven, in der Regel Geraden, dargestellt, die Knoten
verbinden. Man beachte, da f

ur jeden Graphen

uberabz

ahlbar viele Zeichnungen
existieren.
Denition 2.9 (Zeichnung)
Eine Abbildung des Graphen G auf der Zeichen

ache wird Zeichnung genannt.
Durch die Abbildung
3
	 : G! P (R
2
) wird jedem Knoten v 2 V ein geometrisches
Objekt 	(v) zugeordnet, das im Rahmen dieser Arbeit immer eine kompakte
4
, kon-
vexe
5
Punktmenge des R
2
(beispielsweise ein Punkt, ein Kreis oder ein Rechteck)
ist.
3
P
 
R
2

ist die Potenzmenge von R
2
.
4
Eine Menge M  R
n
heit kompakt , falls sie abgeschlossen und beschr

ankt ist.
5
Eine Menge M  R
n
heit konvex , falls mit je zwei Punkten p; q 2 M auch alle Punkte der
Verbindungsstrecke zwischen p und q zu M geh

oren.
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2.2. KLASSIFIKATION VON GRAPHEN
Jeder Kante e = fv
i
; v
j
g 2 E wird eine einfache, oene Jordankurve
6
	(e) zugeord-
net. 	(e) schneidet 	(v
i
) bzw. 	(v
j
) an genau einem
7
Punkt, der auf dem Rand
8
von 	(v
i
) bzw. 	(v
j
) liegt, d. h. j	(e) \ 	(v
i
)j = 1 und j	(e) \ 	(v
j
)j = 1.
Wenn wir im folgenden den Unterschied zwischen einem Graphen (mengentheo-
retische Betrachtung) und seiner Zeichnung (Koordinatenzuweisung) hervorheben
wollen, verwenden wir G als Abk

urzung f

ur den Graphen und G f

ur die Zeichnung.
Zus

atzlich k

onnen noch andere Grakattribute wie beispielsweise Farbe und Dicke
der Knoten bzw. Kanten angegeben werden, die wir jedoch in der vorliegenden
Arbeit im Normalfall unbeachtet lassen wollen.
Da eine Zeichnung eine einfache Abbildung in den R
2
ist, kann es zu Schnitten
zwischen den geometrischen Objekten f

ur Knoten und Kanten kommen.
Denition 2.10 (Schnitte)
Sei G die Zeichnung eines Graphen G. Sei v
i
; v
j
; v 2 V , e
i
; e
j
; e 2 E.
Ein Knoten-Knoten-Schnitt zwischen den Knoten v
i
und v
j
existiert genau dann,
wenn 	(v
i
) \	(v
j
) 6= ; ist.
Ein Kanten-Kanten-Schnitt zwischen e
i
und e
j
aus E existiert genau dann, wenn
	(e
i
) und 	(e
i
), auer am gemeinsamen Endknoten, einen Punkt des R
2
gemeinsam
haben.
Ein Knoten-Kanten-Schnitt zwischen einer Kante e und einem Knoten v existiert
genau dann, wenn j	(v)\	(e)j > 0, falls v nicht adjazent zu e ist und j	(v)\	(e)j >
1, falls v Endknoten von e ist.
Alle drei Arten lassen sich unter dem Oberbegri Schnitt zusammenfassen.
2.2. Klassikation von Graphen
Eine Klassikation von Graphen kann auf verschiedene Arten erfolgen. Zun

achst
kann man die Klassen anhand ihrer strukturellen Eigenschaften einteilen. Abbil-
dung 2.4 enth

alt einen

Uberblick

uber die wichtigsten Graphklassen, die wir in
diesem Abschnitt noch denieren werden. Ein Pfeil zwischen den Klassen sym-
bolisiert die Teilmengenbeziehungen zwischen den Klassen, beispielsweise sind alle
auenplanaren Graphen auch Serien-Parallel-Graphen oder planare Graphen
9
, aber
6
Eine Jordankurve ist eine stetige Kurve ohne mehrfache Punkte. Sie ist oen, falls ihre End-
punkte nicht zusammenfallen.
7
Wir haben bei der Denition von Graphen Schleifen ausgeschlossen. In diesem Fall w

urde 	(e)
das geometrische Objekt des Knotens an genau zwei Punkten schneiden.
8
Der Rand ist die Menge aller Randpunkte. Ein Punkt p 2 R
n
heit Randpunkt einer Punkte-
menge M  R
n
, falls in jeder -Umgebung von p sowohl Punkte von M als auch Punkte des
Komplements von M existieren.
9
aufgrund der Transitivit

at
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allgemeine Graphen
planare Graphen
Serien-Parallel-Graphen
auenplanare Graphen
B

aume
(DAG)
bipartite Graphen
Abbildung 2.4.: Beziehung zwischen Graphklassen
nicht umgekehrt. DAG's werden hier zwar erw

ahnt, allerdings sind diese nur auf
gerichteten Graphen deniert.
Wir verwenden hier eine Klassikation, die in der Literatur

ublich ist ([BETT94],
[BETT99]), in vielen F

allen werden sogar Algorithmen speziell f

ur eine der Graph-
klassen entwickelt (wie beispielsweise [BJM79] oder [CB81]). Wir verwenden einige
dieser Klassen bei den Komplexit

atsbetrachtungen in Kapitel 4, die anderen ben

o-
tigen wir bei der Heuristik in Kapitel 5 und beim Zeichnen in Kapitel 6.
Eine andere Klassizierung ist mit Hilfe von Baumweite (bzw. Wegbreite) m

oglich,
die wir ebenfalls in diesem Abschnitt denieren werden.
Zus

atzlich zu den erw

ahnten Klassen gibt es im Zusammenhang mit Isomorphie-
Problemstellungen noch Graphklassen, die Schwierigkeiten bei Algorithmen und
Heuristiken verursachen, da die enthaltenen Graphen eine sehr regul

are Struktur
aufweisen.
Denition 2.11 (k-regul

arer Graph, regul

arer Graph)
Ein Graph G ist k-regul

ar , falls der Grad jedes Knotens k betr

agt. Existiert ein k,
so da G k-regul

ar ist, so bezeichnet man G auch als regul

ar .
Denition 2.12 (stark regul

arer Graph)
Ein Graph G heit stark regul

ar (engl.
"
strongly regular\) mit den Parametern
(n; k; ; ), falls gilt:
 G besitzt n Knoten.
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 Jeder Knoten hat Grad k.
 Jedes Paar von adjazenten Knoten besitzt genau  gemeinsame Nachbarn.
 Jedes Paar von nicht-adjazenten Knoten besitzt genau  gemeinsame Nach-
barn.
Die meisten Heuristiken zur Berechnung von Isomorphien in Graphen (vgl. Kapitel
3) verlieren f

ur regul

are bzw. stark regul

are Graphen an EÆzienz, da der Grad
der Knoten zur Reduktion der zu

uberpr

ufenden Permutationen verwendet wird.
Abbildung 2.5 zeigt einen stark regul

aren Graphen mit Parametern (10; 3; 0; 1), den
sogenannten Petersen Graphen.
Abbildung 2.5.: Petersen Graph
Denition 2.13 (vollst

andiger Graph, Clique)
Ein Graph G = (V;E) heit vollst

andig oder Clique, falls er k-regul

ar ist mit k =
jV j   1. Man bezeichnet einen vollst

andigen Graphen auch als K
k
.
Kommen wir nun zu den Graphklassen der ersten Klassikationsm

oglichkeit und
anderen, verwandten Begrisdenitionen.
Denition 2.14 (planare Zeichnung)
Eine Zeichnung G heit planar , falls keine Schnitte existieren.
Denition 2.15 (planarer Graph)
Ein Graph G ist planar , falls eine planare Zeichnung G existiert.
Alternativ dazu lassen sich planare Graphen auch graphentheoretisch dadurch cha-
rakterisieren, da sie weder einen K
3;3
noch einen K
5
enthalten (vgl. Kuratowski's
Theorem, [BETT99]).
Denition 2.16 (Fl

ache, Auen

ache, innere Fl

ache)
Sei G eine planare Zeichnung eines planaren Graphen G. G partitioniert die Ebene,
d. h. den R
2
, in topologisch zusammenh

angende Regionen, die Fl

achen genannt
werden. Die einzige unendliche Fl

ache wird Auen

ache genannt. Alle anderen
Fl

achen bezeichnet man als innere Fl

achen.
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Denition 2.17 (

Aquivalenz von planaren Zeichnungen, Einbettung)
Jede planare Zeichnung G eines planaren Graphen G = (V;E) legt eine zirkul

are
Ordnung auf den Nachbarn jedes Knoten v 2 V fest, die Sequenz der zu v adja-
zenten Knoten im Uhrzeigersinn. Zwei planare Zeichnungen von G sind

aquivalent,
falls sie dieselbe Ordnung auf den Mengen der Nachbarknoten induzieren. Eine (pla-
nare) Einbettung ist die

Aquivalenzklasse von planaren Zeichnungen eines planaren
Graphen.
Jeder planare Graph besitzt h

ochstens exponentiell viele Einbettungen ([BETT99]).
Auerdem kann man zeigen, da ein planarer dreifach zusammenh

angender Graph
(bis auf Umkehrung der zirkul

aren Ordnung der Nachbarn um jeden Knoten) genau
eine Einbettung besitzt (vgl. [BETT99]).
Denition 2.18 (auenplanar)
Ein Graph G heit auenplanar , falls eine planare Zeichnung existiert, bei der alle
Knoten auf der Auen

ache liegen.
Auenplanare Graphen lassen sich analog zu planaren Graphen auch noch dadurch
charakterisieren, da sie weder den K
4
noch den K
2;3
enthalten ([Tho95]). Es exi-
stieren Algorithmen ([Mit79]), die auenplanare Graphen in Linearzeit erkennen.
Zus

atzlich wei man, da auenplanare Graphen eine echte Teilmenge der Serien-
Parallel-Graphen darstellen ([LS88]).
Denition 2.19 (Serien-Parallel-Graph)
Ein Graph G ist ein Serien-Parallel-Graph, falls der K
4
nicht enthalten ist ([LS88]).
Alternativ dazu l

at sich ein Serien-Parallel-Graph auch noch rekursiv durch paral-
lele und serielle Komposition von Serien-Parallel-Graphen denieren ([BETT99]).
Kommen wir nun zu der am st

arksten eingeschr

ankten Klasse von Graphen, den
B

aumen. Man beachte, da es verschiedene Arten von B

aumen gibt, n

amlich B

au-
me mit oder ohne Wurzel bzw. geordnete oder ungeordnete B

aume. In der Lite-
ratur werden alle diese Arten unter dem Begri B

aume zusammengefat. In vielen
Artikeln ist die Bestimmung der betrachteten Baumart sehr schwierig, weil die Ei-
genschaften des Baumes nicht ausdr

ucklich festgelegt werden. Aus diesem Grund
verwenden wir f

ur die verschiedenen Auspr

agungen auch unterschiedliche, eindeutige
Begrie. Nur in F

allen, in denen aus dem Zusammenhang der Arbeit die Baumart
erkennbar ist, schreiben wir manchmal Baum.
Denition 2.20 (Wurzelbaum, Wurzel, Richtung)
Ein Wurzelbaum ist ein ungerichteter zusammenh

angender Graph ohne Kreise. Je-
der Wurzelbaum besitzt einen ausgezeichneten Knoten, der Wurzel genannt wird.
Mit Hilfe der Wurzel kann dem Baum eine eindeutige Richtung von der Wurzel zu
allen anderen Knoten zugeordnet werden.
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Denition 2.21 (freier Baum)
Ein freier Baum hat im Gegensatz zum Wurzelbaum keine ausgezeichnete Wurzel.
Denition 2.22 (Sohn, Vater, innerer Knoten, Blatt)
Besitzt ein Baum eine eindeutige Richtung auf den Knoten bzw. eine Wurzel, so
werden die Nachfolger eines Knotens v als S

ohne bezeichnet. Der Knoten v wird
dann Vater genannt, alle Knoten von der Wurzel bis zu v heien Vorg

anger . Knoten,
die keinen Sohn besitzen, heien Bl

atter . Alle anderen Knoten des Baumes heien
innere Knoten.
Denition 2.23 (geordneter und ungeordneter Baum)
Sei G ein Baum mit einer eindeutigen Richtung. Falls auf den S

ohnen jedes Knotens
eine Ordnung deniert ist, d.h. falls man vom ersten, zweiten, dritten, usw. Sohn
eines Knotens sprechen kann, so nennt man den Baum geordnet . Andernfalls heit
der Baum ungeordnet .
Analog zu Graphen kann man auch f

ur B

aume Subgraphen denieren. Wir beschr

an-
ken uns darauf, da die Subgraphen zusammenh

angend sind und somit wiederum
B

aume darstellen. Grunds

atzlich gibt es zwei Auspr

agungen: Wurzelsubb

aume und
Subb

aume.
Denition 2.24 (Wurzelsubbaum)
Sei T = (V;E; w) ein Wurzelbaum mit Wurzel w, V
0
 V und E
0
 E. Ein
Wurzelsubbaum T
0
= (V
0
; E
0
; w
0
) von T ist deniert durch seine eindeutige Wurzel
w
0
2 V und den Wurzelsubb

aumen aller Nachfolgerknoten von w
0
.
Denition 2.25 (Subbaum)
Sei T = (V;E) ein Wurzelbaum, V
0
 V und E
0
 E. Ein Subbaum T
0
= (V
0
; E
0
)
von T ist deniert durch die Knotenmenge V
0
und deren adjazenten Kanten. T
0
mu auerdem einen Baum darstellen, also zus

atzlich zusammenh

angend sein.
Der Unterschied zwischen Subb

aumen und Wurzelsubb

aumen ist im Rahmen der
vorliegenden Arbeit entscheidend. Wir werden im Abschnitt 4 sehen, da der Al-
gorithmus zur Erkennung der gr

oten isomorphen Wurzelsubb

aume wesentlich ein-
facher ist als der Algorithmus zur Erkennung der gr

oten isomorphen Subb

aume.
Abbildung 2.6 enth

alt ein Beispiel f

ur beide Subbaumarten.
F

ur unsere Heuristik zur Erkennung isomorpher Subgraphen ben

otigen wir noch eine
weitere Graphklasse, die bipartiten Graphen.
Denition 2.26 (bipartiter Graph, vollst

andiger bipartiter Graph)
Sei G = (V;E) ein Graph. Falls die Knotenmenge V in zwei disjunkte TeilmengenX
und Y geteilt werden kann, so da keine Kante inX (d. h. 8x
i
; x
j
2 X : fx
i
; x
j
g =2 E)
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v
1
v
2
v
3
v
4
v
5
(a) Subbaum mit Knotenmen-
ge fv
1
; v
2
; v
3
; v
4
; v
5
g
w
w
0
(b) Wurzelsubbaum mit Wur-
zel w
0
Abbildung 2.6.: Unterschied zwischen Subbaum und Wurzelsubbaum
und keine Kante in Y (d. h. 8y
i
; y
j
2 Y : fy
i
; y
j
g =2 E) verl

auft, so wird G als
bipartiter Graph bezeichnet. Ein bipartiter Graph heit vollst

andig , falls f

ur alle
x 2 X und alle y 2 Y gilt: fx; yg 2 E. Ein vollst

andiger bipartiter Graph mit
jXj = n und jY j = m wird als K
n;m
bezeichnet.
Im folgenden verwenden wir die Schreibweise G = (X [ Y;E) f

ur bipartite Graphen
mit Knotenmengen X und Y .
Wie wir vorher schon erw

ahnt haben, kann man Graphen auch noch mit Hilfe von
Baumweite (bzw. der Wegbreite) klassizieren. Die deutschen Namen sind [Sch89]
entnommen.
Denition 2.27 (Baumweite)
Sei G = (V;E) ein Graph, T = (V
T
; E
T
) ein Baum.
Eine Baumdekomposition von G ist ein Paar (T,X), wobei T ein Baum und X =
fX
i
ji 2 V
T
g eine Menge von Teilmengen X
i
 V ist, so da folgende Eigenschaften
gelten:
 F

ur jedes fu; vg 2 E existiert ein X
i
2 X das sowohl u als auch v enth

alt.
 F

ur jede j; k; l 2 T , wobei k auf dem Weg zwischen j und l in T liegt, gilt:
X
j
\X
l
 X
k
.

S
X
i
= V .
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Die Weite w
(T;X)
(G) von G bez

uglich (T;X) ist deniert als
w
(T;X)
(G) = max
i
fjX
i
j   1g
Die Baumweite tw(G) (engl.
"
tree width\) ist deniert als
tw(G) = min
(T;X)
fw
(T;X)
(G)g
Eingef

uhrt wurde der Begri der Baumweite 1986 von Robertson und Seymour (vgl.
[RS86]). Dieselben Autoren haben auch die Wegbreite (engl.
"
path width\) ge-
pr

agt. Diese kann analog zur Baumweite deniert werden, nur da man anstelle
eines Baumes eine Kette von Knoten erzeugt ([RS83] und [RS85]).
Beide Begrie haben zu tiefgreifenden Ergebnissen gef

uhrt, beispielsweise sind vie-
le NP-vollst

andige Probleme f

ur Graphen mit beschr

ankter Baumweite polynomial
l

osbar. Einen

Uberblick

uber einige dieser Probleme liefert [Sko00]. Man kann zei-
gen, da s

amtliche B

aume (mit mindestens zwei Knoten) eine Baumweite von eins
besitzen. Sowohl auenplanare Graphen als auch Serien-Parallel-Graphen besitzen
eine Baumweite, die kleiner oder gleich 2 ist ([Bod98]).
2.3. Isomorphie und Automorphie
Wie schon in der Einleitung erw

ahnt, ist die Ausnutzung eventuell vorhandener Iso-
morphien ein wichtiges und einleuchtendes

Asthetikkriterium f

ur
"
sch

one\ Zeichnun-
gen, das beim
"
Layout von Graphen\ eine entscheidende Rolle spielt. Isomorphien
werden insbesondere in der Biochemie genutzt, um die dort existierenden groen Da-
tenmengen besser verarbeiten zu k

onnen. Diese Tatsache diente uns, neben den zu
erwartenden einfacher verst

andlichen Zeichnungen, als Motivation f

ur die vorliegen-
de Arbeit. In diesem Abschnitt wollen wir die Begrie lediglich denieren. Bekannte
Problemstellungen im Zusammenhang mit Iso- und Automorphien werden in Kapitel
3 vorgestellt.
Denition 2.28 (Isomorphie, Automorphie)
Zwei Graphen G
1
= (V
1
; E
1
) und G
2
= (V
2
; E
2
) sind isomorph, falls gilt:
9
f :V
1
!V
2
bijektiv
fv
i
; v
j
g 2 E
1
, ff(v
i
); f(v
j
)g 2 E
2
Ein Graph G = (V;E) besitzt eine (nichttriviale) Automorphie, falls er zu sich selbst
nichttrivial isomorph ist, d. h. die Identit

at ist ausgeschlossen.
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Die bijektiven Abbildungen f werden in der Mathematik auch Isomorphismus bzw.
Automorphismus genannt. Ein enger Zusammenhang von Iso- und Automorphien
besteht auch mit der Gruppentheorie, die wir aber im Rahmen dieser Arbeit nicht
verwenden werden.
Abbildung 2.7 enth

alt ein Beispiel f

ur eine Isomorphie und eine Automorphie auf
Graphen. Pfeile symbolisieren die bijektive Abbildung f . Man beachte, da ein
Abbildung 2.7.: Isomorphie und Automorphie auf Graphen
Graph, der eine Automorphie besitzt, immer achsensymmetrisch gezeichnet werden
kann. Dabei werden Knoten, die durch f auf sich selbst abgebildet werden, auf die
Symmetrieachse gelegt, alle anderen, durch die Automorphie aufeinander abgebilde-
ten Knotenpaare (u; v) auf beiden Seiten rechtwinkelig zur Achse im selben Abstand
gezeichnet.
2.4. Matching
Es folgen nun Grundlagen aus der Matchingtheorie, die wir als Hilfsmittel zur Be-
stimmung der besten Nachbarpaare bei der Heuristik zur Erkennung der isomor-
phen Subgraphen in Kapitel 5 ben

otigen. Dort wird auch die Ungarische Methode
zur Bestimmung eines maximalen bipartiten Matchings und der Kuhn-Munkres-
Algorithmus zur Berechnung des optimalen gewichteten bipartiten Matchings erl

au-
tert.
Eine Beschreibung dieser Verfahren und somit auch die Denition einiger Begrie ist
aus unserer Sicht n

otig, weil es viele verschiedene Varianten der Matchingalgorith-
men gibt, die ebenso unterschiedliche Komplexit

aten besitzen (vgl. Abschnitt 5.1
und 5.2). Weiterf

uhrende Erl

auterungen zum Matching k

onnen [CH91] entnommen
werden.
Denition 2.29 (Matching, Matchingkante, M-ges

attigt, M-unges

attigt)
Sei G = (V;E) ein Graph. Eine Menge M  E heit Matching von G, falls jeder
Knoten nur Endknoten einer Kante in M ist. Die Kanten von M werden auch
Matchingkanten genannt.
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Ein Knoten v 2 V heit M-ges

attigt , falls v Endknoten einer Matchingkante ist.
Andernfalls ist v M-unges

attigt .
Denition 2.30 (perfektes Matching, maximales (bipartites) Matching)
Sei G = (V;E) ein Graph. Ein Matching M ist perfekt , falls alle Knoten aus V M -
ges

attigt sind. Ein Matching M heit maximal , falls G kein Matching M
0
enth

alt
mit jM
0
j > jM j. Unter maximalem bipartitem Matching versteht man ein maximales
Matching in einem bipartiten Graphen.
Man beachte, da jedes perfekte Matching maximal ist. Die Umkehrung gilt nicht,
wie beispielsweise bei einem Dreieck.
Denition 2.31 (M-alternierender Weg, M-erweiternder Weg)
Sei M ein Matching eines Graphen G. Ein M-alternierender Weg ist ein Weg
[v
1
; : : : ; v
k
], dessen Kanten abwechselnd in M und nicht in M liegen. Ein M-erwei-
ternder Weg ist ein M -alternierender Weg [v
1
; : : : ; v
k
], dessen Endknoten v
1
und v
k
M -unges

attigt sind.
Es zeigt sich, da ein Matching M genau dann maximal ist, wenn es keinen M -
erweiternden Weg in G gibt [CH91].
Denition 2.32 (Umf

arbung)
Sei P ein M -erweiternder Weg in einem bipartiten Graphen G mit einem Matching
M . Dann kann M durch eine Umf

arbung erweitert werden. Dazu l

oscht man alle
gematchten Kanten des Weges aus M und f

ugt diejenigen hinzu, die vorher nicht
dem Matching angeh

ort haben.
In Abbildung 2.8 ist ein bipartiter Graph mit Matching M = ffx
2
; y
1
g; fx
3
; y
2
g;
fx
4
; y
4
gg gegeben. Der M -erweiternde Weg ist [x
1
; y
1
; x
2
; y
2
; x
3
; y
4
; x
4
; y
3
]. Kanten,
die zum Matching geh

oren werden fett gezeichnet. Wie man sieht, erh

oht sich die
Anzahl an Kanten in M durch die Umf

arbung um eins.
x
1
x
1
x
2
x
2
x
3
x
3
x
4
x
4
x
5
x
5
y
1
y
1
y
2
y
2
y
3
y
3
y
4
y
4
Abbildung 2.8.: Umf

arbung entlang eines M -erweiternden Weges
Denition 2.33 (optimales gewichtetes bipartites Matching)
SeiG = (X[Y;E) ein vollst

andiger bipartiter Graph mit dem Kantengewicht w
ij
auf
der Kante fx
i
; y
j
g. Ein optimales gewichtetes bipartites Matching ist ein Matching,
in dem die Summe der Kantengewichte maximal ist.
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2.5. Worte und Sequenzen
In diesem Abschnitt besch

aftigen wir uns mit Worten und Sequenzen, mit deren
Hilfe man die Erkennung isomorpher Subgraphen bei B

aumen in Polynomialzeit
l

osen kann (vgl. Kapitel 4.1).
Denition 2.34 (L

ange eines Wortes, Teilwort, SuÆx)
Sei A ein Alphabet, $ 62 A ein Symbol und s = s
1
: : : s
n
ein Wort (engl.
"
string\)
(mit s
i
2 A).
Dann bezeichnet jsj die L

ange von s. Das Teilwort (engl.
"
substring\) s
i
: : : s
j
(i; j 2 f1; : : : ; ng) wird mit s[i; j] bezeichnet. Falls i > j, so ist s[i; j] ein leeres
Teilwort. s[i; n] wird als SuÆx (oder auch Endst

uck) von s bezeichnet, der mit dem
i-ten Symbol beginnt. s[1; i] heit Pr

ax von s.
Denition 2.35 (SuÆxbaum)
Ein SuÆxbaum (engl.
"
suÆx tree\) T eines Wortes s$ ist ein ungeordneter Wurzel-
baum mit folgenden Eigenschaften:
 T besitzt jsj+ 1 Bl

atter.
 Jeder innere Knoten hat mindestens zwei S

ohne.
 Jede Kante ist mit einem nicht-leeren Teilwort von s beschriftet, so da die
Kanten, die einen Knoten verlassen, immer mit verschiedenen Symbolen be-
ginnen.
 Jedes SuÆx von s$ kann durch Konkatenation der Kantenbeschriftungen auf
einem Weg von der Wurzel zu einem Blatt erhalten werden.
 Das Blatt, das das SuÆx s[i; n] repr

asentiert, wird mit i beschriftet.
SuÆxb

aume erm

oglichen eÆziente L

osungen f

ur eine groe Anzahl von Problemen
im Zusammenhang mit Worten (vgl. beispielsweise Kapitel 9 in [Gus97]). In dieser
Arbeit werden sie zur eÆzienten Berechnung l

angster gemeinsamer Teilworte von
einem oder zwei gegebenen Worten Verwendung nden.
Der naive Ansatz zur Generierung eines SuÆxbaumes soll anhand des Fibonacci-
Wortes s = abaababa erl

autert werden (Abbildung 2.9).
Im ersten Schritt wird eine Kante erzeugt, die mit s$ = abaababa$ beschriftet wird.
Das Blatt erh

alt die Nummer 1. Anschlieend wird das erste Zeichen von s$ ge-
l

oscht. Nachdem das neue Wort mit b beginnt und die bisherige Kante mit a, so
wird eine neue Kante an die Wurzel geh

angt und diese mit baababa$ beschriftet. Im
dritten Schritt beginnt das SuÆx mit einem a. Dies ist identisch mit dem Wort des
ersten Schrittes. Ab dem zweiten Zeichen unterscheiden sich allerdings beide Wor-
te. Deshalb wird ein neuer innerer Knoten nach dem gemeinsamen Teil a erzeugt.
Analog dazu f

ugt man im vierten Schritt einen inneren Knoten nach aba ein.
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1
a
b
a
a
b
a
b
a
$
(a) Schritt 1: s$ = abaababa$
1
2
a
b
a
a
b
a
b
a
$
baababa$
(b) Schritt 2: s$ = baababa$
1
2
3
a
b
a
a
b
a
b
a
$
ababa$
baababa$
(c) Schritt 3: s$ = aababa$
1
2
3
4
a
ba
a
b
a
b
a
$
ba$
ababa$
baababa$
(d) Schritt 4: s$ = ababa$
Abbildung 2.9.: Naiver Algorithmus zur Konstruktion des SuÆxbaumes f

ur das
Fibonacci-Wort s = abaababa
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Der komplette SuÆxbaum f

ur das Fibonacci-Wort ist in Abbildung 2.10 dargestellt.
Die Laufzeit des naiven Algorithmus betr

agt O(jsj
2
). Sie kann allerdings durch ge-
schickte Wahl der Datenstruktur auf O(jsj) reduziert werden (vgl. [Ukk95], [Wei73]
oder [Gus97]).
$
$
$
$
1
2
3
4
5
6
7
8
9
a
b
a
ba
ba$
ba$
a
b
a
b
a
$
a
b
a
b
a
$
ababa$
Abbildung 2.10.: SuÆxbaum f

ur das Fibonacci-Wort s = abaababa
Denition 2.36 (l

angstes gemeinsames (disjunktes) Teilwort)
Seien s und t zwei gegebene Worte. Das l

angste gemeinsame Teilwort von s und t
ist das Teilwort, das in beiden Worten vorkommt und die gr

ote L

ange besitzt, d. h.
s = awb und t = cwd mit jwj maximal.
Gemeinsame Teilworte kann man auch bei nur einem gegebenen Wort denieren.
Die l

angsten gemeinsamen disjunkten Teilworte eines Wortes s sind Teilworte der
Form s[i; j] und s[p; q], so da gilt: s[i; j] = s[p; q], j < p und j   i ist maximal.
Ein O(jsj + jtj)-Algorithmus zur Bestimmung der l

angsten gemeinsamen Teilworte
ist in [Gus97] und in etwas abge

anderter Form
10
in 4.1.1 zu nden.
Man beachte, da ein Teilwort aus einer zusammenh

angenden Folge von Buchstaben
aus s bestehen mu. Diese Einschr

ankung des Zusammenhanges wird in Teilsequen-
zen aufgehoben.
Denition 2.37 (Teilsequenz)
Sei s = s
1
: : : s
n
ein Wort

uber den Alphabet A. Eine Teilsequenz ist deniert als
eine Teilfolge von s, bei der die relative Ordnung der einzelnen Buchstaben des
gegebenen Wortes erhalten bleibt.
10
Unsere Teilworte m

ussen noch zus

atzliche Eigenschaften erf

ullen.
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Denition 2.38 (l

angste gemeinsame Teilsequenz)
Seien s = s
1
: : : s
n
und t = t
1
: : : t
m
zwei gegebene Worte. Die l

angste gemeinsame
Teilsequenz von s und t ist diejenige Teilsequenz, die in beiden Worten vorkommt
und die gr

ote L

ange besitzt.
DerO(jsjjtj)-Algorithmus zur Bestimmung des l

angsten gemeinsamen Teilsequenzen
wird in [Gus97] und wieder in etwas abge

anderter Form (wegen der zus

atzlichen
Eigenschaften) in Abschnitt 4.1.2 erl

autert.
Zuletzt wollen wir ein Beispiel f

ur die l

angsten gemeinsamen Teilworte und Teil-
sequenzen betrachten. Seien die Worte s = ddudduuu und t = ddduuduu gege-
ben, so w

are das l

angste gemeinsame Teilwort dduu = s[4; 7] = t[2; 5] und die
l

angste gemeinsame Teilsequenz ddduuu = s[1; 1]@s[4; 8] = s[1; 2]@s[4; 4]@s[6; 8] =
t[1; 5]@t[7; 7] = t[1; 3]@t[5; 5]@t[7; 8], wobei @ die Konkatenation von Worten dar-
stellt.
2.6. Bekannte NP-vollst

andige Probleme
In diesem Abschnitt stellen wir einige NP-vollst

andige Probleme vor, die wir f

ur Re-
duktionen unserer neuen Problemstellung in Abschnitt 4 ben

otigen werden. Grund-
legende Denitionen und Vorgehensweisen im Zusammenhang mit NP-Vollst

andig-
keit k

onnen [GJ79] entnommen werden.
Fast alle NP-Vollst

andigkeitsbeweise in Kapitel 4 sind Reduktionen von 3-Parti-
tion.
Denition 2.39 (3-Partition)
Instanz : Eine endliche Menge A mit 3m Elementen, eine Zahl B 2 N , ein Gewicht
s(a) 2 N f

ur alle a 2 A, so da f

ur jedes s(a) gilt
B
4
< s(a) <
B
2
und
P
a2A
s(a) = mB.
Frage: Kann A in m disjunkte Mengen A
1
; : : : ; A
m
zerlegt werden, so da f

ur alle
1  i  m gilt:
P
a2A
i
s(a) = B.
3-Partition ist stark NP-vollst

andig ([GJ79], SP15). Man beachte, da mit den
obigen Einschr

ankungen f

ur die Gewichte jedes A
i
genau drei Elemente enth

alt. In
Abbildung 2.11 ist eine Instanz von 3-Partition graphisch dargestellt. Die L

ange
der Boxen f

ur jedes Element a 2 A ist gegeben durch s(a).
Um die NP-Vollst

andigkeit der Erkennung isomorpher Subgraphen f

ur allgemeine
Graphen zu zeigen, werden wir eine Reduktion von 2-in-4-SAT verwenden.
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a
1
a
2
a
3
a
3m
A =
A
1
A
m
3m
P
i=1
s(a
i
) = m B
P
a
i
2A
1
s(a
i
) = B B
Abbildung 2.11.: Graphische Darstellung von 3-Partition
Denition 2.40 (2-in-4-SAT)
Instanz : Eine Menge von Variablen X, eine Menge von Klauseln C

uber X, so da
f

ur alle c 2 C gilt: jcj = 4.
Frage: Kann jedem x 2 X ein boolescher Wert zugewiesen werden, so da jede
Klausel genau zwei wahre und zwei falsche Literale enth

alt?
2-in-4-SAT ist NP-vollst

andig aufgrund einer Reduktion von 1-in-3-SAT ([GJ79],
LO4), wobei in jede Klausel eine zus

atzliche wahre Variable y =2 X eingef

ugt wird.
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Wie in der Einleitung bereits erl

autert, ist die Isomorphie eines der wichtigsten

Asthetikkriterien f

ur Graphen. Sie steigert die Lesbarkeit und somit die Verst

and-
lichkeit von Zeichnungen, des weiteren kann sie zur Kompaktierung verwendet wer-
den. Dabei werden die isomorphen Teilstrukturen zu einzelnen Knoten kontrahiert,
die nur bei Bedarf betrachtet werden m

ussen. Insbesondere in der Biochemie und
der Molekularbiologie nden Isomorphieen in letzter Zeit intensive Nutzung, um
einerseits die enormen Datenmengen zu reduzieren, aber auch um Proteinstruktu-
ren aufzukl

aren oder Stowechselwege in verschiedenen Organismen vergleichen zu
k

onnen.
Es existieren also viele graphentheoretische Probleme, wie z. B. Graph Isomor-
phie, Subgraph Isomorphie oder Graph Automorphie, die auch in der Praxis
ihre Anwendung nden. In diesem Kapitel werden wir das neue Problem der Iso-
morphen Subgraphen (Abschnitt 3.1) und bekannte Fragestellungen im Bereich
der Isomorphie (Abschnitt 3.2) denieren und die Unterschiede zur neuen Problem-
stellung (Abschnitt 3.3) deutlich machen.
3.1. Einf

uhrung in Isomorphe Subgraphen
Zun

achst einmal werden wir die neue Problemstellung der Isomorphen Subgra-
phen denieren. Wir verwenden Isomorphe Subgraphen als Oberbegri f

ur
zwei bisher nicht betrachtete Probleme, den Isomorphen Knoteninduzierten
Subgraphen (INS) und den Isomorphen Kanteninduzierten Subgraphen
(IES).
Denition 3.1 (Isomorphe Knoteninduzierte Subgraphen, INS)
Instanz : Ein Graph G = (V;E) und eine nat

urliche Zahl k.
Frage: Enth

alt G zwei isomorphe disjunkte knoteninduzierte Subgraphen mit min-
destens k Kanten, d.h. gibt es zwei Mengen V
1
und V
2
mit V
1
\ V
2
= ;, so da die
Subgraphen H
1
= G j
V
1
= (V
1
; E
1
) und H
2
= G j
V
2
= (V
2
; E
2
) isomorph sind und
auerdem jE
1
j; jE
2
j  k gilt?
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Denition 3.2 (Isomorphe Kanteninduzierte Subgraphen, IES)
Instanz : Ein Graph G = (V;E) und eine nat

urliche Zahl k.
Frage: Enth

alt G zwei isomorphe disjunkte kanteninduzierte Subgraphen mit min-
destens k Kanten, d.h. gibt es zwei Mengen E
1
und E
2
mit E
1
\ E
2
= ;, so da die
Subgraphen H
1
= G j
E
1
= (V
1
; E
1
) und H
2
= G j
E
2
= (V
2
; E
2
) isomorph sind und
auerdem V
1
\ V
2
= ; und jE
1
j; jE
2
j  k gilt?
Man beachte, da sowohl knoten- als auch kanteninduzierte Subgraphen nicht zu-
sammenh

angend sein m

ussen. Aufgrund der Denition der kanteninduzierten Sub-
graphen k

onnen hier zus

atzlich keine isolierten Knoten in den isomorphen Struk-
turen vorhanden sein. Dies ist jedoch unseres Ertrachtens kein Nachteil, da zum
einen nachtr

aglich gleich viele isolierte Knoten zu H
1
und H
2
hinzugef

ugt werden
k

onnen. Zum anderen stellen isolierte Knoten keine zus

atzlichen Informationen f

ur
Zeichenalgorithmen, unserem zweiten Ziel der vorliegenden Arbeit, dar.
Bezeichnung 3.3 (Isomorphe Subgraphen)
Der Begri Isomorphe Subgraphen ist ein Oberbegri f

ur die Probleme INS und
IES.
Eine schematische Darstellung des Problems Isomorphe Subgraphen ist in Ab-
bildung 3.1 zu nden. Das gesamte Bild symbolisiert den gegebenen Graphen G,
die zwei roten Bereiche die knoteninduzierten bzw. kanteninduzierten Subgraphen.
Abbildung 3.1.: Schematische Darstellung des Problems Isomorphe Subgraphen
Denition 3.4 (Restknoten, Restkante, Restgraph)
Seien H
1
= (V
1
; E
1
) und H
2
= (V
2
; E
2
) die isomorphen Subgraphen eines Graphen
G = (V;E). Der Restgraph R = (V
R
; E
R
) ist deniert durch die Mengen V
R
=
V nfV
1
[ V
2
g und E
R
= EnfE
1
[ E
2
g. V
R
bezeichnet man auch als Restknoten, E
R
als Restkanten.
In Abbildung 3.1 ist der Restgraph durch die hellgrauen Fl

achen symbolisiert.
Zu beachten ist, da Restgraphen keine Graphen im eigentlichen Sinne sind. Sie
k

onnen Kanten enthalten, die nur zu einem Knoten aus V
R
adjazent sind, falls
42
3.2. BEKANNTE PROBLEMSTELLUNGEN
der andere Knoten in einem der beiden Subgraphen liegt. Analog dazu kann es
auch Kanten in E
R
geben, die keine adjazenten Knoten in V
R
besitzen, falls beide
Endknoten der Kante in H
1
bzw. H
2
liegen.
3.2. Bekannte Problemstellungen
Dieses Kapitel enth

alt einen

Uberblick bereits betrachteter Fragestellungen der Iso-
und Automorphie in der Graphentheorie. Zun

achst werden wir in Tabelle 3.2.1
einen

Uberblick

uber die wichtigsten bekannten Problemstellungen schaen. Die-
se und andere, in der Literatur weniger ausf

uhrlich betrachtete, Probleme werden
anschlieend in den einzelnen Unterkapiteln detailliert erl

autert.
Dabei erfolgt die Vorstellung der bekannten Fragestellungen in f

unf Schritten. Nach
der Denition folgt die Komplexit

atsbetrachtung, wobei nach den Graphklassen un-
terschieden wird, die in der Literatur

ublich sind. Dabei handelt es sich, im groben
gesehen, um allgemeine, planare und auenplanare Graphen, sowie W

alder und B

au-
me. Der Grund f

ur diese Auswahl ist, da hier die meisten Ergebnisse vorliegen und
die Trennlinie zwischen polynomialer L

osbarkeit und NP-Vollst

andigkeit verl

auft.
Falls f

ur das jeweilige Problem, eingeschr

ankt auf eine Graphklasse, keine Ergebnisse
bekannt sind, wird dies nicht explizit erw

ahnt. Im Anschlu an die Komplexit

ats-
betrachtungen werden Algorithmen vorgestellt, die exakte L

osungen besitzen. Diese
unterteilen wir nochmals in Algorithmen mit polynomialer Laufzeit und Algorith-
men mit exponentieller Laufzeit. Abschlieend wird auf Heuristiken eingegangen.
Heuristiken sind polynomiale Verfahren, die eine suboptimale L

osung liefern, d. h.
beispielsweise werden nicht die gr

otm

oglichen Subgraphen ermittelt, sondern nur
sehr groe. F

ur manche Problemstellungen machen Heuristiken keinen Sinn, wie
z. B. bei der Graph Isomorphie, bei der Graphen entweder isomorph sein k

onnen
oder nicht. Aus diesem Grund werden Heuristiken an dieser und

ahnlichen Stellen
gar nicht in Erw

agung gezogen.
Hier sei auch darauf hingewiesen, da die Vielzahl an Forschungsarbeiten im Bereich
der Isomorphie es unm

oglich macht, alle Arbeiten und Ergebnisse bis ins letzte
Detail zu erl

autern. Vielmehr werden wir im folgenden die Ideen der existierenden
Verfahren vorstellen, die dann mit Hilfe der angegebenen Literatur vertieft werden
k

onnen.
3.2.1.

Uberblick
Einen

Uberblick

uber die Komplexit

atsbetrachtungen
1
der wichtigsten aus der Li-
teratur bekannten Isomorphieproblemstellungen enth

alt Abbildung 3.2. Bei leeren
Tabellenzellen sind uns keine expliziten Ergebnisse aus der Literatur bekannt.
1
n steht dabei f

ur die Anzahl an Knoten im (bzw. in den) gegebenen Graphen.
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Ein Problem ist oen, falls bisher nicht bewiesen werden konnte, ob es polynomial
l

osbar ist oder in der Klasse der NP-vollst

andigen Probleme liegt.
Bei NP-vollst

andigen Isomorphieproblemen wird in Abbildung 3.2 angegeben, in
welchem Buch bzw. Artikel der Beweis zu nden ist. Analog dazu wird bei poly-
nomialer Komplexit

at eine Literaturangabe auf den schnellstm

oglichen Algorithmus
gemacht. Um zus

atzlich zu den Graphklassen eine h

ohere Granularit

at zu erreichen,
sind zum Teil Bedingungen f

ur die Laufzeiten angegeben.
Man beachte, da in der

Uberblickstabelle nur die wichtigsten Ergebnisse f

ur das
jeweilige Problem aufgenommen werden konnten. Insbesondere fehlen Verweise auf
exponentielle Algorithmen und Heuristiken. Diese werden zusammen mit den ande-
ren polynomialen Algorithmen in den Unterabschnitten zu dem jeweiligen Problem
ausf

uhrlich beschrieben.
Kommen wir nun zu der detaillierteren Betrachtung der bekannten Isomorphiepro-
blemstellungen.
3.2.2. Graph Isomorphie
Das Graph Isomorphie Problem ist eines der meist diskutierten oenen Probleme
im Gebiet der Graphentheorie (vgl. [Lad75], [Sch87]), d. h. es ist bisher noch un-
bekannt, ob die Fragestellung f

ur allgemeine Graphen in Polynomialzeit l

osbar oder
NP-vollst

andig ist.
Denition
Graph Isomorphie
Instanz : Zwei Graphen G
1
= (V
1
; E
1
) und G
2
= (V
2
; E
2
).
Frage: Sind G
1
und G
2
isomorph, d.h. existiert eine bi-
jektive Funktion f : V
1
! V
2
, f

ur die gilt: fu; vg 2 E
1
,
ff(u); f(v)g 2 E
2
?
In diesem Abschnitt gelte V = V
1
[ V
2
.
Komplexit

atsbetrachtung
Graph Isomorphie ist unter anderem polynomial l

osbar, falls beide Graphen G
1
und G
2
planar ([HT72], [HW74], [Fon76]), auenplanar ([CB81], [BJM79]) bzw.
B

aume ([HT72], [CB81], [DIR98]) sind. Falls G
1
und G
2
regul

ar, bipartit oder all-
gemein sind, so ist die Komplexit

atsklasse nicht bekannt, d. h. man wei nicht, ob
das Problem NP-vollst

andig ist oder ob es eine polynomiale L

osung besitzt ([GJ79],
OPEN1). Sch

oning hat Graph Isomorphie im Zusammenhang mit den Komple-
xit

atsklassen der polynomialen Hierarchie diskutiert ([Sch87]).
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Es existieren viele Arbeiten, die das Problem der Graph Isomorphie durch Re-
duktion auf andere Fragestellungen n

aher beleuchten. Booth beweist unter anderem,
da Graph Isomorphie polynomial

aquivalent zur Isomorphie von Semigruppen
und zur Isomorphie von endlichen Automaten ist ([Boo78]). Lubiw ([Lub81]) hat
einige andere Probleme deniert, die in Polynomialzeit auf Graph Isomorphie
reduzierbar sind, wie beispielsweise Automorphismus mit Restriktion
2
oder Auto-
morphismus mit einer Restriktion
3
.
Jenner et al. besch

aftigen sich in [JMT98] mit Graph Isomorphie von B

aumen.
Sie zeigen, da Graph Isomorphie von B

aumen NC-hart ist. Zus

atzlich stellen
sie fest, da Graph Isomorphie L-vollst

andig ist, falls die B

aume als verkettete
Listen dargestellt sind.
Miller erl

autert in [Mil79] den Zusammenhang zwischen Graph Isomorphie und
Gruppentheorie bzw. Logik und beweist beispielsweise, da Graph Isomorphie
von regul

aren Graphen polynomial

aquivalent zur Isomorphie von abstrakten Struk-
turen aus der Logik ist.
Algorithmen mit polynomialer Laufzeit
Graph Isomorphie f

ur B

aume ist in O(jV j) l

osbar [HT72]. Der Algorithmus
ordnet die Knoten der B

aume neu und macht dann einen einfachen Identit

atscheck.
Die Bestimmung der kanonischen Ordnung des Wurzelbaumes
4
erfolgt dabei in einem
Bottom-Up-Verfahren. Angenommen, die Knoten auf Ebene i des Baumes sind
schon geordnet, so wird jedem Knoten auf Ebene i   1 eine Liste seiner S

ohne
angeh

angt. Entsprechend der lexikographischen Ordnung der Sohnliste werden die
Knoten auf Ebene i  1 anschlieend angeordnet.
Ein anderer Ansatz f

ur einen Linearzeitalgorithmus f

ur B

aume wird in [CB81] vorge-
stellt. Colbourn und Booth ordnen jedem Knoten eine Beschriftung, die sogenannte
i-Nummer, zu, die eine Maximall

ange von O(jV j) besitzt. Falls die i-Nummern an
den Wurzeln beider B

aume identisch sind, so handelt es sich um isomorphe B

au-
me, andernfalls nicht. Die Berechnung der Beschriftungen der i-Nummern erfolgt
in einem
"
Bottom-Up\-Verfahren. Dabei bestimmt man zun

achst den Rang eines
Knotens, indem man alle Beschriftungen der aktuellen Ebene eines Baumes lexi-
kographisch aufsteigend sortiert und durchnumeriert. Anschlieend kann man eine
Zwischenbeschriftung, die sogenannte Zwischennummer (engl.
"
working label\ f

ur
jeden Knoten der Ebene festlegen, der aus dem Rang der Originalbeschriftung und
der lexikographisch geordneten sogenannten i-Nummer der S

ohne besteht. Zur Be-
2
Zus

atzlich zum Graphen ist auch noch eine Menge an Restriktionen R  V V gegeben. Durch
die Automorphie darf r
i
nicht auf r
j
abgebildet werden (f

ur alle (r
i
; r
j
) 2 R).
3
Entspricht dem Automorphismus mit Restriktion, wobei die Restriktionenmenge einelementig
ist. Der Knoten v 2 R darf nicht auf sich selbst abgebildet werden.
4
Bei B

aumen ohne Wurzel kann eine eindeutige Wurzel, das Graphzentrum, in O(jV j) bestimmt
werden ([HT72]).
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stimmung der i-Nummer aller Knoten einer Baumebene ordnet man die Zwischen-
nummern lexikographisch. Der Knoten mit der kleinsten Zwischennummer erh

alt die
i-Nummer 1, der zweitkleinste 2 usw.. Ein Abbruch des Graph Isomorphie-Tests
kann erfolgen, sobald sich die Mengen der Zwischennummern auf einer Baumebene
unterscheiden. In diesem Falle sind die B

aume nicht isomorph. Es kann gezeigt
werden, da die Laufzeit linear in der Anzahl der Knoten ist.
Dinitz et al. ([DIR98]) beschreiben ebenfalls einen Algorithmus, der Graph Iso-
morphie von B

aumen in Linearzeit bestimmt. Dazu verwenden sie ein von Zem-
lyachenko ([Zem73]) entwickeltes Verfahren, das die Menge aller Wurzelsubb

aume
eines gegebenen Wurzelbaumes in

Aquivalenzklassen aufteilt. F

ur geordnete Wurzel-
subb

aume kann eine Graph Isomorphie dann trivial gel

ost werden, indem man

uberpr

uft, ob die Wurzeln denselben Grad besitzen und der i-te Sohn des ersten
Graphen isomorph zum i-ten Sohn des zweiten Graphen ist. Dies ist der Fall, falls
sich beide i-ten Wurzelsubb

aume in der selben

Aquivalenzklasse benden. Bei freien
B

aumen wird die Bestimmung des Graphzentrums
5
vorangestellt, bei ungeordneten
B

aumen eine kanonische Ordnung der Knoten.
Alle Linearzeitalgorithmen zur Bestimmung der Graph Isomorphie von auenpla-
naren Graphen basieren auf sogenannten
"
Hamilton Degree Sequences\ (vgl. [CB81]
oder [BJM79]), kurz HDS. Dies ist die Sequenz der Knotengrade entlang des, f

ur
zweifach zusammenh

angende auenplanare Graphen in Linearzeit bestimmbaren,
Hamiltonkreises
6
. Deshalb beschr

anken sich die Autoren zun

achst auf zweifach zu-
sammenh

angende auenplanare Graphen. G
1
und G
2
sind genau dann isomorph,
falls eine HDS von G
1
existiert, die identisch zu einer HDS von G
2
ist. Da f

ur jeden
gegebenen Graphen maximal 2  jV j HDS's existieren
7
, besitzt der gesamte Algorith-
mus eine lineare Laufzeit. Die Anzahl der HDS's kann noch entscheidend verringert
werden, indem man ausgezeichnete Startknoten benennt. Daf

ur l

oscht man iterativ
Knoten vom Grad 2 aus beiden Graphen. Die am Ende

ubriggebliebenen Knoten
sind die Startknoten der HDS's. Durch diese

Anderung verringert sich jedoch nur
die Konstante in der O-Absch

atzung der Laufzeit.
Bisher sind nur zweifach zusammenh

angende auenplanare Graphen betrachtet wor-
den. Bei beliebigen auenplanaren Graphen kann man jedoch den obigen Algorith-
mus anwenden, indem man die Graphen in ihre zweifach Zusammenhangskomponen-
ten (plus Artikulationsknoten) gliedert ([CB81], [BJM79]). Diese Aufteilung wird
f

ur beide gegebenen Graphen in je einem Baum gespeichert. F

ur jede Komponente
legt man nun die HDS fest, wobei der Artikulationsknoten Startknoten sein mu.
5
Zur Bestimmung des Graphzentrums wird zun

achst der l

angste Weg im gegebenen Baum be-
rechnet. Falls dieser Weg eine ungerade Anzahl an Knoten besitzt, so wird der mittlere Knoten
die Wurzel des Baumes. Ansonsten teilt man die mittlere Kante durch einen neuen Knoten auf.
6
Ein Hamiltonkreis eines Graphen G = (V;E) ist ein einfacher Kreis, der alle Knoten aus V
enth

alt.
7
Jeder Knoten kann Startknoten der HDS sein, die einmal im und einmal gegen den Uhrzeigersinn
durchlaufen wird.
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Abschlieend

uberpr

uft man die Graph Isomorphie der beiden erzeugten B

aume.
Die auenplanaren Graphen sind isomorph, falls die i-Nummern in Kombination mit
den Knotenbeschriftungen an den Wurzeln identisch sind.
Der erste Polynomialzeitalgorithmus f

ur Graph Isomorphie von planaren Gra-
phen ist ein O(jV j log jV j) Algorithmus von Hopcroft und Tarjan ([HT72]) aus dem
Jahre 1972. Dabei werden beide Graphen zun

achst in ihre dreifach Zusammen-
hangskomponenten zerlegt und die unterliegende Struktur jeweils in einem Baum
gespeichert. Sobald der Graph Isomorphie Test f

ur alle dreifach Zusammen-
hangskomponenten abgeschlossen ist, kann man mit Hilfe des Graph Isomorphie-
Algorithmus f

ur B

aume die Isomorphie des gesamten Graphen feststellen.
Im folgenden stellen wir die Idee des Graph Isomorphie Tests f

ur planare dreifach
zusammenh

angende Graphen vor.
Jeder Kante e wird zuerst eine Zahl (e) zugeordnet, f

ur die gilt: (e
1
) = (e
2
) mit
e
1
2 E
1
und e
2
2 E
2
,
1. Die Anzahl der Kanten in der Fl

ache rechts von e
1
ist identisch zu derjenigen
rechts von e
2
. Analoges mu f

ur die Fl

ache links von e
1
und e
2
gelten.
2. Der Knotengrad der Quelle beider Kanten ist identisch. Analoges gilt f

ur die
Senke beider Kanten.
Auerdem werden spezielle Wege durch den Graphen untersucht. Diese haben die
Eigenschaft, da sie immer entweder nach rechts oder nach links
8
an einem Knoten
abzweigen. Solche Wege werden mit e
x
` e
0
bezeichnet, wobei man e
0
durch eine
Reihe von Rechts- bzw. Linksoperationen erreichen kann. Die Laufrichtung wird im
Wort x 2 fR;Lg

angegeben. Abbildung 3.3 enth

alt ein Beispiel f

ur solche Wege.
Zwei Kanten e
1
2 E
1
und e
2
2 E
2
sind genau dann unterscheidbar, falls sich die
-Zahl von zwei neuen Kanten e
3
2 E
1
und e
4
2 E
2
unterscheidet, wobei e
3
aus
derselben Reihe von Links-Rechts-Operationen aus e
1
entstanden ist wie e
4
aus e
2
,
d. h. formal
9 e
3
2 E
1
; e
4
2 E
2
: 9 x 2 fR;Lg

: e
1
x
` e
3
^ e
2
x
` e
4
^ (e
3
) 6= (e
4
):
Auerdem gilt, da zwei Kanten e
1
und e
2
genau dann nicht unterscheidbar sind, falls
ein Isomorphismus auf den eingebetteten Graphen existiert, der e
1
auf e
2
abbildet.
Mit Hilfe dieser Datenstrukturen verl

auft nun der Graph Isomorphie Test in zwei
Schritten. Zun

achst wird die Kantenmenge jedes Graphen in j Bl

ocke B
1
; : : : ; B
j
partitioniert, so da alle Elemente einer Partition denselben -Wert besitzen. An-
schlieend werden die Bl

ocke iterativ verfeinert. Dazu markiert man f

ur alle Kanten
e 2 B
j
diejenigen Kanten e
0
2 B
j
, f

ur die gilt: e
R
` e
0
. B
j
wird in zwei neue Bl

ocke
8
bzgl. der zyklischen Ordnung der Kanten um den Knoten rechts oder links der eingehenden
Kante
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e
1
e
2
e
3
e
4
e
5
e
1

` e
1
e
1
R
` e
3
e
1
L
` e
2
e
1
RR
` e
4
Abbildung 3.3.: Wege beim Graph Isomorphie Test f

ur planare Graphen
B
j
1
und B
j
2
unterteilt, die lediglich markierte (bzw. unmarkierte) Kanten enthalten.
Dieser Schritt wird endlich oft wiederholt. Nach der Termination sind zwei Kanten
genau dann in derselben Partition B
j
, wenn sie nicht unterscheidbar sind.
Ein neuer Ansatz von Hopcroft und Wong aus dem Jahr 1974 verbessert die Laufzeit
desGraph Isomorphie Tests f

ur planare Graphen auf O(jV j) ([HW74]). Aufgrund
einer groen Konstante, die bei der O-Absch

atzung wegf

allt, ist dieser Linearzeital-
gorithmus allerdings in praktischen Anwendungen irrelevant, da ineÆzient. Generell
weist man jedem Knoten und jeder Kante Beschriftungen aus den nat

urlichen Zahlen
zu. Anschlieend werden sogenannte Reduktionen auf beiden Graphen angewandt,
die anhand von Priorit

aten geordnet sind. Beispiele f

ur Reduktionen sind das Ent-
fernen von Schleifen, das Entfernen von Knoten vom Grad 1 oder das Entfernen von
isolierten
9
Knoten. Eine komplette Liste ist in [HW74] zu nden.
Durch die Anwendung einer Reduktion werden die Originalgraphen verkleinert. Der
Algorithmus terminiert entweder, wenn eine Diskrepanz zwischen den zwei gegebe-
nen Graphen entdeckt wird, oder einer von f

unf verschiedenen Endgraphen erreicht
ist
10
. Falls die Endgraphen beider gegebenen Graphen isomorph sind, so sind G
1
und G
2
isomorph.
Ein anderer Linearzeitalgorithmus f

ur Graph Isomorphie von planaren Graphen
wurde von Fontet ([Fon76]) entwickelt, der auf einer sogenannten
"
Automorphism
Partition\ basiert. Man wei, da zwei Graphen G
1
und G
2
genau dann isomorph
sind, falls eine Automorphie auf G
1
[ G
2
existiert, die G
1
auf G
2
abbildet. Jede
9
Ein Knoten vom Grad d nennen die Autoren isoliert , falls er nicht zu einem anderen Knoten
vom Grad d adjazent ist.
10
Das genaue Aussehen der Endgraphen wird in [HW74] nicht vorgestellt. Lediglich einer davon
ist der Graph, der genau aus einem Knoten besteht.
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Automorphie auf einem Graphen G = (V;E) induziert eine Partition der Knoten-
menge V , f

ur die gilt: v
i
und v
j
(v
i
; v
j
2 V ) geh

oren derselben Partition an, falls
eine Automorphie existiert, die v
i
auf v
j
abbildet. Diese Partition kann durch einen
rekursiven Algorithmus mit Hilfe von sogenannten
"
m-coverings\ und
"
frames\ in
Linearzeit bestimmt werden.
Zuletzt werden wir noch drei polynomiale Ergebnisse f

ur Graph Isomorphie von
anderen Graphklassen aufzeigen, wobei wir auf die Funktionsweise der Algorithmen
nicht n

aher eingehen wollen.
Yamazaki et al. haben in [YBdFT97] gezeigt, daGraph Isomorphiemit Hilfe von
O(jV j
c
)-Algorithmen gel

ost werden kann, falls die Graphen eine beschr

ankte Baum-
weite oder Wegbreite besitzen, wobei die Konstante c von dieser oberen Schranke
abh

angig ist.
F

ur Graphen mit beschr

ankter
"
Eigenwert Vielfachheit\ hat F

urer ([F

ur95]) den Al-
gorithmus von Babai et al. ([BGM82]) verbessert, indem er anstelle von numerischer
Approximation von Eigenwerten und Gruppentheorie Kantenf

arbungen ausnutzt.
Ein Algorithmus zur Bestimmung der Graph Isomorphie f

ur Graphen mit soge-
nannten
"
Constraints\ { dies entspricht den Graphinvarianten { auf Knoten und/oder
Kanten wird in [GL73] beschrieben.
Algorithmen mit exponentieller Laufzeit
S

amtliche Algorithmen zur Bestimmung von Graph Isomorphie f

ur allgemeine
Graphen basieren auf Graphinvarianten. Das sind graphentheoretische Eigenschaf-
ten oder Parameter, die durch die bijektive Abbildung der Isomorphie beibehalten
werden. Graphinvarianten sind z. B. die Anzahl der Knoten, die Anzahl der Kanten
oder die Sequenz der Knotengrade. Leider sind alle bisher bekannten Invarian-
ten notwendig, aber nicht hinreichend f

ur eine Graph Isomorphie (vgl. [RC77],
[CG70], [CK80]).
Alle g

angigen Verfahren zur Bestimmung von Graph Isomorphie laufen in zwei
Phasen ab. Im ersten Schritt werden die Knoten anhand der Graphinvarianten klas-
siziert, um die Anzahl m

oglicher Permutationen zu reduzieren. Dieser Schritt wird
oft als Verfeinerung (engl.
"
renement\) bezeichnet. Es ist

ublich, da hierbei
mehrere Graphinvarianten nacheinander herangezogen werden. Falls man die Kno-
tenmengen nicht weiter verfeinern kann, kommt der sogenannte Individualisierungs-
Schritt (engl.
"
individualization\). Dabei werden bestimmte Knotenabbildungen
festgelegt, damit man anschlieend erneut eine Verfeinerung starten kann. Sobald
jeder Knoten eine eindeutige Beschriftung besitzt, k

onnen der iterative Aufruf von
Verfeinerung und Individualisierung beendet und die Beschriftungen beider Graphen
verglichen werden.
Eine

ubersichtliche Zusammenfassung grundlegender Algorithmen und deren Bewer-
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tung beinhalten [RC77] und [CG70]. Eine andere Idee zur Bestimmung der Graph
Isomorphie st

utzt sich auf Knotenbeschriftungen. Sie wurde schon Mitte der Sech-
zigerjahre von Sussenguth im Zusammenhang mit der Gleichheit chemischer Struk-
turen entwickelt ([Sus65]). Babai et al. haben die Idee aufgegrien und mit zus

atz-
lichen theoretischen Ergebnissen bereichert ([BK79], [Bab80], [Bab81], [BL83] bzw.
[Bab95]). Diese Algorithmen besitzen ebenfalls den oben erw

ahnten zweiphasigen
Aufbau der Verfeinerung
11
und der Individualisierung. Babai et al. konnten zei-
gen, da man einem stark regul

aren Graphen eine eindeutige Beschriftung zuweisen
kann, falls man O(n
1
2
log n
) Knoten individualisiert und anschlieend f

ur jede dieser
M

oglichkeiten einen einzigen Verfeinerungsschritt ausf

uhrt. Somit ist die Laufzeit
des Algorithmus im schlimmsten Fall n
O(n
1
2
log n
)
. Spielman konnte diese Schran-
ke in [Spi96] auf der Basis desselben Algorithmus auf n
O(n
1
3
log n
)
reduzieren, indem
er zeigt, da lediglich O(n
1
3
log n
) Knoten individualisiert werden m

ussen. Babai und
Kucera ([BK79]) bewiesen zus

atzlich, da
"
fast alle\ Graphen eine solche kanonische
Beschriftung besitzen, d. h. der Quotient
jKj
jGj
aus der Klasse K der numerierbaren
Graphen und der Klasse G aller Graphen ist immer gr

oer als 1 
1
e
cnlog n= log logn
.
Auerdem stellten sie fest, da die Wahrscheinlichkeit exponentiell klein ist, da es
f

ur einen Graphen mit n = jV j Knoten r Knoten mit identischer Beschriftung gibt.
In Zahlen ausgedr

uckt ist der Erwartungswert daf

ur maximal e
 crn
, wobei c eine
Konstante darstellt.
3.2.3. Subgraph Isomorphie
Das Subgraph Isomorphie Problem erlaubt im Gegensatz zur Graph Isomorphie
einen Restgraphen in einem der beiden Graphen. Somit mu man nicht nur eine
Isomorphie zwischen beiden Graphen nden, sondern auch noch die richtige Aus-
wahl des Subgraphen im gr

oeren der beiden Graphen. Dieser Subgraph ist nicht
notwendigerweise ein knoteninduzierter Subgraph.
Denition
Subgraph Isomorphie
Instanz : Zwei Graphen G = (V
1
; E
1
) und H = (V
2
; E
2
).
Frage: Besitzt G einen Subgraphen, der isomorph zu H
ist, d. h. existieren die Mengen V  V
1
und E  E
1
, so
da gilt: jV j = jV
2
j, jEj = jE
2
j und existiert eine bijek-
tive Funktion f : V
2
! V , f

ur die gilt: fu; vg 2 E
2
,
ff(u); f(v)g 2 E?
11
Bei Babai et al. wird dieser Schritt wieder in drei Einzelschritte aufgeteilt, in denen jeweils eine
Graphinvariante

uberpr

uft wird.
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Man beachte, da mit Hilfe dieser Denition, die aus [GJ79] entnommen wurde, H
der
"
kleinere\ der beiden Graphen ist. In der Literatur werden die Graphen oftmals
umgekehrt behandelt, d. h. G (f

ur
"
guest\) stellt den kleineren Graphen dar, der
eine isomorphe Kopie in H (f

ur
"
host\) besitzen mu.
Sei n = jV
1
j+ jV
2
j.
Komplexit

atsbetrachtung
Subgraph Isomorphie ist f

ur die meisten Graphklassen NP-vollst

andig ([GJ79],
GT48). Es gibt nur wenige Ausnahmen, f

ur die polynomiale Algorithmen existieren,
n

amlich, falls beide Graphen B

aume ([Chu87], [Mat68], [Mat78], [ST99]) bzw. zwei-
fach zusammenh

angend auenplanare Graphen sind ([Lin89]), oder falls G und H
zweifach zusammenh

angende Serien-Parallelgraphen sind ([LS88]). Unter der Vor-
aussetzung, da beide Graphen beschr

ankt sind, wie z. B. planare Graphen mit kon-
stantem Pattern ([Epp95] bzw. [Epp94]) oder k-fach zusammenh

angende Graphen
mit beschr

ankter Wegbreite bzw. beschr

ankter Baumweite k ([MT92], [GN96]), ist
die Subgraph Isomorphie ebenfalls polynomial l

osbar. Diese Ergebnisse verall-
gemeinern die Resultate in [LS88] und [Lin89].
Alle anderen bisher untersuchten F

alle sind NP-vollst

andig. Neben den g

angigsten
Varianten, die in Abbildung 3.4 zu nden sind, ist Subgraph Isomorphie auch
noch NP-vollst

andig, falls G und H beschr

ankte Wegbreite bzw. Baumweite k besit-
zen, aber mindestens einer der Graphen nicht k-fach zusammenh

angend ist ([MT92],
[GN96]). Gupta und Nishimura ([GN96]) haben auch die NP-Vollst

andigkeit bewie-
sen, falls G und H h

ochstens k Knoten von unbeschr

anktem Grad besitzen.
G H Komplexit

at (Reduktion) Referenz
Baum Baum polynomial [Rey77]
auenplanar und auenplanar und polynomial [Lin89]
zweifach zweifach
zusammenh

angend zusammenh

angend
Serien-Parallel und Serien-Parallel und polynomial [LS88]
zweifach zweifach
zusammenh

angend zusammenh

angend
Baumweite k Baumweite k polynomial [GN96]
k-fach zusammenh. k-fach zusammenh.
Wald Baum polynomial [GJ79]
Baum Wald NP-vollst

andig (3-Partition) [GJ79]
auenplanar und auenplanar und NP-vollst

andig (3-Partition) [Sys82]
zusammenh

angend zusammenh

angend
auenplanar und auenplanar und NP-vollst

andig (3-Partition) [Sys82]
2-fach zusammenh. zusammenh

angend
planar Graph planar Graph NP-vollst

andig (Hamilton) [GJ79]
allgemeiner Graph allgemeiner Graph NP-vollst

andig (Clique) [GJ79]
Abbildung 3.4.: Einige wichtige Varianten des Subgraph Isomorphie Problems
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Subgraph Isomorphie wird unter anderem in der Molekularbiologie verwendet.
Dort wird beispielsweise sichergestellt, da in einer Datenbank mit chemischen Struk-
turen nicht schon Teile dieser Zusammensetzung enthalten sind ([Sus65]), oder es
werden Strukturmerkmale in Proteinen bestimmt ([MARW90]).
Algorithmen mit polynomialer Laufzeit

Uber 30 Jahre lang galten O(jV
2
j
3
2
 jV
1
j) Algorithmen f

ur die Subgraph Isomor-
phie von B

aumen als bestm

oglich ([Rey77], [Chu87], [Mat68], [Mat78]). Diese Ver-
fahren nutzen die rekursive Struktur von B

aumen aus. Das Gesamtproblem (des
Vaterknotens) wird aus einer Kombination der L

osungen der Einzelprobleme (der
S

ohne) mit Hilfe von maximalem bipartiten Matching bestimmt. Dieser Matchingal-
gorithmus ist auch f

ur die relativ hohe Laufzeit verantwortlich. Erst 1999 konnten
Shamir und Tsur ([ST99]) diese Laufzeit auf O(
jV
2
j
3
2
log jV
2
j
 jV
1
j) verbessern. Die Auto-
ren verwenden ebenfalls maximales bipartites Matching, allerdings kann man hier
durch eine genauere Betrachtung der Anzahl an beteiligten Wurzelsubb

aumen eine
Beschleunigung erreichen. Zus

atzlich ist in diesem Artikel auch noch ein rando-
misierter (Las Vegas) Algorithmus f

ur die Subgraph Isomorphie von B

aumen
angegeben, der eine Laufzeit von O(jV
2
j
1:376
 jV
1
j) besitzt.
Die Subgraph Isomorphie von zweifach zusammenh

angenden auenplanaren Gra-
phen ist ebenfalls polynomial l

osbar ([Lin89]). Der NP-Vollst

andigkeitsbeweis in
[Sys82] hat sich als falsch herausgestellt ([Lin89]). Es existiert ein polynomialer
Algorithmus der auf dynamischer Programmierung basiert, dessen exakte Laufzeit
O(jV
2
j  jV
1
j
2
) betr

agt.
Wie bei der Komplexit

atsbetrachtung schon erw

ahnt, ist Subgraph Isomorphie
auch f

ur andere stark eingeschr

ankte Graphklassen polynomial l

osbar. Falls G und
H zweifach zusammenh

angende Serien-Parallelgraphen sind, so ist die Subgraph
Isomorphie in O(n
6:5
) durch ein Divide&Conquer-Verfahren l

osbar ([LS88]). Dabei
wird der Graph in einzelne Komponenten zerlegt, f

ur die die Subgraph Isomor-
phie leichter berechenbar ist. Anschlieend werden die Ergebnisse der Teilprobleme
mit Hilfe von Matching-Strategien wieder zusammengesetzt. Gupta und Nishimura
([GN96]) zeigen, da Subgraph Isomorphie f

ur Graphen mit beschr

ankter Baum-
weite bzw. Wegbreite k, die zus

atzlich k-fach zusammenh

angend sind, in O(n
3
)
l

osbar ist. Da Serien-Parallel-Graphen die Baumweite zwei besitzen, ist dies eine
Verbesserung des Algorithmus von Lingas und Syslo ([LS88]).
Als letzter polynomialer Algorithmus f

ur Subgraph Isomorphie soll hier das Ver-
fahren f

ur planare Graphen mit konstantem Pattern erw

ahnt werden ([Epp95] bzw.
[Epp94]). Dabei werden die Graphen in Subgraphen zerlegt, die eine kleine Baum-
weite besitzen und anschlieend die L

osungen der Teilprobleme mit Hilfe von dy-
namischer Programmierung wieder zusammengesetzt. Das Verfahren besitzt eine
lineare Laufzeit.
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Algorithmen mit exponentieller Laufzeit
Es existieren exponentielle Algorithmen zur Bestimmung der Subgraph Isomor-
phie von allgemeinen Graphen, die zum Teil auch bei der Berechnung derGr

oten
Gemeinsamen Subgraphen (vgl. Abschnitt 3.2.4) ihre Anwendung nden.
Analog zu den exponentiellen Verfahren bei der Graph Isomorphie werden hier
ebenfalls Graphinvarianten verwendet, um die Anzahl an Permutationen, die beim
naiven Ansatz auftreten, einzuschr

anken.
Naiv k

onnte man f

ur die Subgraph Isomorphie alle m

oglichen Kombinationen
von jV
2
j Knoten in G bestimmen und anschlieend die Graph Isomorphie dieser
knoteninduzierten Subgraphen mit H testen. Insbesondere in der Molekularbiologie
ist ein solcher naiver Ansatz aufgrund der groen Datenmengen nicht brauchbar,
obwohl durch die Knoten- und Kantenbeschriftungen viele Kombinationen verworfen
werden k

onnen.
Sehr beliebt ist in der Molekularbiologie der Algorithmus von Ullmann
12
([Ull76]),
der ein typisches Tiefensuche-Verfahren mit
"
Backtracking\ darstellt. Dabei wer-
den zwei isomorphe Subgraphen von G und H immer wieder um je einen neuen
Knoten erweitert, bis entweder die Subgraph Isomorphie bejaht werden kann,
oder ein Fehler auftritt, d. h. die neuen zwei Knoten eine Isomorphie verhindern.
Im letzteren Fall wird die Zuweisung so lange r

uckg

angig gemacht, bis man wieder
isomorphe Subgraphen besitzt und mit einer anderen Alternative fortfahren kann.
Diesen Schritt nennt man
"
Backtracking\. Zus

atzlich kann man den Test durch
Verfeinerung beschleunigen, d. h. man achtet wie bei der Graph Isomorphie
auf Graphinvarianten und vermeidet somit schon von vornherein sinnlose Zuwei-
sungen. Nachteile dieses exponentiellen Algorithmus sind neben der hohen Laufzeit
der Speicherbedarf, da s

amtliche Subgraphen als Adjazenzmatrix gespeichert werden
und aufgrund des Backtrackings nach dem Hinzuf

ugen eines neuen Knotens nicht
sofort aus dem Speicher entfernt werden d

urfen.
Der Algorithmus von Ullmann wird trotz seiner Nachteile in der Molekularbiologie
angewandt, um beispielsweise Strukturmerkmale (engl.
"
secondary structure mo-
tifs\) { das sind chemische Strukturen, die viele Proteine gemeinsam haben { in
Proteinen zu nden ([MARW90]). In diesem Anwendungsgebiet sind die gegebenen
Graphen vollst

andig, wobei Knoten die Atome des Proteins darstellen. Jede Kante
ist mit der interatomaren Distanz bzw. mit dem Winkel zwischen zwei Atomverbin-
dungen beschriftet. Durch diese Beschriftung der Knoten und Kanten ist der Ver-
feinerungsschritt sehr eektiv. Mitchell et al. ([MARW90]) haben den Algorithmus
von Ullmann so erweitert, da nicht nur das erste Auftreten eines Strukturmerk-
mals (also von H) in der Datenbank (also einer Menge von Graphen G) gefunden
wird, sondern s

amtliche Vorkommen. Die Laufzeit des Verfahrens kann heutzutage
12
In manchen Artikeln hat sich die falsche Rechtschreibung des Autorennamens
"
Ullman\ einge-
schlichen.
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nicht mehr f

ur experimentelle Vergleiche herangezogen werden, da der Algorithmus
in Fortran77 auf einer MicroVax implementiert wurde. Nach Aussage der Autoren
ist er jedoch sowohl eÆzient als auch eektiv.
3.2.4. Gr

oter Gemeinsamer Subgraph
Verallgemeinern wir nun das Problem der Subgraph Isomorphie nochmals, in-
dem Restgraphen nicht nur in einem der gegebenen Graphen erlaubt sind, sondern
in beiden Graphen. In diesem Fall spricht man vom Problem der Gr

oten Ge-
meinsamen Subgraphen.
Denition
Gr

oter Gemeinsamer Subgraph
Instanz : Zwei Graphen G = (V
1
; E
1
) und H = (V
2
; E
2
),
eine nat

urliche Zahl k.
Frage: Existieren die Teilmengen E
0
1
 E
1
und E
0
2
 E
2
mit jE
0
1
j = jE
0
2
j  k, so da G
0
= Gj
E
0
1
und H
0
= Hj
E
0
2
isomorph sind?
Komplexit

atsbetrachtung
Das Problem der Gr

oten Gemeinsamen Subgraphen ([GJ79], GT49) ist f

ur
allgemeine Graphen NP-vollst

andig, z. B. durch Reduktion von Clique ([GJ79],
GT19). Generell ist die Fragestellung eine Verallgemeinerung der Subgraph Iso-
morphie. Aus diesem Grund ist Gr

oter Gemeinsamer Subgraph f

ur alle
Graphklassen NP-vollst

andig, f

ur die auch Subgraph Isomorphie NP-vollst

andig
ist. Umgekehrt kann man nat

urlich auch folgern, da alle polynomialen Algorith-
men f

ur Gr

oter Gemeinsamer Subgraph zugleich polynomiale Verfahren f

ur
Subgraph Isomorphie sind.
F

ur B

aume wurden die Gr

oten Gemeinsamen Subgraphen detailliert unter-
sucht, da die meisten chemischen Strukturen durch B

aume oder Fast-B

aume
13
dar-
gestellt werden k

onnen. Es existiert ein polynomiales Verfahren, falls die gegebenen
Graphen B

aume sind ([GJ79]). Ebenso existiert ein Polynomialzeitalgorithmus f

ur
den Fall, da der maximale Knotengrad der B

aume beschr

ankt ist. Grossi ([Gro93])
gibt auerdem einen polynomialen Algorithmus an, falls die gegebenen Graphen
geordnete B

aume mit Knotenbeschriftungen aus einem Alphabet A sind. ([Aku92]).
13
Der Begri der Fast-B

aume (engl.
"
almost trees\) wurde von Akutsu in [Aku93] gepr

agt. Ein
Graph G = (V;E) heit Fast-Baum, falls f

ur jede zweifach Zusammenhangskomponente B gilt:
jE(B)j  jV (B)j+k, wobei k eine Konstante ist und V (B) bzw. E(B) die Knoten bzw. Kanten
in B repr

asentieren. Diese Strukturen verwendet Akutsu, um die Gr

oten Gemeinsamen
Subgraphen in Proteinen zu untersuchen.
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Erst k

urzlich hat Brandenburg ([Bra00]) beweisen k

onnen, da Gr

oter Ge-
meinsamer Subgraph f

ur k-fach zusammenh

angende Graphen mit Baumweite
k polynomial l

osbar wird, falls die gesuchten Subgraphen ebenfalls k-fach zusam-
menh

angend sind und Baumweite k besitzen. Er konnte auerdem zeigen, da das
Problem NP-vollst

andig ist, falls lediglich eine der Eigenschaften
14
in nur einem der
Graphen bzw. Subgraphen nicht k ist.
Aufgrund einer Reduktion von dreidimensionalemMatching ([GJ79], SP1) zeigt sich,
da Gr

oter Gemeinsamer Subgraph NP-hart ist, falls nicht nur zwei B

aume
G und H gegeben sind, sondern mindestens drei ([Aku92]). Genauso schwierig ist
es, die Gr

oten Gemeinsamen Subgraphen zu nden, falls nur wenige Edi-
tieroperationen
15
auf den Graphen erlaubt sind. Zhang et al. bringen in [ZSS92]
bzw.[ZJ94] durch Reduktion von
"
Exact Cover by 3-Sets\ den Beweis, da die Be-
rechnung der Editierdistanz
16
f

ur ungeordnete B

aume mit Knotenbeschriftungen
und beschr

anktem Knotengrad k  2 NP-vollst

andig ist. Dieses Problem ist sogar
MAXSNP-hart, d. h. es existiert kein polynomiales Approximationsschema (unter
der Voraussetzung, da P 6= NP ). Es wurden verschiedene Approximationsalgorith-
men entwickelt. So wird in [AH94] beispielsweise festgestellt, da die Approximation
von Gr

oter Gemeinsamer Subgraph mit einem Faktor n

NP-vollst

andig ist,
wobei n = jV
1
j+ jV
2
j. Sie konnten jedoch auch zeigen, da die Fragestellung um den
Faktor
n
log n
mit Hilfe von allgemeinen Suchalgorithmen approximiert werden kann.
Halldorsson et al. ([HT96]) gelange es, dieses Ergebnis auf einen Faktor von log
2
n
zu verbessern.
Algorithmen mit polynomialer Laufzeit
Wir wollen uns hier den polynomialen Algorithmen f

ur B

aume zuwenden. In [GJ79]
wird behauptet, da das Problem der Gr

oten Gemeinsamen Subgraphen
in Polynomialzeit l

osbar ist, falls beide gegebenen Graphen B

aume
17
sind. Dabei
wird allerdings lediglich auf eine
"
private Kommunikation\ zwischen Edmonds und
Matula verwiesen. In mehreren Artikeln nden sich jedoch Hinweise auf den Algo-
rithmus von [Rey77] f

ur Subgraph Isomorphie von B

aumen, der auf dynamischer
Programmierung und maximalem bipartiten Matching basiert. F

ur den Algorith-
mus zur Bestimmung der Gr

oten Gemeinsamen Subgraphen mu lediglich
14
Zusammenhang und Baumweite
15
Die m

oglichen Operationen sind L

oschen eines Knotens x { die S

ohne von x werden zu S

ohnen
des Vater von x {, Hinzuf

ugen eines Knotens x als Sohn von y { eine Teilmenge der S

ohne von
y wird zu S

ohnen von x { und

Anderung der Knotenbeschriftung.
16
Die Editierdistanz ist die Anzahl an Editieroperationen, die n

otig sind, um den einen gegebenen
Baum in den anderen

uberzuf

uhren.
17
Man beachte, da auch der gemeinsame Subgraph zusammenh

angend sein mu. Ansonsten w

are
das Problem NP-vollst

andig aufgrund einer Folgerung aus [Bra00]. B

aume besitzen n

amlich eine
Baumweite von 1 und sind (1-fach) zusammenh

angend. Damit das Problem polynomial l

osbar
ist, mu der gesuchte Subgraph auch (1-fach) zusammenh

angend und Baumweite 1 besitzen.
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das maximale bipartite Matching durch maximales gewichtetes bipartites Matching
ersetzt werden ([Aku92] und [Aku93]). Die Laufzeit wird dann durch den Matching-
Algorithmus dominiert.
Falls beide B

aume geordnet sind und Knotenbeschriftungen aus einem gegebenen
Alphabet A besitzen ist die Bestimmung des Gr

oten Gemeinsamen Subgra-
phen polynomial l

osbar ([Gro93]). Falls A endlich ist, so betr

agt die Laufzeit
O(jV
1
j), ansonsten O(jV
1
j log(jAj; jV
2
j)). Als Datenstruktur verwendet man dazu
SuÆxb

aume.
Der Algorithmus f

ur Fast-B

aume mit beschr

anktem Grad k ([Aku93]) ist ebenfalls
in Polynomialzeit l

osbar, allerdings ist die tats

achliche experimentelle Laufzeit stark
von k abh

angig und deshalb nicht praktikabel.
Algorithmen mit exponentieller Laufzeit
F

ur die Gr

oten Gemeinsamen Subgraphen wurden nur wenige exakte Algo-
rithmen mit exponentieller Laufzeit entwickelt, da die Heuristiken in der Praxis eine
wesentlich gr

oere Relevanz besitzen.
Zum einen kann man den Algorithmus von Ullmann ([Ull76]), der auch schon bei
den Algorithmen zur Subgraph Isomorphie verwendet wurde, f

ur die Gr

oten
Gemeinsamen Subgraphen anpassen. Eine triviale Erweiterung des Algorithmus
ist in [MARW90] zu nden, die nicht nur das erste Vorkommen eines Subgraphen
bestimmt, sondern alle gr

oten Subgraphen. Zum anderen existiert noch ein Ansatz
von Levi ([Lev72]), der die m

oglichen Permutationen bei der naiven Vorgehenswei-
se
18
mit Hilfe von Graphinvarianten einschr

ankt.
Beide Algorithmen wollen wir aufgrund der Irrelevanz f

ur praktische Problemstel-
lungen hier nicht weiter behandeln, anstatt dessen werden wir detaillierter auf die
Heuristiken eingehen.
Heuristiken
Das Problem der Gr

oter Gemeinsamer Subgraph besitzt in der Biochemie
bzw. der Molekularbiologie ein interessantes Anwendungsgebiet, wie beispielsweise
bei der Aufkl

arung von Proteinstrukturen zur Erforschung neuer Medikamente oder
beim Vergleich von Stowechselwegen in verschiedenen Organismen ([Sch00]). Aus
diesem Grund wurden in den letzten Jahren viele verschiedene Arten von Heuristiken
entwickelt. Allerdings wird das Problem daf

ur als Optimierungsproblem deniert,
d. h. man will nicht nur wissen, ob die zwei Graphen einen Subgraphen der Gr

oe k
besitzen, sondern man sucht das maximale k, f

ur das das obige Entscheidungsproblem
mit einem Ja beantwortet werden kann.
18
Bestimmung aller Subgraphen der Gr

oe k und anschlieender Test der Graph Isomorphie
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Die erste Heuristik , die sogenannte Suche nach vollst

andigen Graphen (engl.
"
Cli-
que Detection\) wurde 1972 von Levi vorgestellt ([Lev72]). Dabei wird der naive
Algorithmus
19
um Graphinvarianten erweitert, d. h. es werden wieder Eigenschaf-
ten wie Knoten- und Kantenbeschriftungen beachtet. Zun

achst bestimmt man den
sogenannten Korrespondenzgraphen (engl.
"
correspondence graph\), der aus einer
Menge von Knotenpaaren (x
i
; y
j
) besteht, wobei x
i
2 V
1
und y
j
2 V
2
. Die Paare
werden durch eine Kante miteinander verbunden, falls sie in dieselbe

Aquivalenz-
klasse
20
geh

oren, d. h. (x
i
; y
j
) wird mit (x
n
; y
m
) verbunden, falls die Kante von x
i
nach x
n
im Originalgraph die gleiche Beschriftung besitzt wie die Kante von y
j
nach
y
m
und auch die Knoten aufeinander abgebildet werden k

onnen. Die Gr

oten
Gemeinsamen Subgraphen k

onnen nun durch Bestimmung des gr

otm

oglichen
vollst

andigen Graphen im Korrespondenzgraphen gefunden werden. F

ur die Be-
rechnung der gr

otm

oglichen Cliquen in einem gegebenen Graphen existieren gute
Heuristiken ([Wol65], [Dix73]).
Nachteile dieser Methode sind laut Willett (vgl. [Wil90]) die lange Laufzeit und die
Einschr

ankung, da nur zwei Graphen gegeben sein d

urfen.
Aus diesem Grund wurden einige andere Verfahren entwickelt und miteinander ver-
glichen ([BB76], [BDMW89], [MARW90], [BW87]). Zun

achst einmal gibt es das
Verfahren von Crandell-Smith ([CS83], [BW87]). Dabei wird iterativ mit Hilfe einer
Breitensuche vorgegangen. Man erweitert die aktuellen isomorphen Subgraphen der
Gr

oe n um jeweils einen Knoten und

uberpr

uft (mit Hilfe der Graphinvarianten) die
Gleichheit der neuen Strukturen. Falls diese isomorph sind, so wird das Verfahren
an dieser Stelle fortgef

uhrt, ansonsten bricht man diesen Zweig in der Berechnung
ab. Wie bei Heuristiken

ublich, birgt auch die Crandell-Smith-Variante einige Nach-
teile. Die Wahl der Startknoten ist entscheidend f

ur die Qualit

at der isomorphen
Subgraphen. Die Heuristik gestaltet sich ebenfalls sehr langsam ([BW87]) aufgrund
der vielen erzeugten Kombinationen. Vorteil f

ur die praktische Anwendung ist dabei
jedoch, da nicht nur zwei Eingabegraphen miteinander verglichen werden k

onnen,
sondern beliebig viele. Zudem ist eine interaktive Beeinussung durch den Benutzer
m

oglich.
Sehr

ahnlich zum Verfahren von Crandell-Smith ist die Heuristik von Lesk (vgl.
[BDMW89]). Der einzige Unterschied besteht darin, da die Graphen in Worte, so-
genannte
"
bit strings\, umgewandelt werden und die Isomorphie auf diesen Worten
getestet wird. Normalerweise ist es nicht m

oglich, Graphen in eindeutige Worte um-
zuwandeln, allerdings erlaubt es die Praxis bei der Betrachtung von Proteinen schon.
Aus diesem Grunde ndet die Heuristik von Lesk auch nur in der Molekularbiologie
ihre Anwendung.
Brint et al. schlagen in [BDMW89] eine Kombination der Heuristik von Lesk mit
19
Bestimmung aller Subgraphen der Gr

oe jV
1
j; : : : ; 1 (oBdA. jV
1
j  jV
2
j) und anschlieender Test
der Graph Isomorphie auf gleich groen Subgraphen
20
bzgl. der Graphinvariante
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der Heuristik von Ullmann vor, um die Anforderungen bei der Suche der Gr

oten
Gemeinsamen Subgraphen in Proteinen zu erf

ullen, d.h. man besitzt ein neues
Protein und eine alte Menge von Proteinen in einer Datenbank und m

ochte wissen,
welche Teile der Molek

ule identisch sind. Dabei werden zun

achst so viele Atome wie
m

oglich mit Hilfe des Lesk-Verfahrens aus der Datenbank entfernt, um anschlieend
das Verfahren von Ullmann zur Bestimmung der Graph Isomorphie anzuwenden.
Man kombiniert somit die Vorteile beider Heuristiken: Die Schnelligkeit des Verfah-
rens von Ullmann mit der Exaktheit des Verfahrens von Lesk. Dadurch ergibt sich
eine wesentliche Reduzierung der Laufzeit.
3.2.5. Graph-k-Isomorphie
Graph-k-Isomorphie wurde in der Literatur nicht weitreichend untersucht. Der
einzige uns bekannte Artikel ist von [Yao79]. Darin wird, in dem eine Verallgemei-
nerung von Graph Isomorphie auf k Partitionen theoretisch beleuchtet wird. Die
Frage ist nun nicht mehr, ob zwei Graphen isomorph sind, sondern ob beide Graphen
in k Partitionen aufgeteilt werden k

onnen, so da jeweils eine Partition des einen
Graphen isomorph zu einer Partition des anderen Graphen ist.
Denition
Seien G = (V;E) und G
0
= (V
0
; E
0
) Graphen mit jEj = jE
0
j. Existieren die Parti-
tionen E = E
1
[ : : :[E
n
und E
0
= E
0
1
[ : : :[E
0
n
, so da f

ur alle i 2 f1; : : : ; ng gilt:
Gj
E
i
ist isomorph zu G
0
j
E
0
i
.
Sei U(G;G
0
) der minimale Wert f

ur n.
Graph-k-Isomorphie
Instanz : Zwei Graphen G = (V;E) und G
0
= (V
0
; E
0
).
Frage: Ist U(G;G
0
)  k?
Komplexit

atsbetrachtung
F

ur k = 1 stellt das Problem die normale Graph Isomorphie dar. Yao ([Yao79])
hat durch Reduktion von Exact Cover by 3-Sets bewiesen, da Graph-2-
Isomorphie NP-vollst

andig ist. Der Fall k > 2 hat in der Literatur bisher keine
Beachtung gefunden, was f

ur exakte Algorithmen und Heuristiken genauso gilt.
3.2.6. Graph Automorphie
Alle bisher beleuchteten bekannten Isomorphieproblemstellungen erhalten zwei ver-
schiedene Graphen als Eingabe. Diese Eigenschaft werden wir nun aufheben. Graph
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Automorphie stellt die Frage, ob ein gegebener Graph einen nichttrivialen Auto-
morphismus besitzt.
Denition
Graph Automorphie
Instanz : Graph G = (V;E).
Frage: Existiert ein nichttrivialer Automorphismus, d. h.
eine Abbildung f : V ! V so da gilt: fu; vg 2 E ,
ff(u); f(v)g 2 E und nicht jeder Knoten wird auf sich
selbst abgebildet (d. h. es existiert ein v 2 V f

ur das gilt:
f(v) 6= v)?
Komplexit

atsbetrachtung
Graph Automorphie ist

aquivalent zu Graph Isomorphie (vgl. [Lub81]). Ver-
schiedene Varianten der Graph Automorphie, wie z. B. Automorphie mit Re-
striktionen, Automorphie mit 1 Restriktion oder fixed-point-free au-
tomorphism werden in [Lub81] behandelt.
Colbourn und Booth beschreiben in [CB81] Linearzeit-Algorithmen f

ur Graph Au-
tomorphie von B

aumen und auenplanaren Graphen. Auerdem behaupten die
Autoren, da Graph Automorphie f

ur planare Graphen ebenfalls in Linearzeit
bestimmbar ist, ohne jedoch den Beweis anzutreten.
Exakte exponentielle Algorithmen f

ur allgemeine Graphen k

onnen auf triviale Weise
von den Verfahren f

ur Graph Isomorphie abgeleitet werden. Deshalb wollen wir
in diesem Abschnitt nicht n

aher darauf eingehen.
Algorithmen mit polynomialer Laufzeit
Die Linearzeitalgorithmen von [CB81] f

ur dieGraph Automorphie sind eine leich-
te Abwandlung der Graph Isomorphie-Verfahren (vgl. Abschnitt 3.2.2) derselben
Autoren.
Bei B

aumen wird hier zun

achst eine Wurzel
21
f

ur jeden gegebenen Baum bestimmt.
Im Anschlu daran wird mit Hilfe des
"
Bottom-Up\-Verfahrens die i-Nummer der
Knoten bestimmt. Zwei Knoten k

onnen nun aufeinander abgebildet werden, falls
sie dieselbe Tiefe und dieselbe i-Nummer besitzen und ihre Vaterknoten ebenfalls
aufeinander abgebildet werden k

onnen.
Auenplanare Graphen werden zun

achst in ihre zweifach Zusammenhangskompo-
nenten zerlegt, wobei die Zerlegungsinformation analog zum Algorithmus f

urGraph
21
das Graphzentrum
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Isomorphie in einem Baum gespeichert wird. Nun wird f

ur jede Komponente an-
hand der HDS's gepr

uft, ob eine Automorphie besteht. Diese Information wird
in den Baum

ubernommen und anschlieend der Graph Automorphie-Test f

ur
B

aume durchgef

uhrt.
Analog dazu funktioniert der Algorithmus f

ur planare Graphen, wobei hier der ge-
gebene Graph in dreifach Zusammenhangskomponenten zerlegt wird, die eine feste
Einbettung besitzen.
3.2.7. Geometrische Symmetrie
Das Problem der Geometrischen Symmetrien wurde von Manning ([Man90])
eingef

uhrt. Es existieren nur wenige andere Arbeiten, die sich mit demselben Thema
besch

aftigen ([MA88] und [MA92]).
Zun

achst m

ussen die Begrie axiale Symmetrie und Punktsymmetrie auf einer Men-
ge von Punkten des R
2
deniert werden.
Denition 3.5 (axiale Symmetrie, Punktsymmetrie)
Eine axiale Symmetrie einer Menge S  R
2
ist eine Bijektion t : S ! S, so da
jeder Punkt von S auf sein Spiegelbild bez

uglich einer gegebenen Achse, der Sym-
metrieachse, abgebildet wird.
Eine Punktsymmetrie einer Menge S  R
2
ist eine Bijektion t : S ! S, so da
jeder Punkt von S auf seinen Drehpunkt bez

uglich eines festen Winkels um einen
gegebenen Punkt, dem Zentrum, abgebildet wird.
Nun kann man den Begri geometrische Symmetrie auf Graphen denieren.
Denition 3.6 (geometrische Symmetrie)
Unter geometrischen Symmetrien versteht man axiale Symmetrien oder Punktsym-
metrien eines Graphen.
Eine axiale Symmetrie bzw. eine Punktsymmetrie eines Graphen G = (V;E) ist ein
Automorphismus f auf G, f

ur den eine axiale Symmetrie bzw. eine Punktsymmetrie
t auf einer Menge des R
2
existiert, so da f

ur alle v 2 V gilt: t(	(v)) = f(	(v)).
Denition
Geometrische Symmetrie
Instanz : Graph G = (V;E) mit Layout.
Frage: Besitzt G eine geometrische Symmetrie?
Die symbolische Zeichnung deutet darauf hin, da der komplette Graph, also ins-
besondere alle Knoten durch die Symmetrie (in diesem Fall eine Achsensymmetrie)
abgebildet werden m

ussen. Zus

atzlich m

ussen die Kanten zwischen den Subgraphen
ebenfalls symmetrisch verlaufen.
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Komplexit

atsbetrachtungen
Dieses Problem und verschiedene Varianten davon sind durch Reduktion von 3SAT
NP-vollst

andig ([Man90]).
F

ur B

aume, auenplanare und eingebettete planare Graphen ist das Problem in
Linearzeit l

osbar.
Exponentielle Algorithmen bzw. Heuristiken sind nicht bekannt.
Algorithmen mit polynomialer Laufzeit
Falls G ein Baum ist, so existiert ein Linearzeit-Algorithmus zur Bestimmung von
geometrischen Symmetrien, der Knoten mit Hilfe von Matching Techniken f

ur
Worte in Klassen einteilt.

Ahnlich zum Graph Automorphie-Test wird bei auenplanaren Graphen zu-
erst der Baum der zweifach Zusammenhangskomponenten, der sogenannte
"
block-
cutvertex tree\, bestimmt. F

ur jede Komponente kann nun ein eindeutiges Wort
festgelegt werden. Anschlieend ist zu

uberpr

ufen, ob durch einen Linksshift ein
Palindrom erzeugt werden kann. In diesem Fall besitzt der Graph eine axiale Sym-
metrie und der Beweis, da dieser Algorithmus in Linearzeit l

auft, ist einfach zu
erbringen.
Die Bestimmung der geometrischen Symmetrien in eingebetteten planaren Gra-
phen zerlegt den Graphen zuerst in einzelne Schichten, je nach Abstand zur Auen-


ache. Diese Schichten werden zweifach zusammenh

angend gemacht. Mit Hilfe
des Algorithmus f

ur auenplanare Graphen erfolgt die Bestimmung der Symmetrie
in den einzelnen Schichten. Nun kann man die Geometrische Symmetrie des
Gesamtgraphen aus den Symmetrien der einzelnen Schichten berechnen.
3.3. Abgrenzung
In diesem Abschnitt wollen wir das Problem der Isomorphen Subgraphen von
den eben vorgestellten Problemstellungen abgrenzen. Einen schematischen

Uber-
blick soll dabei Abbildung 3.5 geben.
Zun

achst werden wir zeigen, da sich alle bekannten Problemstellungen in min-
destens einem Punkt von den Isomorphen Subgraphen unterscheiden. Dazu
dienen uns zwei verschiedene Eigenschaften, die Anzahl an gegebenen Graphen und
die Auspr

agung des Restgraphen.
Die meisten

ahnlichen Fragestellungen wie Graph Isomorphie, Subgraph Iso-
morphie, Gr

oter Gemeinsamer Subgraph und Graph-k-Isomorphie ba-
sieren auf zwei gegebenen Graphen (vgl. Abbildungen 3.5(a) bis 3.5(d)). Im Gegen-
satz dazu ben

otigt Isomorphe Subgraphen nur einen Graphen, genauso wie die
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(a) Graph Isomorphie (b) Subgraph Isomorphie
(c) Gr

oter Gemeinsamer Sub-
graph
(d) Graph-k-Isomorphie
(e) Graph Automorphie (f) Geometrische Symmetrie
(g) Isomorphe Subgraphen
Abbildung 3.5.: Schematischer

Uberblick

uber

ahnliche Problemstellungen und das
Problem Isomorphe Subgraphen
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restlichen beiden Problemstellungen Graph Automorphie und Geometrische
Symmetrie.
Allerdings kann hier eine Abgrenzung bez

uglich des Restgraphen erfolgen. So darf
bei der Graph Automorphie, ebenso wie bei der Graph Isomorphie und der
Graph-k-Isomorphie, kein Restgraph existieren, d. h. s

amtliche Knoten und Kan-
ten m

ussen durch die Automorphie bzw. Isomorphie abgebildet werden.
Das Verbot eines Restgraphen wird bei den Geometrischen Symmetrien nur
teilweise aufgehoben, da hier zwar Restkanten, aber keine Restknoten erlaubt sind.
Auerdem m

ussen diese Kanten auch noch Symmetrieeigenschaften erf

ullen, da sie

uber die Symmetrieachse verlaufen. Somit mu f

ur jede Kante eine symmetrische
Bildkante existieren oder die Kante mu in sich selbst symmetrisch sein.
Unsere bisherigen Ausf

uhrungen haben also gezeigt, da sich die neue Problemstel-
lung der Isomorphen Subgraphen von allen anderen bekannten Isomorphiepro-
blemen entweder in der Eingabe oder in der geforderten Ausgabe unterscheidet. Es
stellt sich nun die Frage, ob eine einfache Reduktion der Isomorphen Subgraphen
von einer der bekannten Problemstellungen

uberhaupt m

oglich ist.
Aus unserer Sicht ist der einzige Ansatzpunkt einer solchen Reduktion die Wahl eines
geeigneten Schnittes durch den bei den Isomorphen Subgraphen gegebenen Gra-
phen um entweder zwei Graphen zu erhalten (f

ur Graph Isomorphie, Subgraph
Isomorphie,Gr

oter Gemeinsamer Subgraph oderGraph-k-Isomorphie)
oder den Restgraphen abzuspalten (f

ur Graph Automorphie, Graph Isomor-
phie, Graph-k-Isomorphie oder Geometrische Symmetrie). Diese Schnitt-
linie m

ute in angemessener, d. h. polynomialer Laufzeit bestimmt werden k

onnen.
Im allgemeinen entstehen hierbei allerdings exponentiell viele Schnitte, und wir ha-
ben keine M

oglichkeit gefunden, die Anzahl zu reduzieren.
Aus diesen Gr

unden erscheint es nicht leicht, eine direkte Reduktion zu nden,
obwohl sie aufgrund der NP-Vollst

andigkeit zumindest eingeschr

ankt auf bestimmte
Graphklassen
22
existieren m

ute. Deshalb werden wir im folgenden Kapitel andere
L

osungsans

atze f

ur die Komplexit

atsbetrachtungen pr

asentieren.
Zusammenfassend kann man also sagen, da die Isomorphen Subgraphen ein
v

ollig neues Problem darstellen, das es erm

oglicht, die isomorphen Strukturen in-
nerhalb eines gegebenen Graphen zu analysieren ohne die Freiheit des Restgraphen
einzuschr

anken. Dies best

arkt uns in der Annahme, da die Isomorphen Subgra-
phen in Zukunft nicht blo eine theoretische Betrachtung bleiben, sondern auch in
praxisnahen Gebieten wie der Biochemie oder der Molekularbiologie ihre berechtige
Anwendung nden werden.
22
Die Einschr

ankung auf bestimmte Graphklassen ist wichtig, da sich zum Beispiel herausstellen
wird, da Isomorphe Subgraphen f

ur planare Graphen NP-vollst

andig, wohingegen Graph
Isomorphie f

ur diese Graphklasse polynomial l

osbar ist. Aufgrund dessen kann es unter der
Annahme, da P 6=NP gilt, keine polynomiale Reduktion f

ur planare Graphen geben.
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4. Erkennung isomorpher Subgraphen
In diesem Kapitel wird die Komplexit

at der Erkennung isomorpher Subgraphen
untersucht. Wir werden also die Fragestellung er

ortern, wie schwer es ist, die zwei
isomorphen Subgraphen in einem gegebenen Graphen
1
zu nden. Abbildung 4.1
zeigt einen

Uberblick

uber die in diesem Kapitel entwickelten Verfahren bzw. NP-
Vollst

andigkeitsbeweise. Der Vollst

andigkeit halber sind auch fremde Ergebnisse f

ur
die Isomorphen Subgraphen mit aufgenommen worden, wobei diese mit einer
Literaturangabe versehen sind.
In der Tabelle ist die Art des gegebenen Graphen nach unten angeordnet, nach
rechts die zwei Auspr

agungen der neuen Problemstellung, isomorphe kanten-
induzierte Subgraphen (IES) und isomorphe knoteninduzierte Subgra-
phen (INS). Bei den meisten Graphklassen h

angt die Komplexit

at der Probleme
von Eigenschaften des Subgraphen ab. In diesem Fall werden die Subgraphen in der
einzelnen Zelle aufgelistet.
In der

Ubersichtstabelle sieht man, da die Erkennung isomorpher Subgraphen f

ur
die meisten Graphklassen NP-vollst

andig ist. Eine Ausnahme stellen nur die im
Rahmen dieser Arbeit entwickelten Verfahren f

ur B

aume dar, wobei jedoch gefordert
werden mu, da die gesuchten Subgraphen zusammenh

angend sind. Stellen die
Subgraphen W

alder
2
dar, so konnte Brandenburg ([Bra00]) beweisen, da dieses
Problem NP-vollst

andig ist
3
.
1
Dabei interessiert nur die graphentheoretische Denition eines Graphen, nicht aber dessen Zeich-
nung.
2
Die Subgraphen sind in diesem Fall also nicht zusammenh

angend.
3
Alle Algorithmen und NP-Vollst

andikeitsbeweise von Brandenburg basieren auf demselben Prin-
zip, der Baumweite. Falls ein Graph mit Baumweite von k gegeben ist, der zus

atzlich k-fach
zusammenh

angend ist, so ist die Erkennung isomorpher Subgraphen in Polynomialzeit l

osbar,
falls die Subgraphen ebenfalls k-fach zusammenh

angend sind und eine Baumweite von k besitzen.
Sobald nur einer der Parameter nicht durch k beschr

ankt ist, wird das Problem NP-vollst

andig.
Bei B

aumen gilt k = 1 und bei auenplanaren Graphen k = 2. Die Laufzeit der Verfahren ist
abh

angig vom Parameter k und betr

agt O(n
5k+10
).
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4.1. KOMPLEXIT

ATSBETRACHTUNGEN BEI B

AUMEN
Die Algorithmen f

ur B

aume werden in Abschnitt 4.1 vorgestellt, Abschnitt 4.2 ent-
h

alt die NP-Vollst

andigkeitsbeweise f

ur auenplanare Graphen. Anschlieend folgen
unsere Beweise f

ur planare und allgemeine Graphen (Abschnitte 4.3 und 4.4).
4.1. Komplexit

atsbetrachtungen bei B

aumen
In diesem Abschnitt beschreiben wir die von uns entwickelten Algorithmen zur Er-
kennung isomorpher Subgraphen in B

aumen. Dabei werden wir zun

achst auf das
Linearzeit-Verfahren zur Bestimmung der gr

oten isomorphen Wurzelsubb

aume
4
ei-
nes gegebenen geordneten Baumes mit ausgezeichneter Wurzel eingehen (Abschnitt
4.1.1). Im Anschlu daran betrachten wir den Algorithmus zur Bestimmung der
gr

oten isomorphen Subb

aume
5
innerhalb derselben Klassen von gegebenen Gra-
phen (Abschnitt 4.1.2). Danach erweitern wir diese Verfahren auf geordnete freie
B

aume und ungeordnete B

aume mit und ohne ausgezeichneter Wurzel (4.1.3).
Wir man in der

Ubersichtstabelle 4.1 schon erkennen konnte, sind knoten- und
kanteninduzierte Subgraphen f

ur B

aume identisch, falls mindestens eine Kante in
jedem Subgraphen enthalten ist. Dies ergibt sich aus folgendem Satz:
Satz 4.1
IES und INS sind f

ur B

aume identisch, falls die gesuchten Subgraphen zusammen-
h

angend sind und mindestens eine Kante besitzen.
Beweis Sowohl bei IES als auch bei INS wird die Anzahl an Kanten in den isomor-
phen Subgraphen gez

ahlt. Auerdem ist bekannt, da f

ur B

aume gilt: jEj = jV j 1.
Aufgrund des geforderten Zusammenhangs gilt diese Eigenschaft auch f

ur die iso-
morphen Subgraphen. Daher sind IES und INS identisch, falls die Subgraphen
mindestens eine Kante besitzen.

4.1.1. Algorithmus f

ur Wurzelsubb

aume
Die Eingabe des Algorithmus zur Erkennung der gr

oten isomorphen Wurzelsubb

au-
me ist ein geordneter Wurzelbaum T = (V;E). Gesucht sind die gr

oten isomorphen
Wurzelsubb

aume T
1
und T
2
.
Der Algorithmus besteht aus drei Phasen, die in diesem Abschnitt noch detailliert
erl

autert werden:
1. S(T) = TransformationBaumWort(T)
Transformation des geordneten Wurzelbaumes T in ein eindeutiges, korrektes
Klammerwort, also ein Wort S(T ) 2 f(; )g

.
4
Ein Wurzelsubbaum mit Wurzel w besteht aus w und den Wurzelsubb

aumen seiner S

ohne.
5
Ein Subbaum ist deniert als eine Teilmenge der gegebenen Knotenmenge V . Der durch diese
Teilmenge (knoten-) induzierte Subgraph mu zusammenh

angend sein.
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2. (S
1
,S
2
) = GultigeTeilworte(S(T))
Suche nach den l

angsten gemeinsamen disjunkten korrekt geklammerten Teil-
worten S
1
und S
2
von S(T ).
3. (T
1
,T
2
) = TransformationTeilworteWurzelsubbaume(S
1
,S
2
)
Berechnung der gr

oten isomorphen Wurzelsubb

aume T
1
und T
2
aus den Teil-
worten der zweiten Phase.
Die Korrektheit des Gesamtalgorithmus folgt aus der Korrektheit der einzelnen Pha-
sen, die in den jeweiligen Abschnitte bewiesen werden. Zus

atzlich zu den der Vor-
stellung der algorithmischen Schritte und deren Korrektheitsbeweisen werden wir
die einzelnen Phasen immer anhand eines Beispiels erl

autern. Daf

ur verwenden wir
den geordneten Wurzelbaum aus Abbildung 4.2.
1
2 3
4 5 6
7 8
Abbildung 4.2.: Gegebener geordneter Wurzelbaum T
Phase 1: S(T) = TransformationBaumWort(T)
In der ersten Phase wird der gegebene geordnete Baum mit Wurzel w in ein eindeu-
tiges Klammerwort S(T ) aus Dyck
1
abgebildet. Dyck
1
ist deniert als
f(x)jx 2 Dyck
1
g,
wobei die Worte aus Dyck
1
durch die Grammatik (fSg; f(; )g; fS ! (S)jSSjg; S)
erzeugt werden k

onnen.
Man kann nun folgendes beweisen:
Satz 4.2
Jeder geordnete Baum T = (V;E) mit ausgezeichneter Wurzel w kann eindeutig in
ein korrektes Klammerwort S(T ) aus Dyck
1
transformiert werden.
Beweis Der Beweis erfolgt mit Hilfe von Induktion

uber den Aufbau von geordneten
Wurzelb

aumen T .
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Induktionsanfang:
Sei T der Baum, der aus einem Knoten besteht. Dann ist das zugeh

orige Wort S(T )
deniert durch (). Dieses Wort ist in Dyck
1
.
Induktionsschritt:
Seien T
1
; : : : T
k
geordnete Wurzelb

aume, die durch die Worte w
1
; : : : ; w
k
2Dyck
1
repr

asentiert werden. Dann ist der Baum, der durch Plazierung einer Wurzel v als
Vater

uber den Vaterknoten von T
1
; : : : T
k
konstruiert wird, repr

asentiert durch das
Wort (w
1
: : : w
k
). Dieses Wort ist wieder in Dyck
1
. Die Darstellung ist eindeutig
aufgrund der Ordnung von T und der Eindeutigkeit der Worte w
1
; : : : ; w
k
.

Wegen der eindeutigen Darstellung gilt nat

urlich auch folgendes Korollar:
Korollar 4.3
Jedes Klammerwort aus Dyck
1
repr

asentiert eindeutig einen geordneten Wurzel-
baum T .
2
Da Klammergebirge oft schwer lesbar sind, werden wir in Beispielen immer den
Buchstaben d (f

ur
"
down\) anstelle der

onenden Klammer und u (f

ur
"
up\) an-
stelle der schlieenden Klammer verwenden. Zus

atzlich speichern wir bei jedem
Buchstaben d die Nummer des aktuellen Knotens. Dies erm

oglicht uns eine einfa-
chere R

ucktransformation in Phase 3.
Das eindeutige Klammerwort S(T ) aus Dyck
1
f

ur Beispiel 4.2 ist in Abbildung 4.3
dargestellt.
1 2 4 7 8 3 5 6
d d d d u d u u u d d u d u u u
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Abbildung 4.3.: Konstruktion des eindeutigen Wortes S(T ) f

ur den geordneten Wur-
zelbaum T aus Abbildung 4.2
Satz 4.4
Das in der ersten Phase erzeugte Wort S(T ) besitzt folgende Eigenschaften:
 jS(T )j = 2  jV j.
 Jeder Knoten v des Baumes wird durch zwei Klammern dargestellt, einer

o-
nenden Klammer
"
(\ (bzw.
"
d\) und einer schlieenden Klammer
"
)\ (bzw.
"
u\).
Beweis Die Eigenschaften folgen direkt aus der strukturellen Denition von geord-
neten Wurzelb

aumen und aus der Denition von Dyck
1
.

Betrachten wir nun die Laufzeit, die zur Bestimmung von S(T ) ben

otigt wird.
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Satz 4.5
S(T ) l

at sich in O(jV j) berechnen.
Beweis Aufgrund des rekursiven Aufbaus von Worten aus Dyck
1
kann S(T ) mit
Hilfe einer Tiefensuche bestimmt werden. Jedesmal, wenn man aus Richtung der
Wurzel kommend, einen Knoten besucht, so wird ein d geschrieben, von den Bl

attern
kommend speichert man ein u. Da jeder Knoten exakt zweimal besucht wird, ist die
Laufzeit der ersten Phase O(jV j).

Phase 2: (S
1
,S
2
) = GultigeTeilworte(S(T))
In dieser Phase werden die l

angsten disjunkten gemeinsamen Teilworte S
1
und S
2
von S(T ) bestimmt, wobei S
1
und S
2
genauso wie S(T ) aus Dyck
1
sein m

ussen.
Formal heit dies, da ein x 2 fd; ug

gesucht wird, das in Dyck
1
liegt, maximal ist
und f

ur das gilt: S(T ) = uxvxw (u; v; w 2 fd; ug

).
Wir werden am Ende dieser Phase beweisen, da Teilworte, die die Eigenschaften
 identisch,
 disjunkt,
 aus Dyck
1
und
 maximal
erf

ullen, eindeutig die gr

oten isomorphen Wurzelsubb

aume T
1
und T
2
von T re-
pr

asentieren. Zun

achst werden wir allerdings den Algorithmus zur Bestimmung der
gew

unschten Teilworte erl

autern und dessen Korrektheit beweisen.
Damit alle Eigenschaften gew

ahrleistet werden k

onnen, werden zwei Teilphasen be-
n

otigt:
2a. Bestimmung des SuÆxbaumes B von S(T ) inklusive einer

Uberpr

ufung auf
Dyck
1
.
2b.

Uberpr

ufung der Disjunktheit und der Maximalit

at.
Phase 2a (Zusicherung der Eigenschaften identisch und aus Dyck
1
):
Betrachten wir zun

achst Teilphase (2a) des Algorithmus, der alle gemeinsamen Teil-
worte in S(T ) ndet, die zus

atzlich auch noch aus Dyck
1
sind.
Wie wir aus Kapitel 2 wissen, werden alle gemeinsamen Teilworte eines Wortes durch
die Wegbeschriftungen
6
zu jedem inneren Knoten des SuÆxbaumes B eÆzient ge-
speichert. Weiterhin ist bekannt, da ein SuÆxbaum in Linearzeit bestimmt werden
6
Die Wegbeschriftung eines Knotens v des SuÆxbaumes ist die Konkatenation aller Kantenbe-
schriftungen auf dem Weg von der Wurzel bis zu v.
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kann. Wir m

ussen also in dieser Teilphase zus

atzlich sicherstellen, da nur Teilwor-
te aus Dyck
1
repr

asentiert werden. In diesem Fall sprechen wir auch von g

ultigen
Teilworten.
Abbildung 4.4 zeigt den SuÆxbaum f

ur S(T ) aus Abbildung 4.3.
Im folgenden werden wir zeigen, da es f

ur jeden inneren Knoten von B maximal
eine Position in der Wegbeschriftung geben kann, an der ein g

ultiges Teilwort endet.
Sei l die Wegbeschriftung des inneren Knotens v von B. Es gilt:
1. Jedes Pr

ax von l stellt ebenfalls ein identisches Teilwort von S(T ) dar.
2. Dasselbe gilt f

ur jedes SuÆx von l.
Da der SuÆxbaum aber aufgrund seiner Denition alle SuÆxe von S(T ) repr

asen-
tiert, wird der zweite Fall in einem anderen inneren Knoten dargestellt.
Wir m

ussen also in Zukunft dasjenige Pr

ax jeder Wegbeschriftung zu einem inneren
Knoten nden, das in Dyck
1
liegt. Damit besitzen die im SuÆxbaum gespeicherten
Teilworte die Eigenschaften identisch und g

ultig.
Wir werden nun zwei Lemmata beweisen, mit deren Hilfe man zeigen kann, da
maximal ein Pr

ax der Wegbeschriftung zu einem inneren Knoten von B g

ultig sein
kann. Sei z 2 Z eine Z

ahlvariable, auf der zwei Operationen incr und decr deniert
sind. incr erh

oht z genau dann um 1, wenn ein d gelesen
7
wird, decr erniedrigt z
um 1 bei jedem u.
Lemma 4.6
Ein Wort w ist genau dann in Dyck
1
, wenn die Z

ahlvariable z am Ende des Wortes
0 ist und vorher immer positiv war.
Beweis Der Beweis ist trivial mit Hilfe einer Induktion

uber den strukturellen
Aufbau der Dyck
1
-Sprache.

Lemma 4.7
Sei P die Menge aller Wege im SuÆxbaum B von der Wurzel zu den Bl

attern. Auf
jedem Weg p 2 P kann h

ochstens ein g

ultiges Pr

ax existieren.
Beweis Sei p ein beliebiger Weg in B. Angenommen, es g

abe zwei Positionen x
1
und x
2
auf p, an denen g

ultige Pr

axe enden (o.B.d.A. x
1
< x
2
). Dann gilt f

ur die
Wegbeschriftung von der Wurzel bis zu x
1
, also das erste Pr

ax: Die Z

ahlvariable z
ist 0 und war vorher immer positiv (nach Lemma 4.6). Da die Wegbeschriftung zu
x
2
als Pr

ax die Wegbeschriftung zu x
1
besitzt, kann x
2
aufgrund der Eigenschaft
"
positiv\ von z nicht mehr g

ultig sein. Dies ist ein Widerspruch zur Annahme.

Satz 4.8
F

ur jeden inneren Knoten v existiert maximal eine Position in der Wegbeschriftung
von v, an der ein g

ultiges Teilwort endet.
7
Die Leserichtung durch das Wort ist wie immer von links nach rechts.
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Abbildung 4.4.: SuÆxbaum des Wortes aus Abbildung 4.3
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Beweis Folgt direkt aus Lemma 4.7.

Wir wissen nun also, da ein g

ultiges Teilwort ein Pr

ax der Wegbeschriftung zu
einem inneren Knoten ist und da jeder innere Knoten maximal ein Pr

ax ausDyck
1
besitzen kann.
Jetzt stellt sich nat

urlich die Frage, wie man die Endposition dieses Pr

axes berech-
nen kann und welche Laufzeit daf

ur ben

otigt wird.
Naiv k

onnte man einfach die Kantenbeschriftungen von der Wurzel bis zu jedem
inneren Knoten durchlaufen und mit Hilfe der Z

ahlvariable z die g

ultigen Positio-
nen bestimmen. Obwohl man jede Kante zu einem inneren Knoten von B maximal
einmal durchlaufen m

ute, w

are die Laufzeit quadratisch, da die Summe der Kan-
tenbeschriftungen nur durch O(jS(T)j
2
) beschr

ankt ist ([Gus97], S. 104).
Diese Laufzeit erschien uns zu hoch, insbesondere weil es m

oglich ist, den SuÆxbaum
eines Wortes S in Linearzeit O(jmj) zu berechnen, wobei m = jSj gilt.
Wir haben also nach einer L

osung gesucht, bei der die g

ultigen Positionen, d. h. die
Endpositionen der g

ultigen Pr

axe, schon w

ahrend der Konstruktion des SuÆxbau-
mes B bestimmt werden k

onnen.
Da die Konstruktion von B in Guseld (vgl. [Gus97], Abschnitt 6.1) ausf

uhrlich
und klar verst

andlich dargestellt wird, werden wir hier nur einen

Uberblick

uber
das Verfahren geben. Anschlieend erl

autern wir die notwendigen

Anderungen und
beweisen, da dadurch die Laufzeit des gesamten Verfahrens nicht erh

oht wird. Wir
werden uns dabei exakt an die Begrisbildung von Guseld halten. Sei S das gege-
bene Wort.
Abbildung 4.5 enth

alt zun

achst einen

Uberblick

uber den Linearzeitalgorithmus zur
Bestimmung des SuÆxbaumes von S.
for i = 1 to m  1 f
for j = 1 to i+ 1 f
Finde Ende des Weges mit Beschriftung S[j::i];
Erweitere den Weg wenn n

otig durch S[i + 1];
g
g
Abbildung 4.5.:

Uberblick

uber den SuÆxbaumalgorithmus
In der

aueren Schleife werden m   1 Phasen durchlaufen. In Phase i + 1 wird
sichergestellt, da das Pr

ax S[1::i + 1] im aktuellen SuÆxbaum
8
enthalten ist.
Die i + 1-te Phase besteht aus i + 2 Extensionen (f

ur jedes m

ogliche SuÆx von
8
Der aktuelle SuÆxbaum ist durch die Phasen 1 bis i entstanden und enth

alt alle SuÆxe der
Pr

axe S[1::1]; : : : ; S[1::i].
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S[1::i + 1]). Nach Extension j von Phase i + 1 mu also das SuÆx S[j::i + 1] im
SuÆxbaum enthalten sein. Daf

ur sucht man zun

achst nach dem Ende des Weges
9
mit der Wegbeschriftung S[j::i]. Anschlieend stellt man sicher, da S[j::i+1] auch
im Baum vertreten ist, indem man, wenn n

otig, S[i + 1] einf

ugt. Diesen letzten
Schritt nennt man SuÆx Extension. Er besteht aus drei verschiedenen Regeln:
1. Falls S[j::i] an einem Blatt endet, so wird S[i + 1] einfach am Ende der Be-
schriftung eingef

ugt.
2. Angenommen, S[j::i] endet nicht an einem Blatt und der darauolgende Buch-
stabe x ist ungleich S[i+ 1]. Dann wird ein neuer innerer Knoten nach S[j::i]
und ein neues Blatt mit Nummer j eingef

ugt. Die Kante zwischen den beiden
Knoten wird mit S[i + 1] beschriftet.
3. Angenommen, S[j::i] endet nicht an einem Blatt und der darauolgende Buch-
stabe ist S[i+1]. Dann mu nichts mehr gemacht werden, da S[j::i+1] schon
im aktuellen SuÆxbaum enthalten ist.
Zus

atzlich wissen wir, da innere Knoten, die einmal mit Hilfe von Regel (2) einge-
f

ugt wurden, nie wieder entfernt werden.
Naiv gesehen, ist die Laufzeit dieses AlgorithmusO(m
3
), da auen zwei Schleifen mit
jeweils O(m) Schleifendurchl

aufen existieren und die Bestimmung der Endpositionen
von S[j::i] ebenfalls O(m) ben

otigt
10
.
Die Beschleunigung der Laufzeit geschieht mit einigen Optimierungen, die in Gus-
eld ausf

uhrlich erl

autert sind. F

ur uns ist hier nur von Bedeutung, da jede Ex-
tension in konstanter Laufzeit ausgef

uhrt werden kann und die

aueren Schleifen in
der Summe maximal m-mal durchlaufen werden m

ussen.
Unsere Erweiterung zur Bestimmung der g

ultigen gemeinsamen Teilworte setzt in
einer Extension j von Phase i+1 ein. Zus

atzlich wissen wir, da wir nur dann nach
einer g

ultigen Position suchen m

ussen (von der es maximal eine gibt), falls wir einen
inneren Knoten
11
einf

ugen, also eine SuÆx Extension nach Regel (2) durchgef

uhrt
werden mu.
In diesem Fall ist bekannt, da  = S[j::i] gesucht wurde. Wir kennen also die erste
Position j und die letzte Position i des gemeinsamen Teilwortes . Gesucht ist nun
das Pr

ax von , das in Dyck
1
liegt. Um die Laufzeit des gesamten Algorithmus
nicht zu vergr

oern, m

ussen wir eine M

oglichkeit nden, die Endposition des g

ultigen
Pr

axes in konstanter Zeit zu bestimmen.
Aufgrund des rekursiven Aufbaus der Dyck
1
-Sprache k

onnen wir allerdings in einer
Vorverarbeitungsphase bei jedem Buchstaben d speichern, an welcher eindeutigen
9
Dieser Weg mu im aktuellen SuÆxbaum existieren, da er in der vorhergehenden Phase eingef

ugt
wurde.
10
Die Wegbeschriftung besitzt eine maximale L

ange von O(m).
11
diese repr

asentieren gemeinsame Teilworte
74
4.1. KOMPLEXIT

ATSBETRACHTUNGEN BEI B

AUMEN
Position die zugeh

orige schlieende Klammer u liegt. Diese Zuweisung speichern wir
in der sogenannten G

ultigkeitstabelle. Falls die Wegbeschriftung mit u beginnt, so
liegt keiner der Pr

axe in Dyck
1
.
Lemma 4.9
Der Aufbau der G

ultigkeitstabelle ist in O(m) m

oglich.
Beweis Bei einer Tiefensuche merkt man sich f

ur jeden Knoten, an welcher Stelle
das zugeh

orige d im Wort steht. Sobald man den Knoten wieder besucht (um ein
u zu schreiben), erzeugt man den Tabelleneintrag von der im Knoten gespeicherten
Position zur aktuellen Position im Wort.

Idealerweise wird die G

ultigkeitstabelle schon in Phase 1 des Algorithmus zur Er-
kennung isomorpher Wurzelsubb

aume erstellt.
Die G

ultigkeitstabelle f

ur unser Beispiel ist in Abbildung 4.6 zu nden.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Wort d d d d u d u u u d d u d u u u
Endposition 16 9 8 5 - 7 - - - 15 12 - 14 - - -
Abbildung 4.6.: G

ultigkeitstabelle f

ur Beispiel 4.2
Angenommen, man bendet sich in einer Extension j der Phase i+1, bei der Regel
(2) angewandt werden mu, d. h. es mu ein neuer innerer Knoten nach dem Wort
S[j::i] eingef

ugt werden. Dann

uberpr

uft man, ob die in der Tabelle gespeicherte
Zahl x des zu S[j] zugeh

origen u's kleiner oder gleich i ist. In diesem Fall wei man,
da S[j::x] das eindeutige g

ultige Teilwort mit einer L

ange von x   j + 1 ist. Die
L

ange wird im neuen inneren Knoten gespeichert. Ist x > i, dann kann kein g

ultiges
Pr

ax existieren. In diesem Fall wird der innere Knoten mit  markiert.
Man kann also mit dem obigen Algorithmus die L

ange des g

ultigen gemeinsamen
Teilwortes in jedem inneren Knoten speichern. Das g

ultige Teilwort selber l

at sich
dann leicht durch die Anfangsposition und die L

ange bestimmen. Folgender Satz
beweist die Korrektheit von Phase 2a.
Satz 4.10
Phase 2a ist korrekt, d. h. es werden die identischen g

ultigen Teilworte von S(T )
bestimmt.
Beweis Laut Guseld ([Gus97]) sind in jedem inneren Knoten die identischen Teil-
worte eines gegebenen Wortes S(T ) gespeichert. Wir m

ussen hier also nur noch
deren G

ultigkeit sicherstellen.
Wir wissen, da jedes Pr

ax einer Wegbeschriftung zu einem inneren Knoten v
ebenfalls ein gemeinsames Teilwort darstellt. Falls in Extension j von Phase i + 1
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der SuÆxbaumerzeugung ein neuer innerer Knoten eingef

ugt werden mu, so kennt
man die Anfangs- und Endpositionen der Wegbeschriftung S[j::i], n

amlich j und i.
Zus

atzlich wei man aber auch f

ur jede

onende Klammer d von S(T ) die Position
x der zugeh

origen schlieenden Klammer u. Ebenso ist bekannt, da S[j::x] das
einzige Teilwort in Dyck
1
ist, das mit dem Buchstaben S[j] beginnt. Wir m

ussen
also jetzt nur noch

uberpr

ufen, ob x kleiner oder gleich bzw. gr

oer als i ist. Im
ersten Fall ist S[j::x] das einzige g

ultige Pr

ax, dessen L

ange im neuen inneren
Knoten gespeichert wird. Falls x > i, so kann es kein g

ultiges Pr

ax geben.

Betrachten wir nun die Laufzeit von Phase 2a.
Satz 4.11
Phase 2a ben

otigt eine Laufzeit von O(jS(T)j).
Beweis Die Konstruktion der G

ultigkeitstabelle ist laut Lemma 4.9 linear in der
L

ange des gegebenen Wortes. Zugleich ist die Konstruktion in einer Vorverarbei-
tungsphase m

oglich, so da dadurch die Laufzeit der SuÆxbaum-Generierung nicht
ver

andert wird.
Sehen wir uns jetzt die Erweiterung in Extension j von Phase i + 1 an. Da man
Anfangs- und Endpositionen des Teilwortes S[j::i] in S kennt, kann man mit Hilfe
der G

ultigkeitstabelle in konstanter Zeit bestimmen, ob es ein g

ultiges Pr

ax des
gemeinsamen Teilwortes gibt oder nicht. Damit kann aber jede Extension in kon-
stanter Zeit ausgef

uhrt werden. Insgesamt wird die Laufzeit zur Konstruktion des
SuÆxbaumes B durch unsere Erweiterung nicht erh

oht und ist somit in O(jS(T)j)
durchf

uhrbar.

Abbildung 4.7 zeigt den SuÆxbaum B f

ur das Beispiel. In jedem inneren Knoten
wird  gespeichert, falls kein g

ultiges Pr

ax existiert. Ansonsten enth

alt der innere
Knoten die L

ange des g

ultigen Pr

axes.
Phase 2b (Zusicherung der Eigenschaften maximal und disjunkt):
Nach Ausf

uhrung von Phase 2a kennt man also die gemeinsamen Teilworte aus
Dyck
1
. Zur

Uberpr

ufung der Disjunktheit und der Maximalit

at, also der letzten
beiden geforderten Eigenschaften an die Teilworte, dient Phase 2b.
Sei v
l
ein innerer Knoten, der nicht mit  markiert ist, d. h. ein g

ultiges Pr

ax be-
sitzt. Nun betrachtet man alle Blattmarkierungen des Wurzelsubbaumes von B, der
bei v
l
beginnt. Diese stellen laut Guseld die Anfangspositionen des gemeinsamen
Teilwortes dar. Sei P
l
= fp
1
; : : : ; p
k
g die Menge dieser Blattmarkierungen. In v
l
ist
zus

atzlich die L

ange w
l
des g

ultigen gemeinsamen Pr

axes gespeichert.
F

ur jeden inneren Knoten v
l
, der nicht mit  beschriftet ist, erzeugen wir das Tupel
(v
l
; w
l
; P
l
). Dieses wird in eine Liste L eingef

ugt, falls w
l

j
jS(T )j
2
k
gilt. L ist mit
absteigendem w
l
sortiert.
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Abbildung 4.7.: SuÆxbaum des Wortes aus Abbildung 4.3 inklusive der g

ultigen
Pr

axe und deren L

angen
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Nun folgt ein iterativer Durchlauf durch die Liste L, um die Disjunktheit und die
Maximalit

at der Teilworte zu

uberpr

ufen. Man entfernt das erste Tupel (v
l
; w
l
; P
l
=
fp
1
; : : : ; p
k
g) aus L und bestimmt einen m

oglichen Schnitt der Intervalle [p
i
; p
i
+
w
l
  1] (i 2 f1; : : : ; kg). Falls p
i
; p
j
2 P
l
(o.B.d.A. p
i
< p
j
) existieren, so da
p
i
+ w
l
  1 < p
j
, so sind S(T )[p
i
; p
i
+w
l
  1] und S(T )[p
j
; p
j
+ w
l
  1] die l

angsten
gemeinsamen disjunkten Teilworte aus Dyck
1
. Ansonsten w

ahlt man das n

achste
Tupel aus L und kontrolliert obige Bedingung erneut.
Falls jP
l
j > 2 wird P
l
= fp
1
; : : : ; p
k
g als sortierte Liste gespeichert, so da nur p
1
und p
k
miteinander verglichen werden m

ussen. Gilt p
1
+ w
l
  1  p
k
, dann k

onnen
alle anderen Anfangspositionen obige Bedingung ebenfalls nicht erf

ullen und die
Disjunktheit w

are verletzt.
F

ur unser Beispiel ist laut Abbildung 4.7 (v; 6; f3; 10g) das Tupel, welches das l

angste
g

ultige Teilwort darstellt. Mit Hilfe der gespeicherten L

ange

uberpr

ufen wir jetzt
noch die Disjunktheit. Da [3; 3+6 1]\ [10; 10+6 1] = ; gilt, sind S(T )[3::8] und
S(T )[10::15] die l

angsten gemeinsamen disjunkten Teilworte von S(T ) aus Dyck
1
.
Satz 4.12
Phase 2b ist korrekt, d. h. die Eigenschaften Disjunktheit und Maximalit

at der ge-
fundenen Teilworte werden erf

ullt.
Beweis Betrachten wir zun

achst die Maximalit

at. F

ur jedes g

ultige Teilwort wird
ein Tupel (v
l
; w
l
; P
l
) erzeugt und in eine Liste L eingef

ugt. L ist absteigend sortiert.
Wenn man also iterativ immer das erste Element von L entfernt und die Iteration
beendet wird, falls einmal die Bedingung f

ur die Disjunktheit erf

ullt ist, dann wird
immer das l

angste gemeinsame g

ultige Teilwort gefunden.
Die Disjunktheit kann dadurch gew

ahrleistet werden, da keine Position des Wortes
in beiden Teilworten gleichzeitig auftritt. Da p
i
< p
j
darf der letzte Buchstabe des
ersten Teilwortes nicht mit einem Buchstaben des zweiten Teilwortes zusammenfal-
len, formal mu also p
i
+ w
l
  1 < p
j
gelten.

Satz 4.13
Die Laufzeit von Phase 2b betr

agt O(jS(T)j).
Beweis Die Anzahl der inneren Knoten in B ist durch O(jV j) beschr

ankt. Somit
ist die Anzahl der Tupel in L ebenfalls linear in der Anzahl der Knoten von T .
Das Sortieren von L erfolgt durch Verwendung von Bucketsort (vgl.
"
Bin Sort\ in
[AHU83]). Da die zu sortierenden Elemente durch O(jV j) beschr

ankt sind, ist auch
hier eine lineare Laufzeit gegeben.
Da es insgesamt nur jS(T )j Bl

atter geben kann, k

onnen auch die Mengen P
l
in Li-
nearzeit sortiert werden. Die

Uberpr

ufung der Disjunktheit
12
kann dann in konstan-
ter Zeit f

ur jedes Element aus L durchgef

uhrt werden. Somit ist auch die Laufzeit
von Phase 2b linear in der L

ange des gegebenen Wortes.

12
Man mu ja nur ein einziges nicht-

uberlappendes Teilwort nden.
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F

ur den Leser stellt sich nun nat

urlich die Frage, warum wir in der zweiten Phase
die l

angsten identischen disjunkten g

ultigen Teilworte S
1
und S
2
von S(T ) bestimmt
haben. Wir werden im folgenden zeigen, da S
1
und S
2
eindeutig die gr

oten iso-
morphen Wurzelsubb

aume T
1
und T
2
von T repr

asentieren.
Dazu beweisen wir zun

achst, da jeder Wurzelsubbaum T
0
von T durch ein Teilwort
S
0
von S(T ) dargestellt wird, das in Dyck
1
liegt.
Satz 4.14
Jeder Wurzelsubbaum T
0
von T repr

asentiert ein Teilwort S
0
von S(T ), das in Dyck
1
liegt und umgekehrt.
Beweis
): Sei T
0
ein Wurzelsubbaum von T . Jeder Wurzelsubbaum ist ein geordneter
Baum mit ausgezeichneter Wurzel. Somit ist aufgrund von Satz 4.2 das Teil-
wort S
0
, das T
0
eindeutig darstellt, auch aus Dyck
1
.
(: Sei S
0
ein Teilwort, das in Dyck
1
liegt. Jedes Wort aus Dyck
1
stellt aber nach
Satz 4.2 einen geordneten Baum T
0
mit ausgezeichneter Wurzel dar. Da S
0
zus

atzlich ein Teilwort von S(T ) ist, d. h. jS
0
j < jS(T )j, gilt wegen jS(T )j =
2  jV j, da nicht alle Knoten von V in T
0
repr

asentiert sein k

onnen. Deshalb
ist T
0
ein Wurzelsubbaum von T .

Nun k

onnen wir zeigen, da die Wurzelsubb

aume isomorph sind, falls die g

ultigen
Teilworte identisch sind. Seien dazu S
1
= S(T
1
) und S
2
= S(T
2
).
Satz 4.15
Die Wurzelsubb

aume T
1
und T
2
sind genau dann isomorph, wenn S
1
und S
2
identisch
sind.
Beweis Diese Eigenschaft folgt trivial aus der Eindeutigkeit der Abbildung zwi-
schen T
1
und S
1
bzw. T
2
und S
2
(vgl. Satz 4.14).

Die n

achsten beiden S

atze zeigen, da die Wurzelsubb

aume disjunkt und maximal
sind, falls die zugeh

origen Teilworte disjunkt sind und die gr

ote L

ange besitzen.
Satz 4.16
Die Wurzelsubb

aume T
1
und T
2
sind genau dann disjunkt, wenn S
1
und S
2
disjunkt
sind.
Beweis Nach Satz 4.4 wissen wir, da jeder Knoten eines Wurzelbaumes durch
exakt ein Klammerpaar in Dyck
1
dargestellt wird und umgekehrt. Sind die Knoten-
mengen von T
1
und T
2
disjunkt, so mu dasselbe auch f

ur die Teilworte S
1
und S
2
gelten und umgekehrt.

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Satz 4.17
Die Anzahl an Knoten in einem Wurzelsubbaum T
0
ist genau dann maximal wenn
die L

ange des Wortes S(T
0
) maximal ist.
Beweis Nach Satz 4.4 wissen wir, da die Anzahl an Knoten in einem geordneten
Wurzelbaum T = (V;E) proportional zu dem zugeh

origen Wort S(T ) aus Dyck
1
ist, d. h. jS(T )j = 2  jV j. Da T
0
ebenfalls ein geordneter Baum mit ausgezeichneter
Wurzel ist, gilt diese Eigenschaft auch f

ur T
0
= (V
0
; E
0
), d. h. jS(T
0
)j = 2  jV
0
j.
Damit ist die Anzahl an Knoten in T
0
genau dann maximal, wenn die L

ange des
Wortes S(T
0
) maximal ist.

Mit Hilfe der letzten S

atze k

onnen wir nun dieses Korollar folgern:
Korollar 4.18
Die gr

oten isomorphen Wurzelsubb

aume T
1
und T
2
eines geordneten Wurzelbaumes
T werden durch die l

angsten gemeinsamen disjunkten Teilworte S
1
; S
2
2 Dyck
1
von
S(T ) dargestellt und umgekehrt.
2
Da wir in Phase 2 genau Teilworte mit diesen Eigenschaften gefunden haben, m

ussen
wir in Phase 3 nur noch die Wurzelsubb

aume aus S
1
und S
2
zur

uckgewinnen.
Phase 3: (T
1
,T
2
) = TransformationTeilworteWurzelsubbaume(S
1
,S
2
)
In der ersten Phase haben wir bei jeder

onenden Klammer
"
d\ den dazugeh

origen
Knoten von T gespeichert. Deshalb kann man in der dritten Phase einfach die
gr

oten disjunkten isomorphen Wurzelsubb

aume aus den in Phase 2 errechneten
Teilworten bestimmen, indem man die Verweise von den

onenden Klammern d
zum Knoten zur

uckverfolgt.
F

ur das Beispiel waren die l

angsten gemeinsamen g

ultigen disjunkten Teilworte
S(T )[3::9] und S(T )[10::15]. Ein Blick auf Abbildung 4.3 sagt uns, da hinter diesen
Teilworten die Wurzelsubb

aume mit den Knoten f4; 7; 8g und f3; 5; 6g stecken.
Satz 4.19
Phase 3 ist korrekt und besitzt eine lineare Laufzeit.
Beweis Die Korrektheit folgt direkt aus Korollar 4.18 und der Eigenschaft von
S(T ), da jeder Knoten durch ein zusammengeh

orendes Klammerpaar dargestellt
wird.
Da man einen direkten Verweis von den

onenden Klammern d zu den dazugeh

origen
Knoten besitzt, m

ussen in Phase 3 S
1
und S
2
jeweils einmal durchlaufen werden.
Aufgrund der Disjunktheit der beiden Teilworte gilt: jS
1
j + jS
2
j  jS(T )j. Somit
betr

agt die Laufzeit O(jS(T )j)=O(jV j).

Die Korrektheit und die lineare Laufzeit des gesamten Algorithmus zur Erkennung
der gr

oten isomorphen Wurzelsubb

aume eines geordneten Wurzelbaumes ergeben
sich aus der Korrektheit und der Linearit

at der einzelnen Phasen.
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4.1.2. Algorithmus f

ur Subb

aume
In diesem Abschnitt werden wir die gr

oten isomorphen Subb

aume
13
T
1
und T
2
eines
gegebenen geordneten Wurzelbaumes T = (V;E) bestimmen. Im Gegensatz zu den
Wurzelsubb

aumen k

onnen Subb

aume an verschiedenen Stellen Restknoten besitzen.
Wie auch schon im vorherigen Abschnitt werden wir das Verfahren anhand eines
Beispiels verdeutlichen. Sei hierf

ur der geordnete Wurzelbaum aus Abbildung 4.8
gegeben.
1
2 3
4 5 6 7
8 9
Abbildung 4.8.: Gegebener Wurzelbaum zur Bestimmung der gr

oten isomorphen
Subb

aume
In Abbildung 4.9 sind die Phasen des Algorithmus im

Uberblick dargestellt.
forall (v
i
; v
j
) 2 V; v
i
6= v
j
f
Phase 1: (B
1
; B
2
)=AuftrennungBaum(T)
Phase 2: (S
1
; S
2
)=TransformationBaumeWorte(B
1
; B
2
)
Phase 3: (S
0
1
; S
0
2
)=BerechneTeilsequenzen(S
1
; S
2
)
g
Phase 4: (S

1
; S

2
)=Maximiere(S
0
1
; S
0
2
)
Phase 5: (T
1
; T
2
)=TransformationTeilsequenzenSubbaume(S

1
; S

2
)
Abbildung 4.9.:

Uberblick

uber den Algorithmus zur Erkennung der gr

oten isomor-
phen Subb

aume eines geordneten Wurzelbaumes
Wir werden in diesem Abschnitt alle Phasen des Algorithmus detailliert erl

autern
und beweisen. Zuvor soll jedoch kurz die Idee des Verfahrens vorgestellt werden.
Das Herzst

uck des Algorithmus ist die Berechnung der l

angsten gemeinsamen g

ulti-
gen Teilsequenzen S
0
1
und S
0
2
von zwei Worten S
1
und S
2
. Durch S
0
1
und S
0
2
werden die
13
Ein Subbaum ist ein knoteninduzierter Subgraph eines Baumes, der zusammenh

angend ist.
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gr

oten isomorphen Subb

aume (mit vorgegebener Wurzel) exakt repr

asentiert. Die
Basis unseres Algorithmus bildet wieder ein Verfahren aus Guseld (vgl. [Gus97], S.
217 .), n

amlich die Berechnung der Editierdistanz von zwei gegebenen Worten. Die
Editierdistanz ist dabei die minimale Anzahl an Operationen
14
die ben

otigt wird,
um das erste Wort in das zweite Wort umzuwandeln. Das Verfahren basiert dabei
auf dynamischer Programmierung. Guseld zeigt, da das resultierende Wort eine
Teilsequenz darstellt, die identisch ist und eine maximale L

ange besitzt.
F

ur unsere Zwecke reicht dies jedoch noch nicht aus. Zun

achst schr

anken wir die
Operationen ein. Erlaubt sind nur das L

oschen eines Buchstabens aus dem ersten
Wort und das L

oschen aus dem zweiten Wort. Zus

atzlich m

ussen wir den Algo-
rithmus noch so erweitern, da nur Teilsequenzen gew

ahlt werden, die Subb

aume
repr

asentieren. Die Idee dabei ist, da ein Wort aus Dyck
1
nach dem L

oschen von
beliebig vielen Teilworten aus Dyck
1
wieder in Dyck
1
liegt. Als Voraussetzung daf

ur
m

ussen wir allerdings sicherstellen, da der erste und der letzte Buchstabe beider
Worte S
1
und S
2
nicht gel

oscht werden d

urfen. Andernfalls m

ute mindestens eine

onende Klammer d am Anfang des Wortes und seine zugeh

orige schlieende Klam-
mer am Ende des Wortes gel

oscht werden, wodurch die Lokalit

at des zu l

oschenden
Teilwortes, die wir beim Algorithmus intensiv nutzen werden, zerst

ort werden w

urde.
Der erste und der letzte Buchstabe von S
1
(bzw. S
2
) entspricht aber dem Wurzel-
knoten des zu S
1
(bzw. S
2
) geh

orenden Teilbaumes B
1
(bzw. B
2
). Im Klartext
heit dies, da die Wurzeln von B
1
und B
2
auch den gesuchten Subb

aumen ange-
h

oren m

ussen. Aus diesem Grund ist es n

otig,

uber alle Knotenpaare v
i
; v
j
2 V
2
(v
i
6= v
j
) zu iterieren. F

ur jeden der erzeugten B

aume B
1
und B
2
berechnen wir
die l

angste gemeinsame Teilsequenz, welche die gr

oten isomorphen Subb

aume (mit
festen Wurzelknoten) repr

asentieren. Im Anschlu an die Iterationen m

ussen wir
das Maximum aller Einzelergebnisse bilden und erhalten dann die gr

otm

oglichen
isomorphen Subb

aume.
Kommen wir nun zu den einzelnen Phasen des Algorithmus. Angenommen, wir
benden uns in der Schleife aus Abbildung 4.9, die

uber alle Knotenpaare (v
i
; v
j
) 2 V
iteriert, und betrachten gerade das Knotenpaar (v
1
; v
2
), wobei v
1
6= v
2
gilt.
Phase 1: (B
1
; B
2
)=AuftrennungBaum(T)
Im ersten Schritt wird T an den Knoten v
1
und v
2
aufgeteilt. Es entstehen maximal
drei Teile, wovon aber nur zwei von Interesse sind, n

amlich B
1
= T (v
1
)nT (v
2
) und
B
2
= T (v
2
)nT (v
1
). B
1
ist dabei der Wurzelsubbaum von T mit Wurzel v
1
ohne den
Wurzelsubbaum mit Wurzel v
2
. B
2
ist der Wurzelsubbaum von T mit Wurzel v
2
ohne den mit Wurzel v
1
. Der

ubrige Teil stellt den Rest des Baumes dar und mu
14
In Guseld sind dies L

oschen oder Einf

ugen eines Buchstabens bzw. das Ersetzen eines Buch-
stabens
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nicht weiter beachtet werden
15
.
Wir gehen im folgenden davon aus, da keiner der B

aume B
1
oder B
2
leer ist.
Andernfalls k

onnen wir die zweite und dritte Phase f

ur das Knotenpaar (v
1
; v
2
)
ignorieren und den Algorithmus mit einem neuen Knotenpaar fortfahren. W

are
n

amlich o.B.d.A. B
1
leer, dann kann die Isomorphie ebenfalls nur leer sein. Aber
es gilt immer, da zwei beliebige Knoten von T zueinander isomorph sind. Diese
werden in einer anderen Iteration des Gesamtalgorithmus gefunden.
Satz 4.20
Die Laufzeit zur Bestimmung von B
1
und B
2
betr

agt O(jV j).
Beweis Die erste Phase l

at sich durch eine einfache Tiefensuche durch T reali-
sieren. Beginnend mit der Wurzel, verwirft man zun

achst alle Knoten, bis man
o.B.d.A. v
1
gefunden hat. Falls v
2
nicht Nachfolger von v
1
ist, so besteht B
1
aus
allen Nachfolgern von v
1
und B
2
aus allen Nachfolgern von v
2
. Ist v
2
Nachfolger von
v
1
, dann ist B
2
der Wurzelsubbaum mit Wurzel v
2
und B
1
der Wurzelsubbaum mit
Wurzel v
1
ohne Knoten und Kanten aus B
2
.
Die Laufzeit dieser Tiefensuche ist linear in der Anzahl an Knoten.

Phase 2: (S
1
; S
2
)=TransformationBaumeWorte(B
1
; B
2
)
In Phase 2 werden B
1
und B
2
in zwei Klammergebirge S
1
= S(B
1
) und S
2
= S(B
2
)
transformiert. Dieser Teilalgorithmus wurde schon in Phase 1 des Algorithmus zur
Erkennung von Wurzelsubb

aumen (vgl. Abschnitt 4.1.1) ausf

uhrlich erl

autert. Wir
wissen, da S
1
und S
2
eindeutige Klammerworte aus Dyck
1
sind.
Nach Satz 4.5 besitzt diese Phase ebenfalls eine lineare Laufzeit.
Betrachten wir nun unser Beispiel aus Abbildung 4.8.
Sei (v
1
; v
2
) = (2; 3) f

ur das Beispiel aus Abbildung 4.8. Die B

aume B
1
und B
2
aus
Phase 1 und ihre zugeh

origen Worte S
1
= S(B
1
) und S
2
= S(B
2
), die in Phase 2
bestimmt wurden, sind in Abbildung 4.10 zu sehen.
Phase 3: (S
0
1
; S
0
2
)=BerechneTeilsequenzen(S
1
; S
2
)
In dieser Phase bestimmt man die l

angsten gemeinsamen g

ultigen Teilsequenzen S
0
1
und S
0
2
von S
1
und S
2
.
Denition 4.21
Eine Teilsequenz heit genau dann g

ultig , falls sie aus Dyck
1
ist und alle gel

oschten
Teilworte
16
ebenfalls in Dyck
1
liegen.
15
da die Subb

aume auf alle F

alle v
1
bzw. v
2
als Wurzel besitzen m

ussen und ansonsten die gegebene
Richtung des Baumes verletzt w

are
16
Ein Teilwort ist eine zusammenh

angende Buchstabenfolge eines Wortes, wohingegen eine Teil-
sequenz nicht zusammenh

angend sein, sondern nur die durch das gegebene Wort induzierte
Ordnung beibehalten werden mu.
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2
2
4
4
5
5
8
8
S
1
= dddd uuuu
(a) B
1
mit S
1
3
3
6
6
7
7
9
9
S
2
= dddd uuuu
(b) B
2
mit S
2
Abbildung 4.10.: B

aume B
1
und B
2
inklusive der erzeugten Worte S
1
und S
2
f

ur das
Beispiel aus Abbildung 4.8
Wir werden zun

achst beweisen, da diejenigen Teilsequenzen, die am gr

oten, iden-
tisch und g

ultig sind, die gr

oten isomorphen Subb

aume von T repr

asentieren. Daf

ur
ben

otigen wir folgendes Lemma:
Lemma 4.22
Sei T ein Wurzelsubbaum mit Wurzel w. Dann entsteht ein Subbaum T
0
mit dersel-
ben Wurzel durch das Entfernen von endlich vielen Wurzelsubb

aumen aus T .
Beweis Sei T ein Wurzelsubbaum mit Wurzel w. Falls ein Knoten v aus T entfernt
wird, so m

ussen aufgrund des Zusammenhangs von T
0
auch alle Nachfolger von v
gel

oscht werden und damit einen Wurzelsubbaum mit Wurzel v darstellen.

Lemma 4.23
Ein Subbaum T
0
des gegebenen geordneten Wurzelbaumes T wird eindeutig durch
eine g

ultige Teilsequenz S
0
von S(T ) dargestellt und umgekehrt.
Beweis Aufgrund von Lemma 4.22 wei man, da nur Wurzelsubb

aume als Rest-
knoten existieren k

onnen. Diese werden aber durch Teilworte aus Dyck
1
dargestellt
(Satz 4.14).
Zus

atzlich gilt, da ein Subbaum ebenfalls ein geordneter Wurzelbaum ist, und des-
halb mu S
0
auch in Dyck
1
liegen. Wenn man aus Worten von Dyck
1
Teilworte
entfernt, die ebenfalls in Dyck
1
sind, so mu das Ergebnis wieder in Dyck
1
liegen.
Damit wird aber jeder Subbaum T
0
von T durch eine g

ultige Teilsequenz S
0
von
S(T ) dargestellt und umgekehrt.

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Satz 4.24
Die gr

oten isomorphen Subb

aume von T werden durch die l

angsten gemeinsamen
g

ultigen Teilsequenzen eindeutig repr

asentiert und umgekehrt.
Beweis Die Gr

oe der Subb

aume, d. h. deren Anzahl an Knoten, ist nach Satz 4.4
proportional zur L

ange der Teilsequenz, da jeder Knoten durch exakt ein Klammer-
paar dargestellt wird.
Der Zusammenhang zwischen der Isomorphie der Subb

aume und der Identit

at der
Teilsequenzen folgt direkt aus der Eindeutigkeit der Abbildung zwischen Subbaum
und Teilsequenz.
Da nach Lemma 4.23 alle Subb

aume eindeutig durch eine g

ultige Teilsequenz dar-
gestellt werden und umgekehrt, gilt also obige Behauptung.

Ziel der dritten Phase ist es also nun, die l

angsten gemeinsamen g

ultigen Teilworte
S
0
1
und S
0
2
von S
1
und S
2
zu bestimmen. Wie wir schon erw

ahnt haben, dient
als Basis hierf

ur der Algorithmus zur Bestimmung der Editierdistanz aus Guseld
(vgl. [Gus97]). Diesen werden wir so erweitern, da nur g

ultige Teilsequenzen
berechnet werden. Auerdem schr

anken wir die m

oglichen Operationen ein, so da
grunds

atzlich nur zwei Operationen auf einzelnen Buchstaben der Worte S
1
bzw. S
2
erlaubt sind:
L1: L

oschen eines Buchstabens aus dem ersten Wort S
1
L2: L

oschen eines Buchstabens aus dem zweiten Wort S
2
Zus

atzlich kann ein Buchstabe aus S
1
mit einem Buchstaben aus S
2

ubereinstimmen.
Dieser Fall wird in der Literatur als
"
match\ bezeichnet.
Will man nun S
1
= a
1
::a
n
in S
2
= b
1
::b
m

uberf

uhren, so sucht man nach der mini-
malen Anzahl an Operationen L1 und L2, durch die beide Worte identisch werden.
Diesen Wert bezeichnet man auch als (Editier-)Distanz . Der Algorithmus basiert
auf dynamischer Programmierung. Dabei bestimmt man zun

achst f

ur die kleinsten
Werte von i und j die ZahlD(i; j) und anschlieend immer gr

oere. D(i; j) ist dabei
die minimale Anzahl an Operationen L1 und L2, die das Wort S
1
[1::i] in S
2
[1::j]

uberf

uhren (1  i  n, 1  j  m).
Zus

atzlich ben

otigen wir noch sogenannte Z

ahlvariablen z
1
; z
2
mit denen wir sicher-
stellen, da die entfernten Worte aus S
1
bzw. S
2
in Dyck
1
liegen. Sei (z
1
; z
2
)[i; j]
die ganzzahlige Belegung der Z

ahlvariablen an der Stelle D(i; j).
Es gelten folgende Regeln f

ur die Berechnung von D(i; j):
D(i; 0) = i
D(0; j) = j
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D(i; j) =
minf D(i  1; j) + 1 falls (z
1
; z
2
)[i  1; j] = (x; 0) ^ (z
1
; z
2
)[i; j] = (y; 0),
D(i; j   1) + 1 falls (z
1
; z
2
)[i; j   1] = (0; x) ^ (z
1
; z
2
)[i; j] = (0; y),
D(i  1; j   1) falls S
1
[i] = S
2
[j] ^ (z
1
; z
2
)[i  1; j   1] = (0; 0)g
wobei x; y  0.
Die ersten zwei Bedingungen sind die Initialf

alle der dynamischen Programmierung.
Der erste Teil des Minimum-Ausdrucks stellt Operation L1 dar, bei der S
1
[i] gel

oscht
wird, der zweite L2, d. h. ein L

oschen von S
2
[j] und der dritte ein
"
match\ der aktuell
betrachteten Stellen S
1
[i] und S
2
[j]. Unsere Regeln unterscheiden sich von denen
im Algorithmus von Guseld im Prinzip nur durch die zus

atzlichen Bedingungen an
die Z

ahlvariablen. Im ersten Teilterm stellt beispielsweise die Bedingung (z
1
; z
2
)[i 
1; j] = (x; 0) sicher, da man zun

achst ein perfektes Teilwort aus S
1
entfernt, bevor
eine Operation L2 oder ein
"
match\ ausgef

uhrt werden darf. Diesen Zusammenhang
werden wir sp

ater noch beweisen. Die zweite Bedingung ben

otigen wir nur daf

ur,
da die neue Belegung der Z

ahlvariablen (also an der StelleD(i; j)) nie negativ wird.
Dies k

onnte prinzipiell passieren
17
, wie man bei der Berechnung der Z

ahlvariablen
an der neuen Position D(i; j) sieht:
Falls D(i; j) durch den ersten Teilterm des min-Ausdrucks dominiert wurde:
(z
1
; z
2
)[i; j] =

(x+ 1; 0) , falls S
1
[i] = d
(x  1; 0) , falls S
1
[i] = u
Falls D(i; j) durch den zweiten Teilterm konstruiert wurde, so gilt:
(z
1
; z
2
)[i; j] =

(0; x+ 1) , falls S
2
[j] = d
(0; x  1) , falls S
2
[j] = u
Beim dritten Teilterm gilt:
(z
1
; z
2
)[i; j] = (0; 0).
Initialisiert werden die Z

ahlvariablen mit (z
1
; z
2
)[0; 0] = (0; 0).
Mit Hilfe eines Ansatzes der dynamischen Programmierung erzeugt man nun eine
Tabelle, die die Werte von D(i; j) speichert. Diese dient der Bottom-Up Berechnung
von D(n;m), das die Editierdistanz von S
1
und S
2
symbolisiert. Die horizontale
Achse repr

asentiert S
1
, die vertikale S
2
. Es wird nun zuerst D(i; j) f

ur die kleinsten
Werte f

ur i und j berechnet, und anschlieend werden die n

achstgr

oeren Werte mit
Hilfe der oben genannten Bedingungen bestimmt.
Man erzeugt eine Kante vom Repr

asentanten von D(i   1; j) nach D(i; j), falls
D(i; j) durch den ersten Teilterm bestimmt wurde. Analog f

uhrt man Kanten von
D(i; j   1) bzw. D(i   1; j   1) nach D(i; j) ein, falls Teilterm zwei bzw. drei
ausschlaggebend f

ur den neuen Wert waren.
In diesem, durch die dynamische Programmierung konstruierten Graphen kann man
zum einen die Editierdistanz von S
1
und S
2
im Knoten D(n;m) ablesen. Auf der
17
falls x = 0 war
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anderen Seite repr

asentiert jeder Weg vom Knoten D(0; 0) zum Knoten D(n;m) alle
notwendigen L

oschoperationen, damit S
1
und S
2
identisch werden. Eine waagrechte
Kante steht f

ur das L

oschen eines Buchstabens aus S
1
, eine senkrechte Kante f

ur das
L

oschen aus S
2
und eine Diagonale f

ur ein zul

assiges
"
match\, d. h. die aktuellen
Buchstaben von S
1
und S
2
werden

ubernommen. Wir werden im folgenden noch
zeigen, da die Z

ahlvariablen daf

ur sorgen, da nur Teilworte aus Dyck
1
entfernt
werden.
Zun

achst wollen wir den Algorithmus jedoch anhand unseres Beispiels verdeutlichen.
Die Tabelle f

ur Beispiel 4.8 ist in Abbildung 4.11 zu nden.
0
0
0
0
0
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
2
2
2
2
2
3
3
33
3
3
3
3
3
3
3
3
3
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
5
5
5
5
5
5
5
5
5
5
5
5
6
6
6
66
6
6
7
7
7
777
7
8
8
8
8
8
9
9
9
10
10
11
11
12
12
13
13
14
14
15
15
d d d d
d
d
d
d
u u u u
u
u
u
u
D(i; j)
1; 0
1; 0 1; 0 1; 0
1; 0 1; 0 1; 0
1; 0
1; 0 1; 0 1; 0
1; 0 1; 0 1; 0
1; 0 1; 0 1; 0
1; 0
2; 0 2; 0 2; 0
2; 0
2; 0
2; 0
2; 0 2; 0 2; 0
3; 0
3; 0
0; 0
0; 0 0; 0
0; 0 0; 0 0; 0
0; 0 0; 0 0; 0
0; 0 0; 0 0; 0
0; 0 0; 0 0; 0
0; 0
0; 0 0; 0 0; 0
0; 0
0; 0
0; 0
0; 0
0; 1
0; 1
0; 1 0; 1
0; 1 0; 1 0; 1
0; 1
0; 1
0; 1
0; 1 0; 1 0; 1
0; 1
0; 1
0; 1
0; 1 0; 1
0; 2
0; 2
0; 2
0; 2
0; 2
0; 2
0; 2 0; 2 0; 20; 3
0; 3
Abbildung 4.11.: Tabelle der dynamische Programmierung f

ur Beispiel 4.8 inklusive
eingezeichneter Kanten zwischen Zellen der Tabelle
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Die Werte f

ur D(i; 0) und D(0; j) (1  i  n, 1  j  m) k

onnen aufgrund der
Initialbedingungen f

ur D(i; j) sofort direkt eingetragen werden. Dasselbe gilt f

ur die
Belegung der Z

ahlvariablen (z
1
; z
2
)[i; 0] und (z
1
; z
2
)[0; j].
Anschlieend kann man D(1; 1) berechnen. Da S
1
[1] = S
2
[1] und (z
1
; z
2
)[0; 0] =
(0; 0), so ist eine Diagonalem

oglich, d. h. der dritte Teilterm des Minimum-Ausdrucks
trit zu, d. h. D(1; 1) = D(0; 0) und (z
1
; z
2
)[1; 1] = (0; 0). Einlaufende waagrechte
bzw. senkrechte Kanten sind nicht m

oglich, da (z
1
; z
2
)[0; 1] = (0; 1) 6= (x; 0) mit
x  0 beliebig und (z
1
; z
2
)[1; 0] = (1; 0) 6= (0; x).
Bei der Bestimmung von D(1; 2) ist nur der erste Teilterm m

oglich, da (z
1
; z
2
)[0; 2] =
(2; 0) 6= (0; x) und (z
1
; z
2
)[0; 1] = (1; 0) 6= (0; 0). Daher ergibt sich D(1; 2) =
D(1; 1) + 1 = 1 und (z
1
; z
2
)[1; 2] = (1; 0), da S
1
[i] = S
1
[2] = d.
Betrachten wir noch die Werte D(3; 4) und D(3; 5). Bei D(3; 4) ist eine einlaufende
Diagonale wegen (z
1
; z
2
)[2; 3] = (0; 1) 6= (0; 0) nicht m

oglich. Ebenso verh

alt es sich
bei einer waagrechten Kante. Es gilt zwar, da (z
1
; z
2
)[2; 4] = (0; 0) und somit w

are
die erste Bedingung f

ur den ersten Teilterm erf

ullt. Allerdings w

urde (z
1
; z
2
)[i; j] =
(z
1
; z
2
)[3; 4] = ( 1; 0) gelten, da S
1
[3] = u. Somit ist nur die senkrechte einlaufende
Kante m

oglich.
An der Stelle D(3; 5) sind aufgrund der Bedingungen alle drei einlaufenden Kanten
m

oglich. In diesem Fall kommt der min-Ausdruck zum tragen. Es gilt: D(i 1; j)+
1 = D(2; 5)+1 = 5+1, D(i; j 1)+1 = D(3; 4)+1 = 5+1 und D(i 1; j 1) = 2.
Aus diesem Grund wird nur die Diagonale eingezeichnet.
Die gesamte Berechnung der Tabelle erfolgt nun zeilen- oder auch spaltenweise. In
Abbildung 4.11 ist der komplette Graph der dynamischen Programmierung f

ur unser
Beispiel dargestellt.
Wir werden im folgenden die Korrektheit des Algorithmus zeigen, d. h. jeder Weg
von D(0; 0) nach D(n;m) im Graphen der dynamischen Programmierung stellt eine
l

angste gemeinsame g

ultige Teilsequenz S
0
1
und S
0
2
von S
1
und S
2
dar und alle Teil-
sequenzen werden repr

asentiert. Dazu ben

otigen wir zun

achst folgende Lemmata:
Lemma 4.25
Sei x
1
=2 Dyck
1
. Sei x
1
@x
2
ein Wort aus Dyck
1
, das aus S
1
entfernt werden mu
(waagrechte Kanten). Sei y ein Wort aus Dyck
1
, das aus S
2
(senkrechte Kanten)
entfernt werden mu.
Angenommen, man m

ochte zun

achst x
1
aus S
1
, dann y aus S
2
und anschlieend x
2
aus S
2
entfernen, also einen Weg x
1
yx
2
von einem Knoten D(i; j) zu einem Knoten
D(p; q) bestreiten
18
. Dann existiert nur der gleichwertige Weg x
1
x
2
y mit denselben
Anfangs- und Endknoten im Graphen der dynamischen Programmierung, d. h. es
kann ein Weg gefunden werden, bei dem zun

achst x
1
@x
2
2Dyck
1
aus S
1
gel

oscht
und anschlieend erst y aus S
2
entfernt wird.
18
In Summe w

urden hiermit Teilworte aus Dyck
1
entfernt werden und somit die Teilsequenzen
g

ultig sein.
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Beweis Angenommen, man l

oscht nach dem Entfernen von jx
1
j Buchstaben aus S1
(entspricht den waagrechten Kanten) jyj Buchstaben aus S
2
(entspricht senkrechten
Kanten). Damit der Weg eine g

ultige Teilsequenz repr

asentiert, m

ussen nach dem
Entfernen von y aus S
2
die restlichen jx
2
j Buchstaben aus S
1
gel

oscht werden. Dann
mu es aber auch einen Weg zum selben Endknoten geben, der zun

achst alle jx
1
@x
2
j
vielen Knoten aus S
1
entfernt und dann erst die jyj Buchstaben aus S
2
.

Mit Hilfe dieses Lemmas kann man nun sicherstellen, da der Graph sehr stark
ausged

unnt werden darf. Dazu zeigen wir zun

achst, da immer mindestens eine der
beiden Z

ahlvariablen an einem beliebigen Knoten 0 ist.
Lemma 4.26
Es ist ausreichend, nur Wege in dem Graphen der dynamischen Programmierung zu
suchen, bei denen an jedem Knoten des Weges mindestens eine der Z

ahlvariablen 0
ist.
Beweis Folgt direkt aus Lemma 4.25 und den Bedingungen f

ur D(i; j).

Wir k

onnen nun zeigen, da Teilsequenzen an einem Knoten, an dem beide Z

ahlva-
riablen 0 sind, immer g

ultig sind.
Lemma 4.27
Ist das Z

ahlvariablen-Paar (z
1
; z
2
) in einem Knoten D(i; j) (0; 0), so hat man sowohl
in S
1
[1::i], als auch in S
2
[1::j] nur Teilworte aus Dyck
1
gel

oscht.
Beweis Die Z

ahlvariable z
1
wird nur dann um eins erh

oht, falls man eine waagrechte
Kante durchl

auft und der zu dieser Kante geh

orende Buchstabe ein d ist. Bei einem
u wird z
1
um eins erniedrigt.
Aus Satz 4.6 wissen wir, da ein Wort w genau dann in Dyck
1
liegt, wenn die
Z

ahlvariable z am Ende des Wortes 0 ist und vorher immer positiv war. In unserem
Fall heit dies, da z
1
genau dann 0 wird, falls wir nur Teilworte von Dyck
1
aus
S
1
[1::i] gel

oscht haben.
Analoges gilt f

ur z
2
. Damit hat man aus S
1
[1::i] und S
2
[1::j] genau dann Teilworte
von Dyck
1
entfernt, wenn gilt: (z
1
; z
2
)[i; j] = (0; 0).

Damit stellt der Weg zu jedem Knoten im Graphen, dessen Z

ahlvariablen 0 sind,
g

ultige Teilsequenzen dar. Wir m

ussen jetzt nur noch sicherstellen, da beide Z

ahl-
variablen im Knoten D(n;m) 0 sind. Daf

ur ben

otigen wir folgenden wichtigen Satz,
der gleichzeitig auch die Laufzeit des Verfahrens beschr

ankt.
Satz 4.28
Ein Knoten v, der mehrere auslaufende Kanten besitzt, mu ein Z

ahlvariablen-Paar
(0; 0) besitzen. Analoges gilt f

ur einen Knoten v, der mehrere einlaufende Kanten
besitzt.
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Beweis Betrachten wir zun

achst die auslaufenden Kanten. Angenommen, f

ur einen
Knoten v gilt: (z
1
; z
2
)[v] 6= (0; 0).
Grunds

atzlich k

onnten nur drei Kanten existieren, die den Knoten verlassen. Eine
Diagonale kann den Knoten v nicht verlassen, da hier die Bedingung (z
1
; z
2
)[v] =
(0; 0) gelten mu. Bei einer waagrechten Kante mu gelten: (z
1
; z
2
)[v] = (x; 0) mit
x  0. Dann kann aber nur dann eine senkrechte Kante existieren, wenn x = 0
gilt, weil Bedingung f

ur eine senkrechte (z
1
; z
2
)[v] = (0; x) war. Dies ist aber ein
Widerspruch zur Annahme, und damit m

ussen die Z

ahlvariablen jedes Knotens mit
mehreren auslaufenden Kanten den Wert (0; 0) annehmen.
Sei v ein Knoten des Graphen mit mehreren einlaufenden Kanten. Angenommen,
es gilt: (z
1
; z
2
)[v] 6= (0; 0).
Es k

onnten ebenfalls nur drei verschiedene Arten von Kanten einlaufen. Eine Dia-
gonale ist nicht m

oglich, da hier die Z

ahlvariablen von v per Denition auf (0; 0)
gesetzt werden m

ussen. Dies w

urde einen Widerspruch zur Annahme darstellen.
Falls eine waagrechte Kante zu v f

uhrt, so mu aufgrund der Neubestimmung der
Z

ahlvariablen in Knoten v z
2
= 0 gelten. Analog gilt f

ur eine senkrechte Kante
z
1
= 0. Wenn also gleichzeitig eine waagrechte und eine senkrechte Kante zu v
f

uhren, dann mu z
1
= z
2
= 0 gelten. Dies ist ein Widerspruch zur Annahme.

Lemma 4.29
F

ur die Z

ahlvariablen an Knoten D(n;m) gilt: (z
1
; z
2
)[n;m] = (0; 0).
Beweis Wenn wir zeigen k

onnen, da es einen Weg nach D(n;m) gibt, der die
Z

ahlvariablen (z
1
; z
2
)[n;m] = (0; 0) erzeugt, dann m

ussen aufgrund von Satz 4.28
alle Wege nach D(n;m) den Wert (0; 0) bilden.
W

ahlen wir den Weg, bei dem zun

achst alle Buchstaben aus S
1
gel

oscht werden
und anschlieend alle Buchstaben aus S
2
. Dann mu am Knoten D(n; 0) f

ur die
Z

ahlvariablen gelten: (z
1
; z
2
)[n; 0] = (0; 0), da S
1
2Dyck
1
. Es mu aber auch
(z
1
; z
2
)[n;m] = (0; 0) g

ultig sein, weil S
2
ebenfalls in Dyck
1
liegt.

Auerdem k

onnen wir mit Hilfe von Satz 4.28 noch folgendes beweisen:
Lemma 4.30
Falls ein Knoten D(i; j) mehrere einlaufende Kanten besitzt, so kann sowohl D(i; j),
als auch (z
1
; z
2
)[i; j] eindeutig bestimmt werden.
Beweis Nach Satz 4.28 k

onnen Kanten nur in einem Knoten zusammenlaufen, f

ur
den (z
1
; z
2
)[i; j] = (0; 0) gilt. Damit ist (z
1
; z
2
)[i; j] eindeutig bestimmt. Angenom-
men, D(i   1; j) + 1 = a, D(i; j   1) + 1 = b und D(i   1; j   1) = c. Die Worte
a,b und c stellen dann die Anzahl an L

oschoperationen auf dem jeweiligen Weg dar,
um S
1
[1::i] in S
2
[1::j] umzuwandeln. Alle drei Wege m

ussen eine g

ultige Teilsequenz
repr

asentieren, da (z
1
; z
2
)[i; j] = (0; 0) gilt. Damit reicht es aus, das Minimum aller
m

oglichen Werte a,b und c f

ur D(i; j) zu verwenden.

90
4.1. KOMPLEXIT

ATSBETRACHTUNGEN BEI B

AUMEN
Satz 4.31
Jeder Weg von D(0; 0) nach D(n;m) repr

asentiert eine l

angste gemeinsame g

ultige
Teilsequenz von S
1
und S
2
.
Beweis Die Wege sind g

ultig, da die Z

ahlvariablen an D[n;m] den Wert (0; 0)
annehmen.
Da die Editierdistanz, die in D(n;m) gespeichert ist, die minimale Anzahl an Ope-
rationen darstellt, die S
1
in S
2

uberf

uhren, so sind beide Teilsequenzen identisch
und besitzen maximale L

ange.

In unserem Beispiel gibt es nur zwei Wege von D(0; 0) nach D(n;m). Dadurch wer-
den die Wortpaare aus Abbildung 4.12 inklusive ihrer L

oschoperationen dargestellt.
2
3
4 5
6 7
8
9
S
1
=
S
2
=
dddd
dddd
uuuu
uuu u
und
2
3
4 5
6 7
8
9
S
1
=
S
2
=
dddd
dddd
uuuu
uuu u
Abbildung 4.12.: Zwei M

oglichkeiten f

ur die l

angsten gemeinsamen g

ultigen Teilse-
quenzen von S
1
und S
2
aus Abbildung 4.10
Betrachten wir nun noch die Laufzeit der dritten Phase.
Satz 4.32
Phase 3 besitzt eine Laufzeit von O(jV j
2
).
Beweis Die L

ange der beiden Worte n = jS
1
j und m = jS
2
j ist jeweils durch jV j
beschr

ankt, da B
1
und B
2
in Summe maximal jV j Knoten besitzen und jeder Knoten
durch ein Klammerpaar in S(B
1
) bzw. S(B
1
) vertreten ist (Satz 4.4).
Der Graph der dynamischen Programmierung besitzt n  m Knoten, wobei jeder
Knoten maximal 3 ausgehende Kanten hat. Dadurch ist die Anzahl an Kanten
ebenfalls in O(n m).
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Zur Bestimmung von D(i; j) bzw. (z
1
; z
2
)[i; j] werden nur lokal die Werte der drei
Vorg

anger betrachtet und

uber die m

oglichenWerte minimiert. Dies ist in konstanter
Zeit m

oglich, d. h. zur Bestimmung der Werte ben

otigt man f

ur jeden Knoten O(1).
Da der Graph nmKnoten besitzt, ist die Laufzeit der dritten Phase deshalbO(nm).
Mit n = O(jV j) und m = O(jV j) ist obige Behauptung bewiesen.

Phase 4: (S

1
; S

2
)=Maximiere(S
0
1
; S
0
2
)
Die drei eben erl

auterten Phasen werden f

ur alle Knotenpaare (v
i
; v
j
) 2 V
2
ange-
wandt. Das Ergebnis sind jeweils die l

angsten gemeinsamen g

ultigen Teilsequenzen
S
0
1
und S
0
2
von S
1
und S
2
, wobei jeweils die

aueren beiden Buchstaben, welche die
Wurzel des Subbaumes repr

asentieren, auf alle F

alle enthalten sein m

ussen. Es kann
demnach ein anderes Knotenpaar geben, deren errechnete Teilsequenzen eine gr

oe-
re L

ange besitzen. Aus diesem Grund mu man

uber alle errechneten Teilsequenzen
maximieren.
Satz 4.33
Die Laufzeit der vierten Phase betr

agt O(j1).
Beweis Die L

ange der Teilsequenzen ist aus Phase 3 bekannt. Aus diesem Grund ist
es sinnvoll, in jeder Iteration eine

Uberpr

ufung der aktuellen L

ange mit der bisher
gespeicherten gr

oten L

ange vorzunehmen und die Teilsequenzen, wenn n

otig, zu
ersetzen.

Phase 5: (T
1
; T
2
)=TransformationTeilsequenzenSubbaume(S

1
; S

2
)
Die Teilsequenzen aus Phase 4 werden im letzten Schritt in die gr

oten disjunkten
isomorphen Subb

aume zur

ucktransformiert. Die Subb

aume m

ussen disjunkt sein,
da B
1
und B
2
schon disjunkt waren. Diese Phase ist identisch mit Phase 3 des Algo-
rithmus zur Erkennung von Wurzelsubb

aumen und wird deshalb hier nicht nochmal
erl

autert.
Satz 4.34
Die Laufzeit von Phase 5 betr

agt O(jV j).
Beweis Folgt direkt aus Satz 4.19.

F

ur unser Beispiel ergeben sich die l

angsten gemeinsamen g

ultigen Teilsequenzen
f

ur (v
1
; v
2
) = (2; 3), n

amlich die in Abbildung 4.12 abgebildeten Teilsequenzen. In
Phase 5 m

ussen dann nur noch die Verweise von den

onenden Klammern
"
d\ zu
den Knoten in T verfolgt werden, und man erh

alt die gr

oten isomorphen disjunkte
Subb

aume. F

ur unser Beispiel gibt es zwei M

oglichkeiten, n

amlich die durch die
Knotenmengen f2; 4; 5g und f3; 6; 7g bzw. f2; 5; 8g und f3; 6; 9g induzierten Sub-
b

aume.
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Satz 4.35
Der Algorithmus zur Bestimmung der gr

oten isomorphen Subb

aume eines geord-
neten Wurzelbaumes besitzt eine Laufzeit von O(jV j
4
) und ist korrekt.
Beweis Die Korrektheit folgt direkt aus der Korrektheit der einzelnen Phasen.
Betrachten wir nun die Laufzeit. F

ur alle Knotenpaare (v
i
; v
j
) 2 V
2
werden die
Phasen (1) bis (3) ausgef

uhrt, insgesamt also O(jV j
2
)-mal. Die erste Phase besitzt,
genauso wie die zweite, eine lineare Laufzeit, wie wir in den Unterabschnitten be-
wiesen haben. Phase 3 ben

otigt eine Laufzeit von O(jV j
2
). Insgesamt braucht man
also f

ur die forall -Schleife eine Laufzeit von O(jV j
4
).
Die Laufzeit f

ur die Phasen vier und f

unf sind konstant bzw. linear in der Anzahl
an Knoten des gegebenen Baumes.
Der gesamte Algorithmus ist damit in O(jV j
4
) l

osbar.

Wir haben in diesem Abschnitt also gezeigt, da es einen Polynomialzeitalgorith-
mus zur Erkennung der gr

oten isomorphen Subb

aume eines gegebenen geordneten
Wurzelbaumes gibt.
4.1.3. Erweiterungen f

ur freie und ungeordnete B

aume
Bei den bisherigen Algorithmen zur Erkennung von Wurzelsubb

aumen und Subb

au-
men sind wir davon ausgegangen, da der gegebene Baum ein geordneter Wurzel-
baum ist. Diese Einschr

ankung wollen wir im folgenden Abschnitt aufheben.
Erweiterungen beim Algorithmus zur Erkennung von Wurzelsubb

aumen
Zun

achst k

ummern wir uns um die Aufhebung der Eigenschaft Wurzelbaum beim
Algorithmus zur Erkennung von Wurzelsubb

aumen. Als Eingabe dient nun ein ge-
ordneter freier Baum T .
Naiv k

onnte man jeden Knoten von T einmal als Wurzel w

ahlen und anschlieend
den Algorithmus zur Erkennung der gr

oten disjunkten isomorphen Wurzelsubb

au-
me aus Abschnitt 4.1.1 f

ur jeden dieser Wurzelb

aume aufrufen. Die gr

oten isomor-
phen Wurzelsubb

aume von T bestimmt man dann durch Maximumsbildung

uber alle
Einzelergebnisse. Dadurch w

urde die Laufzeit aber um O(jV j) auf O(jV j
2
) steigen.
Dies war auch der Grund, uns n

aher mit den Eigenschafen von Wurzelsubb

aumen
zu besch

aftigen. Eine genaue Analyse der Situation best

atigt, da es ausreicht, das
Graphzentrum als Wurzel zu verwenden und den Algorithmus aus Abschnitt 4.1.1
einmal aufzurufen. Das Graphzentrum ist der mittlere Knoten auf dem l

angsten
Weg in einem Baum, falls die Anzahl der Knoten auf diesem Weg ungerade ist.
Ist die Anzahl der Knoten auf dem Weg jedoch gerade, so geh

oren beide mittleren
Knoten dem Graphzentrum an. Man beachte, da in der Literatur zwei verschiedene
Denitionen f

ur das Graphzentrum existieren. Zum einen ist die Denition wie
gerade eben erw

ahnt, z. B. in [Har74], oder man deniert das Graphzentrum auch
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durch einen neu eingef

ugten, provisorischen Knoten auf der mittleren Kante, falls
auf dem l

angsten Weg eine gerade Anzahl an Knoten liegt, so da das Graphzentrum
wieder aus genau einem Knoten besteht (z. B. [DIR98]).
Wir wollen im folgenden kurz erl

autern, warum beide Denitionen auch f

ur unser
Anwendungsgebiet ihre Berechtigung besitzen, bevor wir mit dem Beweis fortfahren,
da die einmalige Anwendung des Algorithmus auf T mit dem Graphzentrum (in
beiden Varianten) als Wurzel ausreichend ist.
Abbildung 4.13 zeigt ein Beispiel f

ur die gr

oten isomorphen Wurzelsubb

aume ei-
nes gegebenen geordneten freien Baumes, falls einmal die erste Variante f

ur das
Graphzentrum verwendet wird und falls auf der anderen Seite die zweite Varian-
te der Denition Anwendung ndet. Das neu erzeugte Graphzentrum der zweiten
Variante ist der viereckige Knoten.
(a) erste Variante (b) zweite Variante
Abbildung 4.13.: Auswirkungen auf die gr

oten isomorphen disjunkten Wurzelsub-
b

aume bei verschiedener Denition des Graphzentrums
Wir bevorzugen die erste Variante, da der Gesamtbaum auch nach der Berech-
nung eine eindeutige Wurzel besitzt, die in unseren Augen eines der entscheidenden
Merkmale eines Baumes darstellt. Dadurch erh

oht sich unserer Ansicht nach die Les-
barkeit der Zeichnung, die wir sp

ater aus den Informationen

uber die isomorphen
Subgraphen generieren wollen (vgl. Abschnitt 6). Bei der Zeichnung kann man dann
allen Kanten eine eindeutige Richtung zuordnen (von der Wurzel zu den Bl

attern).
Im Gegensatz dazu besitzt der Baum der zweiten Variante nach dem Entfernen des
provisorischen Graphzentrums je nach Sichtweise keine oder zwei Wurzeln. F

ur klei-
ne Beispiele wie in Abbildung 4.13 mag die Lesbarkeit dadurch nicht eingeschr

ankt
sein, was wir f

ur groe Graphen allerdings bezweifeln. Die Lesbarkeit einer Zeich-
nung ist jedoch nicht formal beweisbar. Deshalb sei an dieser Stelle bemerkt, da
beide Varianten des Graphzentrums zur Bestimmung der gr

oten isomorphen Wur-
zelsubb

aume herangezogen werden k

onnen, wobei wir uns im folgenden auf die erste
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
utzen wollen.
Nun gilt folgende Aussage:
Satz 4.36
Kein Knoten w der gr

oten isomorphen Wurzelsubb

aume T
1
und T
2
ist Graphzen-
trum des geordneten freien Baumes T .
Beweis Sei p die Anzahl der Knoten auf dem l

angsten Weg in T . Sei h die H

ohe
des isomorphen Wurzelsubbaumes T
1
.
O.B.d.A. nehmen wir an, da ein Knoten w des ersten Wurzelsubbaumes T
1
dem
Graphzentrum angeh

ort. Dann mu die Anzahl der Knoten auf dem l

angsten Weg
kleiner oder gleich 2h sein, d. h. p  2h.
Nun gilt aber aufgrund der Isomorphie von T
1
und T
2
, da T
2
ebenfalls eine H

ohe
von h besitzt. Auerdem wissen wir, da die Wurzeln von T
1
und T
2
mit mindestens
einem neuen Knoten v verbunden sein m

ussen, ansonsten erg

abe sich ein Wider-
spruch zur Denition von Wurzelsubb

aumen. Aus den zwei Bedingungen kann man
jedoch folgern, da auf alle F

alle ein Weg

uber v existieren mu, der die L

ange 2h+1
besitzt. Somit gilt: p  2h+ 1.
Dies ist ein Widerspruch zu p  2h und somit zur Annahme, da ein beliebiger
Knoten w von T
1
zum Graphzentrum geh

ort.

Nach Satz 4.36 reicht es demnach aus, einen Knoten des Graphzentrums eines freien
Baumes als Wurzel f

ur den Algorithmus zur Erkennung von Wurzelsubb

aumen zu
verwenden. Damit ergibt sich f

ur die Laufzeit des Algorithmus:
Korollar 4.37
Die Erkennung der gr

oten isomorphen Wurzelsubb

aume eines freien geordneten
Baumes ben

otigt eine Laufzeit von O(jV j).
2
Die zweite Einschr

ankung, da der gegebene Baum geordnet ist, soll nun aufgehoben
werden. Daf

ur verwenden wir eine Vorverarbeitungsphase, die T in einen rechtsla-
stigen Baum umformt, d. h. wir bestimmen eine Ordnung der S

ohne jedes Knotens.
Voraussetzung ist jedoch, da T ein Wurzelbaum ist. Freie B

aume m

ussen somit zu-
n

achst mit Hilfe des Graphzentrums als Wurzel in einen Wurzelbaum umgewandelt
werden, damit anschlieend die Vorverarbeitung Anwendung nden kann.
In der Vorverarbeitungsphase wird T nach folgenden Regeln in einen rechtslastigen
Baum umgebaut:
Seien T
1
= (V
1
; E
1
) und T
2
= (V
2
; E
2
) zwei Wurzelsubb

aume mit gemeinsamen
Vaterknoten v. T
1
wird links von T
2
plaziert, falls
1. hoehe(T
1
) < hoehe(T
2
)
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2. hoehe(T
1
) = hoehe(T
2
) ^ jV
1
j < jV
2
j
3. hoehe(T
1
) = hoehe(T
2
) ^ jV
1
j < jV
2
j ^ level(T
1
) < level(T
2
).
Mit hoehe ist die L

ange des l

angsten Weges zu einem Blatt gemeint, und level
z

ahlt ebenenweise die Anzahl der Knoten von der Wurzel des Subbaumes her. Der
R

uckgabewert ist die Anzahl der Knoten in denjenigem Level, in dem sich die Werte
f

ur beide Wurzelsubb

aume das erste Mal unterscheiden.
Diese Prozedur wird von der Wurzel aus f

ur alle Wurzelsubb

aume der S

ohne rekursiv
angewandt. Als Ergebnis erh

alt man einen geordneten Wurzelbaum, der als Eingabe
f

ur den Algorithmus zur Erkennung von Wurzelsubb

aumen aus Abschnitt 4.1.1 dient.
Die eben erl

auterte Methode der Vorverarbeitung wird auch bei anderen

ahnlichen
Problemstellungen verwendet und besitzt eine lineare Laufzeit ([DIR98], [Chu87]).
Korollar 4.38
Die Erkennung der gr

oten isomorphen Wurzelsubb

aume eines ungeordneten Bau-
mes ben

otigt eine Laufzeit von O(jV j).
2
Betrachten wir nun die Einschr

ankungen beim Algorithmus zur Erkennung der gr

o-
ten isomorphen disjunkten Subb

aume.
Erweiterungen beim Algorithmus zur Erkennung von Subb

aumen
Bisher sind wir auch hier davon ausgegangen, da der gegebene Baum ein geord-
neter Wurzelbaum ist. Diese Einschr

ankung soll nun in diesem Abschnitt beim
Algorithmus zur Erkennung von Subb

aumen aufgehoben werden.
Bei freien B

aumen w

ahlt man iterativ jeder Knoten des Baumes einmal als Wurzel
und ruft dann den Algorithmus aus Abschnitt 4.1.2 auf. Das Gesamtergebnis wird
durch Maximumsbildung

uber alle Einzelergebnisse bestimmt. Die Laufzeit des
Algorithmus vergr

oert sich dadurch um O(jV j) und man erh

alt folgendes Korollar:
Korollar 4.39
Die Erkennung der gr

oten isomorphen Subb

aume eines freien geordneten Baumes
ben

otigt eine Laufzeit von O(jV j
5
).
2
Die Erkennung der gr

oten isomorphen Subb

aume in ungeordneten B

aumen ist
ebenfalls in Polynomialzeit l

osbar ([Bra00]).
4.2. Komplexit

atsbetrachtungen bei auenplanaren
Graphen
Bisher haben wir zwei polynomiale Algorithmen zur Erkennung der gr

oten isomor-
phen Subgraphen f

ur die stark eingeschr

ankte Graphklasse der B

aume entwickelt.
96
4.2. KOMPLEXIT

ATSBETRACHTUNGEN BEI AUSSENPLANAREN
GRAPHEN
Eine etwas gr

oere
19
Graphklasse beinhaltet alle auenplanaren Graphen. Dies sind
Graphen, f

ur die eine planare Zeichnung existiert, bei der alle Knoten auf der Au-
en

ache liegen (vgl. auch Abschnitt 2.2). Wir k

onnen zeigen, da IES und INS
f

ur auenplanare zusammenh

angende Graphen NP-vollst

andig ist. Beide Beweise
werden in diesem Abschnitt vorgestellt.
Satz 4.40
IES ist NP-vollst

andig f

ur auenplanare zusammenh

angende Graphen.
Beweis Wir reduzieren 3-Partition auf IES.
Sei A = fa
1
; : : : ; a
3m
g und B 2 N eine Instanz von 3-Partition.
Wir konstruieren den Graphen G folgendermaen (vgl. auch Abbildung 4.14):
v
1
v
2
L R
B
B
s(a
1
)
s(a
2
)
s(a
3m
)
Abbildung 4.14.: Reduktion auf IES f

ur auenplanare zusammenh

angende Graphen
Der linke Subgraph L besteht aus 3m F

achern, wobei der i-te F

acher eine Kette
von s(a
i
) Knoten ist, die alle adjazent zu v
1
sind. Der rechte Subgraph R besteht
aus m F

achern, wobei jeder F

acher eine Kette von B Knoten besitzt, die alle zu v
2
adjazent sind. v
1
und v
2
sind durch eine Kante verbunden.
Im folgenden Beweis wird der i-te F

acher von L s(a
i
)-F

acher genannt, die F

acher
von R heien B-F

acher .
Sei k = 2Bm  3m.
19
Die Ordnung auf den Graphklassen bezieht sich dabei auf folgende Teilmengenbeziehungen:
B

aume  auenplanare Graphen  planare Graphen  allgemeine Graphen
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Behauptung 1
IES besitzt eine L

osung f

ur G und k genau dann, wenn A eine 3-Partition besitzt.
Beweis
(: Sei A
1
; : : : ; A
m
eine 3-Partition von A.
Deniere H
1
= L und H
2
= R und eine Bijektion f : H
1
! H
2
, so da v
1
auf
v
2
abgebildet wird und f

ur alle a 2 A
j
(1  j  m) der s(a)-F

acher komplett
auf den j-ten B-F

acher. Somit besitzen H
1
und H
2
mindestens
X
a2A
(s(a)  1) + s(a) = 2Bm  3m = k
gemeinsame Kanten, und IES hat damit eine L

osung.
): Sei H
1
und H
2
eine L

osung f

ur IES.
a) Zuerst zeigen wir, da einer der Graphen L und der andere R ist.
Dazu zeigt man o.B. d.A. v
1
2 H
1
^ v
2
2 H
2
. Angenommen, v
1
; v
2
liegen
im selben Subgraphen, o. B. d.A. H
1
. Durch die Konstruktion von G gilt:
grad(v
1
) = grad(v
2
) = Bm + 1
und f

ur alle v 2 V nfv
1
; v
2
g
grad(v)  3
Eine Abbildung von v
1
und v
2
auf zwei Knoten von H
2
impliziert einen
Verlust von mindestens 2  (Bm+ 1  3) Kanten. Somit kann jeder Sub-
graph maximal
j
jEj 2(Bm 2)
2
k
Kanten besitzen, wobei jEj = 4Bm   4m
+1. Da f

ur alle B > 1 gilt:

jEj   2  (Bm  2)
2

< k   3
hat man einen Widerspruch zu der Anzahl an Knoten in jedem Subgra-
phen.
Somit geh

oren v
1
und v
2
nicht demselben Subgraphen an und m

ussen
aufeinander abgebildet werden. Sei o. B. d.A. v
1
2 H
1
und v
2
2 H
2
.
Es bleibt zu zeigen, da weder H
1
einen Knoten aus R, noch H
2
einen
Knoten aus L besitzt. Sobald man nur einen Knoten aus L und R der
jeweils anderen Menge zuordnet, hat man einen zus

atzlichen Verlust von
mindestens vier Kanten, denn L enth

alt genau k Kanten. Wollte man
zwei Knoten vertauschen, so w

urde die Anzahl an Kanten in L sinken
und w

are somit kleiner als k. Dies w

are ein Widerspruch zu der Anzahl
an Kanten in den Subgraphen.
Somit gilt: H
1
= L und H
2
= R.
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b) Damit 3-Partition eine L

osung besitzt, mu man zeigen, da genau drei
s(a
i
)-F

acher komplett auf einen B-F

acher abgebildet werden m

ussen.
Da H
1
k Kanten besitzt, mu jeder s(a
i
)-F

acher komplett auf einen B-
F

acher abgebildet werden. Ansonsten h

atte man einen Verlust von min-
destens einer Kante.
Da auerdem
B
4
< s(a) <
B
2
, m

ussen genau drei s(a
i
)-F

acher auf einen
B-F

acher abgebildet werden.
Somit besitzt die 3-Partition eine L

osung, die eindeutig durch die Abbildung
der Knoten und F

acher gegeben ist.

Der Beweis f

ur die NP-Vollst

andigkeit von INS bei auenplanaren zusammenh

an-
genden Graphen ist sehr

ahnlich zu Satz 4.40. Er unterscheidet sich lediglich etwas
im konstruierten Graphen, was zu leicht ver

anderten Werten f

ur die Anzahl an Kan-
ten f

uhrt. Im Anschlu an diesen Beweis werden wir n

aher auf die Ursachen der
Unterschiede eingehen.
Satz 4.41
INS ist NP-vollst

andig f

ur auenplanare zusammenh

angende Graphen.
Beweis Wir reduzieren 3-Partition auf INS.
Sei A = fa
1
; : : : ; a
3m
g und B 2 N eine Instanz von 3-Partition.
Wir konstruieren den Graphen G folgendermaen (vgl. auch Abbildung 4.15):
Der linke Subgraph L besteht aus 3m F

achern, wobei der i-te F

acher eine Kette
von s(a
i
) + (s(a
i
)  1) Knoten und jeder zweite Knoten dieser Kette adjazent zu v
1
ist. Der rechte Subgraph R besteht aus m F

acher, wobei die F

acher je B + (B   1)
Knoten besitzen und jeder zweite zu v
2
adjazent ist. v
1
und v
2
sind durch eine Kante
verbunden.
Im folgenden Beweis wird der i-te F

acher von L s(a
i
)-F

acher genannt, die F

acher
von R heien B-F

acher .
Sei k = 3Bm  6m.
Behauptung 2
INS besitzt eine L

osung f

ur G und k genau dann, wenn A eine 3-Partition besitzt.
Beweis
(: Sei A
1
; : : : ; A
m
eine 3-Partition von A.
Deniere H
1
= L und H
2
= R und eine Bijektion f : H
1
! H
2
, so da v
1
auf
v
2
abgebildet wird und f

ur alle a 2 A
j
(1  j  m) der s(a)-F

acher komplett
auf den j-ten B-F

acher. Somit besitzen H
1
und H
2
mindestens
X
a2A
2(s(a)  1) + s(a) = 3Bm  6m = k
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v
1
v
2
L R
B
B
s(a
1
)
s(a
2
)
s(a
3m
)
Abbildung 4.15.: Reduktion auf IES f

ur auenplanare zusammenh

angende Graphen
gemeinsame Kanten, und INS hat damit eine L

osung.
): Sei H
1
und H
2
eine L

osung f

ur INS.
a) Zuerst zeigen wir, da einer der Graphen L und der andere R ist.
Dazu zeigt man o.B. d.A. v
1
2 H
1
^ v
2
2 H
2
. Angenommen, v
1
; v
2
liegen
im selben Subgraphen, o. B. d.A. H
1
. Durch die Konstruktion von G gilt:
grad(v
1
) = grad(v
2
) = Bm + 1
und f

ur alle v 2 V nfv
1
; v
2
g
grad(v)  3
Eine Abbildung von v
1
und v
2
auf zwei Knoten von H
2
impliziert einen
Verlust von mindestens 2  (Bm+ 1  3) Kanten. Somit kann jeder Sub-
graph maximal
j
jEj 2(Bm 2)
2
k
Kanten besitzen, wobei jEj = 6Bm   8m
+1. Da f

ur alle B  8 gilt:

jEj   2  (Bm  2)
2

< k   3
hat man einen Widerspruch zu der Anzahl an Knoten in jedem Subgra-
phen.
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Somit geh

oren v
1
und v
2
nicht demselben Subgraphen an und k

onnen nur
aufeinander abgebildet werden. Sei o. B. d.A. v
1
2 H
1
und v
2
2 H
2
.
Es bleibt zu zeigen, da weder H
1
einen Knoten aus R, noch H
2
einen
Knoten aus L besitzt. Sobald man nur einen Knoten aus L und R der
jeweils anderen Menge zuordnet, hat man einen zus

atzlichen Verlust von
mindestens vier Kanten.
Somit gilt: H
1
= L und H
2
= R.
b) Damit 3-Partition eine L

osung besitzt, mu man zeigen, da genau drei
s(a
i
)-F

acher komplett auf einen B-F

acher abgebildet werden m

ussen.
Da H
1
k Kanten besitzt, mu jeder s(a
i
)-F

acher komplett auf einen B-
F

acher abgebildet werden. Ansonsten h

atte man einen Verlust von min-
destens einer Kante.
Da auerdem
B
4
< s(a) <
B
2
, m

ussen genau drei s(a
i
)-F

acher auf einen
B-F

acher abgebildet werden.
Somit besitzt die 3-Partition eine L

osung, die eindeutig durch die Abbildung
der Knoten und F

acher gegeben ist.

Der Unterschied zwischen IES und INS ist, da man zum einen kanteninduzierte
Subgraphen und zum anderen knoteninduzierte Subgraphen sucht. Das w

urde aber
noch nicht unbedingt zur Folge haben, da sich der Beweis f

ur die NP-Vollst

andigkeit
von INS von dem f

ur IES unterscheiden mu. Angenommen, man w

urde f

ur INS
einen Graphen wie in Abbildung 4.14 konstruieren. W

ahrend des Beweises wer-
den drei s(a
i
)-F

acher (Abbildung 4.16(a)) auf einen B-F

acher (Abbildung 4.16(b))
abgebildet (vgl. Abbildung 4.16(c)).
Es gilt, da die drei s(a
i
)-F

acher dem ersten isomorphen Subgraphen H
1
= (E
1
; V
1
)
angeh

oren und der B-F

acher dem anderen Subgraphen H
2
= (E
2
; V
2
). Durch die
Isomorphie werden beispielsweise der Knoten v
2
auf w
2
und der Knoten v
3
auf w
3
abgebildet. Dies f

uhrt dazu, da sowohl w
2
als auch w
3
dem zweiten Subgraphen
angeh

oren m

ussen. Wenn man knoteninduzierte Subgraphen bildet, dann mu aller-
dings jede Kante zwischen zwei beliebigen Knoten des Subgraphen im isomorphen
Subgraphen enthalten sein, d. h. fw
2
; w
3
g 2 E
2
. Da aber keine Kante fv
2
; v
3
g 2 E
1
existiert, w

urde man deshalb keine isomorphe Abbildung mehr besitzen. F

ugt man
jedoch die Zwischenknoten wie in Abbildung 4.15 ein, dann ist diese Situation be-
hoben, und es kann wieder eine Isomorphie existieren.
4.3. Komplexit

atsbetrachtungen bei planaren
Graphen
Die NP-Vollst

andigkeit gilt nach den Beweisen in Kapitel 4.2 auch f

ur planare zu-
sammenh

angende Graphen, da die Menge der auenplanaren Graphen eine Teilmen-
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v
5
v
6
v
7
v
1
v
2
v
3
v
4
(a) s(a
i
)-F

acher
w
1
w
2
w
3
w
4
w
5
w
6
w
7
(b) B-F

acher (c) Abbildung
durch Isomor-
phie
Abbildung 4.16.: Gr

unde f

ur den Unterschied zwischen dem Beweis f

ur IES und den
f

ur INS bei auenplanaren zusammenh

angenden Graphen
ge der planaren Graphen ist. Im folgenden Abschnitt beweisen wir, da IES und
INS auch f

ur planare zweifach zusammenh

angende Graphen NP-vollst

andig ist. Der
Unterschied zu Satz 4.40 und Satz 4.41 besteht darin, da man je zwei der kon-
struierten Graphen an den jeweiligen F

acherknoten verbindet, um den zweifachen
Zusammenhang zu gew

ahrleisten.
Satz 4.42
IES ist NP-vollst

andig f

ur zweifach zusammenh

angende planare Graphen.
Beweis Der Beweis ist

ahnlich zu dem von Satz 4.40. Wir reduzieren 3-Partition
auf IES.
Sei A = fa
1
; : : : ; a
3m
gund B 2 N eine Instanz von 3-Partition.
Wir konstruieren den Graphen G folgendermaen (vgl. auch Abbildung 4.17):
Der linke Subgraph L besteht aus 3m F

achern, wobei der i-te F

acher eine Kette
von s(a
i
) Knoten ist, die alle adjazent zu v
1
und zu v
3
sind. Der rechte Subgraph R
besteht aus m F

acher, wobei jeder F

acher B Knoten besitzt, die alle zu v
2
und v
4
adjazent sind. Sowohl v
1
und v
2
als auch v
3
und v
4
sind durch eine Kante verbunden.
Im folgenden Beweis wird der i-te F

acher von L s(a
i
)-F

acher genannt, die F

acher
von R heien B-F

acher .
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v
1
v
2
v
3
v
4
L
R
B
B
s(a
1
)
s(a
3m
)
Abbildung 4.17.: Reduktion auf IES f

ur planare zweifach zusammenh

angende Gra-
phen
Sei k = 3Bm  3m.
Behauptung 3
IES besitzt eine L

osung f

ur G und k genau dann, wenn A eine 3-Partition besitzt.
Beweis
(: Sei A
1
; : : : ; A
m
eine 3-Partition von A.
DeniereH
1
= L undH
2
= R und eine Bijektion f : H
1
! H
2
, so da v
1
auf v
2
und v
3
auf v
4
abgebildet wird und f

ur alle a 2 A
j
(1  j  m) der s(a)-F

acher
komplett auf den j-ten B-F

acher. Somit besitzen H
1
und H
2
mindestens
X
a2A
(s(a)  1) + 2s(a) = 3Bm  3m = k
gemeinsame Kanten, und IES hat damit eine L

osung.
): Sei H
1
und H
2
eine L

osung f

ur IES.
a) Zuerst zeigen wir, da v
i
auf v
j
mit j 2 J und J = f1; 2; 3; 4gnfig abge-
bildet werden mu.
Angenommen, v
i
wird auf ein v 2 V nfv
j
jj 2 Jg abgebildet. Durch die
Konstruktion von G gilt f

ur alle v
i
(i 2 f1; : : : ; 4g)
grad(v
i
) = Bm+ 1
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und f

ur alle v 2 V nfv
1
; v
2
; v
3
; v
4
g
grad(v)  4
Eine Abbildung von v
i
auf v impliziert einen Verlust von mindestens
2(Bm+1 4) Kanten. Somit besitzt jeder Subgraph maximal
j
jEj 2(Bm 3)
2
k
Kanten, wobei jEj = 6Bm  4m + 2. Da f

ur alle B  10 gilt:

jEj   2  (Bm  3)
2

< k   4
hat man einen Widerspruch zu der Anzahl an Knoten in jedem Subgra-
phen.
Somit mu v
i
auf v
j
(j 2 J) abgebildet werden.
b) Es bleibt zu zeigen, da v
1
auf v
2
und v
3
auf v
4
abgebildet werden mu
(oder o. B. d.A. v
1
auf v
4
und v
3
auf v
2
).
Angenommen, v
1
wird auf v
3
und v
2
auf v
4
abgebildet (o. B. d.A.). Durch
die Konstruktion von G verliert man mindestens 4Bm 2 Kanten. Somit
kann jeder Subgraph maximal
j
jEj 4Bm 2
2
k
Kanten besitzen mit jEj =
6Bm  4m+ 2. Da f

ur alle B  3 gilt:

jEj   4Bm  2
2

< k   4
hat man einen Widerspruch zu der Anzahl an Knoten in jedem Subgra-
phen.
Somit ist bewiesen, da v
1
auf v
2
und v
3
auf v
4
(oder v
1
auf v
4
und v
3
auf
v
2
) abgebildet werden mu. Damit gilt auerdem (o.B. d.A.): v
1
; v
3
2 H
1
und v
2
; v
4
2 H
2
.
Es bleibt zu zeigen, da weder H
1
einen Knoten aus R, noch H
2
einen
Knoten aus L besitzt. Sobald man nur einen Knoten aus L und R der
jeweils anderen Menge zuordnet, hat man einen zus

atzlichen Verlust von
mindestens vier Kanten.
Somit gilt: H
1
= L und H
2
= R.
c) Damit 3-Partition eine L

osung besitzt, mu man zeigen, da genau drei
s(a
i
)-F

acher komplett auf einen B-F

acher abgebildet werden m

ussen.
Da H
1
k Kanten besitzt, mu jeder s(a
i
)-F

acher komplett auf einen B-
F

acher abgebildet werden. Ansonsten h

atte man einen Verlust von min-
destens einer Kante.
Da auerdem
B
4
< s(a) <
B
2
, m

ussen genau drei s(a
i
)-F

acher auf einen
B-F

acher abgebildet werden.
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Somit besitzt die 3-Partition eine L

osung, die eindeutig durch die Abbildung
der Knoten und F

acher gegeben ist.

Satz 4.43
INS ist NP-vollst

andig f

ur zweifach zusammenh

angende planare Graphen.
Beweis Der Beweis ist

ahnlich zu dem von Satz 4.41. Wir reduzieren 3-Partition
auf INS.
Sei A = fa
1
; : : : ; a
3m
gund B 2 N eine Instanz von 3-Partition.
Wir konstruieren den Graphen G folgendermaen (vgl. auch Abbildung 4.18):
v
1
v
2
v
3
v
4
L
R
B
B
s(a
1
)
s(a
3m
)
Abbildung 4.18.: Reduktion auf INS f

ur planare zweifach zusammenh

angende Gra-
phen
Der linke Subgraph L besteht aus 3m F

achern, wobei der i-te F

acher eine Kette
von s(a
i
) + (s(a
i
)   1) Knoten ist und jeder zweite Knoten eine Kante zu v
1
und
zu v
3
besitzt. Der rechte Subgraph R besteht aus m F

acher, wobei jeder F

acher
B + (B   1) Knoten besitzt, wobei jeder zweite davon adjazent zu v
2
und v
4
ist.
Sowohl v
1
und v
2
als auch v
3
und v
4
sind durch eine Kante verbunden.
Im folgenden Beweis wird der i-te F

acher von L s(a
i
)-F

acher genannt, die F

acher
von R heien B-F

acher .
Sei k = 4Bm  6m.
Behauptung 4
INS besitzt eine L

osung f

ur G und k genau dann, wenn A eine 3-Partition besitzt.
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Beweis
(: Sei A
1
; : : : ; A
m
eine 3-Partition von A.
DeniereH
1
= L undH
2
= R und eine Bijektion f : H
1
! H
2
, so da v
1
auf v
2
und v
3
auf v
4
abgebildet wird und f

ur alle a 2 A
j
(1  j  m) der s(a)-F

acher
komplett auf den j-ten B-F

acher. Somit besitzen H
1
und H
2
mindestens
X
a2A
2  (s(a)  1) + 2  s(a) = 4Bm  6m = k
gemeinsame Kanten, und INS hat damit eine L

osung.
): Sei H
1
und H
2
eine L

osung f

ur INS.
a) Zuerst zeigen wir, da v
i
auf v
j
mit j 2 J und J = f1; 2; 3; 4gnfig abge-
bildet werden mu.
Angenommen, v
i
wird auf ein v 2 V nfv
j
jj 2 Jg abgebildet. Durch die
Konstruktion von G gilt f

ur alle v
i
(i 2 f1; : : : ; 4g)
grad(v
i
) = Bm + 1
und f

ur alle v 2 V nfv
1
; v
2
; v
3
; v
4
g
grad(v)  4
Eine Abbildung von v
i
auf v impliziert einen Verlust von mindestens
2(Bm+1 4) Kanten. Somit besitzt jeder Subgraph maximal
j
jEj 2(Bm 3)
2
k
Kanten, wobei jEj = 8Bm  8m + 2. Da f

ur alle B  5 gilt:

jEj   2  (Bm  3)
2

< k   4
hat man einen Widerspruch zu der Anzahl an Knoten in jedem Subgra-
phen.
Somit mu v
i
auf v
j
(j 2 J) abgebildet werden.
b) Es bleibt zu zeigen, da v
1
auf v
2
und v
3
auf v
4
abgebildet werden mu
(oder o. B. d.A. v
1
auf v
4
und v
3
auf v
2
).
Angenommen, v
1
wird auf v
3
und v
2
auf v
4
abgebildet (o. B. d.A.). Durch
die Konstruktion von G verliert man mindestens 4Bm 2 Kanten. Somit
kann jeder Subgraph maximal
j
jEj 4Bm 2
2
k
Kanten besitzen mit jEj =
8Bm  8m+ 2. Da f

ur alle B  2 gilt:

jEj   4Bm  2
2

< k   4
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hat man einen Widerspruch zu der Anzahl an Knoten in jedem Subgra-
phen.
Somit ist bewiesen, da v
1
auf v
2
und v
3
auf v
4
(oder v
1
auf v
4
und v
3
auf
v
2
) abgebildet werden mu. Damit gilt auerdem (o.B. d.A.): v
1
; v
3
2 H
1
und v
2
; v
4
2 H
2
.
Es bleibt zu zeigen, da weder H
1
einen Knoten aus R, noch H
2
einen
Knoten aus L besitzt. Sobald man nur einen Knoten aus L und R der
jeweils anderen Menge zuordnet, hat man einen zus

atzlichen Verlust von
mindestens vier Kanten.
Somit gilt: H
1
= L und H
2
= R.
c) Damit 3-Partition eine L

osung besitzt, mu man zeigen, da genau drei
s(a
i
)-F

acher komplett auf einen B-F

acher abgebildet werden m

ussen.
Da H
1
k Kanten besitzt, mu jeder s(a
i
)-F

acher komplett auf einen B-
F

acher abgebildet werden. Ansonsten h

atte man einen Verlust von min-
destens einer Kante.
Da auerdem
B
4
< s(a) <
B
2
, m

ussen genau drei s(a
i
)-F

acher auf einen
B-F

acher abgebildet werden.
Somit besitzt die 3-Partition eine L

osung, die eindeutig durch die Abbildung
der Knoten und F

acher gegeben ist.

4.4. Komplexit

atsbetrachtungen bei allgemeinen
Graphen
In diesem Kapitel beweisen wir, da INS f

ur allgemeine Graphen NP-vollst

andig
ist (vgl. auch [BW98], [Bra98]). Nat

urlich k

onnte man die NP-Vollst

andigkeit von
allgemeinen Graphen aus der NP-Vollst

andigkeit von auenplanaren oder planaren
Graphen folgern, da allgemeine Graphen eine Obermenge aller anderen bekannten
Graphklassen sind.
Hier werden wir jedoch einen Beweis pr

asentieren, der auf dichten Graphen, d. h.
Graphen, die viele Kanten besitzen, basiert. Im Gegensatz dazu haben auenplanare
oder planare Graphen nur sehr wenige Kanten, man spricht in diesem Fall auch von
d

unnen Graphen.
Der NP-Vollst

andigkeitsbeweis ist eine Reduktion von 2-in-4-SAT. Zun

achst einmal
schr

anken wir das Problem der Isomorphen Knoteninduzierten Subgraphen
ein.
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Partitionierung in isomorphe knoteninduzierte Subgraphen, PINS
Instanz : Graph G = (V;E), positive nat

urliche Zahl k
Frage: Enth

alt G zwei isomorphe knoteninduzierte Subgraphen mit mindestens
k Kanten, d. h. existieren V
1
; V
2
 V mit V
1
\ V
2
= ; und V
1
[ V
2
= V , so
da H
1
= G j
V
1
und H
2
= G j
V
2
isomorph sind und jE
1
j; jE
2
j  k?
Korollar 4.44
Falls PINS f

ur allgemeine Graphen NP-vollst

andig ist, so ist es auch INS, da PINS
einen Spezialfall von INS darstellt.
2
Satz 4.45
PINS ist NP-vollst

andig f

ur allgemeine Graphen.
Beweis Wir reduzieren 2-in-4-SAT auf PINS.
Sei  = c
1
^c
2
^ : : :^c
m
ein boolescher Ausdruck in 2-in-4-SAT, wobei fc
1
; : : : ; c
m
g
die Klauseln sind. Sei X = x
1
; : : : ; x
n
die Menge an booleschen Variablen, die in 
vorkommen. Wir gehen davon aus, da kein komplement

ares Paar fx; xg gemeinsam
in einer Klausel vorkommen. Andernfalls ersetzen wir die Klausel (x _ x _ a _ b)
durch die Klauseln (x_ y _ a_ b) und (x_ y _ a_ b), wobei y eine neue Variable ist,
d. h. y =2 X. Der erzeugte Ausdruck ist dann wiederum in 2-in-4-SAT.
Wir wollen den Beweis sowie die Konstruktion des Graphen anhand eines Beispiels
verdeutlichen. Dazu verwenden wir den in Abbildung 4.19 gegebenen booleschen
Ausdruck , der in 2-in-4-SAT ist, da man z.B. a = b = e = TRUE und c = d =
FALSE setzen kann.
 =(a _ b _ c _ d)^
(a _ e _ b _ d)^
(c _ d _ a _ b)
Abbildung 4.19.: Gegebener boolescher Ausdruck 
Wir konstruieren nun einen booleschen Ausdruck  aus , indem wir jedes Literal
negieren. In Abbildung 4.20 ist das zu dem  aus Abbildung 4.19 geh

orende 
dargestellt.
 ist in 2-in-4-SAT, da  in 2-in-4-SAT war. Anschlieend denieren wir den
booleschen Ausdruck  = ^, der wiederum in 2-in-4-SAT ist.  besteht aus 2m
Klauseln, die jeweils 4 Literale besitzen.
Um eine Reduktion durchf

uhren zu k

onnen, m

ussen wir zun

achst einen Graphen G
aus dem 2-in-4-SAT Ausdruck  generieren.
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 =(a _ b _ c _ d)^
(a _ e _ b _ d)^
(c _ d _ a _ b)
Abbildung 4.20.: , das aus dem  von Abbildung 4.19 konstruiert wurde
Die Knotenmenge besteht aus einer 4  2m Matrix und 2m zus

atzlichen

aueren
Knoten. F

ur jede Klausel von  wird eine Spalte des Gitters erzeugt, die aus vier
Knoten besteht. Diese sind mit dem entsprechenden Literal beschriftet. Zus

atzlich
existiert noch jeweils ein Knoten f

ur jede Variable und f

ur jede negierte Variable.
Auch diese Knoten werden mit dem Namen des zugeh

origen Literals beschriftet.
In Abbildung 4.21 ist die Matrix und die zus

atzlichen Knoten f

ur unser Beispiel
angegeben.
20
a
a
aa
b
b
b
b
c
c
c
d
d
dd
e
e
a
a
a
a
b
b
b
b
c
c
c
d
d
d
d
e
e
Abbildung 4.21.: Knoten des konstruierten Graphen im Beweis von PINS
Nun wird jeder Knoten der Matrix mit den

aueren Knoten verbunden, falls die
Beschriftung identisch ist. Diese Kanten sind beispielhaft f

ur die

aueren Knoten
a; b; a; b in Abbildung 4.22 zu sehen.
Innerhalb der Matrix wird jeder Knoten mit jedem anderen Knoten verbunden, falls
beide Knoten nicht derselben Spalte angeh

oren oder falls die Beschriftungen nicht
komplement

ar sind, d. h. ein Knoten mit Beschriftung x darf nicht mit einem Knoten
x verbunden werden. Beispielhaft sind die Kanten des ersten Knotens in Abbildung
4.23 dargestellt.
20
Die Knoten von  sind der

Ubersichtlichkeit halber gespiegelt dargestellt. Ebenso haben wir die

aueren Knoten so angeordnet, da wir sp

ater einfachere Zeichnungen erhalten.
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a
a
aa
b
b
b
b
c
c
c
d
d
dd
e
e
a
a
a
a
b
b
b
b
c
c
c
d
d
d
d
e
e
Abbildung 4.22.: Einige Kanten zu den

aueren Knoten
a
a
aa
b
b
b
b
c
c
c
d
d
dd
e
e
a
a
a
a
b
b
b
b
c
c
c
d
d
d
d
e
e
Abbildung 4.23.: Einige Kanten innerhalb der Matrix
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Sei k = 8m
2
.
Behauptung 5
G besitzt eine PINS der Gr

oe k genau dann, wenn  in 2-in-4-SAT ist.
Beweis
(: Sei  eine erf

ullende Belegung der Variablen von . Wir wissen, da in je-
der Klausel genau zwei Literale wahr sind und die anderen zwei Literale die
Belegung FALSE besitzen. Somit zerf

allt die Knotenmenge von G in exakt
zwei gleich groe Teile V
1
und V
2
. Es gilt: V
1
\ V
2
= ; und V
1
[ V
2
= V .
In unserem Beispiel haben wir die Literale jeder Klausel schon so geordnet,
da die ersten zwei Reihen der Matrix die wahren Literale repr

asentieren und
die unteren beiden Reihen die falschen. Dasselbe haben wir mit den

aueren
Knoten gemacht um eine verst

andlichere Zeichnung zu erhalten. Somit ist es
uns m

oglich, die zwei Partitionen V
1
und V
2
in Abbildung 4.24 einzuzeichnen.
a
a
aa
b
b
b
b
c
c
c
d
d
dd
e
e
a
a
a
a
b
b
b
b
c
c
c
d
d
d
d
e
e
V
1
V
2
Abbildung 4.24.: Partitionierung der Knotenmenge in V
1
und V
2
Nun m

ussen wir noch die Anzahl an Kanten in den Subgraphen und die Isomor-
phie testen. Die ersten zwei Reihen der Matrix stellen fast einen kompletten
Graphen dar. In diesem Fall h

atten wir f

ur die 4m Knoten
4m(4m 1)
2
Kanten.
Zus

atzlich ist jeder der 4m Knoten mit einem

aueren Knoten verbunden. Da
kein komplement

ares Paar innerhalb eines Subgraphen existieren kann, fehlen
nur Kanten zwischen Knoten derselben Spalte, in der Summe also 2m Kanten.
Insgesamt besitzt der SubgraphG j
V
1
somit
4m(4m 1)
2
+4m 2m = 8m
2
Kanten.
Analoges gilt f

ur den zweiten Subgraphen G j
V
2
.
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Nun mu man nur noch zeigen, da die beiden Subgraphen G j
V
1
und G j
V
2
isomorph sind. Der Isomorphismus f bildet einen

aueren Knoten x auf den
komplement

aren Knoten x ab. Auerdem wird ein Knoten v
ij
, d.h. der Knoten
der i-ten Zeile und j-ten Spalte der Matrix auf v
ip
abgebildet, wobei
p =

m+ j falls 1  j  m
j  m falls m + 1  j  2m
Durch diese Abbildung der Knoten sind G j
V
1
und G j
V
2
innerhalb der Ma-
trix isomorph.
21
Falls eine Kanten zwischen v
ij
und dem

aueren Knoten x
existiert, so existiert auch eine Kante zwischen v
ip
und x.
Somit sind G j
V
1
und G j
V
2
isomorph mit jE
1
j = jE
2
j  k.
): Angenommen, es existieren zwei isomorphe knoteninduzierte SubgraphenG
1
=
(V
1
; E
1
) und G
2
= (V
2
; E
2
) mit mindestens k = 8m
2
Kanten in G = (V;E).
a) G
1
und G
2
bestehen aus exakt 4m + n Knoten, da die Knotenzahl des
Gesamtgraphen 8m + 2n betr

agt und f

ur jeden Knoten ein isomorpher
Bildknoten existieren mu.
b) Auerdem mu jeder Subgraph exakt 4m Knoten der Matrix besitzen.
Angenommen, V
1
besteht aus r < 4mMatrixknoten. Dann ist die Anzahl
an Kanten in G
1
gegeben durch:
r(r 2)
2
+r C, wobei der erste Summand
einen kompletten Graphen innerhalb der Matrix darstellt und der zweite
die Verbindungen der Matrixknoten zu den

aueren Knoten. Sei C die
Anzahl der fehlenden Kanten innerhalb der Matrix. Durch Umformung
ergibt sich:
jE
1
j =
r(r+1)
2
  C
Diese Formel ist maximal, falls r = 4m   1, allerdings immer kleiner
22
als 8m
2
. Dies stellt einen Widerspruch zur Anzahl k an Kanten der
Subgraphen dar.
c) V
1
und V
2
enthalten jeweils zwei Knoten aus jeder Spalte der Matrix. Falls
V
1
drei oder vier Knoten einer Spalte enthalten w

urde, so h

atte man einen
zus

atzlichen Verlust von ein oder zwei Kanten, insgesamt also 2m+1 bzw.
2m+ 2 Kanten. L

ost man obige Formel mit r = 4m auf
23
, so erh

alt man
jE
1
j = 8m
2
+ 2m   C. Dies ist ein Widerspruch zu jE
1
j = k. Enth

alt
eine Spalte nur einen Knoten, so w

urde dies zu einem Widerspruch in
jE
2
j f

uhren. Analoges gilt f

ur V
2
.
21
Man beachte, da durch die Spiegelungen in der Zeichnung des Beispiels der Knoten v
ij
auf v
pq
mit p = 5  i und q = 2m+ 1  j abgebildet wird.
22
Es gilt: jE
1
j =
r(r+1)
2
  C =
(4m 1)((4m 1)+1)
2
  C = 8m
2
  2m  C < 8m
2
23
Es gilt: jE
1
j =
r(r+1)
2
  C =
4m(4m+1)
2
  C = 8m
2
+ 2m  C
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d) Weder V
1
noch V
2
d

urfen komplement

are Paare enthalten. W

urde V
1
o.B. d.A. einen Knoten x und einen Knoten x besitzen, so w

urde, nach
der Konstruktion von G, die Kante zwischen diesen beiden Knoten fehlen.
Dies stellt erneut einen Widerspruch zur Anzahl k an Kanten in den
Subgraphen dar.
Somit wissen wir, da V
1
und V
2
je zwei Knoten aus jeder Spalte der Matrix und
kein komplement

ares Knotenpaar besitzen. Es ist nun m

oglich, den Literalen
von V
1
den Wert TRUE zuzuordnen und denjenigen von V
2
den Wert FALSE.
Damit existiert eine legale boolesche Belegung f

ur . Der Ausdruck  kann
direkt aus dem Graphen abgelesen werden. Er ist in 2-in-4-SAT, da die zwei
zu V
1
geh

orenden Literale einer Spalte den Wert TRUE besitzen, die anderen
zwei den Wert FALSE.

4.5. Zusammenfassung
Wir konnten in diesem Kapitel zeigen, da die Komplexit

at der Erkennung isomor-
pher Subgraphen f

ur die meisten Graphklassen NP-vollst

andig ist. Nur bei stark
eingeschr

ankten Graphklassen wie den B

aumen und den auenplanaren 2-fach zu-
sammenh

angenden Subgraphen ist das neue Problem polynomial l

osbar, falls auch
die Subgraphen dieser Graphklasse entsprechen.
Unser zweites Hauptziel, das identische Zeichnen isomorpher Subgraphen, w

are so-
mit zum Scheitern verurteilt gewesen, da die Laufzeit der Erkennung isomorpher
Subgraphen zu lange geworden w

are. Aus diesem Grund haben wir uns eine Heuri-
stik

uberlegt, welche die isomorphen, jedoch nicht unbedingt maximalen Subgraphen
f

ur allgemeine Graphen in angemessener Laufzeit bestimmt. Dieses Verfahren wer-
den wir im folgenden Kapitel vorstellen.
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5. Heuristische Erkennung
isomorpher Subgraphen
In Abschnitt 4 hat sich gezeigt, da die Erkennung isomorpher Subgraphen f

ur fast
alle Graphklassen NP-vollst

andig ist. Unter der Annahme, da P6=NP gilt, w

ur-
den somit nur exponentielle Algorithmen existieren. Unser Ziel ist es jedoch, die
Informationen

uber die Subgraphen, die man bei der Erkennung gewinnt, in einem
n

achsten Schritt beim Zeichnen des Graphen zu verwenden. Aufgrund dessen k

on-
nen wir uns nicht mit exponentiellen Algorithmen begn

ugen und werden deshalb in
diesem Kapitel eine Heuristik zur Erkennung isomorpher Subgraphen f

ur allgemeine
Graphen entwickeln.
Die Basis der Heuristik bildet neben dem Lokalit

atsprinzip das optimale gewich-
tete bipartite Matching. Aufgrund dessen behandeln wir in den n

achsten beiden
Abschnitten zun

achst die Ungarische Methode f

ur maximales bipartites Matching,
anschlieend folgt die Erweiterung zum Kuhn-Munkres-Algorithmus, der das opti-
male gewichtete Matching eines bipartiten Graphen berechnet.
Die eigentliche Heuristik zur Erkennung isomorpher Subgraphen f

ur allgemeine Gra-
phen folgt dann in Abschnitt 5.3.
F

ur Implementierungsdetails und Laufzeitanalysen sei auf Abschnitt 7 verwiesen.
5.1. Algorithmus f

ur maximales bipartites Matching
(Ungarische Methode)
In diesem Abschnitt werden wir einen Algorithmus zur Berechnung des bipartiten
Matchings, die sogenannte Ungarische
1
Methode vorstellen. In der Literatur ist
dieses Verfahren oft unter dem Begri Personal-Zuteilungsproblem oder Personal-
Zuordnungsproblem bekannt. Die Beschreibung der Methode lehnt sich an [CH91]
an.
Gegeben ist ein bipartiter Graph G = (X [ Y;E) mit X = fx
1
; : : : ; x
n
g und
fy
1
; : : : ; y
n
g. Ziel des Algorithmus ist es, ein Matching in G zu nden, durch das
jeder Knoten von X ges

attigt ist.
1
nach den ungarischen Mathematikern D. K

onig und J. Egervary benannt
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Einen

Uberblick

uber die Methode ndet man in Abbildung 5.1.
L

osche
L

osche
unges

attigtes x
S := fxg
T := ;
y 2 N(S)nT
y ges

attigt y unges

attigt
N(S) 6= T
N(S) = T
Anpassung
von S und T
Umf

arbung und
S = T = ;
es existiert
kein Matching
Abbildung 5.1.: Ungarische Methode
Die Ungarische Methode kann in vier Schritte aufgeteilt werden:
1. Ausgangspunkt des Algorithmus ist ein beliebiges Matching M von G. Es
reicht hier z.B. aus, wenn das Matching aus genau einer Kante besteht.
2. Falls durch M jeder Knoten in X ges

attigt wird, so endet der Algorithmus
mit dem gesuchten Matching. Ansonsten w

ahlt man einen M -unges

attigten
Knoten x
0
aus X und setzt S := fx
0
g und T := ;.
3. Falls die Nachbarknoten von S der Menge T entsprechen, d. h. N(S) = T ,
so wird der Algorithmus ebenfalls beendet, da nach dem Heiratssatz von Hall
(vgl. [CH91]) kein Matching existieren kann, bei dem alle Elemente aus X
M -ges

attigt sind. Andernfalls w

ahlt man ein y aus N(S)nT .
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4. Falls y M -ges

attigt ist, o. B. d.A. durch fy; zg 2M , so setzt man S := S[fzg
und T := T [ fyg und f

ahrt mit Schritt 3 fort.
Falls y M -unges

attigt ist, so existiert ein M -erweiternder Weg P von x
0
nach
y. Man ersetzt M durch die Umf

arbung entlang von P und kehrt zu Schritt 2
zur

uck.
Im folgenden wollen wir den Algorithmus kurz an einem Beispiel erl

autern (vgl.
auch [CH91]). Gegeben ist der Graph aus Abbildung 5.2.
x
1
x
2
x
3
x
4
y
1
y
2
y
3
y
4
y
5
Abbildung 5.2.: Gegebener bipartiter Graph
Starten wir mit demMatchingM = ffx
1
; y
2
gg. Da nicht alle Knoten ausX ges

attigt
sind, w

ahlen wir das unges

attigte x
2
und setzen die Mengen S := fx
2
g und T := ;.
N(S) ergibt sich zu fy
2
; y
4
g 6= T . Nun w

ahlen wir y = y
2
. Da y ges

attigt ist, wird S
und T angepat: S := fx
2
; x
1
g und T := fy
2
g. Somit gilt: N(S) = fy
2
; y
3
; y
4
g 6= T .
Wir w

ahlen y = y
3
, das unges

attigt ist. Damit haben wir einenM -erweiternden Weg
von x
2
nach y
3

uber y
2
und x
1
gefunden
2
. F

uhrt man eine Umf

arbung entlang dieses
Weges durch, so erh

alt man das gr

oere Matching M = ffx
2
; y
2
g; fx
1
; y
3
gg(vgl.
Abbildung 5.3).
x
1
x
2
x
3
x
4
y
1
y
2
y
3
y
4
y
5
Abbildung 5.3.: Erweiternder Weg und neues Matching M = ffx
2
; y
2
g; fx
1
; y
3
gg
2
Die Reihenfolge der Knoten im M -erweiternden Weg ist durch die Einf

ugereihenfolge in S und
T gegeben.
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Die folgenden Durchl

aufe werden nur stichpunktartig angegeben:
 W

ahle x
3
! S := fx
3
g und T := ; ! N(S) = fy
1
; y
4
; y
5
g 6= T ! W

ahle
y = y
1
! unges

attigt ! M -erweiternder Weg [x
3
; y
1
]
! M = ffx
2
; y
2
g; fx
1
; y
3
g; fx
3
; y
1
gg
 W

ahle x
4
! S := fx
4
g und T := ; ! N(S) = fy
1
g 6= T ! W

ahle y = y
1
! ges

attigt ! S := fx
3
; x
4
g und T := fy
1
g ! N(S) = fy
1
; y
4
; y
5
g 6= T !
W

ahle y = y
4
! unges

attigt ! M -erweiternder Weg [x
4
; y
1
; x
3
; y
4
]
! M = ffx
2
; y
2
g; fx
1
; y
3
g; fx
3
; y
4
g; fx
4
; y
1
gg
Da nun alle x 2 X ges

attigt sind, haben wir ein g

ultiges Matching gefunden (vgl.
Abbildung 5.4) und der Algorithmus endet.
x
1
x
2
x
3
x
4
y
1
y
2
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3
y
4
y
5
Abbildung 5.4.: Optimales Matching M = ffx
2
; y
2
g; fx
1
; y
3
g; fx
3
; y
4
g; fx
4
; y
1
gg
Kommen wir nun zur Laufzeit der Ungarischen Methode. Sei n die Anzahl an
Knoten im bipartiten Graphen und m die Anzahl an Kanten. In der einfachsten
Version, die auch oben beschrieben wurde, besitzt das Verfahren eine Laufzeit von
O(m  n) = O(n
3
) (vgl. [HK73], [LP86], [ST76]).
Bestimmt man in jeder Phase anstelle eines beliebigen erweiternden Weges die gr

ot-
m

ogliche Menge an knotendisjunkten k

urzesten erweiternden Wegen, so konnten
Hopcroft und Karp ([HK73]) die Laufzeit auf O(n
5=2
) verringern ([LP86], [ST76]).
Andere Algorithmen besitzen je nach Dichte des Graphen noch k

urzere Laufzeiten,
wie O(m  n
0:5
) ([Gal86], [LP86]) bzw. O(n
1:5
q
m
log n
) ([ABMP91]).
5.2. Algorithmus f

ur optimales gewichtetes
bipartites Matching
(Kuhn-Munkres-Algorithmus)
Der Algorithmus f

ur bipartites gewichtetes Matching basiert auf einer Variation der
Ungarischen Methode aus Abschnitt 5.1. Er ist ebenfalls in [CH91] unter dem Titel
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Kuhn-Munkres-Algorithmus oder auch Problem der optimalen Zuteilung ausf

uhrlich
beschrieben. Einen

Uberblick

uber den Algorithmus gibt Abbildung 5.5.
Berechnung
von 
von 
Konstruktion
von G

Ungarische
Methode
Ende
perfektes
Matching
N
G

(S) = T
Berechnung von
Defekt d

Anpassung
Abbildung 5.5.: Optimales gewichtetes bipartites Matching
Die Eingabe des Algorithmus ist ein vollst

andiger bipartiter Graph G = (X [ Y;E)
mit jXj = jY j = n und Kantengewichten w
ij
2 R auf der Kante fx
i
; y
j
g, wobei
x
i
2 X und y
j
2 Y . Die Voraussetzung, da der gegebene Graph ein vollst

andiger
Graph ist, stellt keine Einschr

ankung des allgemeinen Problems dar, da man an
eine Kante, die im Originalgraphen nicht existiert, das Gewicht 0 vergeben kann.
Analoges gilt f

ur jXj = jY j, da man beliebig viele Knoten in den Graphen einf

ugen
kann, deren adjazente Kanten alle den Wert 0 erhalten. Am Ende dieses Abschnittes
werden wir anhand von zwei Beispielen erl

autern, warum die beiden Voraussetzungen
f

ur die Korrektheit des Algorithmus notwendig sind.
Zun

achst einmal ben

otigen wir einige Denitionen:
Denition 5.1 (zul

assige Knotenkennzeichnung)
Sei  eine Abbildung, die jedem Knoten v des bipartiten gewichteten Graphen eine
reelle Zahl (v) zuordnet. Die Funktion  wird auch als (Knoten-)Kennzeichnung
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bezeichnet. Die Kennzeichnung heit zul

assig , falls f

ur alle x
i
2 X und alle y
j
2 Y
gilt:
(x
i
) + (y
j
)  w
ij
,
d. h. das Gewicht der Kante ist kleiner oder gleich der Summe der beiden Knoten-
kennzeichnungen.
Wir k

onnen immer eine zul

assige Knotenkennzeichnung f

ur einen Graphen G erzeu-
gen, wenn wir
(x
i
) = maxfw
ij
j1  j  ng f

ur alle x
i
2 X
(y) = 0 f

ur alle y 2 Y
setzen.
Denition 5.2 (Gleichheitsuntergraph G

)
Der durch die Kantenmenge E

= ffx
i
; y
j
gj(x
i
) + (y
j
) = w
ij
g erzeugte kantenin-
duzierte Subgraph von G heit Gleichheitsuntergraph und wird mit G

bezeichnet.
Denition 5.3 (Defekt d

)
Sei S  X und T  Y . Dann ist der Defekt d

von  deniert als
d

= minf(x
i
) + (y
j
)  w
ij
jx
i
2 S; y
i
=2 Tg.
Zu beachten ist, da d

immer positiv ist. Unter Verwendung des Defekts d

kann
man eine Anpassung von  vornehmen.
Denition 5.4 (Anpassung von )
Sei S  X und T  Y . Sei  eine zul

assige Knotenkennzeichnung von G und d

der
errechnete Defekt. Nun kann man eine Anpassung von  durchf

uhren, indem man

0
(v) =
8
<
:
(v)  d

falls v 2 S
(v) + d

falls v 2 T
(v) falls v =2 S [ T

0
ist wieder eine zul

assige Knotenkennzeichnung ([CH91]).
Folgende vier Schritte beinhaltet der Kuhn-Munkres-Algorithmus:
1. Zun

achst wird eine beliebige Knotenkennzeichnung  f

ur G bestimmt und der
Gleichheitsuntergraph G

konstruiert. Anschlieend w

ahlt man ein willk

urli-
ches Matching M in G

.
2. Falls X M -ges

attigt ist, so istM ein perfektes Matching in G

und somit auch
ein optimales Matching inG. In diesem Fall kann der Algorithmus terminieren.
Andernfalls sei x
0
ein M -unges

attigter Knoten in G

. Dann setzt man S :=
fx
0
g und T := ;.
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3. Falls die Nachbarn von S in G

ungleich T sind, d. h. N
G

(S) 6= T , so wird
mit Schritt 4 fortgefahren.
Andernfalls berechnet man den Defekt d

von . Damit erh

alt man durch
Anpassung von  eine neue zul

assige Knotenkennzeichnung 
0
. Anschlieend
ersetzt man  durch das neue 
0
und G

durch G

0
und kehrt zu Schritt 2
zur

uck.
4. W

ahle einen Knoten y aus N
G

(S)nT . Falls y durch fy; zg 2 M in G

M -
ges

attigt ist, so wird S := S[fzg und T := T [fyg, und man kehrt zu Schritt
3 zur

uck.
Falls y M -unges

attigt, so existiert ein M -erweiternder Weg von x
0
nach y.
Es folgt eine Umf

arbung entlang dieses Weges. Anschlieend kehrt man zu
Schritt 2 zur

uck.
Dieser Algorithmus soll wiederum anhand eines Beispiels (vgl. Abbildung 5.6) ver-
anschaulicht werden.
0
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0
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x
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y
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13
Abbildung 5.6.: Gegebener gewichteter bipartiter Graph
Um einen besseren

Uberblick

uber die Gewichte und die zul

assige Knotenkennzeich-
nung zu erhalten, verwenden wir eine Tabelle:
x
1
x
2
x
3
x
4
(y
j
)
y
1
5 3 8 0 0
y
2
4 7 8 0 0
y
3
8 5 11 0 0
y
4
12 6 13 0 0
(x
i
) 12 7 13 0
Mit Hilfe von  k

onnen wir G

konstruieren (vgl. Abbildung 5.7). Als Anfangsmat-
ching f

ur die Ungarische Methode verwenden wir M = ffx
1
; y
4
gg.
X ist in G

nicht M -ges

attigt. Deshalb w

ahlt man nach der Ungarischen Methode
ein unges

attigtes Element aus X, z. B. x
2
. Somit ist S := fx
2
g und T := ;. Da
N
G

(S) 6= T , w

ahlen wir y = y
2
aus N
G

(S)nT . Dieser Knoten ist M -unges

attigt
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Abbildung 5.7.: G

f

ur das gegebene initiale 
und damit existiert ein M -erweiternder Weg [x
2
; y
2
]. Nach der Umf

arbung erhalten
wir das Matching M = ffx
1
; y
4
g; fx
2
; y
2
gg. X ist damit noch immer nicht ges

attigt
und wir w

ahlen x
3
. Damit ist S := fx
3
g und T := ;. Da N
G

(S) = fy
4
g 6= T w

ahlen
wir y
4
, das durch fx
1
; y
3
g M -ges

attigt ist. Wir erweitern somit S := fx
1
; x
3
g und
T := fy
4
g. Nun gilt aber: N
G

(S) = fy
4
g = T . Damit m

ussen wir  anpassen.
Zun

achst wird der Defekt berechnet:
d

= minf(x
i
) + (y
j
)  w
ij
jx
i
2 S; y
j
=2 Tg
= minf(x
1
) + (y
1
)  w
11
(x
1
) + (y
2
)  w
12
(x
1
) + (y
3
)  w
13
(x
3
) + (y
1
)  w
31
(x
3
) + (y
2
)  w
32
(x
3
) + (y
3
)  w
33
g
= minf7; 8; 4; 5; 5; 2g
= 2
Das angepate  sieht nun wie folgt aus:
x
1
x
2
x
3
x
4
(y
j
)
y
1
5 3 8 0 0
y
2
4 7 8 0 0
y
3
8 5 11 0 0
y
4
12 6 13 0 2
(x
i
) 10 7 11 0
Im neuen Graph G

(siehe Abbildung 5.8) ist X nicht M -ges

attigt.
Man w

ahlt nun das unges

attigte x
3
und erh

alt S := fx
3
g und T := ;. Damit ist
N
G

(S) = fy
3
; y
4
g 6= T . W

ahlt man y = y
4
, dasM -ges

attigt ist, so ver

andern sich S
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Abbildung 5.8.: Angepates G

und T zu S := fx
1
; x
3
g und T := fy
4
g. N
G

(S) ist noch immer fy
3
; y
4
g 6= T . Somit
w

ahlt man y
3
, das M -unges

attigt ist. Nach der Umf

arbung des Weges [x
3
; y
3
] er-
h

alt man das Matching M = ffx
1
; y
4
g; fx
2
; y
2
g; fx
3
; y
3
gg. Das n

achste unges

attigte
Element aus X ist x
4
. Somit ist S := fx
4
g, T := ; und N
G

(S) = fy
1
; y
2
; y
3
; y
4
g.
W

ahlt man nun y = y
1
, das M -unges

attigt ist, so erh

alt man nach der Umf

ar-
bung des Weges [x
4
; y
1
] das Matching M = ffx
1
; y
4
g; fx
2
; y
2
g; fx
3
; y
3
g; fx
4
; y
1
gg,
bei dem alle Elemente aus X M -ges

attigt sind. Somit hat man ein perfektes
Matching in dem bipartiten Graphen G

gefunden, und der Algorithmus termi-
niert. Das optimale gewichtete bipartite Matching von G ist somit ebenfalls M =
ffx
1
; y
4
g; fx
2
; y
2
g; fx
3
; y
3
g; fx
4
; y
1
gg und betr

agt in der Summe 12 + 7 + 11 = 30.
Nachdem jetzt der Algorithmus vorgestellt wurde, m

ochten wir nochmals einen Blick
auf die Voraussetzungen des Verfahrens werfen. Zun

achst einmal wurde gefordert,
da der gegebene bipartite Graph vollst

andig ist. Diese Forderung ist zur korrekten
Funktion des Algorithmus zwingend notwendig. In Abbildung 5.9 ndet man einen
Graphen, der nach Anwendung des Kuhn-Munkres-Algorithmus das Matching M =
ffx
1
; y
2
gg als Ergebnis liefert, falls man die Kanten mit Gewicht 0 wegl

at. Unter
Beachtung dieser Kanten liefert der Algorithmus allerdings das richtige Ergebnis
M = ffx
1
; y
2
g; fx
2
; y
1
g; fx
3
; y
3
gg, wobei fx
2
; y
1
g das Gewicht 0 besitzt.
Auch die Einschr

ankung auf jXj = jY j ist f

ur die Korrektheit des Algorithmus not-
wendig. In Abbildung 5.10(a) ist ein Graph dargestellt, der nach Anwendung des
Kuhn-Munkres-Algorithmus das Matching M = ffx
1
; y
1
gg besitzt. Dabei haben
wir vorausgesetzt, da das Verfahren bei der Bestimmung eines beliebigen Startmat-
chings immer die erste Kante fx
1
; y
1
g des Graphen annimmt. F

ugt man hingegen
einen neuen Knoten y
2
in Y ein (vgl. Abbildung 5.10(b)), so liefert der Algorithmus
das korrekte Matching M = ffx
2
; y
1
g; fx
1
; y
2
gg. Die Kantengewichte aller zu y
2
adjazenter Kanten wurden auf Null gesetzt.
Zuletzt wollen wir noch die Laufzeit des Algorithmus angeben. Galil zeigt in [Gal86],
da die naive Implementierung des Algorithmus eine Laufzeit von O(mn
2
) besitzt,
wobei n wieder die Anzahl an Knoten im bipartiten Graphen G ist undm die Anzahl
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Abbildung 5.9.: Beispiel f

ur die Notwendigkeit eines vollst

andigen bipartiten Gra-
phen
2 4
x
1
x
2
y
1
(a) jX j 6= jY j
002 4
x
1
x
2
y
1
y
2
(b) jX j = jY j
Abbildung 5.10.: Beispiel f

ur die Notwendigkeit von jXj = jY j
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an Kanten. Diese Laufzeit l

at sich sehr einfach auf O(n
3
) verbessern ([Gal86]). Ver-
wendet man auch noch PQ-B

aume als Datenstruktur, so erh

alt man eine Laufzeit
von O(mn logn) bzw. O(mn log
dm=n+1e
n) (ebenfalls [Gal86]). Alternativ dazu las-
sen sich Matching-Probleme auch mit Netzwerku-Algorithmen ([AMO93], [GT89])
oder durch LP-Formulierungen l

osen.
5.3. Heuristik zur Erkennung isomorpher
Subgraphen
Um eine Heuristik zur Erkennung isomorpher Subgraphen zu entwickeln, w

are zu-
n

achst einmal zu

uberlegen, ob eine bekannte Heuristik f

ur

ahnliche Problemstellun-
gen wie Graph Isomorphie, Subgraph Isomorphie oder Gr

oter Gemein-
samer Subgraph (vgl. Abschnitt 3) auf unsere Problemstellung angepat werden
k

onnte.
Fast alle bekannten Heuristiken versuchen, die Anzahl an m

oglichen Knotenpermu-
tationen zu reduzieren, indem sie Graphinvarianten verwenden. Graphinvarianten
sind graphentheoretische Eigenschaften, die durch Isomorphie beibehalten werden,
wie z. B. die Anzahl der Knoten oder Kanten, die Sequenz der Knotengrade, der
Zusammenhang, die Anzahl der Kreise einer bestimmten L

ange, zu der ein Kno-
ten geh

ort, oder die Anzahl der Cliquen einer bestimmten Gr

oe, die den Knoten
enthalten.
Mit Hilfe der Graphinvarianten kann exakt bestimmt werden, ob zwei Knoten auf-
einander abgebildet werden k

onnen oder nicht, d. h. es existiert eine eindeutige Ja-
oder Nein- Antwort auf die Frage, ob zwei Knoten zusammenpassen. Im Fall der
isomorphen Subgraphen zerst

oren allerdings die Restknoten und -kanten, die
nach der Bestimmung der Subgraphen

ubrigbleiben, s

amtliche Graphinvarianten.
So ist es beispielsweise in Abbildung 5.11 w

unschenswert, da der Knoten v
1
mit
Grad 4 auf den Knoten v
2
vom Grad 3 abgebildet wird. W

ahlt man jedoch die
Graphinvariante
"
Knotengrad\, so w

urde man f

ur die Abbildung der beiden Knoten
eine klare Nein-Antwort erhalten, da der Knotengrad unterschiedlich ist.

Ahnliches
gilt f

ur andere Graphinvarianten. Wir ben

otigen somit Parameter, die anstelle der
Ja-Nein-Antwort eine
"
ziemlich gut\- oder
"
ziemlich schlecht\-Antwort liefern.
Somit ist eine Anpassung bekannter Heuristiken, die auf Graphinvarianten basieren,
nicht m

oglich bzw. nicht sinnvoll.
Unsere Heuristik zur Erkennung isomorpher Subgraphen von allgemeinen Gra-
phen ist eine Greedy-Strategie, die auf dem Lokalit

atsprinzip basiert, d. h. es wer-
den immer diejenigen Knotenpaare aufeinander abgebildet, die lokal, d. h. innerhalb
einer bestimmten Umgebung, am besten zusammenpassen. Die Qualit

at des Verfah-
rens h

angt stark davon ab, wie man die Eignung der Knotenpaare bewertet. Diese
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v
1
v
2
Abbildung 5.11.: Graphinvariante
"
Knotengrad\ verletzt
Bewertungsfunktion wollen wir im Anschlu an die Beschreibung der Heuristik vor-
stellen.
Abbildung 5.12 gibt einen schematischen

Uberblick

uber das Verfahren. Seien H
1
=
(V
1
; E
1
) und H
2
= (V
2
; E
2
) die gesuchten isomorphen Subgraphen von G = (V;E).
Zun

achst einmal w

ahlt man das von der Bewertungsfunktion am besten bewertete
Knotenpaar (x
1
; y
1
) als Startknotenpaar und setzt V
1
= fx
1
g und V
2
= fy
1
g. Die-
ses Knotenpaar f

ugt man auch in die Menge P ein. Die Menge P beinhaltet alle
Knotenpaare, von denen aus weitere Knoten f

ur die isomorphen Subgraphen gesucht
werden sollen, d. h. sie stellt den Rand der Subgraphen dar.
Solange P Elemente enth

alt, entnimmt man eines dieser Paare, z. B. (x; y). Wir wis-
sen, da x im ersten Subgraphen liegt und auf y im zweiten Subgraphen abgebildet
wird. Es werden nun die Nachbarn N
x
von x und N
y
von y bestimmt und ein voll-
st

andiger bipartiter Graph H = (N
x
[ N
y
; F ) erzeugt. Jede Kante dieses Graphen
stellt eine m

ogliche Abbildung eines Knotens aus N
x
auf einen Knoten aus N
y
dar.
Man berechnet nun f

ur jede Kante fu; vg aus F mit Hilfe der Bewertungsfunktion
ein Gewicht, das aussagt, wie gut eine isomorphe Abbildung zwischen den beiden
Knoten u und v w

are. Je gr

oer das Gewicht, desto besser ist eine Abbildung der
beiden Knoten aufeinander, je kleiner, desto schlechter.
Nun suchen wir nach der Menge an Paaren, bei denen jeder Knoten genau einmal
vorkommt
3
und die in der Summe das gr

ote Gewicht besitzen. Daf

ur bietet sich
idealerweise der in Abschnitt 5.2 vorgestellte Algorithmus zur Bestimmung des op-
timalen gewichteten bipartiten Matchings an. Falls die Nachbarknotenmengen N
x
und N
y
nicht dieselbe Kardinalit

at besitzen, werden zus

atzliche Knoten eingef

ugt,
deren adjazente Kanten das Gewicht 0 erhalten.
Da wir aufgrund des Restgraphen keine Graphinvarianten verwenden k

onnen, die
3
da jeder Knoten genau einmal auf genau einen anderen Knoten abgebildet werden darf und die
Subgraphen disjunkt sein sollen
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Bestimme Startknoten x
1
und y
1
P = f(x
1
; y
1
)g; V
1
= fx
1
g; V
2
= fy
1
g
W

ahle (x; y) 2 P
N
1
= Nachbarknoten von x
N
2
= Nachbarknoten von y
Erzeuge bipartiten Graphen H = (N
x
[N
y
; E)
mit Kantengewichten w
Bestimme optimales gewichtetes
bipartites Matching M
P = P [ fmg; V
1
= V
1
[ fm
1
g; V
2
= V
2
[ fm
2
g
f

ur alle isomorphen m = fm
1
; m
2
g 2 M
Isomorphietest
f

ur m 2 M
P 6= ;
P = ;
isomorphe Subgraphen
Abbildung 5.12.:

Uberblick

uber die Heuristik zur Erkennung isomorpher Subgra-
phen
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eine hundertprozentige Aussage

uber die Eignung von zwei Knoten treen, ist es
m

oglich, da die durch das Matching gefundenen Knotenpaare zwar lokal optimal
sind, aber die Isomorphie verletzen w

urden. Deshalb m

ussen wir im Anschlu an
den Matchingalgorithmus pr

ufen, ob bzw. welche Knotenpaare aus M zu den iso-
morphen Subgraphen beitragen d

urfen. Diese Phase nennen wir Isomorphietest. Er
wird im Anschlu an die Heuristik detailliert beschrieben. Jede isomorphieerhalten-
de Matchingkante m = fm
1
; m
2
g 2 M erweitert die Subgraphen H
1
und H
2
. Man
setzt V
1
= V
1
[fm
1
g; V
2
= V
2
[fm
2
g und P = P [f(m
1
; m
2
)g f

ur alle isomorphieer-
haltenden Matchingkanten. Auerdem werden die Kantenmengen der Subgraphen
angepat.
Der Algorithmus terminiert, sobald P leer ist.
Wenden wir uns zun

achst dem Isomorphietest zu. In jeder Iteration mu sicherge-
stellt werden, da die Isomorphie von H
1
und H
2
durch neu hinzuzuf

ugende Knoten
und Kanten nicht verletzt wird. Als Invariante k

onnen wir davon ausgehen, da die
existierenden Subgraphen der letzten Iteration isomorph sind.
Man kann dann grunds

atzlich zwei M

oglichkeiten unterscheiden, die zu einer Ver-
letzung der Isomorphie f

uhren:
1. Verletzung der Isomorphie durch Kanten zwischen neuen Knoten und den exi-
stierenden Subgraphen.
2. Verletzung der Isomorphie durch Kanten innerhalb der Menge der neuen Kno-
ten.
Abbildung 5.13 zeigt jeweils ein Beispiel f

ur beide M

oglichkeiten unter der Voraus-
setzung da knoteninduzierte Subgraphen gesucht sind.
Um groe isomorphe Subgraphen zu erhalten, m

ussen wir grunds

atzlich eine Ver-
letzung der Isomorphie in einer m

oglichst fr

uhen Phase des Verfahrens bzw. der
aktuellen Iteration erkennen. Wenn man also eine Isomorphie zwischen zwei Kno-
ten schon vor dem Matchingalgorithmus ausschlieen kann, so ist es n

utzlich, die
Bedingung schon in der Eingabe des Matchingverfahrens zu kodieren, das damit ein
besseres Ergebnis liefern kann.
Bei der ersten Ursache f

ur Verletzungen der Isomorphie kann man die Information
zum Teil schon vor dem Matchingalgorithmus berechnen und die Kantengewichte
dieser Knotenpaare auf Null setzen. Dies ist der Fall bei der Erkennung von kno-
teninduzierten Subgraphen. Die Kante fu; vg zwischen zwei Knoten des bipartiten
Graphen H erh

alt das Gewicht 0, falls Gj
V
1
[fug
nicht isomorph zu Gj
V
2
[fvg
ist. Dazu
mu man nur lokal die mit Knoten aus V
1
bzw. V
2
verbundenen Kanten von u bzw. v
vergleichen. Anders verh

alt sich die Situation bei kanteninduzierten Subgraphen, da
isomorphieverletzende Kanten zwischen den neuen Knoten und H
1
bzw. H
2
einfach
weggelassen werden d

urfen. Aus diesem Grund kann hier der Isomorphietest, der
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0 1
S
1
S
2
(a) Zerst

orung der Isomorphie durch eine Kante vom neuen Knoten
zum existierenden Subgraphen bei einem gegebenen Matching
M = ff0; 1gg
0 1 2 3 4 5
S
1
S
2
(b) Zerst

orung der Isomorphie durch eine Kante innerhalb
der neuen Knoten bei einem gegebenen Matching M =
ff0; 3g; f1; 4g; f2; 5gg
Abbildung 5.13.: Ursachen f

ur die Verletzung der Isomorphie
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wiederum nur lokal operiert, erst nach der Bestimmung des Matchings aufgerufen
werden. Nat

urlich kann man aber Informationen

uber die Anzahl an Kanten, die zur
Isomorphie beitragen, in die Bewertungsfunktion und somit in die Kantengewichte
von H einieen lassen.
Die zweite M

oglichkeit der Verletzung der Isomorphie, die innerhalb der neuen Kno-
ten stattndet, kann nicht durch eine Anpassung des Gewichtes gel

ost werden, da
man im voraus noch nicht wissen kann, welche Knoten durch das Matching auf-
einander abgebildet werden. Bei der Erkennung von kanteninduzierten Subgraphen
werden einfach die isomorphieverletzenden Kanten weggelassen. Schwieriger ist ei-
ne Probleml

osung bei knoteninduzierten Subgraphen. Angenommen, das gefunde-
ne Matching M ist deniert als fm
1
; : : : ; m
n
g, wobei die Kanten absteigend nach
der Gr

oe des Gewichtes sortiert sind. Wir w

ahlen iterativ jede Matchingkante
m = fu; vg aus und bestimmen, ob H
1
inklusive u isomorph zu H
2
inklusive v ist.
Falls die Frage bejaht werden kann, so wird m in P eingef

ugt. Falls nicht, so

uber-
pr

uft man die n

achste Matchingkante in M . Alternativ dazu k

onnte man auch die
Iteration des Gesamtverfahrens abbrechen und mit dem n

achsten Element aus P
fortfahren.
Kommen wir nun zur Bewertungsfunktion, dem
"
Herzst

uck\ der Heuristik zur Er-
kennung von isomorphen Subgraphen f

ur allgemeine Graphen. Diese Funktion bildet
ein Knotenpaar (u; v) auf eine nicht-negative reelle Zahl ab, die ein Ma f

ur die G

ute
des Knotenpaares bei der isomorphen Abbildung ist. Je h

oher der Wert, desto besser
ist es, wenn u durch die Isomorphie auf v abgebildet wird, je niedriger der Wert, de-
sto schlechter. Der errechnete Wert ist identisch mit dem Gewicht der Kante fu; vg
bei der Berechnung des optimalen gewichteten bipartiten Matchings.
Es ist oensichtlich, da die Qualit

at der Heuristik sehr stark von den errechneten
Kantengewichten abh

angt. Man kann sich viele verschiedene Gesichtspunkte vor-
stellen, die bei der Vergabe der Gewichte eine Rolle spielen. Im folgenden sind einige
Gewichtsfaktoren aufgelistet, die unseres Erachtens von Bedeutung sind:
 Grad : Je h

oher der Knotengrad der beiden Knoten, desto besser.
 Graddierenz : Je geringer die Dierenz der Knotengrade, desto besser.
 gemeinsame Nachbarn: Je geringer die Anzahl der gemeinsamen Nachbarn,
desto besser.
 neue Nachbarn: Je gr

oer die Anzahl der Nachbarn, die bisher noch nicht
betrachtet wurden, desto besser.
 Abstand : Je gr

oer die graphentheoretische Distanz
4
, desto besser.
 isomorphe Kanten: Je gr

oer die Anzahl an Kanten, die von den neuen Kno-
ten in den schon berechneten Subgraphen gehen und die Isomorphie nicht
verletzen, desto besser.
4
d. h. die Anzahl der Kanten auf dem k

urzesten Weg zwischen den beiden Knoten
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Selbstverst

andlich lieen sich noch wesentlich mehr Faktoren nden, die einen Ein-
u auf das Gewicht und somit auf die Gr

oe der Subgraphen aus

uben, wie bei-
spielsweise Knoten- und Kantenbeschriftungen bzw. Knotengr

oen (vgl. Abschnitt
8). Allerdings haben die Testl

aufe der implementierten Heuristik ergeben, da die
oben genannten Punkte beachtenswert sind und sehr gute Ergebnisse erzielen (vgl.
Abschnitt 7).
Besch

aftigen wir uns nun mit der Laufzeit der Heuristik. Die Berechnung der besten
Startknoten ben

otigt eine Laufzeit von O(jV j
2
) unter der Voraussetzung, da die Be-
wertungsfunktion f

ur zwei Knoten in konstanter Zeit berechnet werden kann
5
. In der
Menge der Randknotenpaare P kann jedes Knotenpaar maximal einmal eingef

ugt
werden. Sie besitzt daher in Summe h

ochstens O(jV j
2
) viele Knotenpaare. Damit
kann das maximale bipartite Matching maximal O(jV j
2
) gestartet werden. Wir ge-
hen davon aus, da die Erzeugung des bipartiten Graphen eine konstante Laufzeit
ben

otigt. Wie schon in Kapitel 5.2 erw

ahnt, ist die beste Laufzeit f

ur das optimale
bipartite gewichtete Matching O(mn log
dm=n+1e
n), wobei m die Anzahl der Kanten
im bipartiten Graphen ist und n die Anzahl an Knoten ([Gal86]). Bei der Implemen-
tierung des Matchings haben wir jedoch darauf verzichtet, komplizierte Datenstruk-
turen zu verwenden und deshalb nur den O(n
3
)-Algorithmus implementiert. Mit
n = O(jV j) ergibt sich theoretisch somit eine Laufzeit von O(jV j
2
 jV j
3
) = O(jV j
5
).
Besch

aftigt man sich jedoch gr

undlicher mit der Laufzeit, so zeigt sich, da die Ab-
sch

atzung O(jV j) f

ur die Anzahl n an Knoten im bipartiten Graphen zu grob ist. n
ist n

amlich abh

angig von den Nachbarknotenmengen eines Knotenpaares und somit
durch den Knotengrad beschr

ankt. Unter dieser Annahme ergibt sich eine konstan-
te Laufzeit f

ur das bipartite Matching und somit eine quadratische Laufzeit f

ur die
Heuristik, wobei die Konstante in Abh

angigkeit von der Anzahl an betrachteten
Startknotenpaaren steigt. Eine detaillierte Analyse der Laufzeit pr

asentieren wir in
Kapitel 7.
5
Die Bewertungsfunktion ist abh

angig von den gew

ahlten Gewichtsfaktoren. Die Annahme der
konstanten Laufzeit ist sp

atestens dann nicht mehr g

ultig, falls die Distanz zwischen den beiden
Knoten in die Bewertungsfunktion einiet. In diesem Fall w

urde dieser Schritt eine lineare
Laufzeit ben

otigen.
131
KAPITEL 5. HEURISTISCHE ERKENNUNG ISOMORPHER SUBGRAPHEN
132
6. Zeichnen isomorpher Subgraphen
Die zentrale Frage dieses Kapitels ist es, wie die Informationen

uber die isomorphen
Subgraphen beim Zeichnen von Graphen Verwendung nden k

onnen. Wir beschr

an-
ken uns in den nachfolgenden Seiten auf die isomorphen Subgraphen allgemeiner
Graphen, die mit Hilfe der Heuristik aus Kapitel 5 bestimmt werden. Absichtlich
haben wir hier auf B

aume verzichtet, da diese zum einen eine geringere Relevanz
in der Praxis besitzen und zum anderen Zeichenverfahren f

ur B

aume existieren, die
Isomorphien zwar nicht explizit berechnen, jedoch trotzdem Symmetrien darstel-
len (vgl. [Wal90], [RT81]). Der Algorithmus von Reingold und Tilford
1
kann die
Isomorphie f

ur Bin

arb

aume sogar garantieren. Auerdem kann man beweisen, da
aufgrund von Spiegelsymmetrien eine Minimierung der Breite bei beliebigen B

aumen
NP-vollst

andig ist ([SR83]).
6.1. Bekannte Zeichenverfahren f

ur allgemeine
Graphen
Zum Zeichnen beliebiger allgemeiner Graphen sind nur wenige Zeichenverfahren
bekannt. Ursache daf

ur sind die komplexe Struktur und die damit verbundenen
Schwierigkeiten. Einen

Uberblick

uber Zeichenverfahren f

ur allgemeine Graphen lie-
fert [BETT99] und [BETT94]. Generell gibt es zwei verschiedene Grundkategorien
von Zeichenverfahren f

ur allgemeine Graphen: direkte und indirekte Zeichenverfah-
ren.
Im folgenden werden wir zun

achst diese Grundkategorien vorstellen (Abschnitt 6.1.1
und 6.1.2), um anschlieend (Abschnitt 6.1.3) n

aher auf Springembedder einzuge-
hen, die die Grundlage f

ur unser neues Verfahren zum Zeichnen von Graphen unter
Ber

ucksichtigung der isomorphen Subgraphen bilden.
6.1.1. Indirekte Zeichenverfahren
Bei indirekten Zeichenverfahren werden die gegebenen Graphen zun

achst in einem
Vorverarbeitungsschritt in eine kleinere Graphklasse, wie beispielsweise planare Gra-
1
Eine erweiterte Implementierung dieses Baum-Algorithmus existiert im Graphlet.
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phen oder DAG's, transformiert. Anschlieend nden auf den so entstandenen Gra-
phen gut erforschte und deshalb ausgefeilte Spezialalgorithmen Anwendung. In einer
Nachverarbeitungsphase wird der Originalgraph wiederhergestellt. Am Beispiel von
planaren Graphen und DAG's wollen wir die Vorgehensweise von indirekten Zei-
chenverfahren und die damit verbundenen Probleme erl

autern.
Bei planaren Graphen nennt man die Vorverarbeitung Planarisierung ([TBB88],
[BTT83], [BETT99]). Dabei wird in der Regel auf jeden Kanten-Kanten-Schnitt
einer m

oglichst guten Einbettung eines Graphen ein neuer Knoten gesetzt. Alter-
nativ dazu k

onnen auch Kanten gel

oscht werden, die die Planarit

at des Graphen
zerst

oren ([JM97]) oder beide Ans

atze kombiniert werden. Um eine

Anderung an
der Struktur des Originalgraphen so klein wie m

oglich zu halten, sollten nat

urlich
so wenig neue Knoten wie m

oglich eingef

ugt bzw. so wenig Kanten wie m

oglich
gel

oscht werden. Man kann allerdings beweisen, da die Minimierung der Anzahl an
Kanten-Kanten-Schnitten und somit auch die Minimierung der neuen Knoten NP-
hart ist ([GJ83]). Auch die Suche nach der minimalen Anzahl von zu l

oschenden
Kanten ist NP-vollst

andig ([GJ79], GT27).
Analog dazu ist auch die Umwandlung in einen DAG problematisch. Falls der Origi-
nalgraph ungerichtet war, erfolgt die Transformation in einen DAG durch Festlegung
von Kantenrichtungen, war er gerichtet, dreht man
"
falsche\ Kantenrichtungen ein-
fach um. Dabei ist es wiederum w

unschenswert, so wenig Kantenrichtungen wie
m

oglich zu

andern, damit die Struktur des Originalgraphen weitestgehend erhalten
bleibt. F

ur gerichtete Graphen ist dieses Problem jedoch

aquivalent zum sogenann-
ten
"
Feedback Arc Set\ ([GJ79], GT8) und somit ebenfalls NP-vollst

andig. Bei
ungerichteten Graphen k

onnen Kantenrichtungen zwar in Linearzeit bestimmt wer-
den, allerdings

andert sich dadurch die Struktur des gegebenen Graphen erheblich.
Nach dieser Vorverarbeitungsphase besitzt man nun einen planaren Graphen bzw.
einen DAG. Als eigentliches Zeichenverfahren kann man nun jeden beliebigen Algo-
rithmus f

ur planare Graphen bzw. DAG's anwenden. Einen

Uberblick

uber diese
Zeichenverfahren liefert [BETT99].
Wird ein indirektes Zeichenverfahren angewandt, so wird die Struktur des Original-
graphen oft ge

andert. Dies hat nach unserer Ansicht den gravierenden Nachteil, da
dadurch Informationen in der Zeichnung sichtbar gemacht werden, die der gegebene
Graph nicht besitzt bzw. Strukturen verworfen werden, die f

ur eine informative
Darstellung des Graphen wichtig w

aren. Trotz alledem liefern indirekte Verfahren
oft sehr ansprechende Zeichnungen ([Mut01], [BETT99]). Wir werden uns in dieser
Arbeit allerdings auf Zeichenverfahren beschr

anken, die allgemeine Graphen direkt
verarbeiten k

onnen.
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6.1.2. Direkte Zeichenverfahren
Direkte Zeichenverfahren sind Verfahren, die einen allgemeinen Graphen ohne Vor-
verarbeitung direkt zeichnen k

onnen.
Das Standardverfahren zum geradlinigen Zeichnen von allgemeinen Graphen sind
sogenannte
"
Springembedder\, also kr

aftebasierte Algorithmen. Dieses Verfahren
wurde 1984 von Eades ([Ead84]) f

ur das Zeichnen von Graphen angepat. Er mo-
delliert die Knoten des Graphen als Stahlringe und die Kanten als Federn, wobei
zwischen je zwei Knoten abstoende Kr

afte existieren. Wenn die Knoten durch ei-
ne Kante verbunden sind, dann wirkt zus

atzlich eine anziehende Kraft. In diesem
System wird nun das Energieminimum gesucht, durch das ein
"
sch

oner\ Abstand
zwischen den Knoten gew

ahrleistet wird. Um nicht ein System von Dierential-
gleichungen, die das Gesamtsystem beschreiben, l

osen zu m

ussen, n

ahert sich das
Verfahren mit Hilfe einer physikalischen Simulation dem Energieminimum. Dabei
wird iterativ f

ur jeden Knoten die Kraft berechnet, die in der aktuellen Situation
auf ihn wirkt und der Knoten anschlieend entlang dieses Kraftvektors verschoben.
Aufbauend auf dieses Verfahren wurden etliche andere Springembedder-Varianten
entwickelt, wie beispielsweise der Springembedder von Kamada und Kawai ([KK89]),
von Fruchterman und Reingold ([FR91]), GEM von Frick et al. ([FLM95]) und USE
von Forster ([For99]).
Eine Beschreibung dieser vier Springembedder folgt im n

achsten Abschnitt.
Ansonsten existieren nur wenige Verfahren zum Zeichnen von allgemeinen Graphen,
die man grob in zwei Klassen aufteilen kann.
Auf die erste Klasse, dem orthogonalen Zeichnen von allgemeinen Graphen ([FK97],
[Bie97]), werden wir hier nicht n

aher eingehen, da wir geradlinige Zeichnungen als
Ausgabe unseres Algorithmus fordern.
Bei der zweiten Klasse wird das allgemein bekannte Prinzip des
"
Simulated An-
nealings\ beim Zeichnen von Graphen verwendet ([DH91]). Es ist, wie die Sprin-
gembedder auch, ein Optimierungsverfahren, dessen Ursprung in der Physik liegt.
Besitzt ein Metall eine hohe Temperatur, so k

onnen sich die Atome schnell und weit
bewegen, auch wenn daf

ur Energiepotentiale

uberwunden werden m

ussen. Auch
beim
"
Simulated Annealing\ existiert eine Energiefunktion E, mit der das Layout
des Graphen bewertet wird. Dabei k

onnen die Knoten sowohl an Positionen wan-
dern, an denen E sinkt, als auch mit einer gewissen Wahrscheinlichkeit Positionen
einnehmen, die eine h

ohere Energiefunktion besitzen. Theoretisch kann man somit
immer lokale Energieminima verlassen und das globale Energieminimum erreichen,
das eine optimale Zeichnung garantiert. Allerdings ist hierf

ur eine exponentielle
Berechnungsdauer zugrundezulegen.
Der Nachteil von
"
Simulated Annealing\ ist die im Vergleich zu Springembeddern
hohe Laufzeit ([BHR95], [Roh95]).
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Kehren wir nun zu den Springembeddern zur

uck. Im folgenden Abschnitt pr

asen-
tieren wir einen

Uberblick

uber die wichtigsten Varianten.
6.1.3.

Uberblick

uber verschiedene Springembedder-Varianten
Springembedder geh

oren den direkten Zeichenverfahren an, die allgemeine Gra-
phen direkt verarbeiten k

onnen. Wie in Abschnitt 6.1.2 schon erl

autert wurde,
stammt die Idee zur Anwendung von Kr

afteverfahren im
"
Graph Drawing\ von
Eades ([Ead84]). Die bekanntesten Varianten sind der Springembedder von Kama-
da und Kawai ([KK89]), von Fruchterman und Reingold ([FR91]) und GEM von
Frick et al. ([FLM95]). Eine neuere Springembeddervariante ist USE von Forster
([For99]), auf der auch unser isomorphieerhaltende Springembedder basieren wird
(vgl Abschnitt 6.3). In diesem Abschnitt wollen wir einen kurzen

Uberblick

uber alle
vier Verfahren geben, wobei haupts

achlich die Unterschiede hervorgehoben werden
sollen. Eine ausf

uhrlichere Beschreibung der Verfahren ist in [For99] und [Bac95] zu
nden.
6.1.3.1. Kamada-Kawai
Der Springembedder von Kamada und Kawai ([KK89]) ist der einzige Springembed-
der, der einen mathematischen Hintergrund besitzt, so da man die Konvergenz der
Layoutberechnung bez

uglich eines lokalen Energieminimums zeigen kann. Es exi-
stiert eine Energiefunktion E, die die Energie der Zeichnung darstellt. Eine Zeich-
nung des Graphen verbessert sich also, wenn die Energiefunktion E sinkt. Nur in
diesem Falle wird eine Verschiebung der Knoten akzeptiert.
Die Minimierung der Energiefunktion E erfolgt mit Hilfe des Newton-Rapson-Ver-
fahrens ([Sto94]), was jedoch den Nachteil birgt, da eine Minimierung nicht simul-
tan in allen Eingabevariablen m

oglich ist, wodurch die Berechnung oft in einem
lokalen Minimum und nicht im globalen endet. Kamada und Kawai vermeiden dies
durch einen zus

atzlichen Schritt nach jeder lokalen Optimierung, bei dem

uberpr

uft
wird, ob sich E durch den Austausch der Koordinaten eines beliebigen Knotenpaares
verringern l

at.
6.1.3.2. Fruchterman-Reingold
Im Gegensatz zum Springembedder von Kamada-Kawai besitzt das Verfahren von
Fruchterman und Reingold keinen mathematischen Hintergrund, d. h. die Gesamt-
energie der Zeichnung wird w

ahrend der Layoutberechnung

ubergangen. Anstatt
dessen existieren je eine Funktion f

ur abstoende und anziehende Kr

afte auf ein-
zelne Knoten. Die Gesamtkraft, die auf einen Knoten wirkt, ist die Summe der
anziehenden Kr

afte zu allen adjazenten Knoten und der abstoenden Kr

afte zu al-
len Knoten des Graphen.
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In jeder Iteration des Springembedders von Fruchterman und Reingold werden die
Knoten des Graphen simultan um den berechneten Kraftvektor aus anziehenden und
abstoenden Kr

aften verschoben.
Die Beweglichkeit der Knoten wird durch eine globale Temperatur begrenzt, die im
Laufe des Verfahrens sinkt. Je kleiner die Temperatur, desto weniger k

onnen die
Knoten verschoben werden.
6.1.3.3. GEM
GEM von Frick et al. ([FLM95]) basiert in den Grundz

ugen auf dem Springembedder
von Fruchterman und Reingold, d. h. auch hier existieren abstoende und anziehende
Kr

afte zwischen je zwei Knoten, und die Beweglichkeit der Knoten wird durch eine
Temperatur geregelt.
Die Schnelligkeit des Verfahrens und die qualitativ hochwertigen Zeichnungen sind
allerdings das Ergebnis von einigen

Anderungen gegen

uber dem Springembedder
von Fruchterman und Reingold ([FLM95] und [Roh95]). Anstelle der globalen Tem-
peratur besitzt bei GEM jeder Knoten eine eigene Temperatur, die abh

angig von
der letzten Bewegung des Knotens, also nicht durch eine statische Funktion, ge

an-
dert wird. Dabei darf eine Temperatur sowohl erniedrigt, als auch erh

oht werden.
Zus

atzlich dazu erh

alt jeder Knoten noch einen zuf

allig ermittelten kleinen Bewe-
gungsimpuls.
Auerdem werden nicht alle Knoten gleichzeitig verschoben, sondern immer einer
nach dem anderen, wobei der zu verschiebende Knoten zuf

allig ausgew

ahlt wird. Es
wird jedoch sichergestellt, da jeder Knoten innerhalb einer Iteration genau einmal
verschoben wird.
6.1.3.4. USE
Der von Forster entwickelte Springembedder USE ([For99]) basiert in den Grundz

u-
gen auf GEM ([FLM95]), der gerade eben erl

autert wurde. Abbildung 6.1 enth

alt
einen

Uberblick

uber die Hauptphase des USE-Springembedders.
while (Abbruchkriterium nicht erf

ullt)f
forall nodes random (v;G)f
f = Kraft(v);
Kraftanwendung(v; f);
g
g
Abbildung 6.1.: Hauptphase des USE-Springembedders
Es gibt drei verschiedene Abbruchkriterien f

ur die

auere Schleife des Springembed-
ders:
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 Anzahl der Knoteniterationen

ubersteigt eine vorgegebene Schranke.
 Die Gesamttemperatur f

allt unter eine gegebene Schranke.
 Die Laufzeit

uberschreitet eine gewisse Schranke.
In jeder Iteration
2
werden alle Knoten in zuf

alliger Reihenfolge durchlaufen. F

ur
jeden Knoten wird die Kraft berechnet, die auf ihn wirkt, anschlieend wird sie auf
den Knoten angewandt. Dazu geh

ort nicht nur die Bewegung des Knotens, sondern
auch die Anpassung der Temperatur.
In Erweiterung zu GEM wurden in USE noch einige zus

atzliche Features eingebaut.
Das wichtigste neue Merkmal ist die Beachtung von Knotengr

oen
3
. Auerdem ist
das Zeichnen von Teilen des Graphen anstelle des kompletten Graphen m

oglich.
Des weiteren besitzt der Algorithmus noch die M

oglichkeiten zur Animation und
zur Angabe von Constraints. Einen kompletten

Uberblick

uber die Eigenschaften
und Parameter des USE-Springembedders enth

alt [For99].
6.2. Prinzipielle Vorgehensweisen beim Zeichnen
isomorpher Subgraphen
Wir werden nun die Informationen, die bei der Berechnung der isomorphen Sub-
graphen gewonnen wurden, f

ur einen Zeichenalgorithmen verwenden. Damit die
isomorphen Teile auch als solche erkannt werden k

onnen, m

ussen sie identisch ge-
zeichnet werden. Dies mu also das Hauptziel eines neuen Zeichenverfahrens sein.
Zus

atzlich sollen nat

urlich alle anderen

Asthetikkriterien wie die Fl

ache, die Anzahl
der Kreuzungen etc., so gut wie m

oglich erf

ullt werden.
Wir haben uns mit zwei Grundprinzipien f

ur Zeichenalgorithmen besch

aftigt, die
wir lokale bzw. globale Variante genannt haben. Beide Verfahren werden in den
folgenden Abschnitten (6.2.1 und 6.2.2) erl

autert. Wichtig ist, da es uns in diesen
Abschnitten lediglich um die prinzipiellen Verarbeitungsm

oglichkeiten geht, nicht
aber um die direkte Umsetzung in einen Algorithmus. Darauf werden wir in Kapitel
6.3 n

aher eingehen. Der Hauptunterschied zwischen der lokalen und der globalen
Variante besteht darin, da im lokalen Fall die isomorphen Subgraphen getrennt
vom Restgraphen bearbeitet werden im Gegensatz zum globalen Prinzip, bei dem
alle Knoten und Kanten des Graphen gleichberechtigt behandelt werden.
2
Eine Iteration ist ein kompletter Durchlauf der
"
forall nodes random\-Schleife.
3
Dadurch steigt allerdings die Laufzeit des Verfahrens, da zur Berechnung der Abst

ande f

ur die
Kr

afteberechnung die Quadratwurzel ben

otigt wird.
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6.2.1. Lokales Prinzip beim Zeichnen isomorpher Subgraphen
Beim lokalen Prinzip werden die isomorphen Subgraphen getrennt von den Knoten
und Kanten im Restgraphen behandelt. Dazu schneidet man zun

achst einen der
beiden Subgraphen aus dem Gesamtgraphen aus (Abbildung 6.2(a)) und zeichnet
ihn mit einem beliebigen Algorithmus
"
sch

on\ (Abbildung 6.2(b)). Insbesondere
kann man hier einen Spezialalgorithmus f

ur kleinere Graphklassen anwenden, d. h.
falls der Subgraph planar ist, ein Zeichenverfahren f

ur planare Graphen, oder bei
anderen Graphenklassen wie DAG's oder B

aume, die entsprechenden Algorithmen.
Da Zeichenverfahren f

ur diese eingeschr

ankten Graphklassen in der Regel sehr an-
sprechende Zeichnungen liefern, erf

ullen die Zeichnungen der Subgraphen die gefor-
derten

Asthetikkriterien meist sehr gut. Falls der Subgraph keiner eingeschr

ankten
Graphklasse angeh

ort, k

onnen wir einen der in Abschnitt 6.1 vorgestellten Zeichenal-
gorithmen verwenden.
Da die isomorphen Subgraphen identisch gezeichnet werden sollen, legen wir nun
eine Kopie des ersten Subgraphen an (vgl. Abbildung 6.2(c)).
Anschlieend m

ussen wir noch den Restgraphen zeichnen. Dazu ersetzen wir die
beiden isomorphen Subgraphen durch einen Superknoten und erzeugen neue Kanten
von den Superknoten zu Restknoten, die adjazent zum jeweiligen Subgraphen waren.
Auf den so erzeugten Graphen k

onnen wir nun einen ad

aquaten Zeichenalgorithmus
anwenden (Abbildung 6.2(d)).
Abschlieend werden die Superknoten wieder gel

oscht und die Subgraphen inklusive
ihrer Kanten zu den Restknoten eingef

ugt (Abbildung 6.2(e)).
Die lokale Strategie besitzt einige Vor- und Nachteile. Zun

achst einmal m

ussen
die erkannten Subgraphen isomorph sein, d. h. die im Ausblick (vgl Abschnitt 8)
angedachte Erweiterung auf

ahnliche Subgraphen ist nicht m

oglich, da wir eine
exakte Kopie eines Subgraphen erzeugen m

ussen.
Da der Restgraph beim Zeichnen der Subgraphen nicht beachtet wird, erh

alt man
im allgemeinen sch

onere Zeichnungen f

ur die Subgraphen mit dem Nachteil, da es
zu Knoten- und Kantenschnitten kommen kann, sobald man die Subgraphen wieder
in den gezeichneten Restgraphen einf

ugt.
In Abbildung 6.3 w

urde es durch die fett markierte Kante im Originalgraphen zu
einem Knoten-Kanten-Schnitt kommen. Zudem erh

alt man eine Zeichnung, bei der
Kanten fast parallel verlaufen.
Einige dieser Schnitte lassen sich durch die Beachtung der Koordinaten der Sub-
graphknoten beim Zeichnen des Restgraphen vermeiden, bei weitem aber nicht alle,
da die Positionen der Knoten in den Subgraphen nicht mehr ge

andert werden d

urfen.
Da unserer Meinung nach die Nachteile des lokalen Prinzips

uberwiegen bzw. diese
Strategie nur f

ur Spezialanwendungen interessant sein d

urfte, haben wir uns dazu
entschlossen, lediglich das im folgenden Abschnitt beschriebene globale Zeichenver-
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(a) Ausschneiden eines Subgraphen
(b) Zeichnen des Subgraphen (c) Kopie des Subgraphen erzeu-
gen
(d) Verstecken der Subgraphen in Super-
knoten und Zeichnung des Restgra-
phen
(e) Wiedereinf

ugen der Subgraphen
Abbildung 6.2.: Lokale Strategie beim Zeichnen von isomorphen Subgraphen
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Abbildung 6.3.: Nachteile der lokalen Strategie
fahren zu implementieren.
6.2.2. Globales Prinzip beim Zeichnen isomorpher Subgraphen
Das globale Prinzip beim Zeichnen isomorpher Subgraphen behandelt s

amtliche
Knoten und Kanten des gegebenen Graphen gleichberechtigt. Selbstverst

andlich
mu auch dieses Zeichenverfahren unser Hauptziel erf

ullen, n

amlich das identische
Zeichnen der isomorphen Subgraphen.
Da in der Regel Springembedder zum geradlinigen Zeichnen allgemeiner Graphen
verwendet werden, wollen wir die Idee von kr

aftebasierten Zeichenverfahren in die-
sem Abschnitt erweitern.
Das Grundprinzip aller Springembedder sind anziehende und abstoende Kr

afte,
die auf Knoten des Graphen wirken, so da die L

ange der Kanten m

oglichst gut
einem voreingestellten Wert entspricht, also ein Energieminimum erreicht wird. Der
Knoten wird anschlieend um diese Kraft
4
entlang des Richtungsvektors verschoben.
Um sicherzustellen, da die isomorphen Subgraphen identisch gezeichnet werden,
berechnet man die Kraft auf einen Knoten des Restgraphen wie bisher. Bei einem
Knoten eines Subgraphen wird nicht nur die Kraft auf diesen Knoten, sondern auch
die Kraft auf sein isomorphes Bild im anderen Subgraphen berechnet. Abbildung
6.4 verdeutlicht diesen Zusammenhang. Anschlieend werden beide Knoten um das
Mittel ihrer Kraftvektoren verschoben.
Setzt man nun noch voraus, da die isomorphen Subgraphen im Initiallayout iden-
tisch gezeichnet werden, so wird die Invariante, da beide Subgraphen eine identische
Zeichnung besitzen, nach jedem Schritt des Springembedders erf

ullt.
Diese triviale Erweiterung bei der Kr

afteberechnung reicht jedoch noch nicht aus, da
4
die normalerweise normalisiert wird
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Abbildung 6.4.: Springembedder der globalen Sicht
sich weder der Abstand, noch die Ausrichtung der Subgraphen untereinander

andern
w

urde. Die L

osung f

ur dieses Problem bietet ein neuer Schritt des Algorithmus, der
nach jeder Iteration angewandt wird. Dabei werden die Subgraphen gegeneinander
verschoben.
Die Details des isomorphieerhaltenden Springembedders sind im folgenden Abschnitt
zu nden.
6.3. Isomorphieerhaltender Springembedder
Da wir das globale Prinzip f

ur das bessere Zeichenverfahren halten, haben wir dieses
in einen Algorithmus, den isomorphieerhaltenden Springembedder, umgesetzt, der
im nachfolgenden beschrieben werden soll. Zwingende Anforderung an das Verfah-
ren ist das identische Zeichnen der isomorphen Subgraphen. Da in Graphlet der
USE-Springembedder schon implementiert ist und dieser sehr gute Laufzeit- und
Qualit

atsmerkmale aufweist (vgl. [For99]), haben wir uns entschieden, USE als Ba-
sis f

ur unseren neuen Springembedder zu verwenden. In diesem Abschnitt wollen
wir auf die n

otigen Anpassungen eingehen. Abbildung 6.5 zeigt die Hauptphase des
isomorphieerhaltenden Springembedders, wobei die neuen Schritte farbig gekenn-
zeichnet sind.
Man kann zwei grunds

atzliche

Anderungen erkennen: zum einen die ge

anderte Kr

af-
teberechnung bei Subgraphknoten in der
"
forall nodes random\-Schleife und zum
anderen der zus

atzliche Schritt
"
Verschiebe Subgraphen\ zum Verschieben der kom-
pletten isomorphen Subgraphen nach jeder normalen Iteration (vgl. auch Abschnitt
6.2.2).
Ebenfalls ge

andert hat sich die Initialisierungsphase. Die initiale Zeichnung des Gra-
phen, die jeder Springembedder ben

otigt, darf nicht beliebig sein. Wie wir in Kapitel
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while (Abbruchkriterium nicht erf

ullt)f
forall nodes random (v;G)f
f = Kraft(v);
if (iso[v] 6= ;)f
f
0
= Kraft(iso[v]);
f =
f+f
0
2
;
Kraftanwendung(iso[v]; f);
g
Kraftanwendung(v; f);
g
Verschiebe Subgraphen;
g
Abbildung 6.5.: Hauptphase des isomorphieerhaltenden Springembedders
6.2.2 schon erl

autert haben, m

ussen die Subgraphen bereits im initialen Layout iden-
tisch gezeichnet werden, da sonst die Invariante nicht erf

ullt w

are. Dies realisieren
wir dadurch, da zun

achst alle Knoten auf ein Gitter plaziert werden. Anschlieend
werden die Knoten des zweiten Subgraphen entsprechend ihres Partners im ersten
Subgraphen neu plaziert. Man k

onnte sich hier

uberlegen, ob es nicht sinnvoller
w

are, die Subgraphen in einem Vorverarbeitungsschritt durch einen getrennt lau-
fenden Algorithmus zeichnen zu lassen. Auf diesen Schritt haben wir aber bewut
verzichtet, da der Algorithmus auch so gute Resultate liefert.
Kommen wir nun zu den

Anderungen in der Hauptphase des Verfahrens. Wenn man
innerhalb einer Iteration einen Knoten v betrachtet, der ein isomorphes Gegen

uber
besitzt (d. h. iso[v]6= ;), so wird zus

atzlich zur Kraft f die auf den Knoten v wirkt,
auch noch die Kraft f
0
auf das isomorphe Bild v
0
= iso[v] berechnet. f und f
0
werden
im Anschlu gemittelt. Die neu entstandene Kraft wird nicht nur auf v angewandt,
sondern auch auf v
0
.
Etwas komplizierter ist der Schritt
"
Verschiebe Subgraphen\, bei dem die Subgra-
phen gegeneinander verschoben werden, damit sich der Abstand und die Ausrichtung
der Subgraphen

andern kann. Dieser Schritt erfolgt nach jeder Iteration. Die Kraft,
die die Subgraphen gegeneinander verschiebt, besteht aus zwei Komponenten. Zum
einen berechnet man die Summe f
1
der Einzelkr

afte f
v
i
auf die Knoten v
i
des ersten
Subgraphen und teilt sie durch die Anzahl n an Knoten im ersten Subgraphen. Man
erh

alt also folgende Formel f

ur die Kraftberechnung:
f
1
=
n
P
i=1
f
v
i
n
Analog berechnet man diese Kraft f

ur den zweiten Subgraphen.
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Zum anderen ist die zweite Komponente zum Verschieben der Subgraphen die so-
genannte Zentrumskraft. Daf

ur werden zun

achst die Schwerpunkte c
1
und c
2
der
Subgraphen und deren Ausdehnung r berechnet. Die Ausdehnung ist der Radius
des minimalen Kreises um c
1
(oder c
2
), der den gesamten Subgraphen enth

alt. Wich-
tig ist, da hierbei die Knotengr

oen beachtet werden. Anschlieend berechnet man
den Abstandsvektor d = c
1
  c
2
zwischen c
1
und c
2
. Alle Werte sind beispielhaft in
Abbildung 6.6 eingezeichnet.
c
1
c
2
r
r
d
Abbildung 6.6.: Variablen zur Berechnung der Zentrumskraft
Die Zentrumskraft f
c
ergibt sich nun durch folgende Formel:
f
c
= base force 
r
jdj
2
 k
 d
wobei base force eine in [For99] denierte Basiskraft ist, welche die St

arke der anzie-
henden und abstoenden Kr

afte repr

asentiert, und k ein Normierungsfaktor, der die
Ausdehnung in ein vern

unftiges Ma normalisiert. k kann vom Benutzer als Wert
zwischen 0 und 10 gew

ahlt werden. Der voreingestellte Wert betr

agt 3.
Die Gesamtkraft (vgl. Abbildung 6.7), die nun auf die Subgraphen, d. h. auf jeden
Knoten des jeweiligen Subgraphen wirkt, ergibt sich durch
f
SG1
= f
1
+ f
z
f
SG2
= f
2
  f
z
Der isomorphieerhaltende Springembedder besitzt noch drei weitere Parameter, mit
denen die Zeichnung eines Graphen gesteuert werden kann. Bei Standard-Spring-
embeddern wird immer ein Sollwert f

ur die Kantenl

ange angegeben, wobei man diese
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c
1
c
2
 f
z
+f
z
f
1
f
2
f
SG1
f
SG2
Abbildung 6.7.: Variablen zur Berechnung der Zentrumskraft
L

ange innerhalb des USE-Verfahrens f

ur jede Kante einzeln mit Hilfe des Parame-
ters
"
edge length\ beeinussen kann. Diesen Parameter verwenden wir hier, um
die Wunschl

ange einer Kante e = fv
1
; v
2
g, je nach Lage der Endknoten, variabel
gestalten zu k

onnen:
 Innerhalb, d. h. v
1
und v
2
geh

oren dem gleichen Subgraphen an.
 Zwischen, d. h. v
1
geh

ort einem Subgraphen an, v
2
dem anderen.
 Auerhalb, d. h. mindestens ein Knoten aus fv
1
; v
2
g geh

ort keinem Subgra-
phen an.
Der Benutzer mu f

ur eine Ausgewogenheit zwischen der Zentrumskraft und der
Wunschl

ange f

ur Kanten zwischen den Subgraphen sorgen. W

ahlt er die Wunschl

an-
ge zu klein, so werden die Subgraphen in jeder Iteration zusammengezogen. An-
schlieend (in der Funktion
"
Verschiebe Subgraphen\) wird die Zentrumskraft die
Subgraphen allerdings wieder auseinanderschieben, wodurch es passieren kann, da
keine optimale Zeichnung des Graphen erreicht wird. Diese Gefahr w

urde sich jedoch
durch eine Anpassung der gew

unschten Kantenl

angen nach ein paar Iterationen des
Springembedders verringern lassen, wobei die Ausdehnung der Subgraphen und die
aktuelle Kantenl

ange in eine Neuberechnung der Kantenl

angen einieen. In der
Implementierung haben wir auf einen solchen Schritt jedoch verzichtet.
Eine Analyse und Bewertung unserer Implementierung des isomorphieerhaltenden
Springembedder wird im folgenden Kapitel vorgenommen. Dort sind auch Beispiel-
graphen zu nden.
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7. Analyse und Bewertung der
entwickelten Verfahren
In diesem Kapitel werden wir auf die Implementierung der in Abschnitt 5 vorge-
stellten Heuristik zur Erkennung der isomorphen Subgraphen und der in Abschnitt
6.2.2 erl

auterten Variante eines Springembedders eingehen. Dabei interessieren uns
insbesondere die Laufzeit der Verfahren und nat

urlich die Gr

oe
1
der gefundenen
Subgraphen.
Zun

achst werden wir unsere Testumgebung und die Testsuiten, d. h. die Mengen
der Graphen, mit denen wir gearbeitet haben, vorstellen. Im Anschlu folgt jeweils
ein Abschnitt f

ur die Tests der Erkennung isomorpher Subgraphen und die der
Zeichenroutine.
Aufgrund der Vielzahl von Resultaten werden wir in diesen Kapiteln eine Analyse
und Bewertung der Implementierung nur anhand ausgesuchter, jedoch repr

asentati-
ver Beispiele vornehmen. Eine komplette Liste aller Ergebnisse ist im Anhang A zu
nden.
7.1. Testumgebung
Die Implementierung der hier vorgestellten Verfahren erfolgte im Rahmen des Graph-
let-Projekts ([Gra]). Graphlet ist ein portables, leicht erweiterbares, objektorientier-
tes Toolkit zur Implementierung von Editoren und Zeichenalgorithmen f

ur Graphen.
Sowohl die Heuristik zur Erkennung isomorpher Subgraphen als auch der isomorphie-
erhaltende Springembedder wurden in C++ mit einer Tcl/Tk-basierten Schnittstelle
zu Graphlet realisiert. Durch die Verwirklichung in Graphlet haben wir den Vorteil,
die Ergebnisse der Algorithmen, d. h. die erzeugten Graphen bzw. Subgraphen, so-
fort

ubersichtlich am Bildschirm darstellen zu k

onnen. Wir verwenden hierzu die von
Graphlet bereitgestellten Hilfsmittel, wie beispielsweise das Graphikelement Farbe.
Um eine gr

oere Portabilit

at der f

ur die Heuristik ben

otigten Matching-Algorithmen
gew

ahrleisten zu k

onnen, haben wir die Ungarische Methode und den darauf auf-
bauenden Kuhn-Munkres-Algorithmus so variabel wie m

oglich gehalten und in GTL
1
Anzahl Knoten bzw. Kanten
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([GTL]) implementiert. GTL (Graph Template Library) ist eine auf STL basierende
Bibliothek, welche die f

ur die Arbeit mit Graphen ben

otigten Klassen und grundle-
genden Algorithmen bereitstellt und dar

uber hinaus Bausteine f

ur komplexere Gra-
phalgorithmen enth

alt.
Aufgrund der geringen Gr

oe der bipartiten Graphen haben wir die in den Ab-
schnitten 5.1 bzw. 5.2 beschriebenen Standardvarianten des Matching-Algorithmus
implementiert, die keine komplizierten Datenstrukturen wie PQ-B

aume ben

otigen.
Um eine Vergleichsm

oglichkeit f

ur die Laufzeit und die Subgraphengr

oe der zur
Erkennung isomorpher Subgraphen entwickelten Heuristik zu erhalten, haben
wir auer den zwei oben erw

ahnten Verfahren auch noch eine vollst

andige Suche
nach den gr

oten isomorphen Subgraphen realisiert.
Die Laufzeittests wurden auf einen PC mit 650 MHz AMD Athlon Prozessor und
256 MB Hauptspeicher unter Redhat 6:2 durchgef

uhrt. Ebenso testeten wir auch
auf einer SUN Ultra 1, Modell 140 mit 143 MHz und 224 MB Hauptspeicher unter
Solaris 2:6. Da sich die Ergebnisse allerdings nur unwesentlich
2
von der PC-Variante
unterschieden, werden sie im folgenden nicht weiter betrachtet.
7.2. Testsuite
In vielen Implementationstests werden Heuristiken und Algorithmen an einigen zu-
f

allig generierten Graphen gepr

uft. Im Gegensatz dazu haben wir drei verschiedene
Testsuiten untersucht:
 Zuf

allig erzeugte Graphen,
 von Hand generierte Graphen und
 Graphen einer bekannten Bibliothek.
Die zuf

allig generierten Graphen der ersten Klasse bestehen aus maximal 10 Kno-
ten und maximal 14 Kanten, wobei f

ur jede Kombination von Knoten und Kanten
bis zu 100 Graphen
3
zuf

allig erzeugt wurden. Wir verwenden dazu die von LEDA
4
bereitgestellte Funktion random simple undirected graph, hinter der ein sehr guter
Zufallsgenerator steckt. Die genaue Anzahl der Graphen variiert in Abh

angigkeit
von der gew

ahlten Anzahl an Knoten bzw. Kanten, da alle Graphen zusammenh

an-
gend sein m

ussen und weder Schlingen noch Multikanten besitzen d

urfen. Mit Hilfe
2
d. h. die Kurvenverl

aufe sind nahezu identisch, lediglich die absoluten Zahlen unterscheiden sich
3
Eine

Uberpr

ufung der Graphen auf Isomorphie konnte aufgrund der groen Anzahl an Graphen
nicht durchgef

uhrt werden. Auerdem ist die Wahrscheinlichkeit, da zwei zuf

allig generierte
Graphen gleich sind, sehr gering.
4
LEDA ist eine C++ Klassenbibliothek von Datentypen und Algorithmen, erh

altlich unter http:
//www.mpi-sb.mpg.de/LEDA/.
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dieser Klasse, die insgesamt 2215 Graphen enth

alt, untersuchen wir die Resultate
der Heuristik zur Erkennung isomorpher Subgraphen, da f

ur diese kleinen Graphen
ein Vergleich mit der vollst

andigen Suche stattnden kann.
F

ur gr

oere Graphen ist ein Vergleich mit der vollst

andigen Suche aufgrund der
hohen Laufzeit nicht mehr m

oglich. Deshalb haben wir eine zweite Klasse von Gra-
phen erzeugt, die 243 von Hand generierte Graphen enth

alt. Dazu wurden je drei
Graphen aus der dritten Testsuite, der Graphbibliothek, mit 10, 15; : : :, 50 Knoten
zuf

allig ausgew

ahlt. F

ur jeden dieser Graphen wurde eine isomorphe Kopie erzeugt.
Anschlieend haben wir die so entstandenen Graphen auf neun verschiedene Arten
durch bis zu zwei Knoten und bis zu vier Kanten zuf

allig verunreinigt. Diese Vorge-
hensweise stellt sicher, da die Gr

oe der isomorphen kanteninduzierten Subgraphen
nach unten abgesch

atzt werden kann. Bei knoteninduzierten Subgraphen erhalten
wir allerdings nur einen Vergleichswert zur Beurteilung der Heuristik, weil zus

atzli-
che Kanten auch innerhalb des gegebenen Graphen bzw. der Kopie eingef

ugt werden
d

urfen, wodurch die Isomorphie zwischen dem Graphen und seiner Kopie zerst

ort
werden kann.
Um praktischen Anforderungen gerecht zu werden, haben wir unsere Program-
me auch noch an einer dritten Testsuite untersucht, n

amlich an der
"
r

omischen\
Graphbibliothek ([Bat]), die im Zusammenhang mit dem Zeichnen von Graphen oft
verwendet wird. Diese besteht aus 11582 Graphen zwischen 10 und 100 Knoten.
Diese Graphen wurden aus 112 realen Graphen aus den Bereichen Software Engi-
neering und Datenbanken erzeugt. Aus dieser Bibliothek haben wir alle Graphen
mit 10; 15; : : : ; 60 Knoten ausgew

ahlt, insgesamt 1464 Graphen. Da auch in diesem
Fall die vollst

andige Suche eine zu groe Laufzeit ben

otigt, k

onnen wir f

ur die dritte
Testsuite die Ergebnisse nur in geringem Mae interpretieren, da wir keine Angaben

uber die tats

achliche Gr

oe der Subgraphen besitzen.
Im folgenden gehen wir auf die Ergebnisse des Implementationstests f

ur die Erken-
nung isomorpher Subgraphen aus Abschnitt 5 und den Springembedder aus
Abschnitt 6.2.2 ein. Dabei werden die Verfahren auf alle Graphen einer Testsuite
angewandt. Die Ergebnisse, also die Gr

oe der Subgraphen und die Laufzeit der
Verfahren, werden anschlieend f

ur alle Graphen mit gleicher Knoten- bzw. Kan-
tenanzahl arithmetisch gemittelt. Der sich ergebende Wert wird in den Graken
aufgetragen. Beispielsweise verbergen sich hinter jedem einzelnen Kurvenverlauf
der ersten Testsuite 2215 Algorithmenaufrufe, deren Ergebnisse nach der Anzahl
der Knoten bzw. Kanten im gegebenen Graphen gemittelt werden.
7.3. Erkennung isomorpher Subgraphen
Die Implementierung der Erkennung isomorpher Subgraphen ist mit einigen
Parametern versehen. Abbildung 7.1 zeigt ein Bild des Auswahlfensters des reali-
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sierten Verfahrens. Zun

achst einmal kann man bei der Erkennung der isomorphen
Abbildung 7.1.: Parametereinstellungen bei der Erkennung isomorpher Subgra-
phen
Subgraphen zwischen vollst

andiger Suche und der Heuristik w

ahlen. Auerdem gibt
es einen Parameter f

ur die Art des Subgraphen, d. h. man kann bestimmen, ob als
Ergebnis knoteninduzierte (INS) oder kanteninduzierte Subgraphen (IES) gesucht
werden sollen.
Die Heuristik besitzt weiterhin noch andere Parameter, die grob in zwei Klassen
aufgeteilt werden k

onnen: Auswahl der Startknoten und Einufaktoren auf die
Gewichte des bipartiten Matchings.
Als Startknoten der Heuristik kommen in Frage:
 Das bez

uglich der in Abschnitt 5.3 vorgestellten Bewertungsfunktion, best-
m

ogliche Knotenpaar,
 alle Knotenpaare bzw.
 diejenigen Knotenpaare, die maximal 10 Prozent schlechter als das bestm

ogli-
che Knotenpaar sind.
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Wir bezeichnen diese Varianten des Parameters Startnoten als alle Startknoten, beste
Startknoten, bzw. alle Startknoten (10%).
Zus

atzlich haben wir jeden Einufaktor auf die Gewichte beim Matching - wie bei-
spielsweise den Grad der Knoten oder die Distanz - mit einem Parameter versehen,
mit dem man bestimmen kann, inwieweit der Faktor einen Einu auf das Gewicht
aus

ubt. Jeder Gewichtsfaktor kann zwischen 0 und 100 Prozent zum Gewicht beitra-
gen. Wir bezeichnen die verschiedenen Varianten des Parameters als gemeinsame
Nachbarn, Grad, Graddierenz, Abstand, isomorphe Kanten und neue Nachbarn.
Die einzelnen Einufaktoren, die auf ein Knotenpaar (u; v) wirken k

onnen, wurden
in Abschnitt 5.3 schon deniert, sollen hier aber noch einmal detaillierter dargestellt
werden:
 Grad : Der Knotengrad der beiden Knoten geht positiv in das Gewicht ein.
Grad (u; v) = grad(u) + grad(v)
 Graddierenz : Die Dierenz der Knotengrade geht negativ in das Gewicht ein.
Graddierenz (u; v) = jgrad(u)  grad(v)j
 gemeinsame Nachbarn: Die Anzahl der gemeinsamen Nachbarn geht negativ
in das Gewicht ein.
forall(Nachbarn x von u)f
forall(Nachbarn y von v)f
if(x = y)fgemeinsame Nachbarn++;g
g
g
 neue Nachbarn: Die Anzahl der Nachbarn, die bisher noch nicht betrachtet
wurden, gehen positiv ins das Gewicht ein.
forall(Nachbarn x von u)f
if(x nicht markiert)fneue Nachbarn++;g
g
forall(Nachbarn y von v)f
if(y nicht markiert)fneue Nachbarn++;g
g
 Abstand : Die graphentheoretische Distanz, d. h. die Anzahl der Kanten auf
dem k

urzesten Weg zwischen den beiden Knoten, geht positiv in das Gewicht
ein.
 isomorphe Kanten: Die Anzahl an isomorphieerhaltenden Kanten, die von den
neuen Knoten in die schon berechneten Subgraphen gehen, wirkt positiv auf
das Gewicht.
Eine Normierung der berechneten Werte erfolgt durch den Benutzer.
Im folgenden analysieren wir zun

achst die Gr

oe der Subgraphen, d. h. deren Anzahl
an Knoten bzw. Kanten in Abh

angigkeit von den Gewichtsfaktoren. Anschlieend
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untersuchen wir die Gr

oe der Subgraphen in Abh

angigkeit von den Startknoten,
wobei alle Gewichtsfaktoren zu 100 Prozent zu den Gewichten des Kuhn-Munkres-
Algorithmus beitragen. Abschlieend werfen wir einen Blick auf die Laufzeiten.
Diese drei Bewertungen werden f

ur alle Testsuiten angewandt. Im Anschlu an jede
Analyse der Resultate einer Testsuite folgt eine Zusammenfassung.
7.3.1. Testsuite 1: Zuf

allig erzeugte Graphen
Die erste Testsuite besteht aus 2215 zuf

allig erzeugten Graphen mit maximal 10
Knoten und 14 Kanten. Diese Graphen m

ussen zusammenh

angend sein und d

urfen
keine Schlingen und Multikanten besitzen.
7.3.1.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Gewichtsfaktoren
Zun

achst betrachten wir die Ergebnisse der Heuristik, falls jeweils einer der Ge-
wichtsfaktoren 100-prozentig zum Gewicht des bipartiten Matchings beitr

agt und
alle anderen Faktoren

uberhaupt nicht. Die so gewonnenen Kurven werden mit den
Ergebnissen der vollst

andigen Suche und der Heuristik unter Beachtung aller Ge-
wichte verglichen. Abbildung 7.2 zeigt einen repr

asentativen Kurvenverlauf bei der
Bestimmung der gr

oten isomorphen kanteninduzierten Subgraphen unter Beach-
tung aller Startknoten, Abbildung 7.3 bei allen Startknoten (10%) und Abbildung
7.4 bei Beachtung der besten Startknoten.
Wie man sieht, h

angt die G

ute der Gewichtsfaktoren stark von der gew

ahlten Start-
knotenkonguration ab. Ansonsten sind die Kurvenverl

aufe
5
repr

asentativ, d. h. sie
unterscheiden sich im Prinzip nicht, egal ob man knoteninduzierte oder kantenindu-
zierte Subgraphen sucht, oder ob die Anzahl an Kanten bzw. Knoten an den Achsen
aufgetragen wurde (vgl. Anhang A.1.1.1).
Egal welcher Gewichtsfaktor dominiert, die Kurven sind bei Beachtung aller Start-
knoten fast identisch zur vollst

andigen Suche und somit nahezu optimal. Erst bei
Beachtung aller Startknoten (10%) werden die Unterschiede in der Qualit

at der
Gewichtsfaktoren deutlich. Hier liefern Graddierenz, gemeinsame Nachbarn und
isomorphe Kanten fast optimale Ergebnisse, gefolgt vom Faktor Abstand. Anders
verhalten sich die Gewichtsfaktoren unter Beachtung der besten Startknoten. Dort
liefert der Abstand die besten Ergebnisse, die sogar besser sind als die Ergebnis-
se von allen Gewichten. Schlecht hingegen schneiden gemeinsame Nachbarn und
isomorphe Kanten ab.
Auf den ersten Blick gesehen, ist dieses Ergebnis sehr erstaunlich, da bei den besten
Startknoten genau diejenigen Gewichtsfaktoren gute Ergebnisse liefern, die bei den
5
nicht die absoluten Zahlen!
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Abbildung 7.2.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Knoten
je Subgraph
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Abbildung 7.3.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung 7.4.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
anderen Startknotenkongurationen schlecht sind und umgekehrt. Diese Situation
kann aber leicht begr

undet werden: Isomorphe Kanten haben beispielsweise bei der
Bestimmung des besten Startknotenpaares keinerlei Aussagekraft, da zu Beginn der
Heuristik noch keine Subgraphen existieren, zu denen isomorphieerhaltende Kanten
verlaufen k

onnten. Somit betr

agt der Wert des Gewichtes immer 0. Aufgrund dessen
werden bei den besten Startknoten einfach zwei beliebige Knoten als Startknotenpaar
gew

ahlt, wodurch sich die Ergebnisse verschlechtern, d. h. die Gr

oe der Subgraphen
abnimmt.
Dieselbe Tatsache sorgt im Gegenzug auch f

ur die sehr guten Ergebnisse bei allen
Startknoten (10%). Da jedes Startknotenpaar mit dem Gewicht 0 bewertet wird,
werden auch bei allen Startknoten (10%) alle Startknotenpaare betrachtet. So-
mit sind die Kurvenverl

aufe f

ur isomorphe Kanten bei allen Startknoten und allen
Startknoten (10%) identisch. Analoges gilt auch f

ur die gemeinsamen Nachbarn.
Bei diesem Gewichtsfaktor sind fast alle Werte 0, und somit

ahneln sich auch die
Kurvenverl

aufe. Als Konsequenz steigt nat

urlich auch die Laufzeit der beiden Ge-
wichtsfaktoren, wie Abschnitt 7.3.1.3 zeigen wird.
Des weiteren f

allt bei der Betrachtung der Kurvenverl

aufe auf, da der Faktor
Grad in der Regel wesentlich schlechtere Ergebnisse produziert als die Graddie-
renz. Graddierenz ist ein wesentlich feinerer, d. h. detaillierterer Parameter. Bei
Grad berechnet man nur die Summe der Knotengrade, die jedoch f

ur eine Isomor-
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phie nicht sehr aussagekr

aftig ist. Beispielsweise w

urde eine isomorphe Abbildung
zweier Knoten vom Grad 1 bzw. 13 von der Graddierenz nicht bef

urwortet wer-
den. Die Summe der beiden Knotengrade ist jedoch so hoch, da die Knoten bei
ausschlielicher Beachtung von Grad aufeinander abgebildet werden.
Zuletzt sei noch bemerkt, da die Abbildungen, bei denen auf der x-Achse die Anzahl
an Kanten aufgetragen wurde, ab ca. elf Kanten
"
ausfransen\. Die Ursache daf

ur
sind statistische Ungenauigkeiten aufgrund der geringen Anzahl an zur Verf

ugung
stehenden Graphen
6
.
7.3.1.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Startknoten
In diesem Abschnitt werden wir die Gr

oe der Subgraphen, also die Qualit

at der
Heuristik, unter dem Aspekt der Startknoten beleuchten. Damit ein objektiver
Vergleich der Startknotenkongurationen m

oglich ist, gehen wir davon aus, da
alle Gewichte zu 100% zum Ergebnis beitragen, obwohl die Gr

oe der Subgraphen
dadurch etwas niedriger ausf

allt, wie Abschnitt 7.3.1.1 gezeigt hat.
Abbildung 7.5 zeigt einen repr

asentativen Kurvenverlauf f

ur die Anzahl an Knoten
je Subgraph, wobei auf der x-Achse die Anzahl der Knoten im Originalgraphen auf-
getragen ist. Alle anderen Variationen sind wieder im Anhang zu nden (Abschnitt
A.1.1.2). Man kann erkennen, da die Gr

oe der Subgraphen bei Beachtung aller
Startknoten fast identisch zur Gr

oe der Subgraphen bei der vollst

andigen Suche
und somit sehr gut f

ur eine Heuristik ist.
Etwas schlechter schneiden alle Startknoten (10%) ab, gefolgt von den besten Start-
knoten, die jedoch trotzdem ganz passable Ergebnisse produzieren. Der Grund dieser
Unterschiede liegt auf der Hand: Je mehr Startknotenpaare betrachtet werden, de-
sto gr

oer ist die Chance, ein gut geeignetes Startknotenpaar zu nden. Eine falsche
Wahl bei den Startknoten schl

agt sich direkt in der Gr

oe der Subgraphen nieder,
da von diesen Knoten aus iterativ nach neuen Knotenpaaren gesucht wird.
Betrachten wir nun die Abweichungen von der vollst

andigen Suche. Die besten Start-
knoten sind bei zehn Knoten bzw. Kanten, im Mittel
7
, 21; 9% vom Optimum, der
vollst

andigen Suche entfernt, wobei der Wert f

ur knoteninduzierte Subgraphen mit
24; 0% etwas h

oher liegt als f

ur kanteninduzierte Subgraphen mit 19; 8%. Dies liegt
an der strengeren Isomorphiebedingung der knoteninduzierten Subgraphen. Alle
Startknoten (10%) sind im Durchschnitt 12; 4% schlechter als die vollst

andige Suche,
6
Unsere Graphen d

urfen maximal zehn Knoten besitzen, wobei weder Multikanten noch Schlingen
erlaubt sind. Die Wahrscheinlichkeit f

ur Multikanten und Schlingen steigt jedoch mit zunehmen-
der Kantenzahl und somit ist die Anzahl an m

oglichen Graphen mit mehr als elf Kanten gering.
7
Wir mitteln

uber alle Kurvenverl

aufe von IES bzw. INS bei zehn Knoten bzw. zehn Kanten im
Originalgraphen.
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Abbildung 7.5.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
wobei INS 15; 0% und IES 9; 9% erreicht. Bei allen Startknoten ist die Abweichung
minimal.
Insgesamt scheinen die Abweichungen auf den ersten Blick gesehen sehr hoch zu
sein. Betrachtet man jedoch die absoluten Zahlen, so werden in unserem repr

asen-
tativen Beispiel aus Abbildung 7.5 bei zehn Knoten im Originalgraphen 4; 59 Knoten
durch die vollst

andige Suche, 4; 57 durch alle Startknoten, 4; 11 durch alle Startkno-
ten (10%) und immerhin noch 3; 88 Knoten in jedem Subgraphen durch die besten
Startknoten gefunden, d. h. im Schnitt bleiben zwischen 1 (bei der vollst

andigen
Suche und bei alle Startknoten) und 2; 2 Restknoten

ubrig. Diese absoluten Zahlen
lassen sich, wie Abschnitt 7.3.1.1 zeigt, durch eine geeignete Wahl der Gewichtsfak-
toren noch steigern.
7.3.1.3. Analyse der Laufzeiten
Vergleichen wir zun

achst die Laufzeiten der Heuristik und der vollst

andigen Suche
f

ur die einzelnen Gewichtsfaktoren. Durch eine geschickte Implementation
8
der voll-
st

andigen Suche kann diese f

ur sehr kleine Graphen eine geringere Laufzeit besitzen
8
Bei weniger als drei Knoten werden einfach zwei beliebige Knoten als Subgraphen ausgew

ahlt,
wohingegen bei der Heuristik

uber alle Knotenpaare iteriert wird. Besitzt der Graph mehr als
drei Knoten, so beginnt die Suche nach den Subgraphen bei den gr

otm

oglichen Teilmengen der
Knotenmenge und iterieren wenn n

otig bis zur einelementigen Knotenmenge.
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als unsere Heuristik.
Abbildung 7.6 zeigt die Laufzeiten falls alle Startknoten beachtet werden, Abbildung
7.7 bei allen Startknoten (10%) und Abbildung 7.8 bei den besten Startknoten.
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Abbildung 7.6.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
Die Laufzeiten der Heuristik unter Ber

ucksichtigung der einzelnen Gewichtsfaktoren
sind bei allen Startknoten nahezu identisch. Ebenso verh

alt es sich bei den besten
Startknoten. Nur bei allen Startknoten (10%) kann man Unterschiede in Abh

angig-
keit von den Gewichtsfaktoren erkennen. Isomorphe Kanten ben

otigen mit Abstand
die gr

ote Laufzeit, gefolgt von den gemeinsamen Nachbarn, weil in diesen F

allen
(fast) alle Startknotenpaare ausgew

ahlt werden. Diesen Zusammenhang haben wir
im letzten Abschnitt schon erl

autert.
Am drittl

angsten ben

otigt die Heuristik unter ausschlielicher Beachtung des Para-
meters Graddierenz, gefolgt von allen anderen Gewichtsfaktoren. In Anbetracht der
Tatsache, da Graddierenz die gr

oten Subgraphen liefert (vgl. Abschnitt 7.3.1.1),
ist dieser Gewichtsfaktor zu bevorzugen.
Damit wir die absoluten Werte miteinander vergleichen k

onnen, haben wir s

amtli-
che Startknotenkongurationen unter Beachtung aller Gewichte in Abbildung 7.9
dargestellt.
Wie man sieht, ben

otigt die Heuristik bei allen Startknoten eine Laufzeit von ca.
0; 03 Sekunden f

ur 10 Knoten. Ann

ahernd gleich verhalten sich alle Startknoten
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Abbildung 7.7.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Laufzeit
der Erkennung
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Abbildung 7.8.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
158
7.3. ERKENNUNG ISOMORPHER SUBGRAPHEN
0
2 3 4 5 6 7 8 9 10
0:1
0:02
0:04
0:06
0:08
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
vollst

andige Suche
alle Startknoten
alle Startknoten (10%)
beste Startknoten
Abbildung 7.9.: IES: Anzahl Knoten im Graphen, Laufzeit der Erkennung
(10%) und beste Startknoten mit unter 0; 005 Sekunden. Im Gegensatz dazu ben

o-
tigt die vollst

andige Suche f

ur 10 Knoten schon etwas

uber 16 Sekunden. Insgesamt
kann man sagen, da die Laufzeit der Heuristik, egal unter welcher Kombination,
wesentlich schneller ist als die vollst

andige Suche unter nahezu gleichwertigen Er-
gebnissen.
7.3.1.4. Zusammenfassung
F

ur die erste Testsuite, die zuf

allig erzeugten, kleinen Graphen, hat sich also heraus-
gestellt, da der Gewichtsfaktor Graddierenz die besten Ergebnisse bei angemesse-
ner Laufzeit f

ur alle Startknoten (10%) liefert. Da dies sehr nahe an das Optimum
f

uhrt, ist es im Normalfall nicht n

otig, alle Startknoten zu durchlaufen, wodurch die
Laufzeit erheblich steigen w

urde. Falls die Zeit trotz alledem noch zu lang ist, so
sollte man den Gewichtsfaktor Abstand mit den besten Startknoten ausw

ahlen.
7.3.2. Testsuite 2: Von Hand generierte Graphen
Wie die Laufzeitergebnisse bei der ersten Testsuite schon gezeigt haben, ist eine voll-
st

andige Suche bei gr

oeren Graphen nicht mehr m

oglich. Um dennoch eine Aussage

uber die Qualit

at der Heuristik machen zu k

onnen, wurde eine zweite Testsuite er-
zeugt, die 243 von Hand generierte Graphen enth

alt. Zur Konstruktion wurden
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jeweils drei Graphen mit 10, 15; : : :, 50 aus der dritten Testsuite zuf

allig gew

ahlt.
Anschlieend hat man von jedem Graphen eine isomorphe Kopie erzeugt und durch
bis zu 4 Kanten und bis zu 2 Knoten zuf

allig verunreinigt.
Aufgrund der isomorphen Kopie besitzen wir nun eine Melatte f

ur die Gr

oe der
Subgraphen. Bei kanteninduzierten Subgraphen stellt diese Melatte sogar eine
untere Schranke f

ur die isomorphen Teile dar.
Wir wollen schon an dieser Stelle darauf hinweisen, da die Kurvenverl

aufe aufgrund
der geringen Anzahl an Graphen etwas
"
zackig\ sind. Insbesondere ist die Anzahl
an Kanten in Graphen mit 90 Knoten nicht proportional zu denen in Graphen mit
80 und 100 Knoten.
7.3.2.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Gewichtsfaktoren
Analysieren wir zun

achst wieder die Gr

oe der Subgraphen in Abh

angigkeit von den
Gewichtsfaktoren.
Abbildung 7.10 zeigt die Kurvenverl

aufe bei allen Startknoten, Abbildung 7.11 bei
allen Startknoten (10%) und Abbildung 7.12 bei den besten Startknoten.
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Abbildung 7.10.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Knoten
je Subgraph
Bei allen Startknoten ist die Anzahl der Knoten je Subgraph bis zu 40 Knoten f

ur alle
Gewichtsfaktoren sehr nahe an der Melatte. Bei Graphen mit 50 Knoten und mehr
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Abbildung 7.11.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung 7.12.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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unterscheidet sich dann aber doch die Qualit

at der Gewichtsfaktoren. Sehr schlecht
scheiden die Faktoren Grad, neue Nachbarn und Abstand ab. Im Gegensatz dazu ist
die Gr

oe der Subgraphen bei den Gewichten Graddierenz, isomorphe Kanten und
gemeinsame Nachbarn fast identisch mit der unteren Schranke f

ur die isomorphen
Subgraphen.

Ahnlich sieht das Ergebnis bei allen Startknoten (10%) aus. Die Gewichtsfakto-
ren Graddierenz, isomorphe Kanten und gemeinsame Nachbarn streifen fast die
Melatte. Der einzige Unterschied zu allen Startknoten ist, da die restlichen Ge-
wichtsfaktoren noch weiter vom Optimum entfernt sind. Wie auch schon im letzten
Abschnitt festgestellt wurde, sind die Faktoren isomorphe Kanten und gemeinsa-
me Nachbarn aufgrund ihrer hohen Anzahl an durchlaufenen Startknotenpaaren bei
den besten Gewichtsfaktoren, d. h. der im Prinzip beste Gewichtsfaktor ist auch
bei der zweiten Testsuite der Faktor Graddierenz, wobei es ausreichend ist, alle
Startknoten (10%) zu betrachten.
S

amtliche Gewichtsfaktoren sind bei Beachtung der besten Startknoten nicht emp-
fehlenswert, wie Abbildung 7.12 zeigt. Die Anzahl der Knoten in jedem Subgraphen
ist im Schnitt nur halb so gro wie die Melatte.
7.3.2.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Startknoten
Werfen wir nun wieder einen Blick auf die Gr

oe der Subgraphen in Abh

angigkeit
von der gew

ahlten Startknotenkonguration. Um einen neutralen Vergleich zu ge-
w

ahrleisten, tragen wieder alle Gewichte zu 100 Prozent zum Kurvenverlauf bei.
Abbildung 7.13 zeigt einen repr

asentativen Kurvenverlauf f

ur die Anzahl an Knoten
je Subgraph bei IES.
Man kann erkennen, da alle Startknoten derMelatte am n

achsten kommen, gefolgt
von allen Startknoten (10%) und den besten Startknoten. Je weniger Startknoten-
paare verfolgt werden, desto kleiner werden die isomorphen Subgraphen.
Wir m

ussen jedoch nochmals darauf hinweisen, da bei der Betrachtung der Grad-
dierenz unter allen Startknoten (10%) gr

oere Subgraphen gefunden werden als
bei allen Startknoten mit allen Gewichten. Der absolute Wert f

ur die Gr

oe der
Subgraphen liegt bei allen Startknoten mit 49; 93 Knoten (bei 100 Knoten im gege-
benen Graphen) im Mittel nur 0; 07 Knoten von der unteren Schranke entfernt. In
den meisten F

allen werden somit die isomorphen Subgraphen vollst

andig erkannt.
Mit 0:7 Knoten ist die Entfernung von der Melatte
9
im Durchschnitt bei knoten-
induzierten Subgraphen etwas gr

oer. Dieser Wert ist aufgrund der Tatsache, da
die zus

atzlichen Kanten auch im Originalgraphen und seiner Kopie eingef

ugt werden
9
Bei knoteninduzierten Subgraphen ist die Melatte keine untere Schranke, da die zus

atzlichen
Kanten auch im Originalgraph oder seiner Kopie eingef

ugt werden durften und somit die Iso-
morphie zwischen dem Originalgraphen und seiner Kopie zerst

ort wird.
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Abbildung 7.13.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
durften, noch erstaunlich hoch.
Abbildung 7.14 enth

alt einen Beispielgraphen, bei dem vier Kanten den Originalgra-
phen und seine Kopie verunreinigen. Die von der Heuristik gefundenen Subgraphen
sind farbig gekennzeichnet. Startknoten sind die rot markierten Knoten.
Abbildung 7.15 zeigt denselben Graphen nach der Erkennung der knoteninduzierten
Subgraphen. Man beachte, da hier die isomorphen Subgraphen noch nicht identisch
gezeichnet wurden und man somit auch nicht die isomorphe Abbildung der Knoten
erkennen kann. Trotz eines Vorgris auf die Analyse des isomorphieerhaltenden
Springembedder wollen wir hier f

ur die beiden Graphen auch noch die Ausgaben
der Zeichenroutine vorstellen (Abbildung 7.16 und 7.17), um die Ergebnisse zu ver-
deutlichen.
7.3.2.3. Analyse der Laufzeiten
Kommen wir nun zur Analyse der Laufzeiten bei den von Hand generierten Gra-
phen. Zun

achst wollen wir uns die Laufzeiten der Heuristik in Abh

angigkeit von
den verschiedenen Gewichtsfaktoren ansehen. Abbildung 7.18 zeigt die Laufzeiten,
falls alle Startknoten betrachtet werden, Abbildung 7.19 bei allen Startknoten (10%)
und Abbildung 7.20 bei den besten Startknoten.
Man kann erkennen, da die Laufzeiten bei allen Startknoten im Bereich von zwei
Minuten liegen. Abweichend davon sind nur die Gewichtsfaktoren isomorphe Kanten
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Abbildung 7.14.: Beispielgraph mit 30 Knoten, bei dem der Originalgraph und seine
Kopie f

ur IES gefunden wurden.
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Abbildung 7.15.: Beispielgraph mit 30 Knoten, bei dem der Originalgraph und seine
Kopie f

ur INS gefunden wurden.
Abbildung 7.16.: Isomorphieerhaltende Zeichnung des Beispielgraphen bei IES
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Abbildung 7.17.: Isomorphieerhaltende Zeichnung des Beispielgraphen bei INS
0
20
20
30 40
40
50 60
60
70 80
80
90 100
100
120
140
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung 7.18.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung 7.19.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Laufzeit
der Erkennung
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Abbildung 7.20.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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und Abstand. Die Laufzeit bei 90 Knoten im Graphen entspricht nicht dem Trend.
Die Ursache hierf

ur liegt darin, da die zuf

allig ausgew

ahlten Graphen mit 90 Knoten
nur wenige Kanten
10
besitzen, somit also im Durchschnitt kleiner sind.
Bei den besten Startknoten liegen alle Laufzeiten noch im Sekundenbereich, n

amlich
bei unter 1; 5 Sekunden f

ur 100 Knoten im Graphen, nach unseren Erkenntnissen
allerdings mit indiskutablen Ergebnissen bei der Gr

oe der Subgraphen.
Die Laufzeit der Heuristik bei allen Startknoten (10%) unterscheidet sich je nach
Gewichtsfaktor. Isomorphe Kanten und gemeinsame Nachbarn besitzen eine sehr
hohe Laufzeit, die im Bereich von knapp unter zwei Minuten liegt. Ursache daf

ur
ist in diesen F

allen wieder, da (fast) alle Startknotenpaare betrachtet werden.
Als bemerkenswert stellt sich die Laufzeit des Gewichtsfaktors Graddierenz heraus,
die bei 100 Knoten nur 31; 4 Sekunden betr

agt, obwohl damit die gr

oten Subgra-
phen gefunden werden konnten. Wesentlich weniger Zeit ben

otigen alle anderen
Gewichtsfaktoren, da hier die Anzahl an betrachteten Startknotenpaaren wesentlich
reduziert wird.
7.3.2.4. Zusammenfassung
Auch f

ur die zweite Testsuite ergibt sich, da die Betrachtung aller Startknoten nicht
unbedingt n

otig ist. Es reicht aus, alle Startknoten (10%) unter Ber

ucksichtigung der
Graddierenz zu w

ahlen. Die damit erzielte Gr

oe der Subgraphen liegt sehr nahe
an der Melatte und ist somit f

ur die ben

otigte Laufzeit von ca. 30 Sekunden bei
Graphen mit 100 Knoten fast optimal. Bei den besten Startknoten hat sich gezeigt,
da die Anzahl an Knoten und Kanten in den gefundenen Graphen indiskutabel ist.
Diese Ergebnisse werden auch nicht durch eine Laufzeit von unter 1; 5 Sekunden
gerechtfertigt.
7.3.3. Testsuite 3: Graphbibliothek
Als Testsuite 3 haben wir 1464 Graphen aus der
"
r

omischen\ Graphbibliothek ([Bat])
ausgesucht, n

amlich s

amtliche vorhande Graphen mit 10; 15; : : : ; 55 und 60 Knoten.
Es sei gleich vorweg bemerkt, da in der oben genannten Graphbibliothek nicht viele
Graphen mit 50 Knoten enthalten sind. Aufgrund dessen sind manche Kurvenver-
l

aufe in diesem Bereich etwas uneben (vgl. Anhang A.3). Abbildung 7.21 enth

alt
einen

Uberblick

uber die Anzahl an Graphen in der Bibliothek und deren mittlere
Anzahl an Kanten in Abh

angigkeit von der Anzahl an Knoten.
Wie auch schon in den vorangegangenen Laufzeittests werden wir zun

achst untersu-
chen, welcher Gewichtsfaktor die besten Ergebnisse liefert (vgl. Abschnitt 7.3.3.1).
Anschlieend betrachten wir in Abschnitt 7.3.3.2 die Gr

oe der Subgraphen in Ab-
10
Graphen mit 80 Knoten besitzen im Schnitt 105 Kanten, mit 90 im Mittel 102 Kanten und bei
100 Knoten existieren 134 Kanten.
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Anzahl Knoten Anzahl Kanten Anzahl Graphen
(im Mittel)
10 10; 8 79
15 18; 1 179
20 24; 0 93
25 29; 6 86
30 36; 7 62
35 43; 2 196
40 52; 2 281
45 59; 5 171
50 65; 4 59
55 73; 1 127
60 79; 5 131
Abbildung 7.21.: Mittlere Anzahl an Kanten und Anzahl an Graphen in der Biblio-
thek in Abh

angigkeit von der Anzahl an Knoten
h

angigkeit von der gew

ahlten Startknotenkonguration. Abschlieend werden die
Laufzeitergebnisse pr

asentiert (Abschnitt 7.3.3.3). Alle Analysen erfolgen wie im-
mer anhand von ausgesuchten repr

asentativen Beispielen. Die gesamten Ergebnisse
der dritten Testsuite sind im Anhang A.3 zu nden.
7.3.3.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Gewichtsfaktoren
In diesem Abschnitt betrachten wir die Gr

oe der gewonnenen Subgraphen, falls je-
weils einer der Gewichtsfaktoren 100-prozentig zum Ergebnis beitr

agt, alle anderen

uberhaupt nicht. Abbildung 7.22 zeigt einen repr

asentativen Kurvenverlauf, wenn
alle Startknotenkongurationen betrachtet werden, die maximal 10% von der besten
Startknotenkonguration entfernt sind. Zu erkennen ist hierbei, da Graphdierenz
das beste Ergebnis liefert, n

amlich 26; 7 Knoten je Subgraph im Mittel

uber alle Gra-
phen mit 60 Knoten. Man beachte, da somit im Durchschnitt lediglich 6; 6 Knoten
f

ur den Restgraphen

ubrigbleiben, d. h. die isomorphen Subgraphen von praxisnahe
Graphen aus einer Graphbibliothek beinhalten fast alle Knoten des Graphen. Die
n

achstbesten Gewichtsfaktoren sind isomorphe Kanten und gemeinsame Nachbarn,
die sogar g

unstiger sind als alle Gewichte. Wie schon bei den anderen Testsuiten er-
w

ahnt, sind die letzten zwei Ergebnisse allerdings
"
Mogelpackungen\, da im Prinzip
alle Startknotenkongurationen bearbeitet werden, weil diese Parameter zu Beginn
der Heuristik in den meisten F

allen den Wert 0 liefern. Dies schl

agt sich nat

urlich
auch in der Laufzeit nieder, wie Abschnitt 7.3.3.3 zeigen wird. Am schlechtesten
schneidet der Gewichtsfaktor Grad ab.
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Abbildung 7.22.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph

Ahnliche Kurvenverl

aufe ergeben sich auch bei der Erkennung von knoteninduzier-
ten Subgraphen. Bei INS sind lediglich die absoluten Werte etwas geringer als bei
IES, beispielsweise besitzt jeder Subgraph im Mittel 22; 2 Knoten bei 60 Knoten
im gegebenen Graphen, d. h. es verbleiben nur 16 Knoten im Restgraphen. Die
Ursache f

ur die kleineren isomorphen Subgraphen bei INS liegt in der strengeren
Isomorphiebedingung von knoteninduzierten Subgraphen und den damit verbunde-
nen geringeren Auswahlm

oglichkeiten f

ur Knotenabbildungen. Dieser Wert ist f

ur
die Testsuite der Graphbibliothek auf den ersten Blick sehr erstaunlich ist, weil
er zeigt, da auch praxisnahe Graphen isomorphe Subgraphen mit vielen Knoten
besitzen. Dies relativiert sich jedoch, sobald man die Anzahl an Kanten in den
Subgraphen betrachtet. Dabei stellt sich n

amlich heraus, da fast alle isomorphen
Subgraphen B

aume, allerdings von beliebigem Grad sind. Diese Erkenntnis zeigt
allerdings kein Manko der Heuristik auf, wie man zun

achst vermuten k

onnte, da
in der zweiten Testsuite beliebige groe isomorphe Subgraphen gefunden wurden.
Die Ursache mu also einzig und allein in der Beschaenheit praxisnaher Graphen
liegen. Es ist trotzdem erstaunlich, da die Graphen dieser Testsuite solch groe
isomorphe Subb

aume besitzen. Dies hat auch zun

achst zu Zweifeln an der Graphbi-
bliothek gef

uhrt. Deshalb haben wir die erste Testsuite erweitert, so da zus

atzlich
872 Graphen mit bis zu 60 Knoten zuf

allig erzeugt wurden. Wie Abbildung 7.23
jedoch zeigt, benden sich auch bei den zuf

allig erzeugten Graphen mit 60 Knoten
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um die 22 Knoten in jedem Subgraphen.
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Abbildung 7.23.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
Da sich die Ergebnisse ansonsten auch nicht von den Resultaten der dritten Test-
suite unterscheiden, verzichten wir an dieser Stelle auf eine genaue Analyse und
Bewertung. Die kompletten Resultate der zuf

allig generierten groen Graphen sind
in Anhang A.1.2 zu nden.
Die Qualit

at der Gewichtsfaktoren bei Beachtung der besten Startknoten unterschei-
det sich etwas von allen Startknoten und allen Startknoten (10%), wie Abbildung
7.24 aufzeigt. Am besten ist wieder die Graddierenz, diesmal gefolgt von allen
Gewichten. Der Faktor Grad, der bei allen Startknoten (10%) am schlechtesten ab-
schneidet, liegt hier im Mittelbereich, wo hingegen Abstand vor allem bei groen
Graphen das schlechteste Ergebnis liefert.
Alle hier nicht explizit vorgestellten Kurvenverl

aufe sind in Anhang A.3.1 zu nden.
7.3.3.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Startknoten
Vergleichen wir nun die Gr

oe der Subgraphen in Abh

angigkeit von den gew

ahlten
Startknotenpaaren. Abbildung 7.25 ist die Darstellung eines repr

asentativen Kur-
venverlaufes bei der Bestimmung von kanteninduzierten Subgraphen IES. Zu bemer-
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Abbildung 7.24.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung 7.25.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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ken ist hierbei, da aus Objektivit

atsgr

unden, bei s

amtlichen Kurvenverl

aufen alle
Gewichte 100-prozentig zum Ergebnis beitragen, obwohl andere Gewichtsfaktoren
gr

oere Subgraphen liefern w

urden, wie Abschnitt 7.3.3.1 darlegt.
Man kann erkennen, da die Anzahl an Knoten je Subgraph bei allen Startknoten
gr

oer ist als bei allen Startknoten (10%), gefolgt von den besten Startknoten. Die
Dierenz steigt sogar noch mit zunehmender Gr

oe des gegebenen Graphen an. Dies
liegt daran, da eine ung

unstige Wahl des Startknotenpaares sich direkt in der Gr

oe
der Subgraphen niederschl

agt. Betrachtet man also nur ein Startknotenpaar wie bei
beste Startknoten, so ist die Wahrscheinlichkeit, da diese Wahl falsch war, h

oher
als bei alle Startknoten (10%) bzw. bei alle Startknoten. Trotzdem ist die Anzahl
der Knoten je Subgraph bei Graphen mit 60 Knoten unter Beachtung der besten
Startknoten lediglich um 6; 8 Knoten geringer als bei allen Startknoten (10%).
Alle

ubrigen Kurvenverl

aufe sind in Abschnitt A.3.2 zu nden. Hier sei nur noch
bemerkt, da die Gr

oe der knoteninduzierten Subgraphen INS aufgrund der st

ar-
keren Isomorphiebedingung geringer ist als die der kanteninduzierten Subgraphen
IES.
7.3.3.3. Analyse der Laufzeiten
Auf den folgenden Seiten werden wir repr

asentative Kurvenverl

aufe der Laufzeit
unserer Heuristik zur Erkennung isomorpher Subgraphen analysieren. Abbildung
7.26 zeigt die Laufzeit bei allen Startknoten, Abbildung 7.27 bei allen Startknoten
(10%) und Abbildung 7.28 bei den besten Startknoten.
Festgestellt werden kann, da die Heuristik unter ausschlielicher Beachtung des
besten Startknotenpaares eine wesentlich k

urzere Laufzeit besitzt als die anderen
Startknotenkongurationen. Zu erkennen ist aber, da die Laufzeit auch in diesem
Fall maximal quadratisch in der Anzahl an Knoten ansteigt. Dies liegt daran, da zur
Bestimmung der besten Startknoten alle Knotenpaare untersucht werden m

ussen,
was theoretisch zu einer Laufzeit von O(n
2
) f

uhrt, wobei n die Anzahl der Knoten
im Originalgraphen ist. Die anschlieende Berechnung der isomorphen Subgraphen
h

alt sich auch f

ur groe Graphen im Millisekundenbereich. Die praktischen Tests
haben somit gezeigt, da der theoretisch berechnete Wert f

ur die Laufzeit von O(n
5
)
aufgrund des bipartiten Matchings um Klassen unterschritten wird.
Die Kurvenverl

aufe in den Abbildungen 7.26 und 7.27 weisen ebenfalls einen quadra-
tischen Verlauf auf, wobei die absoluten Werte bei 60 Knoten im gegebenen Graphen
bis zu 45-mal h

oher liegen als bei den besten Startknoten, da man die Berechnung
der isomorphen Subgraphen f

ur wesentlich mehr, im schlimmsten Fall quadratisch
viele Startknotenpaare durchf

uhren mu. Dies schl

agt insbesondere bei den Ge-
wichtsfaktoren isomorphe Kanten und gemeinsame Nachbarn zu Buche, da hier bei
alle Startknoten (10%) fast alle Startknotenpaare durchlaufen werden. Insgesamt
gesehen sind Laufzeiten von unter 20 Sekunden bei 60 Knoten im Originalgraphen
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Abbildung 7.26.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung 7.27.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Laufzeit
der Erkennung
174
7.3. ERKENNUNG ISOMORPHER SUBGRAPHEN
0
10 20 30 40 50 6025 35 45 5515
0:5
0:1
0:2
0:25
0:3
0:35
0:4
0:45
0:15
0:05
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung 7.28.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
somit also ein sehr gutes und schnelles Ergebnis.
Erw

ahnenswert ist auch der Gewichtsfaktor Graddierenz, der wie in Abschnitt
7.3.3.1 und 7.3.3.2 gezeigt, die gr

oten Subgraphen erkennt und auch bei allen Start-
knoten (10%) Ergebnisse liefert, die nahezu am Optimum sind. Mit einer mittleren
Laufzeit von etwas

uber f

unf Sekunden bei 60 Knoten ist dieser Gewichtsfaktor
sehr schnell und schneidet damit im Gr

oe-Laufzeit-Verh

altnis am besten ab. Alle
anderen Gewichtsfaktoren besitzen eine Laufzeit von unter einer Sekunde (bei 60
Knoten), wobei allerdings die Gr

oe der Subgraphen etwas geringer ausf

allt.
Die Laufzeitergebnisse der Heuristik zur Erkennung von knoteninduzierten Subgra-
phen INS ist im Anhang zu nden (Abschnitt A.3.3). Sowohl die Kurvenverl

aufe, als
auch die absoluten Werte unterscheiden sich nur geringf

ugig: INS ist etwas schneller
als IES. Die Ursache daf

ur ist, da bei INS aufgrund der strengeren Isomorphie-
bedingung weniger Knotenpaare im Verlauf des Verfahrens durch die Isomorphie
aufeinander abgebildet werden k

onnen und somit ist die Anzahl der Elemente in der
Randmenge P , von der aus weitergesucht werden mu, kleiner als bei IES.
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7.3.4. Zusammenfassung
Bei der dritten Testsuite, der Graphbibliothek hat sich herausgestellt, da die Sub-
graphen am gr

oten bei der alleinigen Betrachtung des Gewichtsfaktors Graddie-
renz sind. Damit reicht es sogar aus, nur alle Startknoten (10%) zu untersuchen,
wodurch die Laufzeit im Gegensatz zu alle Startknoten erheblich gesenkt werden
kann. Eine zus

atzliche Verringerung der Laufzeit erreicht man mit den Parametern
alle Gewichte und alle Startknoten (10%), wobei die Gr

oe der Subgraphen etwas
kleiner ausf

allt.
Bemerkenswert ist hier, da selbst praktische Graphen einer Graphbibliothek einen
hohen Grad an Isomorphie besitzen, die zum Zeichnen ausgenutzt werden sollte,
wobei die isomorphen Subgraphen in den meisten F

allen B

aume sind. Der groe
Isomorphieanteil liegt nicht an der Graphbibliothek, wie praktische Tests mit groen
zuf

allig generierten Graphen ergeben haben (vgl. Anhang A.1.2). Er verst

arkt
die Motivation f

ur den isomorphieerhaltenden Springembedder, der im folgenden
Abschnitt analysiert wird.
7.4. Isomorphieerhaltender Springembedder
Nachfolgend wollen wir den isomorphieerhaltenden Springembedder analysieren und
bewerten.
Das Hauptziel des isomorphieerhaltenden Springembedders war das identische Zeich-
nen der isomorphen Subgraphen. Dies ist leider auch der Grund daf

ur, da der neu
entwickelte Springembedder theoretisch immer schlechtere Ergebnisse in bezug auf
Laufzeit und Qualit

at der Ausgabe im Sinne der

ublichen

Asthetikkriterien als
"
nor-
male\ Springembedder produziert. Die theoretisch schlechten Ergebnisse sorgen al-
lerdings in der Praxis nicht unbedingt f

ur eine

asthetisch schlechte, un

ubersichtliche
Zeichnung. Wir werden deshalb in diesem Abschnitt einige Zeichnungen pr

asentie-
ren, so da sich der Leser selbst ein Bild von der Qualit

at der Zeichnungen machen
kann. Zun

achst wollen wir jedoch die theoretischen Aspekte beleuchten.
Betrachten wir zun

achst die Laufzeit des Verfahrens. Abbildung 7.29 enth

alt einen

Uberblick

uber die Laufzeiten des isomorphieerhaltenden Springembedders bei kno-
ten- bzw. kanteninduzierten Subgraphen im Vergleich zum USE-Layout f

ur die
Graphen der dritten Testsuite, der Graphbibliothek. Man kann erkennen, da der
isomorphieerhaltende Springembedder f

ur kanteninduzierte Subgraphen IES
11
die
l

angste Zeit ben

otigt, gefolgt von INS und USE. Die l

angere Laufzeit des isomor-
phieerhaltenden Springembedders besitzt zwei Ursachen. Zum einen wurde nach
jeder Iteration eine Phase eingef

ugt, bei der die Subgraphen gegeneinander ver-
schoben wurden. Dies macht den Hauptteil der Erh

ohung aus. Zum anderen wird
11
Der nichtrepr

asentative Kurvenausschlag von IES bei Graphen mit 50 Knoten ist wieder in der
geringen Anzahl an Graphen mit dieser Anzahl an Knoten in der Graphbibliothek begr

undet.
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Abbildung 7.29.: Laufzeitvergleich des isomorphieerhaltenden Springembedders mit
USE
innerhalb einer Iteration bei jedem Subgraphknoten auch sein isomorphes Gegen-

uber verschoben. Da isomorphe kanteninduzierte Subgraphen im Mittel gr

oer sind
als knoteninduzierte Subgraphen, steigert sich hier die Laufzeit f

ur IES nochmals.
Trotz alledem ist das Verfahren mit 2 bis 2; 5 Sekunden bei 60 Knoten im Graphen
schnell genug, um in praktischen Anwendungen eingesetzt zu werden.
Entscheidend ist also die Qualit

at der ausgegebenen Zeichnung im Sinne von

As-
thetikkriterien. Leider kann der isomorphieerhaltende Springembedder auch hier
nicht mit den
"
normalen\ Springembeddern mithalten, zumindest was die sehr be-
liebten

Asthetikkriterien Fl

ache, Kantenl

ange und Schnitte angeht. Betrachten wir
zun

achst einmal die Fl

ache. Da die isomorphen Subgraphen nicht

ubereinander ge-
zeichnet werden sollen, sondern mit etwas Abstand nebeneinander, steigt die von der
Zeichnung ben

otigte Fl

ache. Aus diesem Grund mu auch die Kantenl

ange gr

oer
werden, da Kanten zwischen den Subgraphen automatisch eine gr

oere L

ange auf-
weisen. Da wir fordern, da die isomorphen Subgraphen v

ollig identisch gezeichnet
werden m

ussen, kann es auch vermehrt zu Kanten-Kanten- bzw. Knoten-Kanten-
Schnitten kommen, wie beispielsweise bei dem 4 4-Gitter in Abbildung 7.30.
Wenn man also als objektive Mast

abe f

ur die Qualit

at des isomorphieerhaltenden
Springembedders die

ublichen

Asthetikkriterien ansetzt, dann ist das neue Verfahren
allen bekannten Springembeddern unterlegen. Trotzdem sch

atzen wir den Nutzen
der Erkennung isomorpher Subgraphen und damit des isomorphieerhaltenden Sprin-
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Abbildung 7.30.: 4 4-Gitter
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gembedders sehr hoch ein. Dabei spielt die subjektive Empndung des Betrachters
eine groe Rolle und weniger die M

oglichkeit, die G

ute der Zeichnung zu formali-
sieren und zu beweisen. Aufgrund dessen werden wir im folgenden einige Beispiele
zeigen, mit deren Hilfe der Leser den Nutzen der isomorphen Darstellung selber
beurteilen kann. Im Anhang B sind die Parametereinstellungen des isomorphie-
erhaltenden Springembedders f

ur alle Graphen aus diesem Abschnitt tabellarisch
aufgelistet.
Zun

achst betrachten wir einige von Hand generierte Graphen, das 4  4-Gitter in
Abbildung 7.30, einen Kreis mit 20 Knoten in Abbildung 7.31 und den vollst

andigen
Graphen mit 10 Knoten in Abbildung 7.32.
Abbildung 7.31.: Kreis mit 20 Knoten
Abbildung 7.32.: Vollst

andiger Graph mit 10 Knoten
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Alle drei Zeichnungen sind nach unserem Daf

urhalten

asthetisch ansprechend. Al-
lerdings k

onnten noch einige Kanten-Kanten-Schnitte vermieden werden, falls man
die isomorphen Subgraphen nicht nur identisch, sondern auch spiegelsymmetrisch
zeichnen d

urfte. Beim vollst

andigen Graphen aus Abbildung 7.32 sind die isomor-
phen Subgraphen, jeweils einK
5
, sehr gut zu erkennen. Leider existiert, wie auch bei
den

ublichen Zeichnungen des K
10
, eine groe Anzahl an Kanten-Kanten-Schnitten.
Auf uns wirkt die Zeichnung durch die Partitionierung der Kantenmenge in die drei
Teile (Kanten innerhalb jedes Subgraphen und Kanten zwischen den Subgraphen)
allerdings trotzdem aufger

aumt.
In den Abbildungen 7.33, 7.34 und 7.35 sind Zeichnungen von Graphen aus der ersten
Testsuite, den zuf

allig generierten Graphen mit mehr als 10 Knoten zu nden. Alle
drei Graphen besitzen eine ansprechende Zeichnung. Insbesondere in Abbildung
7.37 f

allt die Erkennung der nicht-isomorphen Teile sehr leicht.
Abbildung 7.33.: Zuf

allig generierter Graph mit 10 Knoten und 13 Kanten, IES
Abbildung 7.34.: Zuf

allig generierter Graph mit 10 Knoten und 14 Kanten, INS
Bei den von Hand generierten Graphen in den Abbildung 7.36, 7.37 und 7.38 zeigt
sich, da der isomorphieerhaltende Springembedder auch f

ur gr

oere Graphen sch

one
Zeichnungen liefern kann.
Wirklich erstaunt haben uns die Ergebnisse bei praxisnahen Graphen aus der Graph-
bibliothek, insbesondere die Gr

oe der darin enthaltenen isomorphen Subgraphen.
Es hat sich gezeigt, da die Restgraphen klein sind, insbesondere da Restknoten nur
in geringen St

uckzahlen auftreten. Abbildungen 7.39, 7.40 und 7.41 zeigen wieder
drei Beispielzeichnungen.
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Abbildung 7.35.: Zuf

allig generierter Graph mit 7 Knoten und 9 Kanten, INS
Abbildung 7.36.: Von Hand generierter Graph mit 30 Knoten und 32 Originalkanten,
Verunreinigung: 1 Knoten und 2 Kanten, INS
181
KAPITEL 7. ANALYSE UND BEWERTUNG DER ENTWICKELTEN
VERFAHREN
Abbildung 7.37.: Von Hand generierter Graph mit 60 Knoten und 70 Originalkanten,
Verunreinigung: 2 Knoten und 4 Kanten, IES
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Abbildung 7.38.: Von Hand generierter Graph mit 100 Knoten und 154 Originalkan-
ten, Verunreinigung: 0 Knoten und 2 Kanten, IES
Abbildung 7.39.: Graph (Nummer 01755) mit 20 Knoten, IES
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Abbildung 7.40.: Graph (Nummer 07766) mit 40 Knoten, INS
Abbildung 7.41.: Graph (Nummer 06549) mit 45 Knoten, IES
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Abbildung 7.42 stellt zum Vergleich eine m

ogliche Zeichnung des Graphen aus Ab-
bildung 7.41 dar, die mit Hilfe des USE-Verfahrens gemacht wurde. Wir haben
absichtlich die Farben der isomorphen Subgraphen belassen. Trotz der ge

anderten
Anforderungen ist die Zeichnung

asthetisch ansprechend.
Abbildung 7.42.: Zeichnung des Graphen aus Abbildung 7.41 mit Hilfe des USE
Mit den Beispielen haben wir den Sinn der Erkennung isomorpher Subgraphen und
des isomorphieerhaltenden Springembedders aufgezeigt. Die Zeichnungen k

onnten
noch wesentlich verbessert werden, falls nicht nur die Ebene, sondern auch eine
dritte Dimension, zur Verf

ugung stehen w

urden. Dabei k

onnte man beispielsweise
die Subgraphen auf zwei verschiedenen Ebenen hintereinander zeichnen. Kanten
zwischen den Subgraphen w

urden dann zwischen den beiden Ebenen verlaufen. Da-
durch w

urde man nicht nur eine gute r

aumliche Darstellung des Graphen erreichen,
sondern die ben

otigte Fl

ache bzw. der Raum w

urde verringert werden. Je nachdem,
wieweit die Subgraphen voneinander entfernt sind, sollte auch die L

ange von Kanten
zwischen den Subgraphen verk

urzt werden, wodurch sich das theoretisch schlechte
Abschneiden des

Asthetikkriteriums Kantenl

ange wesentlich verbessern lassen w

ur-
de. Zus

atzlich k

onnten nat

urlich auch viele Kantenschnitte vermieden werden. In
3D-Zeichnungen steckt also noch ein groes Verbesserungspotential.
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8. Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit haben wir zun

achst die neue Problemstellung der Iso-
morphen Subgraphen deniert und von bekannten Isomorphieproblemstellungen
abgegrenzt. Anschlieend haben wir zwei Hauptziele behandelt, n

amlich die Erken-
nung isomorpher Subgraphen und deren Anwendung beim Zeichnen von Graphen.
Bei der Erkennung haben wir nicht nur die Komplexit

aten betrachtet, die f

ur fast
alle Graphklassen NP-vollst

andig waren, sondern auch eine Heuristik entwickelt.
Mit Hilfe der Heuristik waren wir in der Lage sehr groe isomorphe Subgraphen
in einem gegebenen allgemeinen Graphen zu nden. Gezeigt haben wir dies durch
umfangreiche Laufzeittests.
Anschlieend haben wir beim Zeichnen von isomorphen Subgraphen zun

achst be-
kannte Zeichenverfahren vorgestellt, mit denen man allgemeine Graphen bearbeiten
kann. Das Hauptziel war, die isomorphen Teilstrukturen auch identisch zu Zeich-
nen. Daf

ur haben wir zwei verschiedene L

osungsans

atze vorgestellt. Implementiert
und ebenfalls Laufzeittests unterzogen haben wir dann den isomorphieerhaltenden
Springembedder.
Selbstverst

andlich haben sich viele weitere Fragestellungen im Verlauf der Bear-
beitung der Isomorphen Subgraphen ergeben, die wir auf den n

achsten Seiten
vorstellen wollen. Zum Teil werden wir auch L

osungsans

atze pr

asentieren.
Wir teilen die Erweiterungen und oenen Fragestellungen wieder in zwei Bereiche
auf: Erweiterungen im Rahmen der Erkennung (Abschnitt 8.1) und im Rahmen des
Zeichenverfahrens (Abschnitt 8.2).
8.1. Erweiterungen im Rahmen der Erkennung
Wie die

Uberblickstabelle in Abbildung 4.1 zeigt, ist die Komplexit

at der Erkennung
isomorpher Subgraphen f

ur fast alle Graphklassen gel

ost. Der interessanteste oene
Fall existiert f

ur 3-fach zusammenh

angende planare Graphen.
Wir denken, da dieser Fall NP-vollst

andig sein d

urfte, insbesondere falls keine Ein-
schr

ankungen auf die Subgraphen gemacht werden. Der Grund hierf

ur liegt in der
Komplexit

at von 2-fach zusammenh

angenden auenplanaren Graphen. Diese sind
nur dann polynomial l

osbar, falls die Subgraphen ebenfalls 2-fach zusammenh

an-
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gend auenplanar sind. Da 3-fach zusammenh

angende planare wie auch die 2-fach
zusammenh

angenden auenplanaren Graphen eine feste Einbettung besitzen, d

urfte
auch hier eine

ahnliche Komplexit

at gelten. Allerdings ist es bisher weder gelungen,
die NP-Vollst

andigkeit f

ur beliebige Subgraphen bzw. die Polynomialit

at f

ur 3-fach
zusammenh

angende planare Graphen zu zeigen.
Bisher haben wir zwei verschiedene Arten von Subgraphen deniert, knoten- und
kanteninduzierte Subgraphen. Des weiteren w

are es nat

urlich auch m

oglich, 

achen-
induzierte Subgraphen zu denieren.
Denition 8.1
Sei G = (V;E) ein eingebetteter planarer Graph mit Fl

achen F . Sei F
0
 F eine
Teilmenge der Fl

achenmenge. Als 

acheninduzierten Subgraphen bezeichnen wir
den Graphen Gj
F
0
, der alle Knoten und Kanten besitzt, welche die Fl

achen von F
0
begrenzen.
Fl

acheninduzierte Subgraphen schr

anken den Freiheitsgrad f

ur die Subgraphen noch-
mals erheblich ein. Mit Hilfe dieser neuen Subgraphart kann man nat

urlich auch die
Problemstellung der isomorphen fl

acheninduzierten Subgraphen denieren,
die ein vielversprechender Ansatz zur Beschleunigung des polynomialen Algorithmus
f

ur 2-fach zusammenh

angende auenplanare Graphen sind. Deren Subgraphen ent-
sprechen n

amlich genau den 

acheninduzierten Subgraphen und wir vermuten, da
sich mit Hilfe des Dualgraphen eine einfachere L

osung nden d

urfte.
F

ur praxisnahe Graphen ist selbstverst

andlich auch die Beachtung von Knoten- und
Kantenbeschriftungen eine interessante Erweiterung. Diese Informationen, die bei-
spielsweise bei fast allen Problemen im Bereich der Biochemie oder der Molekular-
biologie vorliegen, liefern eindeutige Ausschlukriterien f

ur die bijektive Abbildung
der Isomorphie. Da praxisnahe Graphen im Normalfall keine B

aume sind, ist es
wichtig, die Informationen

uber die Beschriftungen bei der Heuristik zur Erkennung
isomorpher Subgraphen zu verwenden. Dies ist jedoch sehr einfach m

oglich. Man
setzt das Gewicht der Kante fv
1
; v
2
g beim optimalen gewichteten bipartiten Mat-
ching auf 0, falls die Knotenbeschriftungen nicht identisch sind. Dies bedeutet, da
v
1
nicht auf v
2
abgebildet werden darf. Selbstverst

andlich mu man anschlieend
den Isomorphietest auch leicht ab

andern. Das Zeichnen verl

auft dann v

ollig unab-
h

angig von den Beschriftungen ab, da s

amtliche Informationen schon in der durch
die Isomorphie gegebenen bijektiven Abbildung aufgenommen wurden.
Eine zus

atzliche Erweiterung ist im Bereich der Anzahl an Subgraphen zu erkennen,
n

amlich wenn man statt der zwei isomorphen Subgraphen die k gr

oten isomorphen
Subgraphen sucht. Im Bereich der Subgraph Isomorphie wurde diese Erweite-
rung von Dessmark et al. bearbeitet ([DLP00]).
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8.2. ERWEITERUNGEN IM RAHMEN DES ZEICHENVERFAHRENS
Der Algorithmus zur Erkennung der gr

oten isomorphen Wurzelsubb

aume eines ge-
gebenen geordneten Wurzelbaumes kann einfach an diese neue Anforderung ange-
pat werden. Hierf

ur mu man nur sicherstellen, da innere Knoten mindestens k
nachfolgende Bl

atter
1
besitzen. Mit einer kleinen

Anderung bei der

Uberpr

ufung
auf Disjunktheit kann der neue Algorithmus die gr

oten k isomorphen Subb

aume
nden.
Dasselbe gilt vermutlich auch f

ur den Algorithmus zur Erkennung der gr

oten iso-
morphen Subb

aume. Dort mu lediglich die dynamische Programmierung vom 2-
aufs k-Dimensionale erweitert werden. Selbstverst

andlich wird auch nicht nur

uber
je zwei Knoten
2
iteriert, sondern

uber k-Tupel.
Im Zusammenhang mit dieser neuen Denition der isomorphen Subgraphen stellt
sich nat

urlich auch die Frage auf rekursive Anwendbarkeit der Algorithmen und
Heuristiken, d. h. kann man nach einer Berechnung der isomorphen Subgraphen er-
neut einen Aufruf auf dem Restgraphen starten? In den meisten F

allen wird dies an
den nicht mehr vorhandenen Voraussetzungen, wie beispielsweise Zusammenhang,
scheitern. Falls nicht, dann k

onnte man sich noch

uberlegen, wie man die G

ute der
Subgraphen klassiziert: W

are es besser, drei Subgraphen mit insgesamt 30 Knoten
zu nden oder bevorzugt man, zun

achst zwei Subgraphen mit jeweils 10 Knoten
und anschlieend im Restgraphen ebenfalls zwei Subgraphen mit jeweils 5 Knoten
zu bestimmen.
Die gr

ote Erweiterung stellt unserer Ansicht nach jedoch die Lockerung des Begrif-
fes der Isomorphie dar. Kann man eine Art

Ahnlichkeit auf Graphen denieren? F

ur
das menschliche Auge ist es n

amlich meistens nicht notwendig, da die Subgraphen
wirklich komplett isomorph sind. Dieser Ansatz wurde f

ur andere Isomorphiepro-
blemstellungen, n

amlich f

ur Graph Isomorphie und Gr

oter Gemeinsamer
Subgraph, schon angedacht ([MB98], [WSS
+
98]).
8.2. Erweiterungen im Rahmen des
Zeichenverfahrens
Selbstverst

andlich existieren auch Erweiterungsm

oglichkeiten im Bereich des Zeich-
nens von isomorphen Subgraphen.
Zun

achst k

onnten einige Verbesserungen beim isomorphieerhaltenden Springembed-
ders (vgl. Abschnitt 6.3) durchgef

uhrt werden, wie beispielsweise die automatische
Anpassung der gew

unschten Kantenl

angen nach einigen Iterationen des Algorith-
mus. Vielversprechender w

are es jedoch, das Zeichenverfahren im 3-Dimensionalen
zu implementieren, so da jeder Subgraph auf einer eigenen Ebene zu liegen kommt.
1
Die Bl

atter entsprechen ja den Anfangspositionen des gemeinsamen Teilwortes.
2
Zur Erinnerung: diese Knoten stellen die Wurzeln der Subb

aume dar.
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KAPITEL 8. ZUSAMMENFASSUNG UND AUSBLICK
Wie schon in Abschnitt 6.3 erw

ahnt, k

onnte man hiermit den ben

otigten Raum bzw.
die Anzahl an Schnitten deutlich reduzieren.
Interessant w

are nat

urlich auch, ob bzw. wieweit sich andere Zeichenverfahren f

ur
allgemeine Graphen, wie beispielsweise indirekte oder direkte orthogonale Algorith-
men anpassen lassen. D. h. ist es m

oglich, diese Verfahren so zu erweitern, da die
isomorphen Subgraphen auch identisch gezeichnet werden. Insbesondere interessiert
dann nat

urlich, inwieweit sie mit unserem isomorphieerhaltenden Springembedder,
in Bezug auf die Sch

onheit der Zeichnungen und auf die Laufzeit, vergleichbar sind.
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A. Implementationstests der
Erkennung isomorpher
Subgraphen
A.1. Testsuite 1: Zuf

allig erzeugte Graphen
A.1.1. Graphen mit bis zu 10 Knoten und 14 Kanten
A.1.1.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Gewichtsfaktoren
A.1.1.1.1. IES, x-Achse: Anzahl Knoten im Graphen
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Abbildung A.1.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Knoten
je Subgraph
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Abbildung A.2.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kanten
je Subgraph
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Abbildung A.3.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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A.1. TESTSUITE 1: ZUF
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ALLIG ERZEUGTE GRAPHEN
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Abbildung A.4.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.5.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.6.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
A.1.1.1.2. IES, x-Achse: Anzahl Kanten im Graphen
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Abbildung A.7.: IES, alle Startknoten: Anzahl Kanten im Graphen, Anzahl Knoten
je Subgraph
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Abbildung A.8.: IES, alle Startknoten: Anzahl Kanten im Graphen, Anzahl Kanten
je Subgraph
1
2
3
3
4
4
5
5
6 7 8 9 10
1:5
2:5
3:5
4:5
Anzahl Kanten im Graphen
A
n
z
a
h
l
K
n
o
t
e
n
j
e
S
u
b
g
r
a
p
h
vollst

andige Suche
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.9.: IES, alle Startknoten (10%): Anzahl Kanten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.10.: IES, alle Startknoten (10%): Anzahl Kanten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.11.: IES, beste Startknoten: Anzahl Kanten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.12.: IES, beste Startknoten: Anzahl Kanten im Graphen, Anzahl Kan-
ten je Subgraph
A.1.1.1.3. INS, x-Achse: Anzahl Knoten im Graphen
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Abbildung A.13.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.14.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.15.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
198
A.1. TESTSUITE 1: ZUF
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Abbildung A.16.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.17.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.18.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
A.1.1.1.4. INS, x-Achse: Anzahl Kanten im Graphen
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Abbildung A.19.: INS, alle Startknoten: Anzahl Kanten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.20.: INS, alle Startknoten: Anzahl Kanten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.21.: INS, alle Startknoten (10%): Anzahl Kanten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.22.: INS, alle Startknoten (10%): Anzahl Kanten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.23.: INS, beste Startknoten: Anzahl Kanten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.24.: INS, beste Startknoten: Anzahl Kanten im Graphen, Anzahl Kan-
ten je Subgraph
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A.1.1.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Startknoten
A.1.1.2.1. IES, x-Achse: Anzahl Knoten im Graphen
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Abbildung A.25.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.26.: IES: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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ALLIG ERZEUGTE GRAPHEN
A.1.1.2.2. IES, x-Achse: Anzahl Kanten im Graphen
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Abbildung A.27.: IES: Anzahl Kanten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.28.: IES: Anzahl Kanten im Graphen, Anzahl Kanten je Subgraph
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A.1.1.2.3. INS, x-Achse: Anzahl Knoten im Graphen
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Abbildung A.29.: INS: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.30.: INS: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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ALLIG ERZEUGTE GRAPHEN
A.1.1.2.4. INS, x-Achse: Anzahl Kanten im Graphen
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Abbildung A.31.: INS: Anzahl Kanten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.32.: INS: Anzahl Kanten im Graphen, Anzahl Kanten je Subgraph
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A.1.1.3. Analyse der Laufzeiten
A.1.1.3.1. IES, Gewichtsfaktoren
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Abbildung A.33.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.34.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Laufzeit
der Erkennung
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ALLIG ERZEUGTE GRAPHEN
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Abbildung A.35.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.36.: IES, alle Startknoten: Anzahl Kanten im Graphen, Laufzeit der
Erkennung
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Abbildung A.37.: IES, alle Startknoten (10%): Anzahl Kanten im Graphen, Laufzeit
der Erkennung
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Abbildung A.38.: IES, beste Startknoten: Anzahl Kanten im Graphen, Laufzeit der
Erkennung
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
ALLIG ERZEUGTE GRAPHEN
A.1.1.3.2. INS, Gewichtsfaktoren
Die vollst

andige Suche ist aufgrund einer geschickten Implementierung f

ur kleine
Graphen in manchen F

allen schneller als die Heuristik (vgl. Abschnitt 7.3.1.3).
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Abbildung A.39.: INS, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.40.: INS, alle Startknoten (10%): Anzahl Knoten imGraphen, Laufzeit
der Erkennung
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Abbildung A.41.: INS, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.42.: INS, alle Startknoten: Anzahl Kanten im Graphen, Laufzeit der
Erkennung
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ALLIG ERZEUGTE GRAPHEN
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Abbildung A.43.: INS, alle Startknoten (10%): Anzahl Kanten im Graphen, Laufzeit
der Erkennung
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Abbildung A.44.: INS, beste Startknoten: Anzahl Kanten im Graphen, Laufzeit der
Erkennung
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A.1.1.3.3. IES, Startknoten
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Abbildung A.45.: IES: Anzahl Knoten im Graphen, Laufzeit der Erkennung
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Abbildung A.46.: IES: Anzahl Kanten im Graphen, Laufzeit der Erkennung
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ALLIG ERZEUGTE GRAPHEN
A.1.1.3.4. INS, Startknoten
0
2 3 4 5 6 7 8 9 10
0:1
0:2
0:15
0:05
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
vollst

andige Suche
alle Startknoten
alle Startknoten (10%)
beste Startknoten
Abbildung A.47.: INS: Anzahl Knoten im Graphen, Laufzeit der Erkennung
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Abbildung A.48.: INS: Anzahl Kanten im Graphen, Laufzeit der Erkennung
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ISOMORPHER SUBGRAPHEN
A.1.2. Zuf

allige Graphen mit mehr als 10 Knoten
A.1.2.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Gewichtsfaktoren
A.1.2.1.1. IES
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Abbildung A.49.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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ALLIG ERZEUGTE GRAPHEN
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Abbildung A.50.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.51.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.52.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.53.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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ALLIG ERZEUGTE GRAPHEN
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Abbildung A.54.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
A.1.2.1.2. INS
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Abbildung A.55.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.56.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.57.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.58.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.59.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.60.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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ALLIG ERZEUGTE GRAPHEN
A.1.2.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von den
Startknoten
A.1.2.2.1. IES
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Abbildung A.61.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.62.: IES: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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A.1.2.2.2. INS
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Abbildung A.63.: INS: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.64.: INS: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
224
A.1. TESTSUITE 1: ZUF

ALLIG ERZEUGTE GRAPHEN
A.1.2.3. Analyse der Laufzeiten
A.1.2.3.1. IES, Gewichtsfaktoren
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Abbildung A.65.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.66.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Laufzeit
der Erkennung
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Abbildung A.67.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
A.1.2.3.2. INS, Gewichtsfaktoren
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Abbildung A.68.: INS, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.69.: INS, alle Startknoten (10%): Anzahl Knoten imGraphen, Laufzeit
der Erkennung
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Abbildung A.70.: INS, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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A.1.2.3.3. IES, Startknoten
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Abbildung A.71.: IES: Anzahl Knoten im Graphen, Laufzeit der Erkennung
A.1.2.3.4. INS, Startknoten
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Abbildung A.72.: INS: Anzahl Knoten im Graphen, Laufzeit der Erkennung
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A.2. TESTSUITE 2: VON HAND GENERIERTE GRAPHEN
A.2. Testsuite 2: Von Hand generierte Graphen
A.2.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von
den Gewichtsfaktoren
A.2.1.1. IES
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Abbildung A.73.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.74.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.75.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.76.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.77.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.78.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
A.2.1.2. INS
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Abbildung A.79.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.80.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.81.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.82.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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Abbildung A.83.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
234
A.2. TESTSUITE 2: VON HAND GENERIERTE GRAPHEN
0
10
20
20
30
30
40
40
50
50
60
60
70
70
80 90 100
Anzahl Knoten im Graphen
A
n
z
a
h
l
K
a
n
t
e
n
j
e
S
u
b
g
r
a
p
h
Melatte
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.84.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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A.2.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von
den Startknoten
A.2.2.1. IES
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Abbildung A.85.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.86.: IES: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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A.2.2.2. INS
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Abbildung A.87.: INS: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.88.: INS: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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A.2.3. Analyse der Laufzeiten
A.2.3.1. IES, Gewichtsfaktoren
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Abbildung A.89.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
0
20
20
30 40
40
50 60
60
70 80
80
90 100
100
120
140
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.90.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Laufzeit
der Erkennung
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Abbildung A.91.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
A.2.3.2. INS, Gewichtsfaktoren
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Abbildung A.92.: INS, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
239
ANHANG A. IMPLEMENTATIONSTESTS DER ERKENNUNG
ISOMORPHER SUBGRAPHEN
0
20
20
30 40
40
50 60
60
70 80
80
90 100
100
120
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.93.: INS, alle Startknoten (10%): Anzahl Knoten imGraphen, Laufzeit
der Erkennung
0
1
2
20 30 40 50 60 70 80 90 100
0:5
1:5
Anzahl Knoten im Graphen
L
a
u
f
z
e
i
t
E
r
k
e
n
n
u
n
g
[
S
e
k
.
]
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.94.: INS, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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A.2.3.3. IES, Startknoten
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Abbildung A.95.: IES: Anzahl Knoten im Graphen, Laufzeit der Erkennung
A.2.3.4. INS, Startknoten
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Abbildung A.96.: INS: Anzahl Knoten im Graphen, Laufzeit der Erkennung
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A.3. Testsuite 3: Graphbibliothek
Es sei hier bemerkt, da f

ur Graphen der Graphbibliothek keine Melatte f

ur die
Gr

oe der Subgraphen existieren kann. Um eine einfachere Interpretation der Test-
ergebnisse zu gew

ahrleisten, geben wir an dieser Stelle erneut die Tabelle an, in der
die Anzahl an Graphen in der Bibliothek und deren mittlere Anzahl an Kanten in
Abh

angigkeit von der Anzahl an Knoten aufgetragen ist:
Anzahl Knoten Anzahl Kanten Anzahl Graphen
10 10; 8 79
15 18; 1 179
20 24; 0 93
25 29; 6 86
30 36; 7 62
35 43; 2 196
40 52; 2 281
45 59; 5 171
50 65; 4 59
55 73; 1 127
60 79; 5 131
A.3.1. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von
den Gewichtsfaktoren
A.3.1.1. IES
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Abbildung A.97.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
242
A.3. TESTSUITE 3: GRAPHBIBLIOTHEK
0
5
10
10
20
20
30
30
40 50 6025
25
35 45 5515
15
Anzahl Knoten im Graphen
A
n
z
a
h
l
K
a
n
t
e
n
j
e
S
u
b
g
r
a
p
h
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.98.: IES, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.99.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
243
ANHANG A. IMPLEMENTATIONSTESTS DER ERKENNUNG
ISOMORPHER SUBGRAPHEN
0
5
10
10
20
20
30
30
40 50 6025
25
35 45 5515
15
Anzahl Knoten im Graphen
A
n
z
a
h
l
K
a
n
t
e
n
j
e
S
u
b
g
r
a
p
h
alle Gewichte
gemeinsame Nachbarn
Grad
Graddierenz
Abstand
isomorphe Kanten
neue Nachbarn
Abbildung A.100.: IES, alle Startknoten (10%): Anzahl Knoten imGraphen, Anzahl
Kanten je Subgraph
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Abbildung A.101.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.102.: IES, beste Startknoten: Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
A.3.1.2. INS
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Abbildung A.103.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kno-
ten je Subgraph
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Abbildung A.104.: INS, alle Startknoten: Anzahl Knoten im Graphen, Anzahl Kan-
ten je Subgraph
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Abbildung A.105.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, An-
zahl Knoten je Subgraph
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Abbildung A.106.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, An-
zahl Kanten je Subgraph
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Abbildung A.107.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl
Knoten je Subgraph
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Abbildung A.108.: INS, beste Startknoten: Anzahl Knoten im Graphen, Anzahl
Kanten je Subgraph
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A.3.2. Analyse der Gr

oe der Subgraphen in Abh

angigkeit von
den Startknoten
A.3.2.1. IES
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Abbildung A.109.: IES: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.110.: IES: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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A.3.2.2. INS
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Abbildung A.111.: INS: Anzahl Knoten im Graphen, Anzahl Knoten je Subgraph
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Abbildung A.112.: INS: Anzahl Knoten im Graphen, Anzahl Kanten je Subgraph
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A.3.3. Analyse der Laufzeiten
A.3.3.1. IES, Gewichtsfaktoren
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Abbildung A.113.: IES, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.114.: IES, alle Startknoten (10%): Anzahl Knoten im Graphen, Lauf-
zeit der Erkennung
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Abbildung A.115.: IES, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit
der Erkennung
A.3.3.2. INS, Gewichtsfaktoren
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Abbildung A.116.: INS, alle Startknoten: Anzahl Knoten im Graphen, Laufzeit der
Erkennung
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Abbildung A.117.: INS, alle Startknoten (10%): Anzahl Knoten im Graphen, Lauf-
zeit der Erkennung
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Abbildung A.118.: INS, beste Startknoten: Anzahl Knoten im Graphen, Laufzeit
der Erkennung
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Abbildung A.119.: IES: Anzahl Knoten im Graphen, Laufzeit der Erkennung
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Abbildung A.120.: INS: Anzahl Knoten im Graphen, Laufzeit der Erkennung
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B. Parametereinstellungen des
isomorphieerhaltenden
Springembedders
Im folgenden werden die eingestellten Parameter beim isomorphieerhaltenden Sprin-
gembedder der Beispielgraphen aus Abschnitt 7.4 tabellarisch aufgelistet.
Art Normierungs- Distanz
Graph faktor innerhalb dazwischen auerhalb
Abbildung 7.33 IES 3 12 34 25
Abbildung 7.34 INS 3 12 59 25
Abbildung 7.35 INS 3 12 59 25
Abbildung 7.36 INS 4 4 23 25
Abbildung 7.37 IES 5 4 23 25
Abbildung 7.38 IES 7 18 45 25
Abbildung 7.39 IES 3 27 62 25
Abbildung 7.40 INS 5 7 213 37
Abbildung 7.41 INS 5 9 112 37
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