We consider boundary value problems for semilinear hyperbolic systems of the type
Introduction

Problem and Main Result
This paper concerns hyperbolic systems of semilinear first-order PDEs in one space dimension of the type ω∂ t u j + a j (x, λ)∂ x u j + b j (x, λ, u) = 0, x ∈ (0, 1), j = 1, . . . , n (1.1)
with reflection boundary conditions Here m ≤ n are positive integers, and r jk ∈ R are reflection coefficients. We suppose that The number ω > 0 and the function u = (u 1 , . . . , u n ) : [0, 1] × R → R n are the state parameters to be determined, and λ ∈ R is the bifurcation parameter. Speaking about solutions to (1.1)-(1.3), throughout the paper we mean classical solutions, i.e., C 1 -smooth maps u : [0, 1] × R → R n which satisfy (1.1)-(1.3) pointwise. If, for given λ and ω, u is a solution to (1.1)-(1.3) and U : [0, 1] × R → R n is defined as U(x, t) := u(x, ωt), then ∂ t U j + a j (x, λ)∂ x U j + b j (x, λ, U) = 0, x ∈ (0, 1), j = 1, . . . , n, (
and U is 2π/ω-periodic with respect to time; and vice versa. In other words: Solutions to (1.1)-(1.3) correspond to 2π/ω-periodic solutions to (1.7) (which satisfy the boundary conditions (1.2)).
We suppose that for all λ and ω the function u = 0 is a solution (the so-called trivial solution) to (1.1)-(1.3), i.e., b j (x, λ, 0) = 0 for all x ∈ [0, 1], λ ∈ R, and j = 1, . . . , n.
(1.8)
We are going to describe families of non-stationary solutions to (1.1)-(1.3) bifurcating from the family of trivial solutions. With this aim we consider the following eigenvalue problem for the linearization of (1. r kj a k (1, λ)w k (1), j = 1, . . . , m.
(1.11)
Here µ, ν ∈ C are the eigenvalues and v = (v 1 , . . . , v n ), w = (w 1 , . . . , w n ) : [0, 1] → C n are the corresponding eigenfunctions.
Let us formulate our assumptions which are analogous to corresponding assumptions in Hopf bifurcation for ODEs (see, e.g., [4, 9, 20] ) and for parabolic PDEs (see, e.g., [10, 17, 18, 22] ).
The first assumption states that there exists a pure imaginary pair of geometrically simple eigenvalues to (1.9) with λ = 0:
For λ = 0 and µ = i there exists exactly one (up to linear dependence) solution v = 0 to (1.9).
(1.12)
The second assumption states that the eigenvalues µ = ±i to (1.9) with λ = 0 are algebraically simple:
For any solution v = 0 to (1.9) with λ = 0 and µ = i and for any solution w = 0 to (1.10) − (1.11) with λ = 0 and ν = −i we have (1.14)
The third assumption is the so-called transversality condition. It states that the eigenvalue µ = µ(λ) ≈ i to (1.9) with λ ≈ 0 crosses the imaginary axis transversally if λ crosses zero: Remark that the two boundary value problems above are uniquely solvable due to assumption (1.16). (i) Existence of nontrivial solutions: For all ε ∈ (0, ε 0 ] the functionû(ε) is a C ∞ -smooth nontrivial solution to (1.1)-(1.3) with λ =λ(ε) and ω =ω(ε).
(ii) Asymptotic expansion and bifurcation direction: We havê λ(0) =λ ′ (0) = 0,λ ′′ (0) = β α , ω(0) = 1, andû(0)(x, t) = 0,û ′ (0)(x, t) = Re v 0 (x) cos t − Im v 0 (x) sin t for all x ∈ [0, 1] and t ∈ R. (iii) Local uniqueness: There exists δ > 0 such that for all nontrivial solutions to (1.1)-(1.3) with |λ| + |ω − 1| + u ∞ < δ there exist ε ∈ (0, ε 0 ] and ϕ ∈ R such that λ =λ(ε), ω =ω(ε), and u(x, t) =û(ε)(x, t + ϕ) for all x ∈ [0, 1] and t ∈ R.
Our paper is organized as follows: In Section 1.2 we comment about mathematical models which contain dissipative hyperbolic PDEs and which are used for describing destabilization of stationary states and/or for describing stable time-periodic processes.
In Section 1.3 we comment about some publications which are related to ours. In Section 2 we derive the weak formulation (2.1), (2.2) for the PDE problem (1.1)-(1.3) via integration along characteristics, and we introduce operators in order to write this weak formulation as the operator equation (2.11) .
In Section 3 we do a Liapunov-Schmidt procedure (as it is known for Hopf bifurcation for parabolic PDEs or for ODEs) in order to reduce (for λ ≈ 0, ω ≈ 1 and u ≈ 0) the problem (1.1)-(1.3) with infinite-dimensional state parameter (ω, u) ∈ R × C n to a problem with two-dimensional state parameter. Here the main technical results are Lemmas 3.3 and 3.4 about local unique solvability of the infinite dimensional part of the Liapunov-Schmidt system and Lemma 3.6 about smooth dependence of the solution on parameters. The proofs of these Lemmas are much more complicated as the corresponding proofs for parabolic PDEs or for ODEs. The point is that in the case of dissipative hyperbolic PDEs the question of Fredholm solvability of linear periodic problems as well as the question of smooth dependence of solutions on parameters are much more difficult. The difficulty with the Fredholmness is solved in [26] .
In Section 4 we put the solution of the infinite dimensional part of the Liapunov-Schmidt system into the finite dimensional part and discuss the behavior of the resulting equation. This is completely analogous to what is known from Hopf bifurcation for ODEs and parabolic PDEs.
In Section 5 we present an example of a problem of the type (1.1)-(1.3) such that all assumptions (1.4)-(1.6), (1.8), (1.12)-(1.16), and (1.21) of Theorem 1.2 are satisfied.
Finally, in the appendix we present a simple linear version of the so-called fiber contraction principle, which is used in the proof of the key technical Lemma 3.6.
Applications
Almost all features of the phenomenon Hopf bifurcation for dissipative hyperbolic PDEs are the same as those for parabolic PDEs. Hence, one could ask why Hopf bifurcation is well established since 40 years for parabolic PDEs, but for dissipative hyperbolic PDEs almost nothing is known.
One reason is that the proofs for dissipative hyperbolic PDEs are more difficult. But a second reason is that in the past there existed only a few real world mathematical models containing dissipative hyperbolic PDEs and which were used for describing, optimizing and stabilizing time-periodic processes.
One field of appearance of those models is modeling of semiconductor laser devices and their applications in communication systems (see, e.g. [29, 38, 39, 40, 45] ). Remark that the above cited semiconductor laser models have some specific features: There the hyperbolic PDEs (balance equations for the complex amplitudes of the light field) have complex coefficients, and they are coupled with ODEs (balance equations for the electron densities). Moreover, the models possess a nonlinear-Schrödinger-equation-like SO(2)-equivariance, therefore the Hopf bifurcations are bifurcations from relative equilibria (rotating waves) into relative periodic orbits (modulated waves). Anyway, for proving Hopf bifurcation there one has to overcome the same problems as in the present paper.
In [6] (with applications to population dynamics), [19] (with applications to correlated random walks), [21] (with applications to Brownian motion) and [35] (with applications to Rayleigh-Bénard convection) the authors considered semilinear hyperbolic systems of the type (1.1) with boundary conditions of the type (1.2) and with certain additional structures (determined by the applications) in the PDEs as well as in the boundary conditions. A linear stability analysis for the stationary solutions is done, and the bifurcation hypersurfaces in the space of control parameters are described, in particular those where the conditions (1.12), (1.13), and (1.15) are satisfied and, hence, where the authors expect Hopf bifurcation to appear.
Some remarks on related work
The main methods for proving Hopf bifurcation theorems are, roughly speaking, center manifold reduction and Liapunov-Schmidt reduction. In order to apply them to abstract evolution equations one needs to have a smooth center manifold for the corresponding semiflow (for center manifold reduction) or a Fredholm property of the linearized equation on spaces of periodic functions (for Liapunov-Schmidt reduction). It seems that hyperbolic partial differential operators do not satisfy conditions like [17 [46, Hypothesis (H) ], which are usually assumed to be fulfilled by the operators in the abstract evolution equations and which imply the existence of center manifolds, and they also do not satisfy the conditions like [10, Hypothesis (HL)] or [22, Hypothesis I.8.8] , which are assumed in order to apply Liapunov-Schmidt reduction.
The celebrated counter example of M. Renardy [44] shows that a reasonable linear hyperbolic differential operator in two space dimensions with periodic boundary conditions may not satisfy the spectral mapping property (see also [8, 13] ), and, hence, its spectral decomposition does not create a corresponding spectral decomposition of the corresponding linear semiflow. Therefore, the question of existence of center manifolds for small nonlinear perturbations of this linear semiflow is completely open.
But hyperbolic PDEs in one space dimension are better: They satisfy, under reasonable assumptions, the spectral mapping property in L p -spaces (see [37] ) as well as in C-spaces (see [27] ). The spectral mapping property in L p -spaces is used in [38, 45] to show the existence of smooth center manifolds for linear first-order hyperbolic PDE systems which are coupled with nonlinear ODEs. Here the linearity of the problem with respect to the infinite dimensional part of the phase space is essential, because it implies the well-posedness and smoothness in L p -spaces of the Nemyckii operators. The spectral mapping property in C-spaces is used in [28] to show the way how to prove the existence of smooth center manifolds in C-spaces for general semilinear first-order hyperbolic systems. It seems that going this way one could prove the Hopf bifurcation theorem of the the present paper as well.
The eigenvalue problem (1.9) is well-understood. The set of the real parts of all eigenvalues is bounded from above. All eigenvalues have finite multiplicity. The eigenvalues are asymptotically (for large imaginary parts) close to eigenvalues of the corresponding "diagonal" eigenvalue problem (i.e., if the non-diagonal terms ∂ u k b j (x, λ, 0)v k with j = k in (1.9) are neglected). If (1.21) is satisfied, then the supremum of the real parts of the eigenvalues of the "diagonal" eigenvalue problem is negative, and, hence, only finitely many eigenvalues of the "full" eigenvalue problem (1.9) can be close to the imaginary axis. For related rigorous statements see, e.g., [27] , [31, Chapter 6 .1] and [36, 37, 42] .
In [46] a 1D semilinear damped wave equation of the type
with f (0) = 0 is considered. This equation is subjected to zero Dirichlet boundary conditions, which imply the exceptional property that for u satisfying the boundary conditions the nonlinearity f (u) satisfies the boundary conditions also. This property is essentially used to prove the existence of a smooth center manifold.
In [2] Hopf bifurcation for (1.1)-(1.3) with a j (x, λ) not depending on λ is considered. It is assumed that many reflection coefficients r jk vanish, which allows to use some smoothing property for the solutions to the corresponding linearized initial-boundary value problem [12] . But, unfortunately, there is an essential gap in the realization of the Liapunov-Schmidt procedure: Using our notation, the finite-dimensional part (3.14) of the Liapunov-Schmidt system is first locally solved with respect to λ and µ (in terms of v and w):
Then these solutions are inserted into the infinite-dimensional part (3.15) of the LiapunovSchmidt system. Finally the intention is to solve the resulting equation by means of the implicit function theorem with respect to w. But in the resulting equation there appear terms of the type w j (ξ, τ j (ξ, x, t,ω(v, w))).
In other words:
The unknown function appears in the argument of the unknown function (like, for example, in ODEs with state depending delay). If one formally differentiates this expression with respect to w, then there appears ∂ t w j (ξ, τ j (ξ, x, t,ω(v, w))), which has less smoothness with respect to t than w j . Roughly speaking, this loss of smoothness property is the reason that the nonlinear operator corresponding to the resulting equation is not differentiable in a neighborhood of zero, neither in the sense of C-spaces nor of C 1 -spaces. Hence, the implicit function theorem (at least the classical one) is not applicable.
In [33] the authors considered scalar linear first-order PDEs of the type (∂ t + ∂ x + µ)u = 0 on (0, ∞) with a nonlinear integral boundary condition at x = 0:
The nonlocality of the boundary condition is essential for the applied techniques in [33] (integrated semigroup theory, see also [30] ) to get existence of center manifolds and Hopf bifurcation. It is easy to realize that we could also consider (linear or nonlinear) integral boundary conditions, i.e., if we would replace (1.2) by boundary conditions of the type
then we would get essentially the same result as that described in Theorem 1.2, even without any assumption of the type (1.21). Roughly speaking, the reason is that the weak formulation of the problem will be of the type (2.11) again, but now with C(λ, ω) being compact (due to a smoothing property proved in [23] ).
To the best of our knowledge, almost no results exist concerning smooth dependence on parameters of non-degenerate time-periodic solutions of dissipative hyperbolic PDEs. The paper [16, Chapter 3.5.1] shows the difficulty of this problem. There conditions are formulated such that a non-degenerate time-periodic solution to a system of semilinear damped wave equations survives under small parameter perturbations, but nothing is known if the perturbed solution depends smoothly on the perturbation parameters. Results about smooth dependence on data for time-periodic solutions to linear first-order hyperbolic systems with reflection boundary conditions are given in [25] . 
is the j-th characteristic of the hyperbolic system (1.1) and
is the difference of the nonlinear map b(x, λ, ·) and of the diagonal part of the linear map ∂ u b(x, λ, 0). Hence, the diagonal part of ∂ u f (x, λ, 0) vanishes. This will be used later on (see (2.21) and the text there), because this implies that the linear operators I − C(λ, ω) − ∂ u F (λ, ω, 0) (see (2.9) and (2.10)) are Fredholm of index zero from C n into C n . Let us show that any solution to (
Now, applying the variation of constants formula and using the boundary conditions (1.3), one gets (2.1)-(2.2).
And vice versa: For any
and
Therefore, if u satisfies (2.1)-(2.2), then it satisfies (1.1). Now, for λ ∈ [−δ 0 , δ 0 ] and ω ∈ R we define linear bounded operators C(λ, ω) :
and nonlinear operators F (λ, ω, ·) : C n → C n by
Here and in what follows we denote
Using this notation, system (2.1)-(2.2) is equivalent to the operator equation 
and that for all k = 0, 1, 2, . . .
Moreover, for all k = 0, 1, 2, . . . and ρ > 0 there exists
Unfortunately, the maps (λ, Definition 2.1 We denote by C 1 n the Banach space of all u ∈ C n such that the partial derivatives ∂ x u and ∂ t u exist and are continuous with the norm
Directly from the definitions (2.9) and (2.10) it follows that for all u ∈ C 1 n we have
where 
Proof. To prove assertion (i), denote by C m the space of all continuous maps v :
for all x ∈ [0, 1] and t ∈ R, with the norm
Similarly we define the space C n−m . The spaces C n and C m × C n−m will be identified, i.e., elements u ∈ C n will be written as u = (v, w) with v ∈ C m and w ∈ C n−m . Then the operators C(λ, ω) work as
where the linear bounded operators K(λ, ω) : C n−m → C m and L(λ, ω) : C m → C n−m are defined by the right hand side of (2.9). Let f = (g, h) ∈ C n with g ∈ C m and h ∈ C n−m be arbitrarily given. We have u = C(λ, ω)u + f if and only if v = K(λ, ω)w + g, w = L(λ, ω)v + h, i.e., if and only if
Moreover, it holds
Similarly one shows that
Since R 0 (λ) and R 1 (λ) depend continuously on λ, notation (1.18) and (1.19) and assumption (1.21) yield that there exist δ 1 ∈ (0, δ 0 ] and c ∈ (0, 1) such that for all λ ∈ [−δ 1 , δ 1 ] and all ω ∈ R we have
Therefore, for those λ and ω it holds
hence, the system (2.17) is uniquely solvable with respect to v and w. Moreover, we have the following a priori estimates:
where the constant can be chosen independently of u, f , λ, and ω. Because of (2.15) we have
The equation (2.20) now yields ∂ t u ∞ ≤ const ∂ t f ∞ , and this together with (2.19) gives (2.18). Here the constants do not depend on λ ∈ [−δ 1 , δ 1 ] and ω ∈ [−γ 1 , γ 1 ], but on γ 1 , because the norm of the operator C x 1 (λ, ω) grows if ω grows, in general. To prove assertion (ii), we take into account (2.5) and (2.10), hence
Since the right-hand side of (2.21) does not depend on u j , we can use assertions (i)-(iii) of [26, Theorem 1.2] and state that the operators I − C(λ, ω) − ∂ u F (λ, ω, 0) are Fredholm of index zero from C n into C n if R 0 (λ)R 1 (λ) < 1. Because of assumption (1.21) this is the case if λ is sufficiently close to zero.
Liapunov-Schmidt procedure
In this section we do a Liapunov-Schmidt procedure in order to reduce (locally for λ ≈ 0, ω ≈ 1 and u ≈ 0) the problem (2.11) with infinite-dimensional state parameter (ω, u) ∈ R × C n to a problem with two-dimensional state parameter.
For λ ∈ [−δ 0 , δ 0 ] and ω ∈ R we introduce linear bounded operators A(λ, ω),Ã(λ, ω) :
and linear bounded operators
Finally, we denote by
and for all u, v ∈ C n we have
In particular, if u satisfies the boundary conditions (1.2) and v satisfies the adjoint boundary conditions
Similarly, (3.5) follows from (2.8) (taking there ξ = x j ). Finally, from (2.21) we have
(ii) In Section 2 we showed the following (cf. (2.6)): If we have A(λ, ω)u = f for some f ∈ C n and some u ∈ C 1 n which satisfies the boundary conditions (1.2), then (I − C(λ, ω))u = D(λ, ω)f .
Kernel and image of the linearization
Using the functions v 0 , w
It follows from (1.14) and (3.1) that
Remark that here we used the number two in the normalization condition (1.14). Further, we define a linear bounded operator L 0 : C n → C n by
Due to Lemma 2.2 (ii), L 0 is a Fredholm operator of index zero from C n into C n . To simplify further notation we will write
Moreover, u satisfies the boundary conditions (1.2) because any function of the type C(λ, ω)v+ ∂ u F (λ, ω, 0)v with arbitrary v ∈ C n satisfies those boundary conditions. Doing the Fourier ansatz
we get the following boundary value problem for the coefficient u s :
By assumptions (1.12) and (1.16), this is equivalent to
i.e., to u ∈ span {Re v, Im v}. In particular, we have (A + B)v = 0. Similarly one shows that (Ã +B)w = 0 (3.9) and that w satisfies the adjoint boundary conditions (3.4). Now we show that im L 0 ⊆ {f ∈ C n : f,Ãw 1 = f,Ãw 2 = 0}: Take f ∈ im L 0 , i.e., f = (I − C(0, 1) − ∂ u F (0, 0))u with arbitrary u ∈ C n . Using Lemma 3.1, (3.2), the fact that any function of the type C(λ, ω)v + ∂ u F (λ, ω, 0)v with a certain v ∈ C n satisfies (1.2) and that w satisfies (3.4), we get
Finally we show that {f ∈ C n : f,
(3.10)
Moreover, these functions satisfy the boundary conditions (3.4). Therefore,
and, hence, dim{f ∈ C n : f,Ãw 1 = f,Ãw 2 = 0} ≥ 2. But im L 0 is a closed subspace of codimension two in C n because of Lemma 2.2, therefore the claim follows.
Projectors and splitting of (2.11)
Lemma 3.2 and (3.11) imply that the linear bounded operator P : C n → C n , which is defined by
is a projection with ker P = im L 0 , where the functionsṽ k are implicitly defined in (3.10). Similarly, the linear bounded operator Q : C n → C n , which is defined by
is a projection with im Q = ker L 0 . Now we are going to solve the equation (2.11) by means of the ansatz
In other words, we have to solve a coupled system consisting of the finite dimensional equation
and the infinite dimensional equation
3.3 Local solution of (3.15) In this subsection we will solve (3.15) locally with respect to w ≈ 0 for parameters ω ≈ 1, λ ≈ 0, and v ≈ 0. Unfortunately, the classical implicit function theorem cannot be used for that purpose because the left-hand side of (3.15) is not C 1 -smooth. More exactly, the map
is not continuous (with respect to the operator norm in L(C n )).
There exist several generalizations of the implicit function theorem in which the map "control parameter → linearization with respect to the state parameter" is allowed to be discontinuous with respect to the operator norm, see, e.g., [5, Theorem 7] , [43, Theorem 2.1]. However, it turns out that they do not fit to our problem, so we are going to adapt ideas of [34] and [41, Theorem 2.1].
Proof. Suppose the contrary. Then there exist sequences
. . ∈ C n with u 
In a first step we show that
i.e., without loss of generality we can assume u 1 = u 2 = . . . = 0. Indeed, because of (2.14)
, where the constant does not depend on r. Hence, the assumptions u r ∞ → 0 and (3.17) yield (3.18) . In a second step we show that
Indeed, denote by t j (ξ, x, ·, λ, ω) the inverse function to the function τ j (ξ, x, ·, λ, ω), i.e.,
and this tends to zero for r → ∞. So we get (C(λ r , ω r ) − C(0, 1)) w r , ϕ → 0. Similarly we have
and this tends to zero for r → ∞. Therefore, (∂ u F (λ r , ω r , u r ) − ∂ u F (0, 1, 0)) w r , ϕ tends to zero.
In a third step we show that without loss of generality we can assume that
Indeed, because of dim im P < ∞ there exist g * ∈ im P and a subsequence of w 1 , w 2 , . . . (which will be denoted by w 1 , w 2 , . . . again) such that
On the other hand, (3.18) and (3.19) imply that
But (3.21) and (3.22) imply
Therefore, it follows (cf. Lemma 2.2 (i))
In [26, formula (4.
2)] we showed that ∂ u F (0, 1, 0))(I −C(0, 1)) −1 ∂ u F (0, 1, 0)) is a compact operator from C n into C n . Therefore, because of assumption (3.16) without loss of generality we can assume that ∂ u F (0, 1, 0))(I − C(0, 1)) −1 ∂ u F (0, 1, 0))w r converges strongly in C n . Hence, (3.25) yields that ∂ u F (0, 1, 0))w r converges weakly in C n , and, therefore, (3.24) yields that w r converges weakly in C n , i.e., w r ⇀ w * ∈ ker Q. Inserting this into (3.23) we get
i.e., g * ∈ ker P ∩ im P , i.e., g * = 0. Therefore, w * ∈ ker Q ∩ im Q, i.e., w * = 0. In a fourth step we mention that assumption (3.16) contradicts to (3.20) if we would know that the set {w r : r ∈ N} is precompact in C n . (3.26)
Hence, it remains to show (3.26).
In a fifth step we show that for (3.26) it is sufficient to prove that the set
Because of (3.18) and (3.21) we have g r ∞ → 0. Hence, Lemma 2.2 (i) yields
Here we used that the operators ∂ u F (λ r , ω r , 0) are uniformly bounded with respect to r in the uniform operator norm (cf. (2.14) ), i.e.,
On the other hand, we have
Hence
In a sixth step we show that for (3.27) it is sufficient to prove that the operators ∂
Indeed, if (3.
n . Therefore, the sequence
n . Hence, the Arcela-Ascoli theorem yields (3.27). In a seventh step we show that the operators ∂ u F (λ r , ω r , 0) 2 really map C n continuously into C 1 n and that the corresponding operator norms are uniformly bounded with respect to r, i.e., that
Indeed, because of (2.15) we have for all u ∈ C 31) where the linear bounded operators G r , H r : C n → C n are defined by
hence,
Here we used (3.28) and the fact that the operators G r and H r are uniformly bounded with respect to r in the uniform operator norm. Hence, in order to prove (3.30) we have to show that
Let us start with ∂ u F (λ r , ω r , 0) 2 ∂ t u. Because of (2.21) we have
Inserting (3.34) into (3.33) we get the integrals
with j = k and l = k and
.
Moreover, from (2.3) it follows
By (3.36) and assumption (1.6), the right-hand side of (3.35) equals
Integrating by parts in the inner integral (with respect to ξ) we see that the absolute values of these integrals can be estimated by a constant times u ∞ , where the constant does not depend on x, t, r, and u. Now, let us consider
with (3.34). Proceeding as above one shows that these integrals can be estimated by a constant times u ∞ , where the constant does not depend on x, t, r, and u. Finally, in the last step we show that the operators ∂ u F (λ r , ω r , 0)C(λ r , ω r ) really map C n continuously into C 1 n and that the corresponding operator norms are uniformly bounded with respect to r. Indeed, because of ∂ t C(λ r , ω r )u = C(λ r , ω r )∂ t u (cf. (2.15)) and of (3.31) we have for all u ∈ C
It remains to show that
n . Because of (2.9) and (2.21) we have
Using (3.36) and assumption (1.6), one can integrate by parts in this integral in order to see that the absolute values of these integrals can be estimated by a constant times u ∞ , where the constant does not depend on x, t, r, and u.
Now we are well-prepared for solving (3.15) locally with respect to w by an implicitfunction-theorem-type argument.
For δ > 0 we denote B δ := {v ∈ C n : v ∞ ≤ δ}.
Lemma 3.4 (i) There exists
, and v ∈ B δ 3 ∩im Q there exists exactly one solution w =ŵ(λ, ω, v) to (3.15) with w ∈ B δ 3 ∩ker Q.
(ii) There exists c 3 > 0 such that for all
Proof. Consider the map
Obviously, the map F has properties analogous to (2.12)-(2.14), in particular, it is continuous,
for all v ∈ im Q and w, w 1 ∈ ker Q. Because of Lemma 2.2 (ii) and Lemma 3.3, for all λ ∈ [−δ 2 , δ 2 ] and µ ∈ [1 − δ 2 , 1 + δ 2 ] the operator
is an injective Fredholm operator from ker Q into ker P . Its index is zero because the index of I − P (as an operator from C n into ker P ) is −2, the index of I − C(λ, ω) − ∂ u F (λ, ω, 0) (as an operator from C n into C n ) is zero, and the index of the embedding w ∈ ker Q → w ∈ C n is 2. Hence, ∂ w F (λ, ω, 0, 0) is an isomorphism from ker Q onto ker P , and Lemma 3.3 yields that for all λ ∈ [−δ 2 , δ 2 ] and ω
Indeed, on the account of (3.39) and (3.40), we get that
tends to zero for (λ, ω) → (λ 0 , ω 0 ). We have to solve (3.15), i.e., F (λ, ω, v, w) = 0. For λ ∈ [−δ 2 , δ 2 ] and ω ∈ [1 − δ 2 , 1 + δ 2 ] this is equivalent to the fixed point problem
where
Hence, (2.14) and (3.40) yield that there exists δ 3 ∈ (0, δ 2 ) such that for all
, and v ∈ B δ 3 ∩ im Q we have
In other words: For those λ, ω, and v the map G(λ, ω, v, ·) is strictly contractive on B δ 3 ∩ker Q. In order to apply Banach's fixed point theorem we have to show that G(λ, ω, v, ·) maps B δ 3 ∩ ker Q into itself if δ 3 is chosen sufficiently small. Using (3.40) again, for all λ ∈ [−δ 3 , δ 3 ], ω ∈ [1 − δ 3 , 1 + δ 3 ], and v ∈ B δ 3 ∩ im Q we get
Moreover, because of v ∈ ker L 0 it holds
Hence, (2.14) yields that there exists c 3 > 0 such that for all λ ∈ [−δ 3 , δ 3 ], ω ∈ [1 − δ 3 , 1 + δ 3 ], and v ∈ B δ 3 ∩ im Q we have 44) and, because of (3.43), it follows that G(λ, ω, v, w) ∈ B δ 3 ∩ im Q for all w ∈ B δ 3 ∩ im Q if δ 3 ≤ 1/c 3 . Now, Banach's fixed point theorem gives a unique in B δ 3 ∩ ker Q solution w =ŵ(λ, ω, v) to (3.42) for all λ ∈ [−δ 3 , δ 3 ], ω ∈ [1 − δ 3 , 1 + δ 3 ], and v ∈ B δ 3 ∩ im Q. Hence, assertion (i) of the lemma is proved.
Moreover, (3.43) and (3. 
because of the continuity of F , (3.40), and (3.41). Hence, G is continuous.
Finally, assertion (iv) follows from the classical implicit function theorem.
Smoothness with respect to x and t
The aim of this subsection is to prove the following result:
Proof. For ϕ ∈ R and u ∈ C n we define
, and v ∈ B δ 3 ∩ im Q. It is easy to see that for all u ∈ C n it holds
Moreover, the definitions (3.6), (3.10), and (3.12) imply that for all u ∈ C n it holds
Similarly one shows QS ϕ u = S ϕ Qu. Hence, applying S ϕ to the identity
we get (I −P )((I −C(λ, ω))(S ϕ v+S ϕŵ (λ, ω, v))−F (λ, ω, S ϕ v+S ϕŵ (λ, ω, v))) = 0. Therefore, the uniqueness assertion of Lemma 3.4 yields
On the other hand, (3.46) can be rewritten as follows:
The right-hand side of (3.49) is C ∞ -smooth with respect to (x, t). Moreover, from (2.9), (2.10), and (3.48) it follows that C(λ, ω)ŵ(λ, ω, v) and F (λ, ω, v +ŵ(λ, ω, v)) are C ∞ -smooth with respect to (x, t). Hence, (3.49) yields thatŵ(λ, ω, v) is C ∞ -smooth with respect to (x, t).
Differentiability with respect to λ and ω
In this subsection we show that the mapŵ is C 2 -smooth. For that we use the well-known fact (see, e.g. [7, Section 1.11.3] ) that the fiber contraction principle can be used to show that functions, which are fixed points of certain operators in C-spaces, are smooth.
Remark that in the particular case, when all coefficient functions a j (x, λ) are λ-independent (and, hence, the problem (1.1)-(1.3) depends on the bifurcation parameter λ via the terms b jk (x, λ, u) only), the maps λ →ŵ(λ, ω, v) are C ∞ -smooth because in this case the characteristics τ j (ξ, x, t, λ, ω) do not depend on λ and, hence, the maps λ → C(λ, ω) and λ → F (λ, ω, u) are C ∞ -smooth (cf. (2.9) and (2.10)). But also in this case the question if the maps ω →ŵ(λ, ω, v) are differentiable, remains to be difficult.
Lemma 3.6 The map
Proof. For k = 0, 1, 2, . . . we define maps
As it follows from the proof of Lemma 3.4,
Now we are going to show that all functions w 1 , w 2 , . . . are C 2 -smooth and that the sequences of all their partial derivatives up to the second order converge in C n uniformly with respect to λ, ω, and v. Then the classical theorem of calculus [11, Theorem 8.6 .3] yields thatŵ is C 2 -smooth (and, hence, the lemma is proved).
Here and in what follows we identify the twodimensional vector space im Q with R 2 (by fixing a certain basis in im Q), and the partial derivatives are taken with respect to the corresponding coordinates.
For l = 1, 2, . . . we denotẽ C l n := {u ∈ C n : ∂ j t u ∈ C n for j = 1, 2, . . . , l}. This is a Banach space with the norm
In a first step we show (by induction with respect to k) that for all λ ∈ [−δ 3 , δ 3 ], ω ∈ [1 − δ 3 , 1 + δ 3 ], v ∈ B δ 3 ∩ im Q, and k, l = 1, 2, . . . the function w k (λ, ω, v) belongs toC l n , and w k (λ, ω, v) depends continuously (with respect to the norm inC l n ) on λ, ω, and v. For k = 0 this claim is obvious. To do the induction step we proceed as in the proof of Lemma 3.5. For all ϕ ∈ R we have
By induction assumption the map ϕ ∈ R → S ϕ w k (λ, ω, v) ∈ C n is C ∞ -smooth, and all its derivatives depend continuously (with respect to · ∞ ) on λ, ω, and v. Hence, by (3.38) and (3.41), the right-hand side of (3.52) is C ∞ -smooth with respect to ϕ, and all its derivatives with respect to ϕ depend continuously (with respect to · ∞ ) on λ, ω, and v. Therefore, also the left-hand side of (3.52) has this property, i.e., all partial derivatives ∂ j t w k+1 (λ, ω, v) exist in C n and depend continuously (with respect to · ∞ ) on λ, ω, and v.
In a second step we show that the sequence ∂ t w k (λ, ω, v), k = 1, 2, . . . , converges in C n uniformly with respect to λ, ω, and v. Indeed, from (2.15) and (3.45) (which implies that ∂ t P u = P ∂ t u for all u ∈C 1 n ) it follows that for all w ∈C 1 n ∩ ker Q we have
Hence,
But (3.51) implies
in C n for k → ∞ uniformly with respect to λ, ω, and v. Moreover, from the proof of Lemma 3.4 it follows that
Hence, Lemma A.1 yields the claim of the second step. Here we apply Lemma A.1 with U chosen as the Banach space of all continuous maps u :
In a third step we show (again by induction with respect to k) that the partial derivatives of w k (λ, ω, v) with respect to the two components of v exist in C n and depend continuously (with respect to the norm · ∞ in C n ) on λ, ω, and v. Indeed, by induction assumption ∂ v j w k (λ, ω, v) exists in C n . Hence, the partial derivative with respect to v j of w k+1 (λ, ω,
Here we used (3.38) again. Similarly one shows that all partial derivatives of the type ∂ l t ∂ m v j w k (λ, ω, v) exist in C n and depend continuously (with respect to the norm in C n ) on λ, ω, and v.
In a fourth step we show that the partial derivatives ∂ v j w k (λ, ω, v) converge in C n for k → ∞ uniformly with respect to λ, ω, and v. This follows, as above, from
and Lemma A.1.
In a fifth step we use step one and show by induction with respect to k that the partial derivatives ∂ λ w k (λ, ω, v) exist, belong to C n and depend continuously (with respect to · ∞ ) on λ, ω, and v:
For k = 0 the claim is obvious. In order to do the induction step, first let us do some preliminary calculations. It follows directly from the definitions (2.9) and (2.10) that for all ω ∈ R and u ∈C 1 n the maps λ ∈ [−δ 0 , δ 0 ] → C(λ, ω)u ∈ C n and λ ∈ [−δ 0 , δ 0 ] → F (λ, ω, u) ∈ C n are differentiable and 
and for j = m + 1, . . . , n we set
Further, the map
Hence, for all ω ∈ R, v ∈ im Q, and w ∈C
(3.55)
Remark that the map
is not differentiable (with respect to the norm · ∞ in ker P and ker Q), in general. But its
The same care is needed if using the notations ∂ λ C(λ, ω)u and ∂ λ F (λ, ω, u) . Now let us do the induction step. By the induction assumption, for a fixed k the partial derivative ∂ λ w k (λ, ω, v) exists in C n and depends continuously on λ, ω, and v. Define ω, v, w k (λ, ω, v) ).
Because of w k (λ, ω, v) ∈C 1 n the partial derivative ∂ λ R k (λ, ω, v) exists in C n and depends continuously on λ, ω, and v. In fact, it holds
n ∩ ker Q; C n ) or, the same, the derivative of the map w ∈C
It is easy to check (using the definitions of
and that for all λ ∈ [−δ 0 , δ 0 ], ω ∈ R, and w ∈C
where the constant does not depend on w, λ, and ω (as long as ω varies in a bounded interval). We have
The induction claim, we have to prove, is that the partial derivative ∂ λ w k+1 (λ, ω, v) exists in C n and depends continuously on λ, ω, and v. The candidate for
This candidate depends continuously on λ, ω, and v because of (3.41) and (3.56). In order to show that this candidate is really ∂ λ w k+1 (λ, ω, v) we denote, for the sake of shortness,
The right-hand side is o(µ) in C n for µ → 0 because of (3.39). Hence, the same is true for the left-hand side. Now, Lemma 3.3 yields the claim of the fifth step.
In a sixth step we show that the partial derivatives ∂ λ w k (λ, ω, v) converge in C n for k → ∞ uniformly with respect to λ, ω, and v. Indeed, from (3.58) it follows
converges in C n for k → ∞ uniformly with respect to λ, ω, and v (here we use (3.55) and the claim of step two). Hence, Lemma A.1 yields the claim of step six.
Similarly one shows that all partial derivatives ∂ ω w k (λ, ω, v) exist in C n and converge in C n for k → ∞ uniformly with respect to λ, ω, and v.
Now we consider partial derivatives of the second order.
In a seventh step we show that the partial derivatives ∂ 2 t w k (λ, ω, v) converge in C n for k → ∞ uniformly with respect to λ, ω, and v. From (3.53) we get
for all w ∈C 2 n ∩ ker Q. Hence, it follows from (3.58) that the sequence
converges in C n for k → ∞ uniformly with respect to λ, ω, and v, and Lemma A.1 yields the claim of step seven.
Similarly one shows that partial derivatives ∂ t ∂ v j w k (λ, ω, v) and ∂ v i ∂ v j w k (λ, ω, v) converge in C n for k → ∞ uniformly with respect to λ, ω, and v.
In step eight we show that the partial derivatives ∂ t ∂ λ w k (λ, ω, v) exist in C n and converge in C n for k → ∞ uniformly with respect to λ, ω, and v. We have
Hence, we can proceed as in steps five and six, replacing (3.50) by (3.60) to get the claim of step eight.
Similarly one shows that all partial derivatives
, and ∂ v j ∂ ω w k (λ, ω, v) exist in C n and converge in C n for k → ∞ uniformly with respect to λ, ω, and v.
In step nine we show (by induction with respect to k and using steps seven and eight) that the partial derivatives ∂ 2 λ w k (λ, ω, v) exist, belong to C n and depend continuously (with respect to · ∞ ) on λ, ω, and v:
Similarly to step five one can show that the restriction of the map
is twice differentiable (with respect to the norm · 2 inC 2 n ∩ ker Q). We denote the second partial derivative with respect to λ of this restriction by
By induction assumption the second partial derivative with respect to λ of R k exists in C n (because of w k (λ, ω, v) ∈C 2 n ). It follows from (3.58) that
(3.62)
n ∩ker Q; C n ) or, the same, the derivative of the map w ∈C
We use the notation
In order to show that this candidate is really ∂ 2 λ w k+1 (λ) we use (3.61) and calculate
The right-hand side is o(µ) in C n for µ → 0 (here we use (3.57)). Hence, the same is true for the left-hand side, and Lemma 3.3 yields the claim of step nine.
In step ten we show that the partial derivatives ∂ 2 λ w k (λ, ω, v) converge in C n for k → ∞ uniformly with respect to λ, ω, and v. It follows from (3.58) that
converges in C n for k → ∞ uniformly with respect to λ, ω, and v. Hence, Lemma A.1 yields the claim of step ten.
Similarly one shows that the remaining second order partial derivatives ∂ 2 ω w k (λ, ω, v) and ∂ ω ∂ λ w k (λ, ω, v) exist in C n and converge in C n for k → ∞ uniformly with respect to λ, ω, and v.
Remark 3.7
In fact the mapŵ is not only C 2 -smooth, as it is claimed in Lemma 3.6, but C ∞ -smooth. In order to prove this rigorously, one has to handle "higher order analogues" of formulas like (3.59) and (3.62), which are getting more and more complicated.
The bifurcation equation
In this section we finish the proof of Theorem 1.2 by inserting the solution w =ŵ(λ, ω, v) of the infinite dimensional part (3.15) of the Liapunov-Schmidt system into the finite dimensional part (3.14)
and by solving this so-called bifurcation equation with respect to λ ≈ 0 and ω ≈ 1 for given small v = 0.
Local solution of (4.1)
Because of Lemma 3.2 the functions v 1 = Re v and v 2 = Im v constitute a basis in ker L 0 . Hence, the variable v ∈ ker L 0 can be represented as v = Re(ζv) with ζ ∈ C.
Moreover, because of w 1 = Re w and w 2 = Im w and of the definition (3.12) of the projection P we have P u = 0 for u ∈ C n if and only if u,Ãw = 0. Hence, (4.1) is equivalent to the one-dimensional complex equation
with Φ(λ, ω, ζ) := (I − C(λ, ω)) (Re(ζv) +ŵ(λ, ω, Re(ζv))) − F (λ, ω, Re(ζv) +ŵ(λ, ω, Re(ζv))) ,Ãw .
Here and in what follows ·, · : C n × C n → C is the Hermitian scalar product in C n . Remark that Φ(λ, ω, ·) : C → C is C ∞ -smooth in the sense of real differentiability, i.e., as a map from a two-dimensional real vector space into itself. It follows from (3.47) that (1.14) )
Then we havê w(0) = w 0 and, hence,ŵ(0) = w. Becauseŵ(λ) satisfies the adjoint boundary conditions (1.11), the functionŵ(λ) satisfies the adjoint boundary conditions (3.4). Moreover, (I − C(λ, 1) − ∂ u F (λ, 1, 0)) Re v satisfies the boundary conditions (1.2). Hence, we get from Lemma 3.1 that
In particular, it holds Re ∂ λ Ψ(0, 1, 0) = Re ν ′ (0) = α (4.6) (cf. (1.15) ). Similarly we have 
Bifurcation formula
In this subsection we will prove the so-called bifurcation formula (cf. notation (1.15) and (1.20))λ
This formula determines the so-called bifurcation direction, i.e., if αβ > 0, then the bifurcating periodic solutions to (1.1)-(1.3) exist for small λ > 0, and, if αβ < 0, then they exist for small λ < 0. Moreover, it turns out that, as in the case of Hopf bifurcation for ODEs and parabolic PDEs, this formula determines the stability of the bifurcating periodic solutions to (1.1)-(1.3): If β > 0 (the so-called supercritical case) and if the real parts of all eigenvalues µ = ±i of (1.9) with λ = 0 have negative real parts (this is a reinforcement of the nonresonance assumption (1.16)), then the bifurcating periodic solutions to (1.1)-(1.3) are asymptotically orbitally stable, if β < 0 (the so-called subcritical case) then they are unstable. Remark that in the present paper we do not deal with the stability question because we do not have suitable criteria for nonlinear stability of time-periodic solutions to semilinear dissipative hyperbolic PDEs. This will be the topic for future work.
In the following calculations we will use a standard approach (cf., e.g., [22, Chapter I.9] ) as well as its concrete realization for hyperbolic systems (see [14] ).
In order to prove (4.9), we differentiate the identity Ψ(λ(r),ω(r), r) = 0 twice with respect to r at r = 0. Using (4.8), we get ∂ λ Ψ(0, 1, 0)λ Here we used that for all u ∈ C n the function C(0, 1)u + F (0, 1, u) satisfies the boundary conditions (1.2) and that also v andw(r) satisfy those boundary conditions. Forw(r) this follows from
(cf. (3.12) and (3.15)) and from the fact, that the functionsṽ k satisfy the boundary conditions (1.2) (cf. (3.10). Now we differentiate three times (4.11) with respect to r at r = 0, use B + A∂ u F (0) = 0 and get
Let us calculatew ′′ (0). For that we differentiate the identity (4.12) twice with respect to r at r = 0 and get
, w k = 0. Applying A to both sides of (4.14) and using Lemma 3.1, we get
Because of (3.5) the j-th component of the right-hand side of (4.15) calculated at the point (x, t) is
Here we used notation (1.17). The j-th component of the left-hand side of (4.15) calculated at the point (x, t) is
We are going to solve (4.15) with respect tow 
Example
In this section we present a simple and, hence, academic example of a problem of the type (1.1)-(1.3) such that all assumptions (1.4)-(1.6), (1.8), (1.12)-(1.16), and (1.21) of Theorem 1.2 are satisfied. The equations depend, besides of the frequency parameter ω and the bifurcation parameter λ, on an additional real parameter γ which can be chosen in such a way that supercritical as well as subcritical Hopf bifurcation occurs:
ω∂ t u 1 − ∂ x u 1 + λu 1 − u 2 + γu 3 1 = ω∂ t u 2 + ∂ x u 2 = 0, x ∈ (0, 1), u 1 (0, t) = 0, u 1 (1, t) = u 2 (1, t).
(5.1)
Using the notation of Section 1, we have m = 1, n = 2, a 1 (x, λ) = −1, a 2 (x, λ) = 1, b 1 (x, λ, u 1 , u 2 ) = λu 1 − u 2 + γu In order to check (1.13), we first calculate w 1 (x) and w 2 (x) using (5.3) and the fact that ν =μ. We get Now, because of a 0 > 0 it follows β > 0 (supercritical Hopf bifurcation) for γ < 0 and β < 0 (subcritical Hopf bifurcation) for γ > 0.
A Appendix
In this appendix we present a simple linear version of the so-called fiber contraction principle (see, e.g., [7, Section 1.
11.3]):
Lemma A.1 Let U be a Banach space and u 1 , u 2 , . . . ∈ U a converging sequence. Further, let A 1 , A 2 , . . . ∈ L(U) be a sequence of linear bounded operators on U such that there exists c < 1 such that for all u ∈ U it holds A n u ≤ c u for all n = 1, 2, . . . Proof. Because of (A.2) there exists A ∈ L(U) such that for all u ∈ U we have A n u → Au in U for n → ∞. Moreover, (A.1) yields that Au ≤ c u for all u ∈ U. Because of c < 1 there exists exactly one v ∈ U such that v = Av + u, where u ∈ U is the limit of the sequence u 1 , u 2 , . . . ∈ U. Then (A.6)-(A.9) yield that |r n+1 | < ε for all n ≥ n 0 , as desired.
