Many techniques for improving latency in the Internet trade trade off some amount of extra bandwidth consumption for reduced latency. Examples include DNS prefetching [2] and redundancy [5] . But when is the latency reduction achieved worth the cost of the added overhead? In this brief note, we develop a benchmark for answering this question via an economic cost vs. benefit analysis. We consider the tradeoff between cost and benefit in a specific class of systems: wide-area client-server applications (such as web browsing, DNS queries, etc.) involving clients using consumer-level connectivity and service providers in the cloud. The framework we develop here serves as a baseline; it can be refined or extended for other systems.
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To summarize the benchmark in one sentence: any technique that saves more than 16 ms of latency (in the mean or the tail, depending on the metric we are concerned with) for every kilobyte of extra traffic that it sends is useful, even with very pessimistic estimates for the additional cost induced at both clients and servers.
We estimate when a given technique is useful via the value of time and the cost of increased utilization. We will denote increased utilization in units of data transfer volume. Note however that our calculated costs include all costs incurred by that added utilization, not just bandwidth. For example, one kilobyte of added client-side traffic in a web service has server-side costs including server utilization, energy, network operations staff, and so on. In other words, these diverse costs are amortized over units of client-side traffic.
For the latency reduction to be beneficial, we need ℓv ≥ c, where ℓ is the average latency savings in milliseconds for each KB of added traffic, v is the dollar value of one millisecond of latency reduction, and c is the cost of added traffic per KB. Our goal is to find a threshold value of ℓ when the latency improvement becomes beneficial. For this, we need estimates of c and v. These are very different on the client and server sides.
Cost estimates. To estimate the cost c, we use a range of advertised rates for cloud services which implement usage-based pricing, listed in the second column of Table 1 . The most expansive (and expensive) of these is the first line, based on an Amazon Web Services sample customer profile of a web application.
1 The profile models a 3-tier auto-scalable web application, with a load balancer, two web servers, two app servers, a high-availability database server, 30 GB of storage, and other services, which utilizes 120 GB/month of data transfer out of EC2 and 300 GB/month out of CloudFront. The resulting amortized cost of $3.68 effectively models the cost (per transferred GB) of an average operation in this system, including the cost of all utilized services. Table 1 : Estimates of the cost of added utilization (in GB of data transfer), and resulting threshold benefit ℓ (in milliseconds saved per KB of added utilization) at which a technique becomes cost-effective. Based on providers' publicly advertised prices as of December 2012, excluding taxes and fees.
Of course, there are scenarios which the above range of application costs does not model. For example, a cellular client whose battery is nearly empty may value energy more than bandwidth. But in a large class of situations, bandwidth is the most constrained resource on the client.
Value estimates. The value of time v is more difficult to calculate, at both the client and server.
For the server, direct value may come from obtaining revenue (ads, sales). We consider the case of Google. A study by Google indicated that users experiencing an artifical 400 ms added delay on each search performed 0.74% fewer searches after 4-6 weeks [1] . Google's revenue per search has been estimated 3 at $0.017; therefore, we can estimate a savings of 400 milliseconds on a single search generates, on average, an additional $0.0168 · 0.0074 in revenue, or $1.12 per hour of reduced latency. As another estimate, a 500 millisecond delay in the Bing search engine reduced revenue per user by 1.2%, or 4.3% with a 2-second delay [4] . Using the latter (smaller) figure, combined with an estimated 4 revenue per search of $0.00976, we have a $0.76 per hour value. We use the more pessimistic Bing value of $0.76/hr in our calculations.
On the client side, value may be obtained from a better or faster human experience. Among all the components of our analysis, this value is the hardest to estimate: it may be highly application-specific, and may depend on mean or tail latency in ways best quantified by a human user study of quality of experience. But as a first approximation, we assume the value of time is simply the US average earnings of $23.73 per hour in December 2012 [3] , which implies v ≈ 6.59 · 10 −6 $/ms.
Finding the threshold. We can now use our cost and value estimates to solve ℓ ≥ c/v to obtain the break-even point, in terms of the necessary latency savings per kilobyte of additional traffic. Table 1 shows the break-even values of ℓ for each scenario. The values are divided into four quadrants. The upper-left quadrant shows ℓ from the perspective of a server making a selfish decision. For example, the table indicates that a server replicating DNS traffic would obtain greater return in ad revenue than the cost of increased utilization, as long as replication saves more than 4.74 milliseconds per KB of added traffic.
Some servers may directly value the client's quality of service. The upper-right quadrant of the table shows the necessary break-even benefit above which the client's value outweighs the server's costs. Similarly, the lower-right quadrant shows the break-even benefit for a client choosing to send extra traffic.
The lower-left quadrant indicates the threshold beyond which the server's benefit outweighs the client's costs. This is unrealistic: a client would not typically value the server's ad revenue yet ignore its own benefit.
In general, the break-even threshold varies by several orders of magnitude depending on the assumed costs and benefits. But interestingly, excluding the latter unrealistic scenario, both the server's and the client's most pessimistic break-even benefit occurs in a similar range of 8-16 ms/KB; the client's higher costs are roughly balanced by its greater benefit. This analysis suggests that a given technique may be cost-effective even in the most conservative cases as long as we can save more than ≈ 8-16 milliseconds (in the mean or tail, depending on the goal) for each kilobyte of added traffic.
