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Abstract: The objective of this investigation is to analyze
and model tensile index. Two approaches are used, one
based on training and validation data, while the other
novel approach tests models using all possible combina-
tions of data points. This approach is focused on small
data sets which have here been obtained from nineteen
pulp samples at different refining conditions in a full-scale
TMP production line with a CD-76 refiner as a primary
stage. From each pulp sample twenty handsheet strips
for tensile index measurements were performed. Initially,
specific energy and the external variables (dilution water
feed rates and plate gaps) are used as predictors in a mod-
eling approach based on an adjusted R2 approach. There-
after, the resulting models are compared with a combina-
tion of specific energy and internal variables (primarily
consistencies) obtained from temperature measurements
inside the refining zones using a soft sensor concept. It is
found that specific energy and internal variables as pre-
dictors outperform the external variables when estimating
tensile index.
Keywords: linear regression; modeling; tensile index;
TMP; uncertain data sets.
Introduction
The laboratory test procedures in pulp and paper indus-
try have been discussed for decades. A consequence of te-
dious and complex measurements of pulp and handsheet
properties often results in very few samples, which makes
it difficult to verify data sets statistically.Many robust tech-
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niques, such as modified Z-score, box plot, sample kurto-
sis and the Shapiro-Wilk W test (Barnett and Lewis 1994)
can be natural tools when improving measurement qual-
ity in laboratory data. However, it can also be crucial to
link the variations in themechanical pulping process vari-
ables to the composition of particle shapes and sizes in the
pulp (Forgacs 1963), which opens for a number of possi-
bilities when selecting predictors for pulp and handsheet
property models.
Hence, there are at least three challenges that must be
considered simultaneously when deriving models in this
area:
1. Pulp measurement accuracy.
2. Interpreting and processing laboratory data and pro-
cess information from plant control systems, on-line
pulp sampling devices etc. Detecting anomalous pro-
cess conditions which can give rise to outliers.
3. Selection of predictors for handsheet property model-
ing including validation of considered models.
To cope with the first challenge a modified detection al-
gorithm based on a generalized Extreme Studentized De-
viate procedure can be used (Rosner 1983). This method
was primarily used for environmental pollution monitor-
ing to avoid the problem of masking (Gilbert 1987). This
methodology was applied to pulp and paper applications
by Karlström et al. (2019), where its was utilized to detect
discordant outliers and anomalies in laboratory samples.
The method, however, is not suitable when the data sets
for each pulp sample are too small, being best suited for
data sets larger than 40 samples.
For the second challenge there are two types of out-
liers needed to be considered. Firstly, on each pulp sample
numerousmeasurements aremade, some ofwhichmay be
outliers. Secondly, the sample itself may be an outlier, due
to anomalous process conditions or flawedmeasuring pro-
cedure during the time the sample was taken.
Regarding the third challenge, to determine the num-
ber of predictors, one can use a general guideline for
the minimum number of events per variable (EPV) in
multivariate analysis. Harrell et al. (1985) and Freedman
and Pee (1989) demonstrated that overfitting was inflated
when the ratio of the number of variables to the number of
Open Access. © 2020 Bengtsson et al., published by De Gruyter. This work is licensed under the Creative Commons Attribution 4.0 International
License.
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observations was greater than 1/4, which corresponds to
an EPV ≥ 4. Peduzzi et al. (1996) suggested an increase
of that number to at least ten events per variable ana-
lyzed to maintain the validity of the final model. Draper
and Smith (1998) also suggest the use of an EPV of 10,
but in industrial applications, this is usually not possi-
ble due to tedious laboratory analysis and uncertainties
in the measurements, which limits the number of reliable
samples (Karlström and Hill 2017a,b,c). The modeling ap-
proach inmechanical pulping processes, has been that ex-
ternal variables, such as specific energy (i. e. the ratio be-
tween motor load and production), dilution water added
to the refiners, plate gaps (disc clearance) etc., should be
used for process follow up of pulp and handsheet prop-
erties (Strand 1996, Härkönen et al. 2000, Sabourin et al.
2001, Härkönen et al. 2003, Strand and Grace 2014, Nels-
son 2016).
However, when using external variables as predictors,
the process non-linearities tend to negatively affect the re-
sult. To cope with that soft sensors, describing physical
phenomena in the refining zone, havebeendevelopeddur-
ing the last decade (Karlström and Eriksson 2014a,b,c,d).
The soft sensor’s outputs can be seen as estimates of in-
ternal variables (such as fiber residence time, consistency
profile, forces on bars, distributed defibration, thermody-
namic work etc.) which are difficult to measure directly in
the process. Typically, such soft sensors are non-linear but
have become important for advanced process optimiza-
tion. Specifically, consistency and fiber residence time
have been candidates for such activities for some years, as
they provide a link to e. g. tensile index, mean fiber length
and Somerville shives (Karlström et al. 2015, 2016a,b, Karl-
ström and Hill 2017a,b,c).
In earlier articles Karlström et al. (2015, 2016a,b) have
shown that the use of internal variables as predictors out-
perform the use of external variables when making poly-
nomial fits of pulp and handsheet properties. The use of
consistency and fiber residence timewere in focus in those
articles. Furthermore, it was shown that adding specific
energy, i. e. the ratio between motor load and production
as a predictor did not improve the modeling of tensile in-
dex (Karlström and Hill 2017a,b,c) when the excitation in
the production rate is small. In this study however, the
changes in the production rate is much larger then com-
pared with the previous cases.
When specific energy is used as one of many predic-
tors, multicollinearities are often introduced. Karlström
and Eriksson (2014a,b,c,d) showed that nonlinearities in
the refining zones are considerable and should be treated
with care as both consistencies and fiber residence times
correlate to some extent with the specific energy but not as
strongly as with the external variables dilution water feed
rates and plate gap measurements.
In our case we have a small data set, obtained from
nineteen pulp samples at different refining conditions in
a CD-76 refiner. To resolve the above mentioned chal-
lenges we start by designing models using linear regres-
sion. Thesemodels are then evaluated using twomethods;
using training and validation data sets and by testing all
possible subsets of ten samples. From this evaluation we
locate outliers and determine which predictors are best to
use.
Themain idea in this article, is to derive a linearmodel
for predicting tensile index using available measured (ex-
ternal) and estimated (internal) variables. From this we
will be able to determine which variables seem to be the
most useful when modelling tensile index. Furthermore
we will present methods for designing models when data
sets are very small and consist of relatively unreliable data
from laboratory experiments. Ultimately, a model for ten-
sile index using specific energy and the consistency is
found and presented.
Materials and methods
In this section, the control strategy andpulp sampling pro-
cedure is first presented, then considerations related to
measurement accuracy in pulp samples are discussed, fol-
lowed by an overview about the needs to link laboratory
data and process information in time-domain. Finally, we
give a short introduction to the basic approach to select
pulp and handsheet property candidates for process mod-
eling purposes.
Conditions during the trial
The measurements were taken during a five day period,
during which the process was controlled using a similar
strategy as described in Karlström and Hill (2017a,b,c).
That is to say the goal was to increase the production by
increasing the amount of work done in the flat zone. To do
this the dilution water feed rate in the flat zone was auto-
matically controlled to regulate output consistency, while
the dilution water feed rate of the conical zone was manu-
ally adjusted to try to keep the values of the consistencies
in the two zones close to each other. The plate gaps were
then adjusted to increase the work done in the flat zone.
At each sampling interval pulp was collected during
a two minute period, to be used to make handsheets for
analysis.
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Measurement accuracy in pulp samples
Whenconductingmeasurements onpulp samples, numer-
ous measurements are taken at a single sampling time to
compensate for low measurement accuracy. We will as-
sume that the dynamic variations in the process, during
each pulp sampling, can be considered small and that the
obtained average of each pulp sample is representative for
the process conditions during each sampling interval. By
preparing handsheets from each pulp sample this means
that possible outliers are most likely related to the hand-
sheets and not to the variations in the process. As an ex-
ample, consider Figure 1 where three strips are provided
for analysis. It is natural that each strip can contain none,
one ormore shives, which certainly affect the strength (Ba-
jpai 2012). Moreover, the basis weight of the handsheets
can vary even though they are coming from the same pulp
sample.
Figure 1: A schematic drawing of three strips obtained from each of
the seven handsheets.
In short, mainly three different approaches can be








l ∑li=1 μij Case B
σij/μij Case C
(1)
where σij is the tensile strength of strip i from handsheet j,
μij is the corresponding basis weight and l is the number
of strips. The denominator in Case A is the average basis
weight for all handsheets, i. e. one measure for the com-
plete batch of handsheets. The denominator in case B can
be seen as the most logical average basis weight to use for
each handsheet. Case C requires information about both
tensile strength and basis weight for each strip. In general,
Case C is time consuming and not so often used as a stan-
dard procedure. Instead, CaseA is normally used,which of
course can affect the accuracywhen it comes to handsheet
variations in the forming procedure.
To illustrate the need to treat the tensile index mea-
surements with some care we study the tensile index vari-
ation in the set of data used in this paper. The full raw data
is provided in Bengtsson et al. (2019).
As can be seen, 19 pulp samples are studied and for
each pulp sample 20 strips are used for tensile measure-
ments. The variation in these tensile indices is quite large.
This is probably due to variation in the number of shives
in the different strips. To compensate for this we generate
a set by only utilizing data within two standard deviations
from the mean, disregarding the other data points as out-
liers.
This removes some of the points as outliers, as shown
in Figure 2.
Figure 2: Tensile measurements, showing which measurements will
be disregarded (red) as they deviate too far from the mean.
To get a single value of tensile index for each sam-
ple, we then took the mean of the remaining measure-
ments.
Laboratory data and process information
linked in time domain
The 19 samples analyzed above are taken from a full-
scale TMP production line where the primary stage is a
CD76-refiner. This type of refiner consists of two serial re-
fining zones, called flat zone (FZ) and conical zone (CD).
In both zones, radial sensor arrays with eight sensors have
been mounted to measure the entire temperature profiles,
see Figure 3. In total, 16 temperatures aremeasured,which
makes it possible to follow the process from a completely
different perspective compared to traditional sensor instal-
lations.
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The temperature measurements can be seen as inter-
nal variables that are measured together with traditional
process variables, such as production rate, dilution water
flows, plate gaps and motor load (external variables). The
temperature profile varies considerably when changes are
made in process conditions and in the refining segment
pattern (Karlström and Hill 2017a,b,c).
Figure 3: Two sensor arrays for temperature measurements mounted
on the stator side (FZ-to the right and CD-to the left) in a CD76-TMP
refiner. The chips are introduced in the central part of FZ.
Both the internal and external variables are used
in the extended entropy model (Karlström and Eriksson
2014a,b,c,d), which can be used for estimation of e. g. the
consistency profile and the fiber residence times in the FZ
and CD zones (Karlström and Hill 2017a,b,c).
Production was calculated from input chips per unit
time, without taking their density variation into account.
This limitation of course also affects specific energy as
such.
The test in this study was performed during five days
where all process variables are segmented around the pe-
riods for pulp sampling according to Figure 4. The time
of each test point was well-documented (Karlström et al.
2018) and the test program was focused on the 19 test
points indicated in Figure 4. The pulp samples were taken
from the blow-line valve over a period of 3 minutes each.
The process sampling ratewas 1 second and each pulp
samplingwas performedduring a 3minutes period. There-
fore, average process conditions based on 180 samples
were used in the analysis. Thereafter, the set of process
data was then treated in the same way as the tensile in-
dexdata; i. e. outlierswere removed, anda singlemeasure-
ment was derived for each test point by taking themean of
the remaining data points. The full unmodified data is pre-
sented in Bengtsson et al. (2019).
Even though a reduced set of tensile index measure-
ments are used it is hard to see any correlation between
the process variables shown in Figure 4 and the tensile in-
dex measurements in Figure 2 only by visual inspection.
Predictors for handsheet property modeling
To estimate tensile index wewill be using linear models in
the form of
̂f (x) = θ1x1 + θ2x2 + ... + θkxk + b, (2)
where [θ1, . . . , θk] represents the parameter vector,
[x1, . . . , xk] the predictor values and k the number of pre-
dictors.
The challenge in this paper is to find out which predic-
tors are most suitable to use when modeling tensile index
for the pulp samples shown in Figure 2.
The coefficient of determination (R2) is useful for com-
paring differentmodels. In our casewe use the adjustedR2
to set a penalty for the number of predictors (independent
variables) in the model, according to
adj.R2 = 1 − n − 1
n − d − 1
∑(f − ̂f )2
∑(f − ̄f )2
, (3)
where∑(f − ̂f )2 represents the sumof the squared residuals
from the regressionand∑(f− ̄f )2 the sumof the squareddif-
ferences from themean of the dependent variable, while n
is the number of observations and d is the number of pre-
dictors (Draper and Smith 1998).
When designing models with multiple predictors
there is always the risk of multicollinearities, that is to
say a linear interdependancy between the different predic-
tors. This can be due to both poorly designed experiments,
where various predictors are not exited separately, or due
to a true physical link between the predictors as is often
found in serially linked processes. To analyze and detect
multicollinearities the Variance Inflation Factors (VIF)will
be used in this paper (Belsley et al. 1980). VIF quantifies





where R2k is the R
2 value obtained by regressing the kth
predictor on the remaining predictors. A VIFk = 1 means
that there is no linear correlationbetween the kthpredictor
and the other remaining predictor variables, i. e. the vari-
ances in the estimated coefficients in Equation (2) are not
inflated. If VIF > 4, a general rule is that further analy-
sis should be performed, while VIF > 10 indicates seri-
ous multicollinearities and a need to find amodified set of
predictors. However, in serially linked processes like the
one studied in this article, some collinearities occur nat-
urally and further analysis should be considered from a
more holistic perspective.
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Figure 4: Specific energy, dilution water feed rates, plate gaps and production during the 5 days of testing. The numbers included (1–19)
refers to the pulp sampling periods.
Validation of the models considered
Here, we propose a method for analysis and validation of
models that is specifically tailored to caseswith small data
sets. Use roughly half the samples to design a model (e. g.
10 samples for a set of 19). Evaluate the resultingmodel by
calculating the adjustedR2. We then repeat this for all pos-
sible combinations of samples. This allows us not only to
get a general impression ofmodel quality but also evaluate
the quality of eachmeasurement sample. For example, if a
sample only appears in poor models, it may be indicative
that the sample itself is an outlier.
For small test series including less than 20 pulp sam-
ples, it is viable to test all combinations. The possible com-
binations can be interpreted as the number of ways there







To reduce the number of possible combinations one
may use a vector v, which consists of measurements at dif-
ferent operating conditions, if these measurements are re-
liable. This reduces the amount of combination while still
ensuring that all operating conditions are considered. Do-





k!(n − nv − k)!
, (6)
where nv is the number of elements in v and k is the num-
ber of samples used beyond those in v.
Once models have been designed the result from this
test can be used to analyze the model structure.
Results and discussion
In this paper, the internal and external variables as pre-
dictors are in focus. The internal variables are estimated
from process measurements and consist of the consisten-
cies and fiber residence times in the refining zones, i. e.
the FZ- and the CD-zones. The external variables are dilu-
tion water feed rates and plate gaps which are measured
directly. Here we will use production or specific energy as
predictors in conjunction with either internal or external
variables. Firstly, we examine the presence of collineari-
ties using the VIF (see Table 1).
From Table 1 both consistencies and dilution water
feed rates seem viable for designing models, with at most
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Table 1: Variance inflated factors for different combinations of po-
tential predictors (each row is one combination, blank spaces de-
note that the predictor was not included in the test). Internal vari-
ables C=Consistency, RT=Fiber residence time, and external vari-
ables such as Sp.E=Specific energy, Dil.W=Dilution water, Gap=Dis-
tance between refining segments and Prod=Production.
Variance inflation factors (VIF)
Potential predictors
Sp.E Prod. Dil.WFZ Dil.WCD GapFZ GapCD
8.5 5.2 10.2 34.3 44.1
2.3 3.9 6.2
3.3 20.8 28.7




Sp.E Prod. C.FZ C.CD RT.FZ RT.CD
5.6 2.6 9.1 9 4.3
2.5 1.8 2.9
4.6 3.2 2.4
194.1 2.8 8 75.4 45.1
6.3 1.8 7.4
150.7 64.8 32.7
moderate collinearities. Moreover, from a physical per-
spective it is sound to include the dilution water feed rates
and consistencies as predictors. The reason is that they
are related to changes in fiber distribution in the refining
zones (Fernando et al. 2013), which certainly affect the fi-
nal pulp and handsheet properties even if the specific en-
ergy is not changed.
Residence times are strongly correlated with produc-
tion but less so for specific energy, where the VIF is rea-
sonable. This is somewhat surprising as we would have
expected a higher correlation between specific energy and
residence time.
Consistencies, residence times anddilutionwater feed
rate seem to have comparable VIF, regardless if they are
used as predictors together with specific energy or produc-
tion, with the aforementioned exception of residence time
and production which has a very poor VIF. We will hence-
forth use specific energy andnot production as a predictor,
in part due to the fact that the VIF was high for production
and fiber residence times, and in part as further testing
gave that using specific energy yielded better results also
when using consistencies and dilution water feed rates as
predictors.
Hence, following the motivation above four cases of
predictor combinations are considered:
(a) specific energy;
(b) specific energy and consistencies;
(c) specific energy and fiber residence times;
(d) specific energy and dilution waters.
When analyzing the linear fits of tensile index measure-
ments. It can be argued that Table 1 suggests that specific
energy, consistencies and fiber residence time is a viable
alternative. However with 5 predictors and only 19 sam-
ples, this would give us less then 4 samples per predictor,
which is a limit Harrell et al. (1985) and Freedman and Pee
(1989) suggested to avoid overfitting.
To assess thepresenceof outliers and to analyzewhich
predictors are best to use, two different methods will be
used. In the first, all combinations of the 10 different pulp
sampleswill be examined to seewhich combinations yield
a high adjusted R2 as described in Section . In the other
method, the data set will be divided into training and val-
idation data to compare different combinations of predic-
tors.
Using all combinations of 10 different pulp
samples
When examining all possible combinations of ten samples
from the set of 19 samples we have 92378 combinations to
study. We start with case (a), i. e. using specific energy as
a sole predictor (see Figure 5).
To get an indication on how important a pulp sample
is for modeling, a counter r of how many times each pulp
sample occurs in a combination that results in an adjusted
R2 > 0.75 is introduced. This counter is represented by
the vector r, where the ith element in r denotes how many
times sample i occurred in a combination having an ad-
justed R2 > 0.75.
If we also use consistencies together with specific en-
ergy the adjusted R2 is increased considerably as is shown
inFigure 6. Evenwith amore stringent criterionof adjusted
R2 > 0.9 we have more than 12000 combinations fulfill-
ing the criterion. This indicates that considerable improve-
ments to the model are made by utilizing the consisten-
cies. Note that some samples occurmuch less often in good
models thenothers. This is somethingwewill look into fur-
ther when analyzing outliers.
If we instead use fiber residence times together with
consistencies, i. e. Case (c) (see Figure 7) we see that these
do not yield nearly as good results with only around 480
combinations with an adjusted R2 over 0.9.
Finally, we test specific energy together with the dilu-
tion water feed rate to each refining zone, i. e. Case (d). As
can be seen in Figure 8, the number of combinations ful-
filling an adjusted R2 > 0.9 is quite low.
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n = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19]
r = [679 92 568 243 823 173 440 624 582 692 493 47 284
702 869 869 889 657 534]
Figure 5: Adjusted R2 for Case (a) versus indices in all possible com-
binations (92378) using 19 pulp samples. r is the vector containing
the repeated indices in all combinations.
n = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19]
r = [6180 7035 7331 6704 10588 6934 6718 670 7236 6091
7469 7051 7592 7247 8025 8990 165 7079 7045]
Figure 6: Adjusted R2 versus indices for Case (b) in all possible com-
binations using 19 pulp samples. r is the vector containing the re-
peated indices in all combinations.
One reason for this poor result is the lack of knowledge
about the steambalance using only the dilutionwater feed
rates as predictors. In other words, when using the dilu-
tionwater, the backward- and forwardflowing steam is not
taken into account in the same way as it is when using the
n = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19]
r = [268 265 283 307 474 29 205 234 80 210 330 218 264
390 392 272 268 159 162]
Figure 7: Adjusted R2 versus indices in all possible combinations
using 19 pulp samples for Case (c).
n = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19]
r = [141 190 219 164 269 200 273 134 242 211 34 33 33 26
45 278 245 181 202]
Figure 8: Adjusted R2 versus indices in all possible combinations
using 19 pulp samples for case (d).
consistencies as predictors as discussed in Karlström and
Eriksson (2014a,b,c,d). This is maybe the most important
argument why internal variables should be used though it
requires access to the non-linear model.
In conclusion, using this method the best predictors
to use seem to be specific energy along with consistencies.
This result matches well with the fact that consistency has
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been shown to have considerable impact on pulp quality,
as demonstrated in Hill et al. (1979) and Johansson et al.
(1980).
Using validation data
Wewill now examinewhich predictors yield the best result
using the other method, where we split the data into two
sets: a training set and a validation set. The training set is
used to design the model, while the validation set is used
to evaluate the model. The evaluation is done by calculat-
ing the squared difference between the predicted tensile
strength from the model, and the actual tensile strength
as found in the validation data set.
In our case we used a training set of data from 12 sam-
ples and a validation set from 7 samples, with the samples
distributed randomly between the sets. To compensate for
the small amount of data in each set we repeated this pro-
cedure 10000 times, randomizing new training and vali-
dation sets for each iteration. This was repeated for all the
cases of predictor choice, with the results presented in Ta-
ble 2.
Table 2: The mean squared prediction error (MSE) on validation data
when using different combinations of variables.
MSE
Specific energy 0.72
Specific energy and consistencies 0.32
Specific energy and dilution water feed rates 0.9
Specific energy and fiber residence times 0.91
Thismethod confirms that using the consistencies and
specific energy yields the best result. However it is not
clear that all three of these independent variables con-
tribute to the model quality. To investigate this we test dif-
ferent combinations where we only use two of the predic-
tors, see (Table 3). From Table 3 it seems that the consis-
tency in the conical zone does not significantly improve
model quality. This could be due to a few reasons, for
example as the zones are serially linked the consisten-
cies between the zones are not entirely independent, es-
pecially as no specific effort was made to excite the zones
separately when performing the experiment. However, as
noted previously the VIF between these predictors is quite
low which indicates that they are not particularly corre-
lated.
Further exploring this by calculating the Pearson’s
correlation coefficient (Randolph and Myers 2013) be-
tween the consistency of the conical and flat zone yields
a correlation coefficient of 0.65, which indicates a moder-
ate positive correlation between the variables. However it
is not so high that there is a reason to believe that the con-
sistency in the two zones was not excited separately (in-
deed the correlation coefficient between the consistency
of the conical zone and specific energy is in absolute terms
somewhat larger at −0.77).
Moreover during the experimental procedure special
care was taken to increase the amount of work done in the
flat zone, which may have contributed to the consistency
of the flat zone having a more pronounced impact on the
tensile index.
Another reason for the fact that the consistency of the
conical zone was not beneficial for model quality can in-
stead be that there was much larger variation of the con-
sistency measurements in the conical zone than in the flat
zone during each sampling instance, which may indicate
that these measurements were less reliable and therefore
less useful for prediction.
However, one cannot entirely exclude the possibility
that the consistency in theflat zonehas a greater impact on
the tensile index then that of the consistency of the conical
zone.
Table 3: The mean squared prediction error (MSE) on validation data
when using different variables. FZ=Flat zone and CD=Conical zone.
MSE
Specific energy and FZ consistency 0.31
Specific energy and CD consistency 0.66
FZ and CD consistencies 1.16
Specific energy, FZ and CD consistencies 0.32
As using the consistency in the conical zone does
not yield a significant improvement we will disregard it.
Hence moving forwards we will use specific energy and
the consistency of the flat zone as our only predictors
as they appear sufficient to derive good models from our
data.
Detecting outliers
Nowwe have selected amodel structure where specific en-
ergy and the consistency of the flat zone are the predictors.
However we have not examined the possibility that some
of the tensile measurements may be outliers. Looking at
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Figure 6 it is clear that two samples do not appear in many
goodmodels, namely sample 8 and 17 so thesewarrant fur-
ther investigation.
Established outlier detection methods such as DFFITs
and Cooks distance (Rawlings et al. 2001) both highlight
sample 17 as an outlier. However they do not indicate that
sample 8 is an outlier.
We can see fromFigure 4 that a step is taken in specific
energy during the beginning of the 240 second sampling
duration for sample 8. The assumption of our measure-
mentmethods is that process conditions are relatively con-
stant during the 240 second sampling duration as we are
measuring tensile index from handsheet made from pulp
taken during the entire sampling period. Moreover one
cannot disregard the risk of mistakes being made when
documenting the time of each pulp sample. If we shift our
data back 240 seconds so we usemeasurements taken just
before the step and evaluate the results as shown in Fig-
ure 9 the results improve considerably, with sample 8 no
longer appearing in only a few good models. Moreover, if
we examine the mean square error of a validation data set
in the same way as when determining which predictors to
be used, we find that this change to sample 8’s specific en-
ergy measurement improves the model, and reduces the
mean prediction error on validation data from 0.31 to 0.26.
This seems to indicate that the time the pulp sample was
taken was not correctly recorded.
Hence, from these investigations we conclude that
both sample 8 and sample 17 should be regarded as out-
liers and therefore be disregarded.
Resulting model
Designing amodel ona reduceddata setwith sample 8 and
17 removed results in the following model
Tensile Index = −51 + 0.032x1 + 0.9x2
where x1 is specific energy and x2 is the consistency in the
flat zone. This model was trained on the entire data set,
which yielded an adjusted R2 of 0.89.
While using the consistency of the conical zone does
not improvemodel quality, it may be useful to include it to
gauge the effect the consistency of the conical zone has on
tensile index. This as the consistency of the conical zone
can be controlled separately from the consistency of the
flat zone. This makes it a potentially useful control input,
especially in cases where one wishes to control more then
onepulp property. Ifwe include the consistency of the con-
ical zone we get the following model:
Tensile Index = −62.69 + 0.036x1 + 0.83x2 + 0.18x3,
n = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19]
r = [13238 14407 15418 13608 21641 14890 14696 15718
14959 12255 15577 14627 15629 15254 16475 18498
465 14608 14667]
Figure 9: Adjusted R2 versus indices in all possible combinations
using 19 pulp samples for case (a) with sample 8 using values of
specific energy before the step. r is the vector containing the re-
peated indices in all combinations.
where x1 is specific energy, x2 is the consistency in the flat
zone and x3 is the consistency in the conical zone.
If we compare our model with those derived for ten-
sile index from measurements of a CTMP production line
(Karlström and Hill 2017a,b) using a similar experimental
procedure, we can see that also for this case it was found
that using specific energy and internal variables yielded
the best result. While there were some differences in op-
erating condition, this seems to indicate a general trend
that internal variables such as consistencies are more use-
ful when modelling tensile index then external variables.
Furthermore, Johansson et al. (1980) who examined
pulp properties for TMP refiners and found that plate gaps,
production and consistencies were sufficient to explain
91% of changes in pulp quality during there experiments.
So there seems to be a general trend of consistency being
found to be useful to model a variety of pulp and paper
properties.
Process stability using tensile index models
As stated in Karlström et al. (2018) the internal variables
(specifically temperature profile and consistencies) can
constitute a new concept for CD refiner control. It was
shown that refining zone conditions can vary consider-
240 | F. Bengtsson et al.: Modeling of tensile index using uncertain data sets
ablywhen running the refiners in specific energy control. It
was also claimed that the internal variables can be a back-
bone in future control concepts of CD refiners. This was
strengthened by analyzing the control efforts from three
different perspectives to 1) reach desired operating con-
ditions by manipulating the maximum temperatures and
outlet consistencies out from the flat and conical zones fol-
lowed by 2) optimize the production (if requested) and fi-
nally 3) implement the complete set of control algorithms
in automatic mode to maintain the process at the desired
production level to stabilize process. The weakness in the
study performed inKarlströmet al. (2018)was that no pulp
and handsheet datawere analyzed inmore detail. Instead,
all pulp and handsheet properties were derived from ear-
lier CTMP experiments performed in Karlström and Hill
(2017a,b,c) to indicate stability issues when running the
process in control mode. This of course motivates this pa-
per, and to finalize the research in terms of the model
procedure for selected TMP properties, we want to reflect
upon the dynamics obtainedwhen using the derivedmod-
els.
Suppose that we use the same methodology as out-
lined abovewhen estimating the tensile index.We have al-
ready concluded that there are large deviations in tensile
index measurements. However despite this we managed
to design models with an adjusted R2 of around 0.9, which
can be considered acceptable.
Now we have a model for tensile index estimation
based on specific energy and consistency in the refining
zones of a CD76-refiner. By applying it on process data we
can get an indication of the expected variations in tensile
index as seen in Figure 10. This opens up for a number of
ways to achieve disturbance rejection and tune the pro-
cess.
Figure 10: Estimated tensile index for the period studied in Fig-
ure 4. Measured tensile index and median measured tensile index
included as references.
In this paper the focus has been on specific energy as
a predictor.When running refiners in normalmodes, with-
out too large changes in the operating points, an alterna-
tive is to use the fiber residence times in each refining zone
instead of the specific energy as predictors. The reason is
that specific energy is related to the total motor load and
an assumed production.
By measuring the temperature profile in each refining
zones we could provide predictors from both zones, pro-
viding additional predictors which could be used for mod-
elling. However, it is possible to divide the work into more
than two different zones, potentially providing means to
use additional predictors by soft sensor measurements.
Moreover, it makes it possible to analyze the impact from
different plate patterns etc. When it comes to disturbances
related to variable production, it is also possible to capture
such changes by analyzing the inner sensors in the sensor
array (FZ). For a deeper discussion on this see Karlström
and Hill (2017a,b,c).
Concluding remarks
The main purpose of this paper is to show how to derive
models for tensile index estimations using specific energy
and internal variables in terms of consistencies to the flat
and conical zones (FZ andCD) in aCD76-refiner. It is shown
that the internal variables outperform the external vari-
ables as predictors even though the variance inflation fac-
tors are similar. This is similar to what was found for a
CTMP refiner in Karlström and Hill (2017b,c). The coni-
cal zone may not be necessary, as similarly good models
could be derived when using only the specific energy and
the consistency in the flat zone. This is not entirely satis-
fying as the impact of the consistency in the conical zone
on the tensile index may be important for future imple-
mentation of automatic controllers. Further experimenta-
tion where the consistency of the conical zone is excited
separately from the other inputs would allow us to better
explore what impact, the consistency of the conical zone
has on the tensile index. Another possible expansion to
consider is to examine the use of other possible predic-
tors such as for example temperature measurements from
within the refiner.
It is furthermore worth noting that the model was de-
rived only on one set ofmeasurements, which do not cover
all operating conditions. Thus, further investigations on
the impact of the other inputs are also warranted.
We also argue that outliers can be detected by using
the methodology outlined in this paper. By testing differ-
F. Bengtsson et al.: Modeling of tensile index using uncertain data sets | 241
ent combinations of samples we found that outliers in the
data could be detected. For this data set this proved to be
particularly effective, finding an outlier that conventional
outlier detection methods missed.
This opens for a natural outlier detection and forms a
first step toward an on-line implementation of the tensile
index model. It is believed that stability can be obtained
faster and control be more precise in future applications
utilizing this model as it most likely will be possible to op-
timize the process in terms of temperature control, con-
sistency control, energy control as well as pulp and hand-
sheet property control.
The modelling procedure used here can probably also
be used for other pulp and handsheet properties. This as
they face many the same issues as whenmodelling tensile
index such as limited and unreliable data. The reasonwhy
tensile index is in focus is that this variable is hard tomea-
sure online, but important for final property follow-up.
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