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Abstract
We consider the (1,2)-Sobolev space W1,2(U) on subsets U in an abstract Wiener space, which is
regarded as a canonical Dirichlet space on U . We prove that W1,2(U) has smooth cylindrical functions as
a dense subset if U is H -convex and H -open. For the proof, the relations between H -notions and quasi-
notions are also studied.
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1. Introduction
In Euclidean space, extension operators related to Sobolev spaces are useful tools. Their
existence is stated as follows: Given a domain U of Rn with a sufficiently regular boundary,
p  1, and r ∈ N, there exists a bounded linear map T :Wr,p(U) → Wr,p(Rn) such that Tf = f
on U for all f ∈ Wr,p(U). Here, Wr,p(X) denotes the Sobolev space on domain X, with dif-
ferentiability index r and integrability index p. In particular, the above statement implies that
Wr,p(Rn)|U = Wr,p(U), where the left-hand side denotes a function space on U that is defined
by restricting the defining sets of the functions in Wr,p(Rn) to U . Hereafter, we use the standard
notation described above. Such properties can reduce many problems on U to those on Rn, which
are often easier to resolve.
In this paper, we discuss a related problem in infinite-dimensional spaces. To the best of the
author’s knowledge, there are no nontrivial examples that involve the existence of the extension
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decomposition in Euclidean space are not directly available in infinite dimensions; this com-
plicates the problem. In this paper, we consider a reduced version of the problem as follows:
Let (E,H,μ) be an abstract Wiener space (the definition of which is provided in Section 2)
and U , a measurable subset of E with positive μ-measure. Find sufficient conditions on U such
that
W 1,2(E)
∣∣
U
is dense in W 1,2(U) in the topology induced by the Sobolev norm. (1.1)
The well-definedness of the space W 1,2(U) is explained in the next section. Here, we note
that W 1,2(U) is regarded as the domain of a canonical Dirichlet form on L2(U,μ|U), where
μ|U(·) := μ(· ∩ U). Since the space FC1b(E) of smooth cylindrical functions on E is known to
be dense in W 1,2(E), (1.1) is equivalent to the following:
FC1b(E)
∣∣
U
is dense in W 1,2(U) in the topology induced by the Sobolev norm. (1.2)
The closure of FC1b(E)|U in W 1,2(U) is often regarded as the minimal domain. Therefore, the
problem under consideration is to determine whether the canonical domain and the minimal do-
main coincide. Even for this weaker property, few examples of non-smooth sets are known to
satisfy it. The following is the known result.
Theorem 1.1. (See [13, Theorem 2.2].) If U is convex and has a nonempty interior, then (1.1) is
true.
We may assume that U is open in this theorem without loss of generality because the topo-
logical boundary of U is a μ-null set under these assumptions (see Remark 3.3 (ii)).
In this paper, we provide a refinement of Theorem 1.1. Although Theorem 1.1 has been
proved within a more general framework [13], we consider only an abstract Wiener space in
order to avoid inessential technical issues. Theorem 1.1 is not satisfactory in that the assump-
tions involve the vector space structure and topological structure of E. It is desirable to impose
assumptions depending only on the structures of the Cameron–Martin space H . Accordingly, we
prove the following theorem. Let M(E) denote the completion of the Borel σ -field B(E) of E
by μ.
Theorem 1.2. Suppose that U ∈ M(E) with positive μ-measure is H -convex and H -open. Then,
(1.1) holds.
Here, U is called H -convex if (U − z) ∩ H is convex in H for all z ∈ E, and U is called
H -open if (U − z) ∩ H has 0 as an interior point in H for every z ∈ U . Since convexity in E
implies H -convexity, and open sets in E are H -open, the assumptions of Theorem 1.2 are essen-
tially weaker than those of Theorem 1.1.
If E is finite-dimensional, Theorem 1.2 is easy to prove as follows: For simplicity, we further
assume that U is bounded and contains 0. For a small positive number γ , we consider a con-
traction map Tγ :E  z → (1 − γ )z ∈ E and let Uγ := T −1γ (U) ⊃ U . For each f ∈ W 1,2(U),
the function f ◦ Tγ , denoted by fγ , is defined on Uγ and fγ |U approximates f in W 1,2(U).
Since there is a positive distance between E \Uγ/2 and the closure of U , we can take a Lipschitz
function ϕ on E such that ϕ = 1 on U and ϕ = 0 on E \ Uγ/2. Then, ϕfγ is well defined as
a function in W 1,2(E) and (ϕfγ )|U = fγ |U , which deserves to be an approximating function
of f .
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mutually singular. Therefore, our strategy is decomposing E into a finite-dimensional space and
an auxiliary space, and applying the procedure stated above for each finite-dimensional section.
Theorem 1.1 was proved in this way. The proof of Theorem 1.2 is similar to that of Theorem 1.1,
but more technically involved. This is because we have to treat the topology of E induced by the
H -distance, which is neither metrizable nor second-countable; we cannot utilize the general the-
ory of good topological spaces. In order to overcome this difficulty, we firstly study the relations
between H -notions and quasi-notions, and we use them for removing a suitable set with small
capacity to adopt a method utilized in the proof of Theorem 1.1.
The remainder of this paper is organized as follows. In Section 2, we introduce a frame-
work, and we prove some preliminary results that are of contextual interest. Some results may
be known to experts; nonetheless, we provide proofs of the claims for which the author could
not find suitable references. In Section 3, we prove Theorem 1.2. In Section 4, we discuss some
applications.
2. Framework and preliminary propositions
Let (E,H,μ) be an abstract Wiener space. That is, E is a real Banach space with norm | · |E ,
H is a real separable Hilbert space that is continuously embedded in E, and μ is a Gaussian
measure on E such that∫
E
exp
(√−1l(z))μ(dz) = exp(−|l|2H/2) for all l ∈ E∗ ⊂ H ∗  H ⊂ E.
Here, we denote the topological duals of E and H by E∗ and H ∗, respectively, and we adopt
the inclusions and identification stated above. We always assume that E is infinite-dimensional.
The inner product and norm of H are denoted by 〈·,·〉 and | · |H , respectively. For l ∈ E∗ and
z ∈ E, l(z) also denotes 〈l, z〉. This terminology is consistent with the inner product of H when
the inclusions E∗ ⊂ H ⊂ E are taken into consideration. For s ∈ R, z ∈ E, A ⊂ E, and B ⊂ E,
we set sA = {sa | a ∈ A} and A±B = {a ± b | a ∈ A, b ∈ B}, and we denote {z} ±A by z±A.
The following is a basic property of μ (see, e.g., [3, Corollary 2.5.4] for the proof).
Proposition 2.1. Let A ∈ M(E) and F be a dense linear space of H . If A + F = A, either
μ(A) = 0 or μ(E \A) = 0 holds.
For X ∈ M(E), the σ -field {A ∈ M(E) | A ⊂ X} on X is denoted by M(X). Given X ∈
M(E), a separable Hilbert space H , and p ∈ [1,+∞], the H -valued Lp-space on the mea-
sure space (X,M(X),μ|X) is denoted by Lp(X →H ). When H = R, it is simply denoted
by Lp(X). Its canonical norm is denoted by ‖ · ‖Lp(X).
The space FC1b(E) of smooth cylindrical functions on E is defined as
FC1b(E) =
{
u :E → R ∣∣ u(z) = f (〈l1, z〉, . . . , 〈lm, z〉), l1, . . . , lm ∈ E∗,
f ∈ C1b
(
R
m
)
for some m ∈ N},
where C1b(R
m) is the set of all bounded C1-functions on Rm with bounded first order derivatives.
Let G be a finite-dimensional subspace of E∗. We define a closed subspace G⊥ of E as G⊥ =
{z ∈ E | 〈h, z〉 = 0 for every h ∈ G}. The direct sum G⊥G is identified with E. The canonical
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they are defined as follows:
PGz = z −QGz, QGz =
m∑
i=1
〈hi, z〉hi,
where {hi}mi=1 ⊂ G ⊂ H ⊂ E is an orthonormal basis of G in H . The image measures of μ by
PG and QG are denoted by μG⊥ and μG, respectively. Both measures are centered Gaussian
measures; in particular, μG is described as
μG(dy) = (2π)−m/2 exp
(−|y|2H/2)λm(dy),
where m = dimG and λm denotes the Lebesgue measure on G. The product measure of μG⊥
and μG is identified with μ. When G = Rh for some h ∈ E∗, we write h⊥, μh⊥ , and μh for G⊥,
μG⊥ , and μG, respectively.
Let X ∈ M(E). For h ∈ E∗ \ {0} ⊂ E and x ∈ h⊥, we define
IXx,h = {s ∈ R | x + sh ∈ X}.
We fix a linear subspace K of E∗ that is dense in H . We call X K-moderate if for each h ∈
K \ {0}, the boundary of IXx,h in R is a Lebesgue null set for μ⊥-a.e. x ∈ h⊥. It is evident that
H -convex sets in M(E) are K-moderate. For a function f on X, x ∈ E, and h ∈ E∗ \ {0}, we
define a function fh(x, ·) on IXx,h as fh(x, s) = f (x + sh).
Suppose that X is K-moderate and μ(X) > 0. For h ∈ K \ {0}, let Dom(EXh ) be the set of all
functions f in L2(X) such that the following hold:
• For μh⊥ -a.e. x ∈ h⊥, fh(x, ·) has an absolutely continuous version f˜h(x, ·) on the interior of
the closure of IXx,h in R.
• There exists an element of L2(X), denoted by ∂hf , such that for μh⊥ -a.e. x ∈ h⊥, (∂hf )(x+
sh) = ∂f˜h
∂s
(x, s) for a.e. s ∈ IXx,h with respect to the one-dimensional Lebesgue measure.
Then, the bilinear form (EXh ,Dom(EXh )) on L2(X), defined as
EXh (f,g) =
∫
X
(∂hf )(∂hg)dμ, f,g ∈ Dom
(EXh ),
is a closed form from [2, Theorem 3.2]. The (1,2)-Sobolev space W 1,2(X) on X is then defined
as
W 1,2(X) =
{
f ∈
⋂
h∈K\{0}
Dom
(EXh ) ∣∣ there exists Df ∈ L2(X → H) such that
〈Df,h〉 = ∂hf μ-a.e. on X for every h ∈ K \ {0}
}
.
Space W 1,2(X) formally corresponds to the maximal domain in the terminology of [1] and the
weak Sobolev space in that of [7], even though the validity of these terminologies have not
been investigated in our situation because our framework does not satisfy the conditions in the
corresponding theorems in [1,7]. The bilinear form (EX,W 1,2(X)) on L2(X), defined as
EX(f,g) =
∫
〈Df,Dg〉dμ, f,g ∈ W 1,2(X),
X
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Proposition 2.2. (Cf. [4], [13, Proposition 2.1].) Let Φ be a Lipschitz function on R and let f
and g be functions in W 1,2(X). Then:
(i) For any Lebesgue null set A of R, Df = 0 μ-a.e. on f−1(A). In particular, if f = 0 on a
measurable set B , then Df = 0 μ-a.e. on B .
(ii) Φ(f ) ∈ W 1,2(X) and D(Φ(f )) = Φ ′(f )Df μ-a.e.
(iii) In addition, if f,g ∈ L∞(X), then fg ∈ W 1,2(X) and D(fg) = f (Dg)+ g(Df ) μ-a.e.
We write E for EE . The norm ‖ · ‖W 1,2(X) of W 1,2(X) is given by ‖f ‖W 1,2(X) = (EX(f,f )+
‖f ‖2
L2(X)
)1/2. In general, although W 1,2(X) may depend on the choice of K , we omit the de-
pendency on K from the notation for simplicity. It is known that W 1,2(E) does not depend on
the choice of K and includes FC1b(E) as a dense subset in the topology induced by ‖ · ‖W 1,2(E).
Therefore, under the assumptions on U in Theorem 1.2, conclusion (1.2) implies a posteriori
that W 1,2(U) is independent of the choice of K .
We now recall the concepts of capacity and the associated quasi-notions. Since we use these
terminologies with respect to only (E,W 1,2(E)), we define them in this particular case. For open
subsets O of E, the capacity of O (with respect to (E,W 1,2(E))) is defined as
Cap1,2(O) := inf
{E(f,f )+ ‖f ‖2
L2(E)
∣∣ f ∈ W 1,2(E) and f  1 μ-a.e. on O}.
The infimum stated above is attained by a unique function eO , known as the equilibrium potential
of O . It holds that 0 eO  1 μ-a.e. and eO = 1 μ-a.e. on O . For a general subset A of E, its
capacity is defined as
Cap1,2(A) := inf
{
Cap1,2(O)
∣∣O is open and O ⊃ A}.
We remark that Cap1,2 is countably subadditive. A function f on E is called quasi-continuous
if for any ε > 0, there exists an open set O such that Cap1,2(O) < ε and f |E\O is continuous
on E \ O . Since (E,W 1,2(E)) is quasi-regular (see [16] for the definition), each element of
W 1,2(E) has a quasi-continuous modification. A subset A of E is called quasi-closed if for any
ε > 0, there exists an open set O such that Cap1,2(O) < ε and A \ O is closed. A subset A is
called quasi-open if E \A is quasi-closed. For two functions f and g on E, we write f = g q.e.
if Cap1,2({f = g}) = 0.
A subset E0 of E is called H -invariant if E0 +H = E0.
Definition 2.3. Let f be a [−∞,+∞]-valued function on E.
(i) f is called H -continuous if there exists an H -invariant set E0 such that μ(E \ E0) = 0,
|f (z)| < ∞ for every z ∈ E0, and the function f (z + ·) on H is continuous in the topology
of H for every z ∈ E0.2
(ii) f is called H -Lipschitz if there exist an H -invariant set E0 and a constant M  0 such
that μ(E \ E0) = 0, |f (z)| < ∞ for every z ∈ E0, and |f (w) − f (z)|M|w − z|H for all
w,z ∈ E0. In this case, we say that f has H -Lipschitz constant (at most) M .
2 This definition may slightly differ from those in other literatures.
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Theorem 2.4. (See [8], cf. [15, Theorem 4.2].) Let f be an M(E)-measurable function on E
that is H -Lipschitz with H -Lipschitz constant M . Then, f ∈ W 1,2(E) and |Df |H M μ-a.e.
We introduce some concepts related to the H -distance.
Definition 2.5. For a subset A of E and z ∈ E, we define
dE(z,A) = inf
{|z −w|E ∣∣w ∈ A} and dH (z,A) = inf{|z −w|H ∣∣w ∈ A∩ (z +H)},
where we set inf∅ = +∞. We also define the following sets:
• the H -closure AH := {z ∈ E | dH (z,A) = 0},
• the H -boundary ∂HA := AH ∩E \AH ,
• the H -exterior AH -ext := E \AH ,
• the H -interior AH -int := A \ ∂HA (= (AH -ext)H -ext).
For z ∈ E and s > 0, we define
BH(z, s) =
{
z + h ∣∣ h ∈ H, |h|H < s} and BH(z, s) = {z + h ∣∣ h ∈ H, |h|H  s}.
We omit z from the notation if z = 0. Note that BH(z, s) is compact in E (see, e.g., [3, Corol-
lary 3.2.4] for the proof).
Let us recall that a Suslin set in E is a continuous image of a certain Polish space. Suslin sets
are universally measurable and closed under countable intersections and countable unions. Borel
sets of E are Suslin sets. More precisely speaking, a subset A of E is Borel if and only if both A
and E \A are Suslin sets (see, e.g., [5,6] for further details).
Lemma 2.6. If A is a Suslin subset of E with μ(A) > 0, then dH (·,A) is universally measurable
and H -Lipschitz with H -Lipschitz constant 1.
Proof. Measurability of dH (·,A) follows from the identity
{
dH (·,A) r
}= ∞⋂
k=1
(
A+BH(r + 1/k)
)
for every r  0. The set {dH (·,A) < ∞} has a full μ-measure from Proposition 2.1. The remain-
ing assertions are easy to prove. 
The next proposition is proved in [18] in a more general context. (Similar results are found,
e.g., in [20] in different frameworks.) Since our situation is simpler and the proof is shortened,
we include the proof for the readers’ convenience.
Proposition 2.7. Suppose that a subset A of E is H -open and μ(A) = 0. Then, Cap1,2(A) = 0.
Proof. We denote E \ A by Ac. Take any ε > 0 and a compact subset C of Ac such that
μ(E \ C) < ε. Let r > 0 and define Cr := C + BH(r), which is a compact set. Define
fr(z) = (r−1dH (z,C)) ∧ 1 for z ∈ E. Then, fr ∈ W 1,2(E) and |Dfr |H  1/r μ-a.e. from
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and fr = 0 on C. Then,
Cap1,2
(
E \ (Ac +BH(r))) Cap1,2(E \Cr) E(fr , fr)+ ‖fr‖2L2(E)

∫
E\C
r−2 dμ+
∫
E\C
dμ
(
by Proposition 2.2 (i))

(
r−2 + 1)ε.
Since ε is arbitrary, Cap1,2(E \ (Ac +BH(r))) = 0. Therefore,
Cap1,2(A) = Cap1,2
( ∞⋃
k=1
(
E \ (Ac +BH(1/k)))
)
= 0. 
Corollary 2.8. (Cf. [22, Theorem 7.3.3].) Let A ∈ M(E) be H -invariant. Then, either
Cap1,2(A) = 0 or Cap1,2(E \A) = 0 holds.
Proof. Since both A and E \ A are H -open, the assertion follows from Propositions 2.1
and 2.7. 
Lemma 2.9. Let f be an M(E)-measurable and H -Lipschitz function on E. Then, f is quasi-
continuous.
From Theorem 2.4, f belongs to W 1,2(E) under the assumption; thus, f has a quasi-
continuous modification. The point of Lemma 2.9 is that f itself is quasi-continuous without
modification.
Proof of Lemma 2.9. From Proposition 2.7, Cap1,2(E \E0) = 0, where E0 is provided in Def-
inition 2.3. Therefore, by considering f · 1E0 instead of f , we may assume E0 = E without loss
of generality. Let f have H -Lipschitz constant M .
We take an increasing sequence {Gn}∞n=1 of finite-dimensional subspaces of E∗ such that⋃∞
n=1 Gn is dense in H . We also define G⊥n , PGn , QGn , μG⊥n , and μGn as in the first part of this
section. For n ∈ N, let
Gˆn =
{
y ∈ Gn
∣∣ f (· + y) is a μG⊥n -integrable function on G⊥n }.
From Fubini’s theorem, μGn(Gn \ Gˆn) = 0. Define a function fˆn on Gˆn by
fˆn(y) =
∫
G⊥n
f (x + y)μG⊥n (dx).
Then, it is easy to see that for y, y′ ∈ Gˆn,∣∣fˆn(y)− fˆn(y′)∣∣M∣∣y − y′∣∣H . (2.1)
Therefore, fˆn extends to a continuous function ˆˆf n that is defined on Gn, and (2.1) holds for
every y, y′ ∈ Gn with fˆn replaced by ˆˆf n. Define a function fn on E as fn(z) = ˆˆf n(Qn(z))
for z ∈ E. Then, fn is continuous on E and identical to the conditional expectation of f
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vergence theorem. Moreover, since Qn|H is a contraction operator on H , fn is also H -Lipschitz
with H -Lipschitz constant M . Then, {fn}∞n=1 is bounded in W 1,2(E). From the Banach–Saks the-
orem, the Cesàro means of a certain subsequence of {fn}, denoted by {gn}, converge in W 1,2(E).
Note that gn is continuous on E as well as H -Lipschitz with H -Lipschitz constant M . From [16,
Proposition III.3.5] or [12, Theorem 2.1.4], by taking a subsequence if necessary, gn converges
q.e. to some quasi-continuous function g. Since fn converges to f μ-a.e., so does gn. Define
B = {z ∈ E | limn→∞ gn(z) = f (z)}. Clearly, μ(E \ B) = 0. Take z ∈ BH . There exists a se-
quence {zk}∞k=1 in B such that limk→∞ |zk − z|H = 0. Then,∣∣gn(z)− f (z)∣∣ ∣∣gn(z)− gn(zk)∣∣+ ∣∣gn(zk)− f (zk)∣∣+ ∣∣f (zk)− f (z)∣∣
M|z − zk|H +
∣∣gn(zk)− f (zk)∣∣+M|z − zk|H .
Taking lim supn→∞ on both sides and letting k → ∞, we obtain limn→∞ gn(z) = f (z). There-
fore, z ∈ B . That is, BH = B and E \ B is H -open. From Proposition 2.7, Cap1,2(E \ B) = 0.
This implies that f = g q.e., in particular, f is quasi-continuous. 
The following proposition, which is of contextual interest, is utilized in the proof of Theo-
rem 1.2 in the next section.
Proposition 2.10. Let A ∈ M(E).
(i) If A is H -open, then AH -ext is quasi-open; in particular, AH -ext,AH , ∂HA ∈ M(E).
(ii) If A is H -open, then A is quasi-open.
(iii) If A is H -closed, then A is quasi-closed.
Proof. (i): If Cap1,2(AH ) = 0, then the assertion is clear. We assume Cap1,2(AH ) > 0. Choose
a countable dense subset H0 of H . From the H -openness of A, dH (z,A) = inf{|h|H · 1A−h(z) |
h ∈ H0} for each z ∈ E. Thus, dH (·,A) is M(E)-measurable. Let E0 = {z ∈ E | dH (z,A) < ∞}.
Since E0 is H -invariant and E0 ⊃ AH , Cap1,2(E \ E0) = 0 from Corollary 2.8. In partic-
ular, μ(E0) = 1. Therefore, dH (·,A) satisfies the definition of H -Lipschitz functions. From
Lemma 2.9, it is quasi-continuous. Since AH -ext = {z ∈ E | dH (z,A) > 0}, AH -ext is quasi-open.
(ii): By applying (i) to the H -open set AH -ext and by using the identity A = (AH -ext)H -ext, we
conclude that A is quasi-open.
(iii): It is sufficient to apply (ii) to E \A. 
The following is an improvement on Lemma 2.9.
Proposition 2.11. If an M(E)-measurable function f on E is H -continuous, then f is quasi-
continuous.
Proof. This is clear from Corollary 2.8 and Proposition 2.10. 
Remark 2.12. From the proof, we can replace W 1,2(E) by W 1,p(E) in Theorem 2.4 and Cap1,2
by Cap1,p in Proposition 2.7 and Corollary 2.8 for any p ∈ (1,∞). Here, W 1,p(E) is the first
order Lp-Sobolev space on E in terms of Malliavin calculus, and Cap1,p is the associated capac-
ity. (See [17] for example, where symbol Dp is used in place of W 1,p .) Moreover, Lemma 2.9,1
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of Cap1,p .
3. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. We assume that U ∈ M(E) satisfies the assumptions
of Theorem 1.2: μ(U) > 0, U is H -open and H -convex. For a subset F of E and subset A of F ,
we denote the closure, interior, and boundary of A with respect to the relative topology of F by
AF , AF -int, and ∂FA, respectively. Although these terminologies are slightly inconsistent with
the corresponding ones in Definition 2.5, we use them as long as there is no ambiguity.
Let us recall that K was taken and fixed as a dense subspace of H in Section 2. We also fix an
increasing sequence {Gn}∞n=1 of finite-dimensional subspaces of K such that
⋃∞
n=1 Gn is dense
in H . We also define G⊥n , PGn , QGn , μG⊥n , and μGn as in the previous section. For a finite-
dimensional subspace G of K and x ∈ G⊥, μx+G denotes a measure on x +G that is defined as
the induced measure of μG by the canonical map from G to x +G.
The following is a consequence of the basic theory of convex analysis; it is proved in the same
way as in [14, Lemma 4.7].
Lemma 3.1. Let G be a finite-dimensional subspace of H and a ∈ E. Define F = a + G. If
U ∩F = ∅, then UH -int ∩F = (U ∩F)F -int, UH ∩F = U ∩ FF , and (∂HU)∩F = ∂F (U ∩F).
Proof. Select y from UH -int ∩ F . There exists δ > 0 such that BH(y, δ) ⊂ UH -int.
First, we show that UH -int ∩ F ⊃ (U ∩ F)F -int. Take x from (U ∩ F)F -int. There exists s > 0
such that w := (1 + s)x − sy ∈ (U ∩ F)F -int. Then, BH(x, sδ1+s ) = 11+s w + s1+s BH (y, δ) ⊂ U ,
that is, x ∈ UH -int. Since x ∈ F , we obtain x ∈ UH -int ∩ F .
Next, we show that UH ∩ F ⊂ U ∩ FF . Take x ∈ UH ∩ F . Then,⋃
t∈(0,1]
(
(1 − t)x + t(BH(y, δ)∩ F ))⊂ (U ∩ F)F -int
(cf. [19, Theorem 6.1]), and x is an accumulation point in F of the left-hand side. Therefore,
x ∈ U ∩ FF .
Both the converse inclusions are evident. The last identity follows from the first two identi-
ties. 
Lemma 3.2. There exist a compact subset V0 of U and r > 0 such that μ(V0) > 0 and
V0 +BH(4r) ⊂ U .
Proof. In the proof, we do not use the H -convexity of U . By taking an open set O of E with
0 < μ(OH) < μ(U) and considering U \ OH instead of U , we may assume μ(UH -ext) > 0.
Define ϕ(z) = dH (z,UH -ext) for z ∈ E. Then, ϕ is M(E)-measurable from the proof of Propo-
sition 2.10 (i). Since U = {ϕ > 0}, we can take r > 0 such that μ({ϕ  5r}) > 0. Take a compact
subset V0 of {ϕ  5r} such that μ(V0) > 0. These satisfy the required conditions. 
Hereafter, V0 and r always denote those in Lemma 3.2. We define V = V0 +BH(r). Note that
V is compact and
V +BH(3r) ⊂ U. (3.1)
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(i) We have μ(∂HU) = 0. Indeed, let x ∈ PGn(V ). From Lemma 3.1,(
∂HU
)∩ (x +Gn) = ∂x+Gn(U ∩ (x +Gn)). (3.2)
Since U ∩ (x + Gn) is convex in x + Gn, the right-hand side of (3.2) is a null set with
respect to the Lebesgue measure on x + Gn, i.e., μx+Gn -null. By integrating over PGn(V ),
(∂HU) ∩ (V + Gn) is proved to be a μ-null set. Since μ(E \ (V + Gn)) → 0 as n → ∞
from Proposition 2.1, we obtain μ(∂HU) = 0.
(ii) Similarly, we can prove that if U is a convex set with nonempty interior in E, then the
topological boundary of U is a μ-null set.
Definition 3.4. Let G be a subspace of H . For z ∈ E and s > 0, we define
BG(z, s) =
{
z + h ∣∣ h ∈ G, |h|H < s} and BG(z, s) = {z + h ∣∣ h ∈ G, |h|H  s}.
We often omit z from the notation if z = 0.
Let W0 be a subspace of W 1,2(U), defined as follows:
W0 =
{
f ∈ W 1,2(U) ∣∣ f is bounded on U and f = 0 μ-a.e. on
U \ (V +BGR(R)) for some R ∈ N}. (3.3)
Lemma 3.5. Space W0 is dense in W 1,2(U).
Proof. Since W 1,2(U)∩L∞(U) is dense in W 1,2(U), it is sufficient to prove that each function
in W 1,2(U) ∩ L∞(U) can be approximated by functions in W0. Take f ∈ W 1,2(U) ∩ L∞(U)
and let M = ‖f ‖L∞(U). From Proposition 2.1, limn→∞ μ(V0 + BGn(n)) = 1. For each n ∈ N,
define
ξn(z) =
(
1 − r−1dH
(
z,V0 +BGn(n)
))∨ 0, z ∈ E.
From Theorem 2.4 and Proposition 2.2, ξn ∈ W 1,2(E) and |Dξn|H  1/r μ-a.e. In addition,
0 ξn  1 on E, ξn = 0 on E \(V +BGn(n)), and ξn = 1 on V0 +BGn(n). From Proposition 2.2,
f ξn ∈ W0 and
‖f ξn‖2W 1,2(U)  2M2‖ξn‖2W 1,2(U) + 2‖f ‖2W 1,2(U) +M2
 2M2
(
r−2 + 1)+ 2‖f ‖2
W 1,2(U) +M2,
which is bounded in n. Therefore, the Cesàro means of a certain subsequence of {f ξn}∞n=1 con-
verges in W 1,2(U). Since ξn → 1 μ-a.e. as n → ∞, the limit function is f . 
Hereafter, we fix a function f in W0 and write G for GR in (3.3). For the proof of Theorem 1.2,
it is sufficient to prove that f is approximated by elements in W 1,2(E)|U . For this purpose, we
first construct a partition of unity.
Since QG(V ) is compact in G, we can take a finite number of points a1, a2, . . . , aS from
QG(V ) such that QG(V ) ⊂⋃Si=1 BG(ai, r) for some S ∈ N. For i = 1, . . . , S, define
Ai = Q−1
(
BG(ai, r)
)∩ VG
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ψi(z) =
(
1 − r−1dH (z,Ai +G)
)∨ 0, z ∈ E.
Then, each Ai is compact in E, V + G ⊂⋃Si=1(Ai + G), ∑Si=1 ψi(z) 1 for z ∈ V + G, and
ψi(z) = 0 for z ∈ E \ (Ai +G+BH(r)) for each i.
We take a real-valued nondecreasing smooth function Φ on R such that Φ(0) = 0 and
Φ(t) = 1 for t  1. Define
ϕ1 = Φ(ψ1), ϕj = Φ
(
j∑
i=1
ψi
)
−Φ
(
j−1∑
i=1
ψi
)
for j = 2, . . . , S.
For each j , ϕj is H -Lipschitz, 0 ϕj  1 on E, and ϕj = 0 on E \(Aj +G+BH(r)). Moreover,∑S
j=1 ϕj = 1 on V + G. Thus, f ϕj |U ∈ W 1,2(U) ∩ L∞(U) for each j and f =
∑S
j=1 f ϕj
on U . Therefore, in order to prove Theorem 1.2, it is sufficient to prove that each f ϕj |U can be
approximated by elements in W 1,2(E)|U .
We fix j and write g for f ϕj |U .
Lemma 3.6. We have {g = 0} ⊂ Aj + BH(r) + BG(R′), where R′ > 0 is taken such that it is
large enough to satisfy QG(V −Aj)+BG(R + r) ⊂ BG(R′).
Proof. By the definition of g, we have {g = 0} ⊂ (V + BG(R)) ∩ (Aj + G + BH(r)). Take an
element z from the right-hand side. Then, z is described as
z = z1 + y1 = z2 + y2 + h,
where z1 ∈ V , y1 ∈ BG(R), z2 ∈ Aj , y2 ∈ G, and h ∈ BH(r). Then,
y2 = QG(z1 − z2 + y1 − h) ∈ QG(V −Aj)+BG(R + r) ⊂ BG
(
R′
)
.
This completes the proof. 
We set
Y = Aj +BH(r)+BG
(
R′ + 1), (3.4)
which belongs to M(E) and is relatively compact as well as H -open. (See Fig. 1.) We define
Y ′ = (Y +BH(r))∩U and X = ((Q−1G (aj )∩U)+BG(R′′))∩U
with R′′ = R′ + 1 + 3r .
Lemma 3.7. It holds that Y ∩U ⊂ Y ′ ⊂ X.
Proof. The first inclusion is evident. To prove the second inclusion, choose z from Y ′. Then,
we can write z = z1 + h1 + y1 for some z1 ∈ Aj = Q−1G (BG(aj , r)) ∩ V , h1 ∈ BH(2r), and
y1 ∈ BG(R′ + 1). There exists y2 ∈ BG(r) such that z1 − y2 ∈ Q−1G (aj ). Since QG(PGh1) = 0,|PGh1|H < 2r , and |QGh1|H < 2r , z is decomposed as
z = (z1 − y2 + PGh1)+ (y2 +QGh1 + y1),
where
z1 − y2 + PGh1 ∈ Q−1(aj )∩
(
V +BG(r)+BH(2r)
)⊂ Q−1(aj )∩U (from (3.1))G G
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and
y2 +QGh1 + y1 ∈ BG(r)+BG(2r)+BG
(
R′ + 1)⊂ BG(R′ + 1 + 3r).
Since z ∈ U , we conclude that z ∈ X. 
Let γ ∈ (0,1/2]. We define a map Tγ :E → E as
Tγ (z) := PG(z)+ (1 − γ )QG(z)+ γ aj
= z + γ (aj −QG(z)).
Then, for any w ∈ E, Tγ (w+G) = w+G and Tγ |w+G is a homothety on w+G that is centered
at PG(w)+ aj with a magnification ratio 1 − γ .
From a simple calculation, the induced measure of μ by the map Tγ , denoted by μ ◦ T −1γ , is
absolutely continuous with respect to μ, and the Radon–Nikodym derivative d(μ ◦ T −1γ )/dμ is
uniformly bounded in γ on Q−1G (C) for any compact set C of G.
Let Xγ := T −1γ (X). From the definitions, X and Xγ are H -convex and belong to M(E).
Therefore, X and Xγ are moderate, and we can consider the function spaces W 1,2(X)
and W 1,2(Xγ ). We also note that X ⊂ Xβ ⊂ Xγ if 0 < β < γ . We define a function gγ on Xγ
by
gγ (z) = g
(
Tγ (z)
)
for z ∈ Xγ .
Then, for a sufficiently small γ ,
{gγ = 0} ⊂ Y (3.5)
by Lemma 3.6 and (3.4). Hereafter, we consider only such a small γ , say, in the interval (0, γ0]
for some γ0 > 0.
The following lemma is intuitively evident; nonetheless, we have provided the proof.
Lemma 3.8. Function gγ belongs to W 1,2(Xγ ). Moreover, gγ |X converges to g|X in W 1,2(X)
as γ ↓ 0.
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Dgγ = (I − γQG)
(
(Dg) ◦ Tγ
)
, (3.6)
where I denotes the identity operator on H . Since∫
Xγ
g2γ dμ =
∫
X
g2 d
(
μ ◦ T −1γ
)

∫
Y
g2
∥∥∥∥d(μ ◦ T
−1
γ )
dμ
∥∥∥∥
L∞(Y )
dμ < ∞, (3.7)
we obtain gγ ∈ L2(Xγ ). Similarly, we have (I − γQG)((Dg) ◦ Tγ ) ∈ L2(Xγ → H). Take any
h ∈ K \{0} and define k = (I −γQG)h ∈ K \{0}. For μk⊥ -a.e. x ∈ k⊥, there exists an absolutely
continuous version g˜k(x, ·) of gk(x, ·) such that〈
(Dg)(x + sk), k〉= ∂g˜k
∂s
(x, s) for a.e. s ∈ IXx,k.
For x ∈ h⊥,
Tγ (x + sh) = x + sh+ γ
(
aj −QG(sh)
)= x + γ aj + sk
and
〈x + γ aj , k〉 = 〈x + γ aj ,h− γQGh〉 = −γ
〈
QGx − (1 − γ )aj , h
〉
.
Therefore, by letting
b = γ 〈QGx − (1 − γ )aj , h〉/|k|2H and x′ = x + γ aj + bk,
we have x′ ∈ k⊥, IX
x′,k + b = I
Xγ
x,h , and g˜k(x′, · − b) is an absolutely continuous version of
(gγ )h(x, ·) on IXγx,h . Moreover,
∂
∂s
g˜k
(
x′, s − b)= 〈(Dg)(x′ + (s − b)k), k〉
= 〈(Dg)(Tγ (x + sh)), (I − γQG)h〉
= 〈(I − γQG)((Dg)(Tγ (x + sh))), h〉.
This implies that gγ ∈ W 1,2(Xγ ) and Dgγ = (I − γQG)((Dg) ◦ Tγ ).
Next, we prove that gγ |X converges to g|X in W 1,2(X) as γ ↓ 0. For μG⊥ -a.e. x ∈ G⊥, the
convergence of gγ |(x+G)∩X to g|(x+G)∩X in L2((x + G) ∩ X,μx+G|(x+G)∩X) is proved in a
standard way as follows. For x ∈ G⊥, define
g∗(z) =
{
g(z) if z ∈ (x +G)∩X,
0 if z ∈ (x +G) \X.
For μG⊥ -a.e. x, g∗ belongs to L2(x+G,μx+G). Let Ψ be a smooth function on G with compact
support and
∫
G
Ψ (y)λm(dy) = 1, where m = dimG and λm denotes the Lebesgue measure on G.
For each ε > 0, define a smooth function ψε on x+G by ψε(z) = ε−m
∫
G
g∗(z−y)Ψ (ε−1y)dy.
Then, denoting L2((x +G)∩X,μx+G|(x+G)∩X) by L2((x +G)∩X), we have
‖gγ |(x+G)∩X − g|(x+G)∩X‖L2((x+G)∩X)

∥∥gγ |(x+G)∩X − (ψε ◦ Tγ )|(x+G)∩X∥∥L2((x+G)∩X)
+ ∥∥(ψε ◦ Tγ )|(x+G)∩X −ψε|(x+G)∩X∥∥L2((x+G)∩X)
+ ‖ψε|(x+G)∩X − g|(x+G)∩X‖L2((x+G)∩X). (3.8)
680 M. Hino / Bull. Sci. math. 135 (2011) 667–683The last term of (3.8) converges to 0 as ε ↓ 0, as does the first term of (3.8) by using an es-
timate similar to (3.7). From the dominated convergence theorem, the second term converges
to 0 as γ ↓ 0. Therefore, by letting γ ↓ 0 and ε ↓ 0, gγ |(x+G)∩X converges to g|(x+G)∩X
in L2((x + G) ∩ X,μx+G|(x+G)∩X). By integrating ‖gγ |(x+G)∩X − g|(x+G)∩X‖2L2((x+G)∩X)
over G⊥ with respect to μG⊥(dx) and by using the dominated convergence theorem, we ob-
tain ‖gγ |X − g|X‖2L2(X) → 0 as γ ↓ 0.
Similarly, we can show that(
(Dg) ◦ Tγ
)|X → (Dg)|X in L2(X → H) as γ ↓ 0. (3.9)
From (3.6), {Dgγ |X}γ∈(0,γ0] is bounded in L2(X → H). Therefore, {gγ |X}γ∈(0,γ0] is bounded
in W 1,2(X), and it is weakly relatively compact. Since any accumulation point should be g|X ,
gγ |X converges weakly to g|X in W 1,2(X). Since limγ↓0 ‖gγ |X‖W 1,2(X) = ‖g|X‖W 1,2(X) in view
of (3.6) and (3.9), we conclude that gγ |X converges to g|X in W 1,2(X) as γ ↓ 0. 
We extend the defining set of gγ to Xγ ∪U by letting gγ (z) = 0 for z ∈ U \Xγ . Since
{gγ = 0} ∩U ⊂ Y ∩U ⊂
(
Y +BH(r)
)∩U = Y ′ ⊂ X ⊂ Xγ ,
we have gγ |U ∈ W 1,2(U).
Lemma 3.9. It holds that Y ∩UH ⊂ Xγ .
Proof. Let z ∈ Y ∩UH . Then, z is described as
z = z1 + h1 + y1 + h2
for some z1 ∈ Q−1G (BG(aj , r)) ∩ V , h1 ∈ BH(r), y1 ∈ BG(R′ + 1), and h2 ∈ BH(r). Then,
z ∈ V +BH(2r)+G ⊂ U +G. Therefore, U ∩ (z +G) = ∅.
From Lemma 3.1, we have UH ∩ (z +G) = U ∩ (z +G)z+G. Since z ∈ UH ∩ (z +G), we
have z ∈ U ∩ (z +G)z+G. Moreover, there exists y2 ∈ BG(r) such that z1 −y2 ∈ Q−1G (aj ). Then,
z = (z1 − y2 + PG(h1 + h2))+ (QG(h1 + h2)+ y1 + y2)
∈ (Q−1G (aj )∩ (V +BG(r)+BH(2r)))+ (BG(2r)+BG(R′ + 1)+BG(r))
⊂ (Q−1G (aj )∩U)+G (from (3.1)).
Therefore, (U ∩ (z + G)) ∩ Q−1G (aj ) = ∅. Combining this with the facts that U ∩ (z + G) is
convex in z+G and z ∈ U ∩ (z +G)z+G, we obtain Tδ(z) ∈ U ∩ (z+G) ⊂ U for all δ ∈ (0, γ ].
Furthermore, if δ is sufficiently small, we have |Tδ(z) − z|H < r , which implies that Tδ(z) ∈
Y +BH(r). Therefore, Tδ(z) ∈ Y ′ for such δ. This implies that z ∈ T −1δ (Y ′) ⊂ Xδ ⊂ Xγ . 
From this lemma, Y ∩UH ∩ (E \Xγ ) = ∅. Since both Y ∩U and Xγ are H -open and belong
to M(E), both Y ∩UH (= E \ (Y ∩U)H -ext) and E \Xγ are quasi-closed from Proposition 2.10.
Let m ∈ N. We can take open subsets Om,1 and Om,2 of E such that Cap1,2(Om,i) < 1/m
(i = 1,2) and both Y ∩UH \Om,1 and (E\Xγ )\Om,2 are closed in E. Since Cap1,2 is tight (see,
e.g., [21]), there exists an open set Om,3 such that Cap1,2(Om,3) < 1/m and E \Om,3 is compact.
Let Om = Om,1 ∪Om,2 ∪Om,3. We define Cm = Y ∩UH \Om and C′ = (E \Xγ )\Om. Sinceγ,m
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{z ∈ E | |z|E  α/2} and
ργ,m(z) =
dE(z,C′′γ,m)
dE(z,Cm)+ dE(z,C′′γ,m)
, z ∈ E.
Then, ργ,m is H -Lipschitz, 0 ργ,m  1 on E, ργ,m = 1 on Cm, and ργ,m = 0 on C′′γ,m.
We note that gγ |Xγ ∈ W 1,2(Xγ ) ∩ L∞(Xγ ) and 1 − eOm = 0 on Om, where eOm is the equi-
librium potential of Om. Moreover, Xγ , Om, and C′γ,m + {z ∈ E | |z|E < α/2} are all H -open
sets, and their union is equal to E. Therefore, gγ,m := gγ · (1 − eOm) · ργ,m is well defined as an
element of W 1,2(E)∩L∞(E) and gγ,m = gγ · (1 − eOm) on U from (3.5). Then,
‖g − gγ,m|U‖W 1,2(U)  ‖g − gγ |U‖W 1,2(U) + ‖gγ |U − gγ,m|U‖W 1,2(U)
and
‖gγ |U − gγ,m|U‖2W 1,2(U)
= ∥∥gγ |U − gγ (1 − eOm)|U∥∥2W 1,2(U)
= ∥∥(gγ eOm)|U∥∥2W 1,2(U)
 2
∥∥((Dgγ )eOm)∣∣U∥∥2L2(U) + 2M2∥∥(DeOm)|U∥∥2L2(U) +M2‖eOm |U‖2L2(U)
→ 0 as m → ∞. (3.10)
Here, we note that the first term of the fourth line in (3.10) converges to 0 since |(Dgγ )eOm |H 
|Dgγ |H and (|(Dgγ )eOm |H )|U converges to 0 in measure μ|U .
By combing these estimates with Lemma 3.8, limγ↓0 limm→∞ ‖g−gγ,m|U‖W 1,2(U) = 0. That
is, g can be approximated in W 1,2(U) by elements of W 1,2(E)|U . This completes the proof of
Theorem 1.2.
4. Concluding remarks
Let U be the same as in Theorem 1.2.
(i) Feyel and Üstünel [9] proved the following logarithmic Sobolev inequality on U .
Theorem 4.1. (Cf. [9, Theorem 6.4].) For any f ∈FC1b(E),
−
∫
U
f 2 log
(
f 2
/−∫
U
f 2 dμ
)
dμ 2−
∫
U
|Df |2H dμ. (4.1)
Here, −
∫
U
. . . dμ := μ(U)−1 ∫
U
. . . dμ denotes the normalized integral on U .
(A more general result is proved in [9, Theorem 6.4].) Theorem 1.2 implies that (4.1) is also
true for all f ∈ W 1,2(U) from the approximation procedure.
(ii) We consider a Markov process associated with (EU ,W 1,2(U)). From [10, Theorem 2.1]
(see also [21]), the closure of (EU ,FC1b(E)|U) is a quasi-regular local Dirichlet form on
L2(U,μ|U), where U denotes the closure of U in E. Therefore, there is an associated diffusion
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is defined in [10,11]. Then, we have the Skorohod-type representation of {Xt } [11, Theorem 4.2]:
Xt(ω)−X0(ω) = Wt(ω)− 12
t∫
0
Xs(ω)ds + 12
t∫
0
σU
(
Xs(ω)
)
dA‖D1U ‖s (ω), t  0,
where {Wt } is the E-valued Brownian motion starting at 0, σU is an H -valued function on E, and
A‖D1U ‖ is a positive continuous additive functional. σU and A‖D1U ‖ formally correspond to the
vector field normal to the boundary U∂ of U and the additive functional induced by the surface
measure of U∂ , respectively (see [11] for more precise descriptions). In [10,11], {Xt } is called
the modified reflecting Ornstein–Uhlenbeck process (for more general U ) because the domain
of the Dirichlet form is defined by the smallest extension of FC1b(E)|U , and in general, it is not
clear whether it really is a natural one. Under the assumptions of Theorem 1.2, the domain is
equal to W 1,2(U), and {Xt } can be aptly called the true reflecting Ornstein–Uhlenbeck process
on U .
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