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ABSTRACT
OBJECT-ORIENTED TEXTURE ANALYSIS AND
UNSUPERVISED SEGMENTATION FOR
HISTOPATHOLOGICAL IMAGES
Akif Burak Tosun
Ph.D. in Computer Engineering
Supervisor: Assist. Prof. Dr. C¸ig˜dem Gu¨ndu¨z Demir
August, 2012
The histopathological examination of tissue specimens is essential for can-
cer diagnosis and grading. However, this examination is subject to a consider-
able amount of observer variability as it mainly relies on visual interpretation of
pathologists. To alleviate this problem, it is very important to develop computa-
tional quantitative tools, for which image segmentation constitutes the core step.
The segmentation algorithms in literature commonly use pixel-level color/texture
descriptors that they define on image pixels for quantizing a tissue. On the other
hand, it is usually harder to express domain specific knowledge about tissues,
such as the spatial organization of tissue components, using only the pixel-level
descriptors. This may become even harder for tissue images, which typically con-
sist of a considerable amount of variation and noise at their pixel-level, such as
similar color distribution of different tissue components, distortion in cell align-
ments, and color contrast caused by too much stain in a particular region. The
previous segmentation algorithms are more susceptible to these problems as they
work on pixel-level descriptors.
In order to successfully address these issues, in this thesis, we introduce three
new texture descriptors, namely ObjSEG, GraphRLM, and ObjCooc textures,
and implement algorithms that use these descriptors for segmenting histopath-
ological tissue images. We extract these texture descriptors on tissue compo-
nents that are approximately represented by circular objects. Since these object-
oriented texture descriptors are defined on the tissue components, and hence
domain specific knowledge, they represent the spatial organization of the com-
ponents better than their previous counterparts. Thus, our algorithms based on
iv
vthese descriptors give more effective and robust segmentation results. Further-
more, since the descriptors are not directly defined on image pixels, they are
effective to alleviate the pixel-level problems.
In our experiments, we tested our algorithms that use the proposed object-
oriented descriptors on a dataset of 200 colon tissue images. Our experiments
demonstrated that our new object-oriented feature descriptors led to high seg-
mentation accuracies, also providing a reasonable number of segmented regions.
Compared with its previous counterparts, the experimental results also showed
that our proposed algorithms are more effective in segmenting histopathological
images.
Keywords: Image segmentation, Texture analysis, Histopathological image anal-
ysis, Graphs, Object-oriented texture, Cancer.
O¨ZET
HI˙STOPATOLOJI˙K I˙MGELERDE NESNEYE DAYALI
DOKU ANALI˙ZI˙ VE O¨G˜RETI˙CI˙SI˙Z BO¨LU¨TLEME
Akif Burak Tosun
Bilgisayar Mu¨hendislig˘i, Doktora
Tez Yo¨neticisi: Assist. Prof. Dr. C¸ig˜dem Gu¨ndu¨z Demir
Ag˜ustos, 2012
Kanser tanısı ve derecelendirilmesi ic¸in doku o¨rneklerinin pataloglar tarafından
incelenmesi gereklidir. Fakat, bu inceleme patalogların dokuyu go¨rsel olarak in-
celemesinden dolayı oldukc¸a fazla o¨znellig˘e sebep olur. Bu problemi azaltmak
ic¸in bilgisayar ortamında o¨lc¸u¨lebilir deg˘erler ile c¸alıs¸an sistemler gelis¸tirilmelidir
ve imge bo¨lu¨tleme is¸lemi de bu sistemlerin temel tas¸ıdır. Literatu¨rdeki imge
bo¨lu¨tleme yo¨ntemleri dokuları nicelendirmek ic¸in genel olarak piksel du¨zeyindeki
renk/yapı tanımlayıcılarını kullanır. Ancak piksel du¨zeyindeki bu bilgiler doku
biles¸enlerinin uzamsal organizasyonu gibi patolojiye o¨zgu¨ bilgiyi ifade edebilmek
ve bu bilgiyi kullanabilmek ic¸in yeterli deg˘ildir. Bunun yanında, genel olarak doku
resimlerinde oldukc¸a fazla varyasyon ve piksel du¨zeyinde parazit bulunur; farklı
doku biles¸enlerinin benzer renk dag˘ılımları, hu¨cre dizilimlerindeki dag˘ılmalar ve
fazla boyanmadan dolayı olus¸an bo¨lgesel renk kars¸ıtlıkları gibi. O¨nceki bo¨lu¨tleme
yo¨ntemleri piksel du¨zeyinde tanımlayıcılar kullandıkları ic¸in belirtilen bu prob-
lemlere kars¸ı daha fazla duyarlıdır.
Bu sorunları bas¸arılı bir bic¸imde c¸o¨zebilmek ic¸in, bu tezde u¨c¸ yeni yapısal
tanımlayıcı sunduk – bunlar ObjSEG, GraphRLM ve ObjCooc yapıları olarak ad-
landırıldı – ve histopatolojik doku resimlerinin bo¨lu¨tlenmesi ic¸in bu tanımlayıcıları
kullanan yo¨ntemler gelis¸tirdik. Bu tanımlayıcıları yaklas¸ık olarak dairesel nesnel-
erle betimlenmis¸ doku biles¸enleri u¨zerinde hesapladık. Belirtilen nesneye dayalı
tanımlayıcılar doku biles¸enleri u¨zerinden c¸ıkarıldıkları ic¸in bu biles¸enlerin uzam-
sal organizasyonunu ve dolaylı olarak patolojiye o¨zgu¨ bilgileri literatu¨rdeki em-
sallerine kıyasla daha iyi temsil edebilirler. Bo¨ylece bu tanımlayıcıları kullanarak
gelis¸tirdig˘imiz yo¨ntemler de daha verimli ve gu¨c¸lu¨ sonuc¸lar c¸ıkarabilır. Ayrıca,
bu tanımlayıcılar direk olarak imge pikselleri u¨zerinden hesaplanmadıkları ic¸in
piksel du¨zeyindeki problemleri de azaltma konusunda daha etkilidirler.
vi
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Deneylerimizde, sundug˘umuz nesneye dayalı tanımlayıcıları kullanan imge
bo¨lu¨tleme yo¨ntemlerimizi 200 kolon doku imgesinde test ettik. Deneylerimiz,
nesneye dayalı bu yeni tanımlayıcıların hem yu¨ksek oranda dog˘ruluk veren
bo¨lu¨tleme sonuc¸ları c¸ıkardıg˘ını hem de bo¨lu¨tlenmis¸ alan sayısını makul seviyel-
erde tutmayı bas¸ardıg˘ını kanıtladı. Deneysel sonuc¸larımız, o¨nceki imge bo¨lu¨tleme
yo¨ntemleriyle de kars¸ılas¸tırıldıg˘ında, sundug˘umuz yo¨ntemlerin histopatolojik res-
imlerin bo¨lu¨tlenmesinde daha etkili oldug˘unu go¨sterdi.
Anahtar so¨zcu¨kler : I˙mge bo¨lu¨tleme, Doku analizi, Histopatolojik imge analizi,
C¸izgeler, Nesneye dayalı doku, Kanser.
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Chapter 1
Introduction
In the current practice of medicine, there has been an increasing use of imaging
systems in making decisions for several medical phenomena. Since most of the
decisions are made by visual examination of the patient, medical imaging systems
attract most of the attention. There are many types of imaging techniques for
different parts of human body; such as magnetic resonance imaging for brain
analysis, ultrasound imaging for fetal echocardio analysis, and microscopic images
for tissue analysis. As a result, there is a huge amount of research done in medical
imaging and many researchers in computer science focus on medical imaging
technologies. However, there is not much effort on medical image analysis and
usually the images are not processed for decision making before serving them to
medical experts. Instead, the experts make their decisions by visually examining
the raw images [1].
The expert examination of medical images is very time consuming in many
fields of medicine, such as histopathological examination of cancerous tissues.
It also decreases the performance of the expert since they have to examine a
huge amount of images in a single day. This performance drop affects their
decisions and increases the possibility of making a wrong decision. To avoid this
problem, computer-aided medical image analysis techniques should be applied to
raw medical images and experts should work on preprocessed and selected images.
It is expected that, with the help of intelligent medical image analysis systems
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(a) (b)
Figure 1.1: Segmentation of homogeneous regions from a low-magnification het-
erogeneous image.
medical experts can make their decisions more accurately.
1.1 Motivation
Medical image analysis can be used for different applications such as locating
tumors and other pathologies, measuring tissue volumes, diagnosis, treatment
planning, computer-guided surgery, and studying the anatomical structure of
human body. In this thesis, we focus on medical image analysis in the field of
histopathology. Histopathology is the study of diseased tissues in clinical medicine.
It is performed by a pathologist on sections of a tissue removed from a diseased
or abnormal part of the body. The main purpose of this province is to locate and
grade cancerous (malignant) regions on the tissue by visually examining tissue
sections under a microscope. After locating cancerous regions, the pathologist
determines the cancer type and its grade according to the changes in cell mor-
phology and cellular distribution in tissues.
In our case, pathologists are searching for a better and effective tool that
helps their decision making. They think of an automated system that locates
cancerous regions on a tissue slide and then makes primary examination on these
regions. Finally, they will examine only the selected regions and make the final
decision. Such a system would save a lot of time, which leads to faster and effective
diagnosis. Moreover, since these systems would work faster, more people can be
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routinely controlled and early diagnosis can be made to save more lives.
Automated analysis of histopathological tissue images not only increases
throughput but also improves reproducibility. Digital pathology systems have
been implemented for different purposes including classification [2, 3, 4], re-
trieval [5, 6], and segmentation, which can further be categorized into two in
terms of its objective. Cell/gland segmentation [7, 8] aim to locate cells and
glands on a tissue image whereas tissue image segmentation, which is the focus
of this thesis, aims to divide a heterogeneous tissue image into its homogeneous
regions. There exist only few studies on tissue image segmentation and most of
them use grid analysis for segmentation [9, 10, 11, 12]. There is a need for a tissue
image segmentation methodology that uses medical background information in
its feature definitions in order to represent the tissues better.
Early diagnosis and correct grading of a cancerous specimen is very vital for
the selection of a treatment plan. However, especially grading is very subjective
due to the human factor [13, 14, 15, 16]. This subjectivity may become perceptible
in different decisions of different pathologists on the same tissue (inter-observer
variability) as well as in different decisions of the same pathologist on the same
tissue at different times (intra-observer variability). The subjectivity problem is
vital since misdiagnosis of a patient/disease leads to delayed treatment whereas
misgrading may result in selecting an incorrect treatment plan. On the other
hand, with early diagnosis and correct treatment of cancer, high survival rates
could be achieved (e.g., for colorectal cancer, with early diagnosis and correct
treatment, survival rates reach up to 97 percent [17]). To overcome the subjec-
tivity problem, it is very important to develop objective methods that rely on
mathematical features (measures).
Currently, researchers in medicine have been working on reducing this subjec-
tivity by adding new criteria and refining the grading schemes frequently [18, 19].
Recently defined criteria are usually based on quantitative measurements ex-
tracted from the specimen such as the percentage of the cells belonging to a
tissue structure and the percentage of cells in a particular area [20]. However,
these grading schemes are not practically applicable by the pathologists. The
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main reason behind this is the fact that the quantitative measures are calculated
with the visual assessment of the experts. For instance, in cancer grading, each
grade is characterized by the degree of distortions and irregularities observed
in a biopsy tissue [21]. Although these degrees are defined quantitatively, the
quantification should be done by the eyes of a pathologist.
Towards this end, there is a huge amount of efforts that propose to use differ-
ent computational approaches for extracting mathematical features from tissue
images [3, 22, 23, 24, 25, 26, 27] and some of these approaches especially fo-
cus on defining mathematical features from colon images [28, 29, 30, 31, 32].
These computational methods extract a set of mathematical features (e.g., mor-
phological [33, 34], textural [22, 23, 35, 36, 37], fractal [30, 38], and structural
[24, 25, 36, 39, 40] features). Most of these studies make their analyses on tis-
sue images by extracting three features from tissue images assuming that they
are homogeneous. On the other hand, images are usually heterogeneous in the
real life and these heterogeneous images should be segmented into their homoge-
neous regions before applying these computational methods. However, obtaining
a dataset of homogeneous images is hard and time consuming. Therefore, image
segmentation is at the heart of these computational methods.
1.2 Contribution
Our aim is to segment heterogeneous histopathological images for finding homoge-
nous regions as in Fig. 1.1. As a result of image segmentation, the segmented ho-
mogeneous regions can medically be interpreted in the same way so that the afore-
mentioned feature extraction methods could be used directly. There are many
studies proposed in the literature to segment heterogeneous images [41, 42, 43, 44].
However, most of these studies are general purpose segmentation algorithms
and they are not specifically designed for histopathological images. Thus, they do
not consider the background knowledge of tissue organization to define their fea-
tures for segmentation process. Moreover, they usually use low-level (pixel-level)
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information in their segmentation steps, which is usually the main reason behind
unsuccessful segmentations in histopathological images. During the preparation
and staining routines of histopathological specimens in hospitals, there is always
a risk of error due to the human factor. This error includes noise, distortions in
cell alignments, color contrast caused by too much stain in a particular region,
etc. In this thesis, we aim at solving the problems caused by low-level informa-
tion by introducing new texture definitions for histopathological images and use
these definitions in segmentation. The methodology followed for this purpose is
illustrated in Fig. 1.2.
A tissue is characterized by the distribution of its cytological components. In
this thesis, we propose to use high-level information that is extracted from the
distribution of cytological components of a tissue (Fig. 2.1). For this purpose,
we decompose an image into its cytological components. In the ideal way, these
components should be segmented; however, this segmentation is a very difficult
problem (even for a human eye) because of the complex nature of a histopathologi-
cal image and the magnification in which the segmentation is achieved. Therefore,
we approximately represent these components (and hence, the tissue) by defining
a set of primitive circular objects. The details of this object definition is given in
Chapter 3.
This object definition allows us to define textural criteria using the high-level
information of tissue component distribution and use these criteria in the segmen-
tation of histopathological images. In this thesis, we introduce three new textural
feature definitions, namely ObjSEG [45], GraphRLM [46], and ObjCooc [47].
In our first approach, ObjSEG [45], we introduce a new homogeneity mea-
sure and demonstrate a new segmentation algorithm that uses this homogeneity
measure to segment a biopsy image. Our proposed approach relies on the quan-
tification of the spatial relations between the tissue components (e.g., epithelial
tissue components, connective tissue components, and luminal structures). For
this purpose, we define different types of “objects”, which represent different com-
ponents of a tissue, and make use of the distribution of these objects as well as
their spatial relations to define our homogeneity measure. This measure simply
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Figure 1.2: Illustration of the methodology followed by our studies.
6
Figure 1.3: Sliding window examples for ObjSEG homogeneity computation.
uses the observation that for an object in a circular window W , in which the mea-
sure is calculated, there should be another one with the same type and the same
size on the opposite direction with reference to the window center O(Xw, Yw).
Some examples are given in Fig. 1.3. The window W shown in Fig. 1.3(a) is ho-
mogeneous with respect to this definition since every object has a corresponding
object with the same size and the same type on the other side of the window cen-
ter O(Xw, Yw). The window in Fig. 1.3(b) is less homogeneous than the window
in Fig. 1.3(a), since there are opposing objects of the same type, but some of these
objects are smaller than their counterparts. Finally, the window in Fig. 1.3(c) has
the least homogeneity value since different types of the objects with different sizes
are scattered around the center of the window. The calculation of this measure
is detailed in Chapter 4.
In this first approach, the segmentation algorithm uses this object based in-
formation, as opposed to the existing algorithms, which rely on using pixel-based
information (pixel colors and/or pixel-based textures). This object-oriented al-
gorithm uses region growing algorithm on the features extracted for pixels. Our
experiments demonstrated that this algorithm yields higher accuracy on the av-
erage and significantly improves the accuracy in locating tumorous regions and
other non-cancerous tissue transformations compared to its pixel-based counter-
parts. The details of this segmentation algorithm are also explained in Chapter 4.
As an extension of this first approach, we propose another region growing al-
gorithm [48], in which the growing process depends on object-to-object relations,
instead of pixel connectivity. It is different than the ObjSEG algorithm that
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Figure 1.4: Illustration of computing (a) gray-level run-length matrices and (b)
graph run-length matrices.
grows regions on pixels. Our experiments show that the use of object-to-object
relationships in region growing increases the segmentation performance. It also
improves the robustness and speed of the algorithm.
In the second approach, we introduced GraphRLM features that are defined
also to model spatial distribution of cytological components [46]. In particular,
this approach defines the texture of cytological components on a graph using the
idea of gray-level run-length matrices [49]. However, our approach considers the
runs of cytological components on the graph to form a run-length matrix, instead
of considering the runs of pixel intensities. In other words, the algorithm con-
structs “a graph run-length matrix” by counting the number of “graph-edge runs”
instead of constructing a gray-level run-length matrix by counting the number of
gray runs. We illustrate the computation of gray-level run-length matrices and
graph run-length matrices in Fig. 1.4(a) and Fig. 1.4(b), respectively. As seen in
this example, the graph run-length matrix computation uses edge types instead
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Figure 1.5: Illustration of computing (a) gray-level co-occurrence matrices and
(b) object graph co-occurrence matrices.
of gray values. However, it does not use a direction variable, as in the case of
gray-level run-length matrix calculation. In the example shown in Fig 1.4(b),
the matrix computation is done only for the object in the center of the circular
window. This matrix will be computed for all objects in the window and then
accumulated into one matrix in order to represent whole window’s run-length
matrix. Our experiments demonstrate that a region growing based segmentation
algorithm that uses this new texture definition improves the segmentation perfor-
mance for histopathological images. The details of this algorithm together with
its results are given in Chapter 5.
Our final approach, ObjCooc [47], also defines a new set of high-level texture
features to represent the background knowledge of spatial organization of tissue
components. These texture features are defined on the tissue components, which
are approximately represented by tissue objects, and quantify the frequency of
two component types being co-occurred in a particular spatial relationship. This
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relationship is not defined on pixels of the image as in Fig. 1.5(a), which illus-
trates the co-occurrence matrix computation on a gray-level image but defined on
components, as shown in Fig. 1.5(b). Thus, the object co-occurrence features are
expected to be less vulnerable to noise and variations that are typically observed
at the pixel-level of tissue images. This feature set is used in a multilevel segmen-
tation algorithm, in which image segmentation is achieved by partitioning the
objects according to their co-occurrence features. The details of this algorithm
together with its results are given in Chapter 6.
The remainder of this thesis is organized as follows. Medical background is
provided and related work in the literature is discussed in Chapter 2. The defini-
tion of our object representation is given in Chapter 3. Subsequently, our studies
and details about their methodologies are presented in Chapters 4, 5, and 6, to-
gether with their experimental results. Finally, a summary of our work is provided
together with a discussion about future research perspectives in Chapter 7.
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Chapter 2
Background
In this thesis, we focus on the unsupervised histopathological image segmenta-
tion of colon tissues. Thus, in this chapter, we first provide medical background
information about colon tissues. Then, we will provide a survey of related stud-
ies in the context of general unsupervised image segmentation and tissue image
segmentation.
2.1 Medical background
Incorporating medical background knowledge, which is specific to the intent of
segmentation and the image content, into segmentation will improve the success of
image segmentation. In histopathological images, this domain specific knowledge
includes the normal appearance of a tissue, which could be expressed in terms
of the organization of the cytological tissue components. Cancer causes changes
in the organization of these components, leading to tissues deviating from their
normal appearances.
In colon tissues, epithelial cells are lined up around a lumen to form glandular
structures and non-epithelial cells take place in stroma found in between these
glands (Fig. 2.1). Colon adenocarcinomas, which account for 90-95 percent of all
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Figure 2.1: Main cytological components in a colon tissue: cellular, stromal, and
luminal components.
colorectal cancers that is the second leading cause of cancer-related deaths in the
Western world [50], cause organizational changes in colon tissues. Pathologists
differentiate normal and cancerous regions by looking at these changes; different
kinds of tissue regions are shown in Fig. 2.2.
All tissue images in Fig. 2.2 include both normal regions (marked with 1)
and cancerous (adenocarcinomatous) regions (marked with 2). In Fig. 2.2(a) and
Fig. 2.2(b), regions marked with 2 are the examples of Grade 1 colon adenocarci-
noma. Colon adenocarcinoma originates from the epithelial cells of colon tissues
and distorts the normal architecture of colon glands. In Grade 1, the distortion
is low so that glands can still be differentiated; here epithelial cells still form
glandular structures but this formation is not proper.
In Fig. 2.2(c) and Fig. 2.2(d), regions marked with 2 are the examples of
Grade 2 colon adenocarcinoma, where the distortion is moderate so that glands
are moderately differentiated; here epithelial cells cannot form glandular struc-
tures but there are still some luminal centers that can be seen in the tissue. In
Fig. 2.2(d), the region marked with 3 can be included in either side without af-
fecting the medical interpretation since this region does not contain any epithelial
cells, and thus, there is no colon adenocarcinoma associated with this region.
In Fig. 2.2(e) and Fig. 2.2(f), Region 2 is considered as Grade 3, where the
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(a) (b)
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(e) (f)
Figure 2.2: Example images of colon tissues stained with hematoxylin-and-eosin,
which is routinely used to stain biopsies in hospitals.
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distortion is high such that glands are only poorly differentiated; in this image,
the epithelial cells are scattered all over the stromal area and there is no sign of
a glandular structure or a luminal region.
If we focus on these microscopic images, we can identify the cytological com-
ponents of a colon tissue, which are shown in Fig. 2.1. In the context of tissue
image segmentation, the cytological components in the colon tissue and the spa-
tial relations between these components are the primary concern. On the other
hand, the exact localization of these components is quite difficult in our prob-
lem domain, which focuses on segmentation of low-magnification tissue images.
Thus, we approximately locate the components making use of the domain specific
knowledge. One of the main contributions of this thesis is to model the cytological
components as primitive objects and extract information from these objects.
The aforementioned domain specific knowledge is based on several attributes
of the cytological components. In tissues stained with the routinely used
hematoxylin-and-eosin technique, the components appear in three main colors,
namely, white, pink, and purple, and they usually form round structures. Hence,
we formed our objects for all color types and in circular shapes. The object-
oriented representation of a tissue image will approximately give information
about the original component distribution of the tissue. More detail about this
representation will be given in Chapter 3. Then we examine the distribution
of the cytological components to detect the distortion caused by cancer by ex-
tracting spatial mathematical features from the distribution of the objects. This
representation allows us to alleviate the effects of problems caused by pixel-level
noise. Besides, it speeds up the algorithm since it summarizes the pixel domain
into an object domain.
2.2 Related works on image segmentation
In image segmentation, the goal is to simplify and/or change the representation
of an image into some model that is more meaningful and easier to analyze [51].
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We may categorize the algorithms in literature mainly into two, according to the
regions that they want to segment: object segmentation and scene segmentation.
Object segmentation algorithms aim at extracting objects from an image, such
as segmenting baseball players from the background in an image [52], extracting
objects (e.g., books, shoes or pets) from an image of a room [53], and extracting
glands from a histopathological image of a colon tissue [8].
On the other hand, scene segmentation algorithms mainly focus on extracting
homogeneous regions from images such that each region has the same characteris-
tics all over its pixels. For instance, some of these algorithms focus on segmenting
natural scenes into separate regions of trees, sea, and sky [54, 55] and others fo-
cus on segmenting landmarks such as buildings, farms, roads and forests from
satellite images [56, 57]. The problem stated in this thesis can be considered in
the context of scene segmentation, since it is the segmentation of homogeneous
regions (cancerous and normal regions) in histopathological images.
Many scene segmentation algorithms have been proposed thus far. We can
group these algorithms according to two criteria: the information used for seg-
mentation and the methodology used for segmentation. According to the infor-
mation used, these algorithms can be generally grouped into two: those that use
intensity/color or texture information of pixels.
The algorithms that use color information divide the image pixels into groups,
usually based on their color histograms, by using different techniques, such as k-
means clustering [58], fuzzy clustering [54, 59], watershed transformation [60],
and thresholding [61, 62, 63]. For example, in [54], dominant colors of an image
are computed in RGB color space and then pixels are clustered according to the
dominant color distribution. In another study [64], HSV (hue-saturation-value)
color space is used to cluster the pixels. There are also studies that apply cluster-
ing or thresholding to different color spaces or to different pairwise combinations
of color channels to calculate multiple segmentation maps of the same image.
They then fuse these intermediary maps to obtain the final segmentation [65, 66].
This kind of segmentation, which directly uses color information, gives promising
results if the color distribution of different regions in an image is not similar.
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However, if the color distribution of different regions is very similar as in the case
of histopathological images, these approaches may not be sufficient.
In the latter case, the algorithms use texture information of pixels. For each
particular pixel, they extract textural information considering the intensities of
pixels located in the local neighborhood of this particular pixel. In order to differ-
entiate different texture patterns, various types of texture descriptors are defined;
such as Markov models [64], Laplacian of a Gaussian [67], and co-occurrence ma-
trices [68]. However, in scene images, the texture within a homogeneous region
(which is considered to have the same characteristics) could vary and this makes
hard for a segmentation algorithm to estimate parameters for having the proper
set of texture descriptors.
The approaches can be grouped according to the methodologies as well.
Region−based approaches group the image pixels into clusters, maintaining con-
nectivity among the pixels of the same cluster. Examples include region growing
algorithms [41, 69, 70], split and merge procedures [71, 72], edge-based segmen-
tations [73], and watershed transformations [74]. The region growing usually
works in a bottom-up fashion. In this methodology, pixels that are considered
as homogeneous according to a criterion are selected as initial regions (seeds)
and the remaining pixels are agglomerated to these initial regions with respect to
the homogeneity criterion [75]. In split-and-merge methodology, the whole image
is first considered as heterogeneous and it is continually divided into multiple
partitions until each resultant partition is homogenous according to a criterion.
Subsequently, these homogenous partitions are merged with their neighbors with
respect to another homogeneity criterion [76]. In edge-based segmentation, pixels
violating continuity are determined as the boundaries of segmented regions [68].
Finally, the algorithms that use watershed transformations, choose local minima
of the gradient of the image as markers and start flooding from these markers. In
watershed transformations over-segmentation is a common problem; thus these
algorithms usually use region merging as their second step [77].
In the region− based approach, the algorithms typically use color, color gra-
dient, and/or texture to define the region homogeneity. They also combine color
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and texture information. For example, in the JSEG algorithm [41], pixels are first
quantized using color information, regions are then segmented using a homogene-
ity criterion that relies on the spatial distribution of these quantized pixels, and
the over-segmented regions are finally merged based on their color information.
Graph − based approaches use graphs in their segmentation methodologies.
These approaches consider the image as a weighted graph where nodes represent
pixels and the weight of each edge connecting two nodes represents the similarity
between them. They then formulate image segmentation as a problem of par-
titioning this graph into components, minimizing a cost function. It has been
proposed to solve this problem using different similarity measures, different cost
functions, and different optimization methods [44, 64, 78, 79].
Finally, statistical approaches consider image segmentation as a probabilistic
optimization problem. They model the image probability distributions directly,
using parametric and non-parametric estimation [80, 81], or by using graphical
models such as Markov random fields and Bayesian networks [82, 83].
Although all these approaches lead to promising results, the scene segmenta-
tion problem is not completely solved yet and there still remain different chal-
lenges to overcome for different applications. The main challenge lies in the
nature of this problem. Image segmentation is closely related with human per-
ception. Humans typically combine their background knowledge with image data
to segment the image into its semantically uniform regions. To incorporate the
human perception into segmentation, adaptive clustering algorithms have been
proposed [54, 84]. These algorithms adaptively define color-texture descriptors
that show spatial variations with respect to the image content. It has also been
proposed to define descriptors at different scales for mimicking a human observer
looking at the same image from different distances and to combine them in seg-
mentation [85].
For the case of histopathological images, the aforementioned scene segmenta-
tion algorithms could yield misleading results due to non-ideal conditions in tissue
preparation procedures including fixation, sectioning, and staining. The miscon-
duct and variation in these procedures may produce a considerable amount of
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normal glands
Artifacts
Noise 
Figure 2.3: Examples of noise, artifacts, and variations caused by misconduct
and variation in tissue preparation procedures.
noise, artifacts, and variation among different biopsy images. Some of these prob-
lems can be seen on an example image in Fig. 2.3. Furthermore, the hematoxylin-
and-eosin technique, which is routinely used to stain biopsies in hospitals, results
in similar color distributions in heterogeneous regions (see Fig. 2.3). Therefore,
using only the color information of pixels in histopathological image segmentation
is inefficient because of these similar distributions. Likewise, using the texture
of pixels could give incorrect segmentations especially for the images that con-
sist of noise, artifacts, and variation because of the non-ideal tissue preparation
procedures.
Moreover, the histopathological image segmentation problem can be consid-
ered in two different types of scope. The first type is to locate biological objects
such as cells and glands on an image [8, 86, 87, 88]. The second type, which
is also the focus of this thesis, is to locate homogeneous regions in a heteroge-
neous image. In literature, there are only a few studies focusing on the latter
problem. Most of these studies perform grid analysis, in which image segmen-
tation is achieved dividing an image into fixed grids and classifying them in a
supervised manner [9, 11]. In [11], Wang et al. take a whole biopsy slide as
one huge image, divide it into grids, extract intensity-based and textural features
from each grid entry, and classify these entries based on their extracted features.
This approach could give non-robust results for images of tissues that are not
properly prepared. Furthermore, it brings about the difficulty of the selection
of a proper grid size and the need of high performance computing. In another
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work [89], Kong et al. propose to classify pixels of a slide into four by using
color-based and texture information. This approach is also facing with similar
problems (noise and variations in tissues, improper parameter estimation, and
high computational complexity). The use of low-level pixel information makes all
of these approaches more vulnerable to noise and variations in histopathological
images. Another group of studies consider pixels instead of grids [90, 91]. These
studies characterize the pixels using features extracted within their neighborhood
and process them to construct a segmented region. In characterizing a grid or
a pixel, these studies use low-level color/texture descriptors that they define on
image pixels.
All of the mentioned studies use pixel intensities and/or pixel textures to quan-
tify the grids or pixels. However, they do not consider the background knowledge
of the tissue organization to define their descriptors. Indeed, it is quite difficult
to express this background knowledge in terms of pixels (i.e., by using pixel based
feature descriptors). This is mainly due to the large variations observed in differ-
ent biopsy samples and the noise occurs in preparing these samples and taking
their images. The variations and noise typically cause local changes in pixel val-
ues. However, they do not change the semantics in the distribution of cytological
tissue components on a large scale. For example, in Fig. 2.2, one could capture
the normal appearance of a colon tissue in spite of the variations and noise ob-
served in its normal regions. This is our main motivation behind defining new
feature descriptors that better correlate with high-level image semantics.
There are also studies that use a supervised model to segment or classify
the regions of histopathological images [92, 93, 94]. These studies aim to design
specific mathematical features for different applications and build up a system
that stores pre-known information for the segmentation process. However, the
learning part of a supervised model requires using a dataset of images with their
ground truths (gold standards) prepared by medical experts. Although such
systems are desirable and known to be accurate with use of prior knowledge, they
are not efficient systems in context of productivity. Therefore, an unsupervised
segmentation algorithm may be preferred in many applications as a first step of
an automated diagnosis system.
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In order to improve the success of such unsupervised segmentation, raw pixel
information should be preprocessed and transformed into a better model and the
background knowledge should be incorporated in the segmentation algorithm. In
this thesis, we propose new approaches for the effective and robust segmenta-
tion of histopathological tissue images. In the proposed algorithms, we introduce
new texture measures that model the spatial distribution of cytological tissue
components and the use of this texture measures in histopathological image seg-
mentation.
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Chapter 3
Object definition
The approaches proposed by this thesis rely on characterizing a tissue image with
high-level texture features and using them in an efficient segmentation algorithm.
To this end, we introduce objseg features, graph run-length features, and object co-
occurrence features that quantify the spatial organization of tissue components.
Before extracting these features, a tissue image is decomposed into a set of objects
of different types, which approximately represent the tissue components. In this
chapter, the decomposition process of the histopathological tissue images will
be detailed. The decomposition process includes three main steps: clustering
image pixels, preprocessing of the clustered pixels, and applying our circle-fitting
procedure to extract circular objects from the clustered pixels.
3.1 Clustering image pixels
Tissue images used in our studies are in RGB color space. To cluster these pixels
according to their color distributions, we use the k-means clustering algorithm
over RGB values of the pixels. In this clustering, k is selected as three, because
biopsies used in these studies are routinely stained with the hematoxylin-and-
eosin technique in hospitals, which mainly gives white-like, pink-like, and purple-
like pixels. For the initialization of the cluster centers in k-means, the principal
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Figure 3.1: Results of the k-means algorithm on an example histopathological
tissue image: (a) original image, (b) clustered pixels, (c) zoomed sub-image, and
(d) clustered pixels of the zoomed sub-image. In the cluster maps, white-like,
pink-like, and purple-like pixels are shown in cyan, pink, and purple, respectively.
component of the data is calculated, its range is divided into k equal intervals,
and initial centers are defined as the averages of the data points falling in these
intervals [95]. An example k-means clustering result of a tissue image is shown in
Fig. 3.1. In this example, the image shown in Fig. 3.1(b) represents the clustered
pixels of the original image shown in Fig. 3.1(a). In this figure, each cluster is
shown with a different color; to easily relate the clustered pixels with original
image pixels, white-like pixels in the original image are labeled with cyan in the
clustered image, pink-like pixels are labeled with pink, and purple-like pixels
are labeled with purple color. After obtaining it, the clustered pixel map is
preprocessed to reduce noise and artifacts and then objects are located on the
processed map by our circle-fitting procedure.
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Nuclei pixels
Lumen pixels
Stroma pixels
Figure 3.2: The separation of nuclei (purple-like), lumen (white-like), and stroma
(pink-like) pixels in the preprocessing step.
3.2 Preprocessing
After clustering the image into three clusters, the preprocessing step uses mor-
phological operators to remove noise from the clusters. This is done for smoothing
the pixel components to prepare them for the circle-fitting procedure. In the first
step of preprocessing, the clustered pixels are divided into three separate pixel
maps: cluster 0 representing nuclei (purple-like) pixels, cluster 1 representing
stroma (pink-like) pixels, and cluster 2 representing lumen (white-like) pixels.
This separation is shown in Fig. 3.2. These maps are colored as purple, pink, and
cyan respectively for the visualization.
The separated pixel maps are then dilated with a circular structural element
of variable sizes. In our first study (ObjSEG), this structural element’s radius was
set to 2 since we want to extract a smaller number of objects with larger sizes
for the sake of the computational performance of the application. To extract
larger objects, ne need larger components on the clustered pixels, and thus, the
raw pixel maps are dilated with structural elements of larger sizes. In our latter
studies (GraphRLM and ObjCooc), we set this structural element’s radius to 1
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Figure 3.3: The effect of dilation operation on nuclei, lumen and stroma pixels
in preprocessing step.
to generate more circles with smaller radii. When the pixels of one particular
map are dilated, they grow over other maps’ pixels. Hence, structural elements
of smaller sizes are better to preserve the information in an original image.
The dilation process is effective to eliminate salt and pepper noise, which may
prevent to locate relatively larger sizes of objects. After removing such noise, it is
more likely to obtain objects that represent the tissue components better. Fig. 3.3
shows the benefits of using the dilation process. The noisy pixels shown with an
arrow prevents defining a circle of a larger size on the local neighborhood of this
pixel. This benefit can also be observed in an example result of the circle-fitting
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procedure shown in Fig. 3.4.
After dilating a map, the pixels of the located objects are excluded from the
remaining maps and these pixels are not used to define objects on the remaining
maps. Therefore, the order in which the maps are dilated is very important. Since
the distribution nuclei is major, we first dilate the pixel map of nuclei (purple-
like) pixels. By doing so, we decrease the likelihood of losing information about
nuclei. Then, we dilate the pixel map of lumen (white-like) pixels and finally the
pixel map of stroma (pink-like) pixels.
3.3 Circle-fitting
The final step of locating objects on a tissue image is the circle-fitting proce-
dure. In this step, the dilated cluster pixel maps are taken into account. First of
all, circular masks with different radii are generated. Then, for each connected
component of the cluster map, these circular masks are fitted in the descending
order of their sizes. When a mask fits into a component, the pixels belong to this
circle are marked and not used in next iterations. This continues until there are
no circle masks left that are bigger than minR and that fit into the connected
components. The minimum radius minR is a model parameter and can be set
according to the minimum component size in the image or according to the pur-
pose of the application. We use minR = 9 in the ObjSEG algorithm, since we
wanted to obtain bigger objects for the sake of the computational performance.
In the GraphRLM and ObjCooc algorithms, we set minR = 5 to obtain a larger
number of objects to extract as much relationship information as we can get from
the tissue components of a histopathological image.
On an example sub-image, the results of the circle-fitting procedure are shown
in Fig. 3.4. The objects defined as nuclei, lumen, and stroma cluster maps are
shown in Fig. 3.4(a), Fig. 3.4(b), and Fig. 3.4(c), respectively. The effect of the
preprocessing operations can also be observed in these examples. After removing
noisy pixels, the circle-fitting procedure can locate more representative circles.
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Figure 3.4: The results of the circle-fitting procedure on an example sub-image.
The objects defined on nuclei, lumen, and stroma pixels are shown in (a), (b),
and (c), respectively. All these objects are shown together in (d).
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Fig. 3.4(d) visualizes all the objects defined together on a single image.
Fig. 3.5 shows the object decomposition after circle-fitting procedure on a
larger image. As seen in this figure, even a person without any prior medical
knowledge about tissues or cancer may distinguish between differently oriented
regions by simply looking at the distribution of the extracted objects. This dis-
tinguishing feature of the object representation of the tissue components opened
a new perspective for us. We defined several mathematical features on this rep-
resentation and we proposed segmentation algorithms based on these features.
These algorithms together with their features, methodologies, and experiments
are given in the following chapters.
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Figure 3.5: The results of the circle-fitting procedure on a larger image.
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Chapter 4
Object-oriented texture analysis
for unsupervised image
segmentation (ObjSEG)
In a biopsy image, biologically different parts of the tissue are characterized with
the spatial organizations of its cellular and connective tissue components. These
organizations show differences, depending on the organ from which the tissue is
taken. As mentioned before, this thesis focuses on colon biopsy images where the
tissue components are organized to form glandular structures. In these images,
epithelial cells are lined up around a lumen, forming a crypt (gland), and lym-
phoid cells take place in between these crypts. This organization deviates from
its regular structure due to the existence of cancer. Furthermore, this deviation
is aggravated with the increasing malignancy level. Thus, for the detection of
cancer and its malignancy level, the regions containing such tumorous structures
should be distinguished from those that contain the normal ones.
In this particular study, ObjSEG, we propose a segmentation algorithm that
uses the fact that the structural organization of a tissue (i.e., the spatial distri-
butions of cellular and connective tissue components with respect to each other)
changes with the existence of cancer. To this end, we define our homogeneity
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measure based on the texture of these components. We define primitive objects
to represent these components (Chapter 3), instead of exactly identifying their lo-
cations, since this localization brings about a more difficult segmentation problem
even for human experts.
4.1 Object-oriented texture definition
In our segmentation algorithm, we make use of the textural composition of the
objects that we define for the representation of the tissue components. For this
purpose, we propose a homogeneity criterion based on how the objects are dis-
tributed in size and in space. The homogeneity measures used in this study
rely on the following observation: in a homogeneous region, for each particular
object, there should be another one with the same type and the same size and
that object should be on the symmetrically opposite side of the particular object
with respect to the centroid of this region. To quantify this observation for every
pixel, a window is located at the center of the pixel. In Chapter 3 we defined three
types of objects. Here we divide each type into two according to their sizes to
differentiate between large and small objects of all types. We use this separation
because there is some prior information for our images such as, the observations
that large nuclei typically belong to cancerous cells, large lumina usually corre-
sponds to the center of luminal areas or unstained background regions, and small
nuclei typically belong to stromal cells, which are found outside the glandular
area. Hence, according to their sizes six different types of objects are defined in
this study and 12 descriptors (two measures for each object type) are computed
considering the objects falling in a specified window. The two measures defined
for each object type are:
1. Object size uniformity : It measures the uniformity in the object size. For
this reason, for each particular object type, we use the standard deviation
of the areas of the objects that belong to this particular object type. If the
objects are uniformly distributed in size, the standard deviation of their
areas should be equal to zero. Note that here we use the coefficient of
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variation since the different types of objects have areas of different scales.
2. Object spatial distribution uniformity : It quantifies how uniform the objects
are distributed in space. For this purpose, for each particular object type,
we compute the sum of the position vectors of every object, which belongs
to this particular object type, with reference to the image centroid and
use the magnitude of the resulting vector. If the objects are uniformly
distributed in space, the magnitude should be equal to zero. We define this
measure particularly for the objects rather than the pixels, as opposed to
the previous work of Deng and Manjunath [41] where this measure is strictly
defined on the individual pixels. For this measure, instead of pixels, using
objects overcomes the problem of dealing with images that exhibit similar
color distributions in their different regions, unlike the previous literature.
More technically, let O = {Oji |j = 1, 2 . . . 6; i ∈ Nj} be the object set where
Oji is the object with type j and id i and Nj is the number of objects with type j.
Each object Oji = {Xi, Yi, Ai} is characterized with its centroids Xi and Yi and its
area Ai. Let W be the window located at a given pixel at Xw and Yw, as shown
in Fig. 4.1 on which the texture descriptors are calculated. As the first set of
descriptors (object size uniformity), for each object type, the standard deviation
Stdj of object areas are calculated as
Stdj =
√∑
k s.t. Ojk∈W (Ak − µj)2
(nj − 1) (4.1)
where µj is the average area of the objects that fall in window W and has type
j and nj is the number of these objects.
As the second set of descriptors (object spatial distribution uniformity), for
each object type, the sum Sumj of the position vectors of the corresponding
objects with respect to the window centroid (Xw,Yw) is defined as
Sumj =
 ∑
k s.t. Ojk∈W
(Xk −Xw)
+
 ∑
k s.t. Ojk∈W
(Yk − Yw)
 . (4.2)
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Figure 4.1: An example of a circular window W located at the centroid (Xw, Yw).
4.2 Segmentation algorithm
In our segmentation algorithm, we propose to segment an image into regions
for which the aforementioned two measures (object size uniformity and object
spatial distribution uniformity) are minimized for all object types. As it is not
feasible to minimize these measures for the entire image, we compute them over
small windows and use them in our region-growing method. For this reason,
we compute these measures using a window centered at each pixel in the image.
Thus, for each pixel, there are a total of 12 uniformity measures, two measures for
each of the six objects that we define for the representation of tissue components.
Our region-growing method is a three-step procedure. In the first step, we
determine the initial seeds based on the uniformity measures of pixels. In the
second step, we iteratively grow these initial seeds also based on the uniformity
measures. In the third step, we merge the oversegmented regions employing the
object distributions. Next, we explain these steps in detail; a schematic of the
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Figure 4.2: A schematic of the proposed region-growing method.
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proposed region-growing method is provided in Fig. 4.2.
4.2.1 Seed-determination
We determine the seeds by connecting pixels for which all of the 12 uniformity
measures are smaller than their corresponding thresholds. In our algorithm, for
each measure j, we set a threshold Tj = µj + σj, where µj and σj are the mean
and the standard deviation of the associated measure computed over all pixels.
Note that here we connect the pixels based on the four-connectivity.
In addition to determining the seeds based on our uniformity measures com-
puted within a particular window winL, we repeat the same procedure using a
smaller window winS, to capture finer textural information. Then, we combine
the seeds obtained using both the larger and the smaller windows if their seeds
do not overlap. In the case that these seeds overlap, we use the seeds obtained
from the larger window and only the non-overlapping regions of the seeds ob-
tained from the smaller window. At the end, we eliminate the seeds that are
smaller than the size of the smaller window, whose area is denoted as areaThr.
Fig. 4.3(c) shows the seeds computed for the image given in Fig. 4.3(a).
4.2.2 Seed-growing
In the next step, we start growing the initial seeds using the same set of 12
uniformity measures. In the beginning, we compute the threshold values by
considering the pixels that are not assigned to any of the seeds in the seed-
determination step. Using the four-connectivity, we connect the unassigned pixels
for which all of the measures are smaller than their corresponding thresholds
to form a new connected component. If this new component is a neighbor of
a previously determined seed, we merge them together. In the case that this
component has more than one neighbor, we merge it with its closest neighbor. If
the component has no neighbors, then this component is considered as a new seed.
We continue this iterative procedure for all of the remaining unassigned pixels
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Figure 4.3: The steps for the object-oriented segmentation of a biopsy image: (a)
start with the original tissue image; (b) locate the circular objects on the clustered
image; (c) determine the seeds; (d) grow the seeds; (e) merge the regions; and (f)
the segmented image.
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until there is no unassigned pixel left with measures smaller than the thresholds.
Note that, for each iteration, the threshold values are recomputed considering the
mean and the standard deviation of only the remaining unassigned pixels from
the previous iteration. After this iterative procedure is completed, if any of the
determined seeds is smaller than the size of the smaller window, we connect it to
its largest neighbor. In the case that it has no neighbors, we eliminate this seed.
Finally, we fill in the holes of each seed.
We repeat this entire seed-growing procedure as necessary until there are no
unassigned pixels left in the image. To do so, in its first iteration, we compute
the threshold of the measures as Tj = µj + σj and update the threshold in the
next iteration, by increasing the effect of σj incrementally each iteration.
For the image given in Fig. 4.3(a), the final regions computed at the end of
the seed-growing step are shown in Fig. 4.3(d).
4.2.3 Region-merge
The seed-growing step often results in oversegmented regions. For this reason,
in the final step, we merge these regions based on their object distributions. In
our region-merge step, we use two different criteria to characterize a region: (1)
the percentage of the total area of the same type of objects in the region and
(2) the percentage of the combined areas of the different objects that correspond
to the same cluster in the region. Using these criteria, we first merge a region
with its closest neighbor if its size is smaller than the larger window size. In the
case that its size is larger, we only combine it with its closest neighbor only if
the distance between them is smaller than the merge threshold mergeThr. It
is worth noting that after merging a region with its neighbor, we update the
criteria accordingly and continue the merge with the updated criteria. For the
image in Fig. 4.3(a), the regions obtained at the end of the region-merge step
are illustrated in Fig. 4.3(e) and the final boundaries are superimposed on the
original image in Fig. 4.3(f).
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4.3 Experiments
In our experiments, we use the microscopic images of colon biopsy samples of 16
randomly chosen patients from the Pathology Department archives in Hacettepe
School of Medicine. Each biopsy sample consists of a 5-6 micron thick tissue
section stained with the hematoxylin-and-eosin technique.
The images of these samples are taken in the RGB color space using a Nikon
Coolscope Digital Microscope; 5×microscope objective lens is used and the image
resolution is 1920 × 2560. Each colon biopsy image contains both normal and
cancerous (colon adenocarcinomatous) regions. Cancerous regions contain tumors
with different grades. In Figs. 4.4–4.7, the first image of each row consists of the
manual segmentation provided by our medical expert. For each tissue image, the
regions are labeled as either cancerous or normal and the boundary between these
regions are drawn in red. In between these boundaries, there are also regions that
can be included in either side without affecting the medical interpretation; such
regions are shaded in red.
In Figs. 4.4–4.7, the second column of each row shows the segmentation results
for each image that are obtained by our object-oriented segmentation algorithm.
To compare our results with those obtained from a pixel-based segmentation
algorithm, we also run the JSEG algorithm, which is proposed by Deng and
Manjunath [41]. This algorithm separately uses the color information of pixels
and their texture composition to segment an image into its homogeneous regions.
In our experiments, we use the program provided by its authors in their web site.
The results obtained by this program are also presented in the third column of
Figs. 4.4–4.7. For both our segmentation algorithm and the JSEG algorithm, the
selection of the merge threshold parameter affects the results. In Figs. 4.4–4.7, we
provide the results of each of these algorithms, selecting the best merge parameter
for each image. Additionally, for the JSEG algorithm, we also select the best color
quantization threshold and the best number of scales for each image.
In our algorithm, besides the merge parameter, we use the same set of param-
eters for all images. To define our circular primitives, we set the area threshold
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Figure 4.4: The segmentation results. (a1)-(d1) The manual segmentations; (a2)-
(d2) the results obtained by our object-based algorithm; (a3)-(d3) the results
obtained by the pixel-based JSEG algorithm.
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parameter to be 100 pixels so that it is large enough to eliminate the noise and
small enough to represent the tissue components. Also in defining the objects
from the circular primitives, we use an object area threshold of 150 pixels to
accommodate different tissue components represented by the same cluster. In
the seed-determination, we use the window sizes of winL = 257 and winS = 65
pixels for the large and small windows to determine sufficiently coarse and fine
textures in our images with a resolution of 1920 × 2560. In the region-growing
step, we increment the effect of the standard deviation by 10 percent of its value
in each iteration for computational reasons.
For the colon biopsy image shown in Fig. 4.4(a), our object-based algo-
rithm leads to accurate segmentation. It results in only one cancerous crypt
(marked with 1) being included in the normal region and only a small amount
of normal crypts (marked with 2 and 3) being included to the cancerous region
(Fig. 4.4(a2)). On the other hand, the pixel-based algorithm yields a segmented
region for cancerous parts that contain a significant amount of normal crypts
(Fig. 4.4(a3)). Similarly, for the image given in Fig. 4.4(b), our object-based seg-
mentation algorithm yields accurate results and greatly improves the specificity
and the accuracy compared to the pixel-based algorithm. Higher specificity (i.e.,
having less number of false positives) is important for correct grading of cancer.
In cancer grading, the grade measures how much a tissue differentiates from the
normal. The correct grading of cancer is critical since it affects the selection of
the treatment and is an important predictor for the survival time of a patient.
In colon adenocarcinoma grading, the differentiation is quantified according to
how much the glands of a cancerous region are similar to the normal gland. False
positives affect this quantification and cause to select a lower grade.
For the images given in Fig. 4.4(c) and (d), both the pixel-based and the
object-based algorithms yield accurate results in the segmentation of their ade-
nocarcinomatous and normal regions.
For the images given in Figs. 4.5(e)-(g), both of the algorithms result in over-
segmentation. However, although the object-based segmentation algorithm does
not have a heterogeneous region, which includes both cancerous and normal parts,
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Figure 4.5: The segmentation results. (e1)-(h1) The manual segmentations; (e2)-
(h2) the results obtained by our object-based algorithm; (e3)-(h3) the results
obtained by the pixel-based JSEG algorithm.
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the pixel-based segmentation algorithm has one that contains both of these parts.
Similarly, for Fig. 4.5 and Fig. 4.6, the pixel-based algorithm leads to heteroge-
neous regions, and thus, yields lower segmentation accuracy compared to the
object-based algorithm.
In Figs. 4.6(j) and (k), there are heterogeneity in the tumor such that it con-
tains regions of both grade 2 (marked with 1) and grade 3 (cancerous regions
other than that marked with 1). Besides, in Fig. 4.6(j), in the regions marked
with 2, the tumor infiltrates into normal regions. For this image, our object-
based algorithm successfully segments the normal region that is located in the
upper left from the cancerous parts and captures the heterogeneity in cancer-
ous regions. On the other hand, although the pixel-based algorithm identifies
some part of this normal region, it could not capture the heterogeneity in the
tumor. For this image, neither the object-based nor the pixel-based algorithms
can segment the normal crypts that are in the top right of the image. For the
image given in Fig. 4.6(k), both the pixel-based and the object-based algorithms
capture the heterogeneity in the tumor. For the image shown in Fig. 4.6(l), both
of the algorithms segment the normal and cancerous regions with an acceptable
accuracy. At a first glance, it could be considered that the pixel-based algorithm
yields better results since the object-based algorithm results in oversegmenta-
tion. However, when the normal regions are examined carefully, it is observed
that normal regions contain some non-tumorous transformations (oncocytic and
hyperplastic transformations) as well as lymphoid aggregations (regions marked
with 1 and 2, respectively). Although the pixel-based algorithm does not cap-
ture these transformations, the object-based algorithm is successful to do that
and distinguish the regions containing such transformations from those that do
not contain any. The identification of such heterogeneities is important for cancer
grading and prognosis. The heterogeneity in the tumor is known to affect the can-
cer grade, while non-cancerous tissue transformations are presently believed to
be the prognostic parameters, which is further expected to be better understood
in the future.
For the image shown in Fig. 4.7(m), the object-based algorithm incorrectly
segments a normal region (marked with 1 in Fig. 4.7(m2)) and oversegments the
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Figure 4.6: The segmentation results. (i1)-(l1) The manual segmentations; (i2)-
(l2) the results obtained by our object-based algorithm; (i3)-(l3) the results ob-
tained by the pixel-based JSEG algorithm.
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remaining cancerous regions. For this image, the pixel-based approach achieves
a successful segmentation.
For the image given in Fig. 4.7(n), both the pixel-based and the object-based
algorithms lead to a heterogeneous region, which contains both normal and can-
cerous parts (regions marked with 1 in Figs. 4.7(n2) and (n3)). Besides this
heterogeneous region, our segmentation algorithm results in more segmented re-
gions compared to the pixel-based algorithm; this is attributed to the prominent
lymphoid reaction in the tumor. Similarly, for the images given in Figs. 4.7(o)
and (p), both of the algorithms result in heterogeneous regions (regions marked
with 1 and 2 in Figs. 4.7(o2), (o3), (p2), and (p3)). In spite of these heterogeneous
regions, both of the algorithm yield acceptable accuracies for all these images.
In order to quantitatively compare the segmentation results of the object-
based and the pixel-based algorithms, we calculate the true positive, false positive,
true negative, and false negative rates using the manual segmentation as the
gold standard and then report the sensitivity, specificity, and accuracy of these
algorithms. Since both our object-oriented algorithm and the JSEG algorithm
are unsupervised segmentation methods, they do not output the class of the
segmented regions. Therefore, we consider the class of the dominant region as
the label of the region and calculate the true positive, false positive, true negative,
and false negative rates accordingly. In our calculation, we do not consider the
pixels that could be included in either side (either cancerous or normal region)
without affecting the medical interpretation (the pixels that are shaded in red in
Figs. 4.4–4.7). We report the average and the standard deviation of the sensitivity,
specificity, and accuracy percentages in Table 4.1. This table shows that our
object-oriented algorithm yields higher sensitivity and specificity percentages and
that it improves the accuracy of the JSEG algorithm for the segmentation of
histopathological images. To investigate whether or not this improvement is
significant, we use the Wilcoxon test with a significance level of 0.05. This test
exhibits that this improvement is statistically significant.
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Manual segmentation            Object-based (ObjSEG)             Pixel-based (JSEG)
Figure 4.7: The segmentation results. (m1)-(p1) The manual segmentations;
(m2)-(p2) the results obtained by our object-based algorithm; (m3)-(p3) the re-
sults obtained by the pixel-based JSEG algorithm.
Table 4.1: The average and the standard deviation of the sensitivity, specificity,
and accuracy percentages for the proposed object-based and the pixel-based al-
gorithms.
Object-based Pixel-based
Sensitivity 96.05 ± 5.72 86.25 ± 31.32
Specificity 92.22 ± 10.56 78.27 ± 26.38
Accuracy 94.89 ± 3.77 86.78 ± 11.46
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4.4 Modified region growing algorithm for
ObjSEG
Although ObjSEG improves the results of its pixel-based counterparts, it has a
problem of finding a common parameter set (mergeThr parameter) that works
for all image instances, which reduces its robustness. This study extends the
previous work to alleviate this problem and increase the robustness of the seg-
mentation. In this current study, we propose a new region growing algorithm, in
which the growing process depends on object-to-object relationships, instead of
pixel connectivity [48]. It is different than the ObjSEG algorithm, which grows
the initially segmented regions on pixel connectivity. Our experiments show that
the use of object-to-object relationships in region growing increases the segmen-
tation performance. It also improves the robustness of the algorithm, enabling
to select a common parameter set for all image instances that leads to good seg-
mentation results. The illustration of the region growing algorithm is given in
Fig. 4.8. In the following subsections, we provide the details of this algorithm.
4.4.1 Object-to-object relationship definition
First, we need to define object-to-object relationships. To do so, we construct a
Delaunay triangulation on the object centroids. Then, any two objects are said
to be adjacent if they share an edge in the constructed Delaunay triangulation.
For extracting homogeneity measures, the same computations are done as
explained in Section 4.1. We again use six types of objects grouped according to
their clusters and sizes and define the ObjSEG features on these objects.
To remind this feature definition, let O = {Oji |j = 1, 2 . . . 6; i ∈ Nj} be the
object set where Oji is the object with type j and id i and Nj is the number
of objects with type j. Each object Oji = {Xi, Yi, Ai} is characterized with its
centroids (Xi, Yi) and its area Ai. Here we locate a window W at the centroid of
each object Oji as shown in Fig. 4.9, and calculate the texture descriptors in this
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Figure 4.8: The illustration of the proposed region growing algorithm: (a) the
original image, (b) circular objects that approximately represent the cytological
tissue components, (c) all of the object groups, (d) seed groups after eliminating
the small-sized object groups, (e) grown regions, and (f) final boundaries of the
grown regions.
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Figure 4.9: An example of a circular window W located at object centroid (Xi,
Yi).
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window. Therefore, the window centroid denoted by (Xw, Yw) in the previous
section corresponds to the object centroid (Xi, Yi). Likewise, we compute the
Stdj and Sumj measures for each object Oji as defined in Equations 4.1 and 4.2
respectively.
Since we only use objects in the region growing process, these measures are
computed only for objects by locating the window at the centroid of each object.
In addition, since we have already calculated the object relations, it is possible
to iterate over the objects without using any pixel information. This approach
increases the accuracy of the algorithm while decreasing computation time time
so that the algorithm works faster than the ObjSEG algorithm.
4.4.2 Region growing algorithm
In the first step of the region growing algorithm, seed groups are identified based
on the similarity of adjacent objects. Then, similar objects are grouped together
such that the Euclidean distance between any pair of the adjacent objects in this
group is below a similarity threshold. Finally, the large-sized groups that contain
objects more than an object threshold are considered as seeds. Fig. 4.8(c) shows
the objects of the same group with the same color. Fig. 4.8(d) shows the seeds
that are obtained by eliminating the small-sized groups.
In its second step, seeds are iteratively grown by appending the remaining
objects to one of the seeds. For doing this, an individual remaining object is
appended to an adjacent seed group if the distance between this object and the
seed group is smaller than the similarity threshold that is relaxed by its 10 percent
in every iteration. The descriptors of a seed group are calculated by averaging
the descriptors of all objects that belong to this seed group. When all objects are
assigned to a seed group, the algorithm constructs the Voronoi diagram on the
objects to find the final boundaries of the grown regions. The grown regions and
their final boundaries are illustrated in Fig. 4.8(e) and Fig. 4.8(f), respectively.
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4.4.3 Experiments
We conduct our experiments on 16 randomly chosen colon tissue images that
contain both normal and cancerous regions. The tissues are stained with
hematoxylin-and-eosin and their images are captured using a Nikon Coolscope
Digital Microscope with 5× microscope objective lens. The images are taken in
the RGB color space and their resolution is 1920× 2560.
The proposed algorithm has three parameters: window size (winSize), sim-
ilarity threshold (simThr), and object threshold (objThr). To select the pa-
rameter set, we use leave-one-out cross validation; for each particular image, we
determine the parameter set on all other images excluding this particular image
and obtain its test segmentation result. For that, we consider all possible com-
binations of the following sets winSize = {32, 64, 96, 128}, simThr = {0.25,
0.50...3.00, 3.50, 4.0}, and objThr = {10, 25, 50... 100, 150... 250} and select the
one that leads to the best performance over all images except the excluded one.
In defining the best performance, we consider both the accuracy and the number
of segmented regions: we select the parameter set that leads to the best accuracy
and that gives at most 10 segmented regions. Note that if only the accuracy was
considered, we would select the parameter set that leads to very high accuracies
but at the same time very high number of regions. Table 4.2 reports the average
quantitative test results and the average number of segmented regions. The quan-
titative results are calculated comparing the segmented regions with the manual
segmentation provided by our medical collaborator. The evaluation methodology
is the same as the one used in ObjSEG. We consider the class of the dominant
region as the label of the region and calculate the true positive, false positive,
true negative, and false negative rates accordingly. In our calculation, we do
not consider the pixels that could be included in either side (either cancerous or
normal region) without affecting the medical interpretation (the pixels that are
shaded in black in Figs. 4.10 and 4.11).
In order to understand the effectiveness of the proposed algorithm, we compare
its results with our previously proposed ObjSEG algorithm [45], which uses a
similar set of homogeneity criteria but a different region growing procedure in its
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Table 4.2: The average and the standard deviation of the sensitivity, specificity,
and accuracy percentages for the object-based and the pixel-based growing algo-
rithms.
Object-based growing Pixel-based growing (ObjSEG)
Accuracy 86.5 ± 11.1 82.8 ± 12.5
Sensitivity 86.0 ± 26.5 92.1 ± 16.3
Specificity 82.9 ± 23.4 66.1 ± 32.8
No. Regions 5.9 ± 2.2 6.1 ± 2.2
segmentation. ObjSEG has also model parameters: small and large window sizes
(winS and winL), area threshold (area), and merge threshold (mergeThr). We
select its parameter set also using leave-one-out cross validation, considering the
following candidate sets: winS = {32, 64}, winL = {128, 256}, area = {5000,
7500... 20000, 25000... 50000}, and mergeThr = {0.0, 1.0, 1.5, 2.0...4.0}. The
quantitative test results obtained by the ObjSEG algorithm are also given in
Table 4.2.
Figs. 4.10 and. 4.11 show the visual results of the proposed algorithm in (a1)-
(h1) and those of the ObjSEG algorithm in (a2)-(h2) on six example images.
On these images, segmented regions obtained by each algorithm are shown in
different colors. The images also include the boundaries of cancerous and normal
regions that are manually drawn by our pathologist collaborator; regions that can
be included in either side without affecting the medical interpretation are shaded
in black.
The quantitative and visual results show that the proposed region growing
algorithm gives better segmentation performances. However, there are still er-
rors in some images such as the one shown in Fig. 4.10(f1). This is due to using
a common parameter set; for such images, better results can be achieved with
different sets. Nevertheless, the quantitative results demonstrate that the pro-
posed algorithm yields better accuracy, sensitivity, and specificity values when a
common parameter set is used for all images. Note that the quantitative results
reported for ObjSEG in previous section are the ones that are obtained by sep-
arately optimizing the merge threshold for each image. Moreover, the proposed
algorithm leads to a reasonable number of segmented regions even though it does
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(a1) (a2)
(b1) (b2)
(c1) (c2)
(d1) (d2)
 Object-based growing     Pixel-based growing (ObjSEG)
Figure 4.10: The visual results of the object-based growing segmentation al-
gorithm (a1)–(d1) and the pixel-based growing (ObjSEG) algorithm (a2)–(d2).
Segmented regions are shown with different colors. The manual segmentations
are also indicated in these images.
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(e1) (e2)
(f1) (f2)
(g1) (g2)
(h1) (h2)
 Object-based growing     Pixel-based growing (ObjSEG)
Figure 4.11: The visual results of the object-based growing segmentation al-
gorithm (e1)–(h1) and the pixel-based growing (ObjSEG) algorithm (e2)–(h2).
Segmented regions are shown with different colors. The manual segmentations
are also indicated in these images.
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not have an explicit region merge step.
4.4.4 Summary
In this particular study, we proposed a new homogeneity measure based on the
distribution of the objects. For this purpose, we defined objects to represent
tissue components including epithelial tissue components, connective tissue com-
ponents, and luminal structures. Using this object-oriented measure, we demon-
strated a new object-based segmentation algorithm. As opposed to the existing
algorithms that use pixel-based information in defining their homogeneity mea-
sure, our segmentation algorithm uses object-based information, for the first time.
Working with colon biopsy images with similar color distributions in their
heterogeneous regions, we demonstrate that our object-oriented algorithm sig-
nificantly improves the accuracy in segmenting tumorous regions and also other
non-cancerous tissue transformations compared to its pixel-based counterpart.
Following this study, we introduced a new region growing algorithm for the
unsupervised segmentation of tissue images. This new algorithm relies on using
the similarity of objects that approximately represent cytological tissue compo-
nents. Working with the images of colon tissues, our experiments show that the
proposed region growing algorithm leads to better results compared to the previ-
ous algorithm that uses similar criteria but a different region growing procedure.
This improvement showed that using relational objects is more effective than
computing only the features on the image pixels. For this reason, we use the
neighborhood information of the objects by forming an object based graph for
our next studies.
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Chapter 5
Graph run-length matrices for
histopathological image
segmentation (GraphRLM)
The GraphRLM algorithm also relies on modeling the spatial distribution of
cytological components within a tissue. For this purpose, it introduces a new
texture measure to quantify the spatial relations of these components. This tex-
ture definition first generates a graph on the cytological components, then defines
a run-length matrix using the edges of the generated graph, and finally extracts
a set of texture features from the graph run-length matrix. The details of these
steps are given in Sections 5.1–5.3. The segmentation algorithm that uses this
new texture definition is explained in Section 5.4.
5.1 Graph generation
In this work, we represent the spatial relations between cytological tissue com-
ponents using the color graphs, which are defined for the classification of his-
topathological images in our research group [3]. For the construction of these
color graphs, the cytological tissue components are approximately represented
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(a) (b)
Figure 5.1: A graph generated for representing the spatial distribution of cyto-
logical components within a tissue: (a) circular primitives representing the tissue
components and (b) labeled edges defined in between these primitives.
with three different types of primitives, each of which is defined on the pixels of
one of the three prominent colors observed in a tissue image. These colors are
white, pink, and purple and their corresponding pixels are obtained by k-means
clustering. As explained in Chapter 3, we propose to approximately represent
tissue components with circular primitives since their exact localization gives a
much more difficult segmentation problem. Specifically, lumina and epithelial cell
cytoplasms are represented with white primitives, stroma are represented with
pink primitives, and cell nuclei are represented with purple primitives. For the
image given in Fig. 2.2(a), these primitive are shown in Fig. 5.1(a).
After the primitives are identified, a color graph is generated by constructing
a Delaunay triangulation on the centroids of these primitives and then labeling
each triangle edge according to the primitive types of its end points. As there
are three primitive types in an image, its graph could consist of six different edge
types. In Fig. 5.1(b), the edges assigned in between the primitives are shown;
here, edges of different types are illustrated with different colors. For better
illustration, Fig. 5.2 shows an enlarged picture of graph nodes and edges for the
subimage that is confined within a rectangle in Fig. 5.1.
In our work, although we use a similar graph generation algorithm with [3],
the way and aim of using these graphs are completely different. In [3], graph
theoretical features (such as average degree and diameter) are used to classify
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Figure 5.2: The graph of the subimage confined within a rectangle in Fig. 5.1.
histopathological images that are completely homogeneous. On the other hand,
in this current study, we propose to employ the graph edges to define a texture
measure that is used for the segmentation of heterogeneous histopathological
images.
5.2 Run-length matrix calculation
After obtaining a graph, we calculate the run-length matrix of this graph to
quantify the spatial relations of cytological tissue components (i.e., the texture of
components). In defining graph run-length matrices, we make use of the idea of
calculating gray-level run-length matrices. On a gray-level image, the run-length
matrix I quantifies the coarseness of a texture in a specific direction. Given a
direction, I(i, j) is the number of runs of pixels with a gray-level i and a run-
length j. A gray-level run is defined as a set of consecutive pixels with the same
gray value in the given direction [49].
Our proposed approach uses graph-edge runs instead of using gray-level runs.
It defines a graph-edge run as a path that starts from an initial node and contains
nodes all of which are reachable with a set of edges of the same type. Given the
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Figure 5.3: Illustration of calculating a graph run-length matrix for a single initial
node, which is shown as a thick bordered pink circle.
initial node, the graph run-length matrix entry R(c, l) is the number of graph-
edge runs with an edge type c and a path length l. As the graphs are undirected
and unweighted, the length of a path is defined as the number of hops required
to reach from the initial node to the furthermost node in the path.
In calculating the graph run-length matrix of a single initial node, the algo-
rithm first locates a circular window at the center of this initial node. Then, for
each particular edge type, it extracts paths by employing the breadth-first search
algorithm on edges that are of this particular type and that are located within
the circular window. Figure 5.3 illustrates the calculation of a graph run-length
matrix for a single node that is shown as a thick bordered pink circle. To calcu-
late the graph run-length matrix of an entire region, the algorithm accumulates
the run-length matrices of the nodes located in this region.
5.3 Feature extraction
From the original definition of a gray-level run-length matrix, Galloway [49] pro-
poses to define five different texture features whose definitions are given in Ta-
ble 5.1. In this table, nr is the total number of runs in the run-length matrix
(
∑
i
∑
j I(i, j)) and p is the number of pixels in the image. Our proposed approach
takes the original definitions of the first four features and modifies them for the
graph run-length matrices to define its texture features: short path emphasis,
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Table 5.1: Texture features for gray-level run-length matrices.
Short run emphasis =
1
nr
∑
i
∑
j
I(i, j)
/
j2
Long run emphasis =
1
nr
∑
i
∑
j
I(i, j)× j2
Gray level nonuniformity =
1
nr
∑
i
(∑
j
I(i, j)
)2
Run-length nonuniformity =
1
nr
∑
j
(∑
i
I(i, j)
)2
Run percentage =
∑
i
∑
j I(i, j)
p
long path emphasis, edge type nonuniformity, and path length nonuniformity.
The short path emphasis gives more importance to shorter graph-edge runs
than the longer ones, dividing the number of runs by the square of their lengths.
First, this feature, SPE, is calculated regardless of the edge types (similar to
Table 5.1). Then, it, SPE(c), is also calculated for each of the six edge types
separately, considering only the runs of the corresponding type. The equations of
these descriptors are given as follows. In these equations, nr is the total number
of runs in the graph run-length matrix (
∑
c
∑
lR(c, l)) and nr(c) is the total
number of runs corresponding to edge type c.
SPE =
1
nr
∑
c
∑
l
R(c, l)
/
l2 (5.1)
SPE(c) =
1
nr(c)
∑
l
R(c, l)
/
l2 (5.2)
The long path emphasis gives higher weight to longer graph-edge runs than
the shorter ones, multiplying the number of runs by the square of their lengths.
Likewise, this feature, LPE, is calculated regardless of the edge types as well as
it, LPE(c), is calculated for each of the six edge types separately. The equations
58
of these descriptors are given as follows.
LPE =
1
nr
∑
c
∑
l
R(c, l)× l2 (5.3)
LPE(c) =
1
nr(c)
∑
l
R(c, l)× l2 (5.4)
The edge type nonuniformity determines how the distribution of edge types
affects the texture. It takes its lowest value when the runs are evenly distributed
over all edge types. Similarly, the path length nonuniformity determines how the
distribution of path lengths affects the texture. It takes its lowest values when
the runs are evenly distributed over all path lengths. In the following equations,
the edge type nonuniformity, ETN, and the path length nonuniformity, PLN, are
defined as follows.
ETN =
1
nr
∑
c
(∑
l
R(c, l)
)2
(5.5)
PLN =
1
nr
∑
l
(∑
c
R(c, l)
)2
(5.6)
5.4 Segmentation algorithm
The proposed approach employs a region growing algorithm that uses the graph
run-length features for segmentation. In this algorithm, region growing is
achieved on the primitives, not on the pixels as in the case of previous stud-
ies [41, 45]. For each primitive, a window is centered at the centroid of the prim-
itive and a run-length matrix is accumulated over the matrices of the primitives
that are located in this window, as explained in Section 5.2. The graph run-length
features calculated on this accumulated matrix are used as the descriptors of the
primitive, which is located at the center of the window. In the subsequent steps
of the algorithm, these descriptors are used in (dis)similarity calculation. In our
algorithm, Euclidean distance is used as a dissimilarity measure.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.4: The illustration of the segmentation algorithm: (a) an original subim-
age, (b) its constructed graph [no color information is presented for better visu-
alizing the subsequent steps], (c) graph connected components obtained after
disconnecting dissimilar primitives [primitives and edges of the same component
are shown with the same color], (d) initial seeds obtained after eliminating small-
sized components, (e) grown seeds after one iteration, (f) grown seeds after two
iterations, (g) grown seeds after 15 iterations, and (h) final grown seeds.
In the seed determination step, seed regions are found using the neighborhood
relations defined by the constructed graph. To this end, the distance between ev-
ery pair of adjacent primitives is computed and a pair is disconnected if the
distance between them is over a distance threshold. Then, the small-sized con-
nected components that include less number of primitives than a component size
threshold are eliminated and the remaining components are considered as the
initial seeds. Figs. 5.4(b)–5.4(d) illustrate the steps of seed determination for
a small subimage shown in Fig. 5.4(a); here primitives and edges of the same
component are shown with the same color.
In the region growing step, remaining primitives are iteratively assigned to
the initial seed regions. In each iteration, primitives that are adjacent to at least
one of the seed connected components are considered. A primitive is assigned
to its closest seed if the distance between them is less than a grow threshold.
Here, we start the grow threshold with the distance threshold, which is used in
the seed determination step, and increase it by its 10 percent in each iteration.
Region growing continues until there are no unassigned primitives left. For a
seed component, the run-length features are obtained averaging them over all of
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its primitives. Figs. 5.4(e)- 5.4(h) show the grown seeds obtained at the end of
different iterations.
In the region merge step, adjacent regions are merged if the distance between
them is less than a merge threshold. At the end of this step, the regions contain all
of the primitives but not all of the pixels; primitives do not cover all of the pixels.
Thus, to obtain the final regions, the Voronoi diagram of the primitives, which
is the dual of their Delaunay triangulation, is found and the Voronoi polygon of
each primitive is included to the region that the primitive belongs to.
5.5 Experiments
We conduct our experiments on 150 images of colon biopsy samples that are
randomly taken from the Pathology Department archives of Hacettepe School of
Medicine. The samples consist of 5-6 micron thick tissue sections that are stained
with hematoxylin-and-eosin, which is routinely used to stain biopsies in hospitals.
The images of these samples are taken with a Nikon Coolscope Digital Microscope
using 5× microscope objective lens and 1920× 2560 image resolution. The tissue
images are divided into training and test sets. The training set consists of 50
images that are used to estimate the model parameters. The test set consists of
the remaining 100 images that are not used in parameter estimation at all.
Each image is heterogeneous and contains a mixture of normal regions and
adenocarcinomatous (cancerous) regions of different grades. The first column of
Figs. 5.6–5.9 shows the manual segmentation (gold standard) of these regions pro-
vided by a pathologist, who is specialized in colorectal carcinomas. In this figure,
normal and adenocarcinomatous regions are labeled as N and AC, respectively1.
In a tissue image, there may also exist some regions that can be included into
1The colon adenocarcinoma originates from epithelial cells and causes organizational changes
of these cells, leading to distortions in glands, which are formed of the epithelial cells. To locate
adenocarcinomatous regions in a tissue image, regions containing cancerous epithelial cells (and
cancerous glands) should be separated from those containing normal epithelial cells (and normal
glands). In evaluating segmentation results, it is important how homogeneous segmented regions
are in terms of their epithelial cells (and glands).
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either a cancerous or a normal region without affecting the medical assessment
in the context of colon adenocarcinoma diagnosis. These regions do not contain
any epithelial cells (and glands). Thus, they do not affect the assessment in the
context of colon adenocarcinoma diagnosis. Such regions are shown with gray
shades in Figs. 5.6–5.9.
5.5.1 Evaluation
In our experiments, we provide visual results obtained by the algorithms. Ad-
ditionally, we quantitatively assess the results using two different criteria: the
segmentation accuracy and the number of segmented regions. For computing the
accuracy, true positive, false positive, true negative, and false negative pixels are
calculated, comparing the segmentation results with the gold standard. Using
these pixels, sensitivity and specificity are also computed.
The proposed algorithm and those that we use for comparison are unsuper-
vised, and hence, they do not label their segmented regions. In order to compute
the accuracy, we compare each segmented region with the gold standard and label
it with the class of the region in the gold standard that mostly overlaps the seg-
mented region (i.e., with the class of the dominant region in the gold standard).
Therefore, the pixels located in the non-overlapping parts of the segmented region
are considered as either false positive or false negative, depending on the class of
its dominant region. Note that, in our evaluations, we do not consider the pixels
of regions that could be included in either a normal or a cancerous region.
5.5.2 Comparisons
To investigate the effectiveness of graph run-length matrices (GraphRLM ), we
compare the results of our proposed algorithm with those of four other approaches.
In the first approach, we implement the pixel-based counterpart of the proposed
algorithm to examine the differences between the use of graph and gray-level
run-length matrices. In this approach, the features used in segmentation are
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Table 5.2: The parameters of the algorithms and their values that are considered
in the estimation of the best parameter sets.
GraphRLM
Window size = {32, 64,96, 128}
Distance threshold = {0.25, 0.50, ...,1.25, ..., 3.00, 3.50, 4.00}
Component size threshold = {10, 25, 50, ...,100, 150, 200, 250}
Merge threshold = {0.00, 0.10, 0.25, 0.50, ..., 3.00, 3.50, 4.00}
GrayRLM
Window size = {32, 64, 96, 128}
Distance threshold = {0.25, 0.50, ..., 3.00, 3.50, 4.0}
Area threshold = {5000, 10000, ..., 60000}
Merge threshold = {0.00, 0.10, 0.25, 0.50, ..., 3.00, 3.50, 4.00}
JSEG
Quantization threshold = {10, 25, 50, 75, 100, 150, ..., 450}
Scale level = {1, 2, 3}
Merge level = {0.0, 0.1, ..., 0.9}
GBS
Gaussian sigma = {0.1, 0.2, ..., 1.0}
Scale = {50, 100, ..., 1000, 1500, ..., 2500}
Min area = {100, 200, ..., 1000, 1500, ..., 5000, 10000, ..., 25000}
ObjSEG
Large window size = {96, 128, 160, 192}
Small window size = {32, 64}
Merge threshold = {0.00, 1.00, 1.25, ..., 3.50}
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extracted from gray-level run-length matrices (GrayRLM ). For that, pixel inten-
sities are quantized into three and seven texture features [49, 96] are defined on
the run-length matrices computed at four different angles (0, pi/4, 2pi/4, 3pi/4).
The remaining segmentation steps are exactly the same as those of our algo-
rithm except that the grayRLM algorithm uses an area threshold to eliminate
small-sized seeds instead of using a component size threshold.
The second approach is our previous work ObjSEG defined in Chapter 4, in
which we specifically implement the algorithm for the segmentation of histopath-
ological images [45]. This algorithm also employs cytological tissue components
to define its texture descriptors; however, it does not use a graph algorithm in
its texture definition. Therefore, we include this algorithm in our comparisons to
investigate the effectiveness of the use of graphs in texture definition.
The last two approaches are the JSEG algorithm, in which segmentation is
achieved by defining a texture descriptor on the quantized pixels [41], and the
graph-based algorithm (GBS ), in which segmentation is achieved by employing a
graph constructed over the pixels of an image [44]. We include these algorithms
in our comparisons since they have been shown to be effective in many unsu-
pervised segmentation problems although they are not specifically designed for
histopathological images.
5.5.3 Parameter selection
All approaches have different model parameters. We estimate the values of these
parameters on the training images. To this end, we determine a candidate set for
each parameter, try all possible combinations of these candidate sets, and select
the one that leads to the best performance on the training images. The parame-
ters of each algorithm and their candidate values are summarized in Table 5.2.
For each algorithm, we first select the best parameter set that leads to the best
average accuracy without considering the number of segmented regions. Table 5.3
reports the average segmentation results obtained with such kind of parameter
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Table 5.3: The average and standard deviation of segmentation results obtained
on the training samples. Parameter sets are selected on the training samples
without any restriction on the number of the segmented regions.
Accuracy Sensitivity Specificity Region no
GraphRLM 99.0 ± 1.3 99.2 ± 1.2 98.7 ± 2.2 76.2 ± 8.8
GrayRLM 98.2 ± 1.9 98.5 ± 2.0 97.4 ± 3.5 50.1 ± 15.8
JSEG 97.0 ± 1.5 95.2 ± 3.7 97.8 ± 1.5 167.7 ± 21.3
GBS 86.0 ± 5.1 83.8 ± 12.0 85.5 ± 12.0 220.6 ± 13.1
ObjSEG 99.0 ± 1.2 98.9 ± 1.7 98.9 ± 2.4 141.1 ± 11.7
selection. Note that all results reported in this subsection are obtained on the
training samples. As seen in this table, this selection leads to very high segmen-
tation accuracies, but at the same time, very high number of segmented regions.
The main reason of having such high number of regions is that as the accuracy
before a merge step cannot be lower than the accuracy after it, the merge pa-
rameters are always selected as 0 (i.e., no oversegmented regions are merged).
Therefore, we decide to explicitly investigate the effects of a region merge step by
calling it with different merge threshold parameters (minimum area parameter
of the GBS algorithm, which controls its merge step) right after obtaining the
regions. For all of the algorithms, Fig. 5.5 shows the average accuracy and the av-
erage number of segmented regions as a function of their merge parameters. This
figure shows that a reasonable number of segmented regions can only be obtained
with lower accuracy values. When we examine the visual results to understand its
reason, we observe that it is not possible to find a common merge parameter that
works for all images and it is necessary to select different merge parameters for
different images. This is indeed what we observed in our previous work ObjSEG,
in which we had to optimize this parameter for each image separately for both
the ObjSEG and JSEG algorithms.
Thus, we include the number of segmented regions into the parameter selec-
tion criteria, setting an upperbound N on the number and considering only the
parameter sets that yield at most N number of segmented regions. As most of
the images contain 2-3 regions in the gold standard, we select the value of N
as 5 and 10. The upper bound N is used to express the trade-off between the
accuracy and the number of segmented regions. Allowing upper bounds that are
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Figure 5.5: The segmentation accuracy and the number of segmented regions as
a function of the merge threshold (minimum area) parameter. These results are
obtained on the training samples for (a) GraphRLM, (b) GrayRLM, (c) JSEG,
(d) GBS, and (e) ObjSEG algorithms.
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Table 5.4: The average and standard deviation of segmentation results obtained
on the training samples. Parameter sets are selected on the training samples
considering only the parameter combinations that give at most (a) 5 regions and
(b) 10 regions.
Accuracy Sensitivity Specificity Region no
GraphRLM 87.1 ± 13.6 90.7 ± 18.7 79.2 ± 33.7 2.9 ± 1.1
GrayRLM 77.2 ± 14.3 74.4 ± 35.8 71.1 ± 38.5 2.9 ± 1.1
JSEG 69.0 ± 12.3 46.8 ± 48.0 72.6 ± 40.2 2.4 ± 1.3
GBS 73.8 ± 8.9 58.6 ± 34.7 77.2 ± 25.1 3.7 ± 0.9
ObjSEG 81.4 ± 14.3 80.0 ± 30.5 76.4 ± 32.8 3.2 ± 0.9
(a)
Accuracy Sensitivity Specificity Region no
GraphRLM 93.3 ± 7.3 92.8 ± 12.4 91.5 ± 17.9 6.1 ± 1.8
GrayRLM 84.5 ± 14.7 83.7 ± 30.6 78.9 ± 33.7 4.7 ± 2.3
JSEG 87.9 ± 7.9 82.4 ± 22.9 89.7 ± 14.3 6.5 ± 2.1
GBS 77.0 ± 8.4 65.0 ± 26.2 81.5 ± 18.7 6.8 ± 1.7
ObjSEG 87.6 ± 11.8 89.0 ± 19.9 83.8 ± 25.1 5.3 ± 1.6
(b)
greater than the expected number of regions increases the accuracy at the cost of
obtaining oversegmented results. Tables 5.4(a) and 5.4(b) report the quantitative
results when N = 5 and N = 10, respectively. These results are different than
those reported in Table 4.1 because the merge parameters were selected for each
image separately for both the ObjSEG and JSEG algorithms to obtain the results
reported in this table. Besides, here more images are used to test the algorithm.
Thus, higher accuracies could be obtained in Table 5.4.
Table 5.4(a) shows that the restriction of having at most 5 regions causes lower
accuracies. This is attributed to the following two behaviors of the algorithms.
They either eliminate some important initial seed regions to start with less num-
ber of seeds in the seed determination step. Or they tend to merge heterogeneous
segmented regions in the region merge step to keep the number of regions smaller
than or equal to 5. Selecting N = 10 alleviates the effects of these behaviors,
and hence, increases the accuracy of all algorithms. As seen in Table 5.4(b), the
number of segmented regions reported for N = 10 is much less than the one given
in Table 5.3.
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Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Figure 5.6: The visual results on example images. These results are obtained
when only the parameter combinations that give at most 10 regions are consid-
ered.
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Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Figure 5.7: The visual results on example images. These results are obtained
when only the parameter combinations that give at most 10 regions are consid-
ered.
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Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Figure 5.8: The visual results on example images. These results are obtained
when only the parameter combinations that give at most 10 regions are consid-
ered.
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Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Gold standard GraphRLM GrayRLM
JSEG [41] GBS [44] ObjSEG [45]
Figure 5.9: The visual results on example images. These results are obtained
when only the parameter combinations that give at most 10 regions are consid-
ered.
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5.5.4 Test results
After selecting the parameters on the training samples, we test our algorithm on
the 100 test images. Table 5.5 reports the results. It shows that similar results are
obtained for the test samples. Although there is a slight increase in the accuracy
of the proposed algorithm for the test samples, the t-test shows that this increase
is not statistically significant. This table also shows that our algorithm improves
the accuracy of the other algorithms; this improvement is statistically significant
with a significance level of 0.05. To understand the reasons of this improvement,
we examine the visual results and observe that the other algorithms cause larger
variations in their segmentation results; although they are good for some images,
they are bad for others. This can be seen on the example images shown in
Figs. 5.6–5.9. The variations are indeed due to the difficulty for these algorithms
to select a common parameter set that works for all images. On the other hand,
the proposed algorithm gives better segmentation results by selecting a better
common parameter set that works for more images.
The experiments demonstrate that the proposed algorithm improves the re-
sults of the other algorithms. The grayRLM algorithm is implemented as the
pixel-based counterpart of our algorithm to investigate the difference between
using graph and gray-level run-length matrices. The comparisons show that tex-
ture descriptors defined on cytological tissue components using graph run-length
matrices is more effective than those defined on pixel intensities using gray-level
run-length matrices. The component-based textures are more successful in incor-
porating the background knowledge into segmentation. The ObjSEG algorithm
defines its texture descriptors on cytological tissue components in a different way;
it does not employ graphs in this definition. However, the comparisons show that
the graphs are more efficient in terms of defining component-based textures. The
JSEG and GBS algorithms are the examples of effective algorithms for color-
texture image segmentation. The comparisons point to the ill-posedness of the
problem. Although algorithms may give good results in general, there is a need
of algorithms that are particularly designed for special types of images. Incor-
porating the background knowledge specific to such images, the segmentation
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Table 5.5: The average and standard deviation of segmentation results obtained
on the test samples. Parameter sets are selected on the training samples consid-
ering only the parameter combinations that give at most 10 regions.
Accuracy Sensitivity Specificity Region no
GraphRLM 94.8 ± 4.9 95.6 ± 6.5 92.6 ± 13.1 5.9 ± 1.4
GrayRLM 80.9 ± 15.9 82.7 ± 30.9 70.1 ± 39.2 4.3 ± 2.1
JSEG 90.4 ± 6.7 89.3 ± 17.8 88.6 ± 14.9 7.8 ± 2.7
GBS 73.7 ± 9.7 62.3 ± 32.2 76.3 ± 27.5 4.9 ± 1.6
ObjSEG 92.6 ± 9.1 93.1 ± 17.4 89.3 ± 17.3 6.0 ± 1.9
algorithms have the potential of improving their results.
5.5.5 Parameter analysis
The effects of each parameter on the segmentation results are also investigated.
For that, three of the four parameters are fixed and the accuracy and the num-
ber of segmented regions are observed as a function of the other parameter. In
Table 5.2, the selected parameter values are indicated in bold. Fig. 5.10 shows
the parameter analysis performed on the test images.
The window size determines the size of a region, on which texture descriptors
are defined for a single component. Larger values give too generic descriptors,
which make adjacent components more similar. This results in more number of
components being grouped in the same seed, and hence, larger but less number
of seed regions. In general, less number of initial seeds leads to less number
of segmented regions, which usually causes higher segmentation errors. On the
other hand, too smaller values give too specific descriptors, which make adjacent
components less similar. This gives small-sized initial seeds that are mostly elim-
inated. This decreases the number of segmented regions, and hence, lowers the
accuracy.
The distance threshold determines at what similarity level the components
form a single seed. Larger values lead to less number of seeds that are larger in
size and contain more dissimilar components. This decreases the accuracy and
the number of segmented regions. If it is too small, the components cannot form
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large enough seeds that remain uneliminated at the end of the seed determination
step. This also decreases the accuracy and the number of segmented regions.
The component size threshold is used to eliminate small-sized components
in the seed determination step. If it is too large, most of the components are
eliminated. This decreases the number of segmented regions, and hence, the
accuracy. If it is too small, small-sized groups are also selected as seeds. This
results in very large number of segmented regions at the end, which increases the
accuracy.
The merge threshold determines at what similarity level the seeds are merged
after the region growing step. Larger values result in more and more seeds being
merged into a single region. This decreases the number of segmented regions and
the accuracy. On the other hand, smaller values lead to less number of seeds be-
ing merged. Hence, the number of segmented regions and the accuracy tend to be
higher. In our experiments, this parameter is selected as 0.00, which means that
no merge operation is performed. Smaller number of segmented regions (less
oversegmented results) could be obtained in two different ways: starting with
smaller number of initial seeds at the beginning and/or merging oversegmented
regions at the end. In the proposed algorithm, the former one is controlled by
the window size, distance threshold, and component size threshold parameters
whereas the latter one is controlled by the merge threshold parameter. In our
experiments, although the merge threshold is selected to be 0.0, the other pa-
rameters are selected such that the algorithm generates at most 10 regions (when
N = 10). However, the number of segmented regions is comparable with those of
the other algorithms, which perform a region merge operation.
In addition to these parameters, the algorithm contains two implicit choices:
the grow threshold percentage (grow rate) in region growing and the selection
of a dissimilarity measure. In the algorithm, the grow rate is fixed to 0.1. To
investigate the effects of its selection, we fix all parameters and change the grow
rate from 0.1 to 1.0 in the increments of 0.1. The test results given in Fig. 5.10(e)
shows that the grow rate only slightly affects the accuracy and the number of
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Figure 5.10: The segmentation accuracy and the number of segmented regions as
a function of the model parameters: (a) window size, (b) distance threshold, (c)
component size threshold, (d) merge threshold, and (e) grow rate percentage.
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Table 5.6: Dissimilarity measures analyzed in the experiments.
Euclidean distance D(u, v) =
√∑
i
(ui − vi)2
Clark distance D(u, v) = ln
∑
i
√
(ui · vi)
Bhattacharya distance D(u, v) =
√∑
i
(ui − vi)2
(ui + vi)2
K-divergence D(u, v) =
∑
i
ui ln
2 ui
(ui + vi)
Table 5.7: The effects of a dissimilarity measure on the segmentation accuracy
and the number of segmented regions.
Accuracy Region no
Euclidean distance 94.8 ± 4.9 5.9 ± 1.4
Clark distance 92.0 ± 9.1 6.2 ± 1.7
Bhattacharya distance 84.5 ± 12.1 4.0 ± 1.4
K-divergence 77.9 ± 13.8 3.9 ± 1.6
segmented regions. On the other hand, the grow rate affects the speed of seg-
mentation. When it is selected as 0.5, the average running time decreases from
52.9 seconds to 30.8 seconds.
To analyze the effects of using different dissimilarity measures, we select four
different measures from four different dissimilarity families: (i) Euclidean distance
from the Lp Minkowski family, (ii) Bhattacharya distance from the Fidelity fam-
ily, (iii) K-divergence from the Shannon’s entropy family, and (iv) Clark distance
from the χ2 family. The definition of these measures are given in Table 5.6 with
D(u, v) being the dissimilarity between feature vectors u and v. In the analysis,
we fix all parameters other than the ones that are used to measure dissimilar-
ity and select the others on the training samples. Table 5.7 reports the results
obtained on the test samples. It shows that Euclidean and Clark distances give
better results. This indicates the importance of using the correct dissimilarity
measure. It also shows that one could use different measures to obtain good
segmentations.
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Figure 5.11: The effects of the contrast change ratio on (a) the segmentation
accuracy and (b) the number of segmented regions.
5.5.6 Robustness analysis
To understand the robustness of our algorithm with respect to local distortions,
we analyze the effects of changes in image contrast on segmentation performance.
For that, we distort the test images increasing their contrast. After estimating
the parameters on the undistorted training images, we observe the test results
as a function of the contrast change ratio (Fig. 5.11). The results of all al-
gorithms show that the accuracy decreases with the increasing contrast change
ratios. However, our algorithm still yields high (≥ 90 percent) accuracies when
the ratio ≤ 0.4. When the ratio becomes 0.6, it gives lower accuracies especially
for some images. We analyze these images and observe that their pink primi-
tives are largely affected by the contrast change such that the number of pink
primitives decreases and the remaining ones look like noisy components, which
decreases the accuracy. For these images, pink primitives almost disappear when
the ratio reaches to 1.0. This disappearance alleviates the look of noisy pink
components, and hence, slightly increases the accuracy. Figure 5.11 also shows
that our algorithm gives the best accuracies except the case when the ratio is 0.6.
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Table 5.8: Computational times of the algorithms.
GraphRLM (grow rate = 0.1) 52.9 ± 3.2
GraphRLM (grow rate = 0.5) 30.8 ± 2.2
GraphRLM (grow rate = 1.0) 26.4 ± 2.8
GrayRLM 172.5 ± 103.4
JSEG 19.1 ± 4.2
GBS 11.7 ± 2.5
ObjSEG (pixel-based growing) 7242.3 ± 265.4
ObjSEG (object based growing) 508.9 ± 107.3
5.5.7 Computational time analysis
The proposed approach first transforms image pixels into a primitive domain
and then uses this domain throughout the remaining steps of the segmentation
algorithm. Thus, after this transformation, its computational complexity depends
on the number of primitives in an image, which is much less than the number
of image pixels. The computational time required for processing a single image
is 52.9 seconds on the average. This result is obtained on a computer with a
Core2Duo 2.8 GHz processor and 3 GB of RAM. As mentioned before, the grow
rate affects the speed of segmentation; the computational times for different grow
rates are given in Table 5.8. This table also reports the computational times of
the other algorithms.
5.6 Summary
This study presents a new algorithm for the unsupervised segmentation of histo-
pathological images. It proposes to incorporate the background knowledge that
is specific to histopathological images into segmentation. For this purpose, it
introduces a new set of texture descriptors that quantify the spatial distribution
of cytological tissue components with the help of a graph constructed on these
components.
The proposed algorithm is tested on 150 images of colon tissues that con-
tain normal and cancerous regions. The experiments show that the proposed
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algorithm gives accurate segmentation results, providing a reasonable number of
segmented regions. Moreover, they also show that the algorithm enables to se-
lect a common parameter that leads to good segmentation results. Compared
with four other algorithms, the results show that the proposed algorithm is more
effective in the segmentation of histopathological images.
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Chapter 6
Segmentation of histopathological
images using co-occurrence of
tissue objects (ObjCooc)
Similarly, this proposed approach relies on characterizing a tissue image with
high-level texture features and using them in an efficient segmentation algorithm.
It introduces object co-occurrence features, which give a new feature set. Although
these features are extracted by decomposing a tissue image into a set of objects of
different types, as in the case of our previous approaches, it calculates its feature
set differently. In this set, features are extracted by calculating the frequency of
the co-occurrence of two object types with respect to different distances.
6.1 Feature extraction
The proposed approach introduces a texture measure to quantify the spatial orga-
nization of components in a tissue. Likewise, it transforms a tissue image from the
pixel domain to the object domain and defines texture on the tissue components
instead of defining it on pixel values. In this new domain, the tissue compo-
nents are approximately represented by three types of circular objects using the
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circle-fitting procedure defined in Chapter 3.
As a result, an image I is decomposed into a set of objects, O(I) = {Oi},
each of which is represented by its coordinates (xi, yi) and its type ti ∈
{white, pink, purple}. Next, each object oi is characterized by the spatial dis-
tribution of objects within its specified neighborhood. For that, a window W is
located at the center of this object and an object co-occurrence matrix C is de-
fined over this window, considering the co-occurrence type between a pair of every
object within the window. In this matrix, an entry C(tjk, d) keeps the number
of times objects of type tj co-occur with objects of type tk at a given distance d.
In this work, we construct a Delaunay triangulation on all objects and make use
of breadth first traversal on this triangulation to calculate the distance between
the objects.
Particularly, to define the object co-occurrence matrix of a window, we con-
sider each object within this window, calculate the distance from this to every
other object within the same window using breadth first traversal, and update
the matrix accordingly. Fig. 6.1 illustrates the matrix definition for a selected
white object that is shown as a thick-bordered cyan circle; here we use cyan cir-
cles to represent the white objects. In this figure, the distance from this object to
the others, which is computed using breadth first traversal, is indicated next to
the corresponding object. The matrix for the selected object is calculated using
these distances and the object types. For instance, when d = 4, we can reach one
white (cyan), four pink, and two purple objects from the selected white object.
Thus, C(white-white, 4) = 1, C(white-pink, 4) = 4, and C(white-purple, 4) = 2.
To obtain the matrix of the entire window W , this calculation is repeated for
every object in W and their corresponding matrices are accumulated.
After its calculation, we extract 24 features from the object co-occurrence
matrix. For that, we define four features from each co-occurrence type by accu-
mulating the co-occurrence values for different distances. For co-occurrence type
tjk, these features are defined as follows, with Md being the maximum distance
from one object to another within a window W .
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1 2 3 4 5 6 7 8 ...
White-white 1 3 1 1 6 2 0 0 0
White-pink 2 2 0 4 0 0 0 0 0
White-purple 0 0 4 2 2 2 2 0 0
Pink-pink 0 0 0 0 0 0 0 0 0
Pink-purple 0 0 0 0 0 0 0 0 0
Purple-purple 0 0 0 0 0 0 0 0 0
Figure 6.1: An illustration of object co-occurrence matrix definition for a selected
white object shown as a thick-bordered cyan circle. The window W is located
at the center object but the steps illustrated here are repeated for every object
in W . Here we select a side object for illustration since we want to show the
definition for larger distances (for this side object, the maximum distance is 7,
which would be smaller if for example the center object was selected).
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Φ1 = C(tjk, 1)
Φ2 = C(tjk, 2) + C(tjk, 3)
Φ3 = C(tjk, 4) + C(tjk, 5)
Φ4 =
Md∑
d=6
C(tjk, d)
The motivation behind defining the object co-occurrence features is that the
relative spatial distribution of the tissue components differs in normal and cancer-
ous regions. For example, in a normal colon tissue, there are single layer epithelial
cells around a lumen. In our domain, cell nuclei are represented as purple ob-
jects and lumina as white objects. As they are rich in mucin, the cytoplasms of
the epithelial cells appear in almost white and are represented as white objects
too. Thus, white objects co-occur in a close proximity and surrounded with a
single layer of purple objects. In low-grade cancer, single layers of epithelial cells
typically turn into multiple layers. They become poor in mucin, which makes
their cytoplasms appear in pink. Thus, purple and pink objects are found close
to each other. In high-grade cancer, the organization among the tissue compo-
nents is degenerated. The components, and their corresponding objects, seem to
randomly distribute all over a tissue. This makes the co-occurrences of any two
object types similar to each other.
The definition of an object co-occurrence matrix is similar to that of a gray-
level co-occurrence matrix, which is defined over gray-level pixels to quantify
their distribution with respect to a distance and a direction [97]. In contrast with
this previous definition, we define our co-occurrence matrices over tissue objects
and make use of graph traversals to measure the distance between the objects
for quantifying the distribution of tissue components. Since the domain of tissue
objects is expected to be less sensitive to small variations and errors at the pixel
level, this new definition of the co-occurrence matrix becomes more effective in
tissue image representation.
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6.2 Segmentation
After transforming an image into the object domain, in which objects O = {Oi}
are characterized by extracting their object co-occurrence features Φ = {Φ(Oi)},
the segmentation algorithm achieves segmentation on the object domain as well.
In this algorithm, we use the idea of obtaining multiple object segmentations and
combine them in an ensemble function that is introduced in [98].
This algorithm considers the object segmentation as a graph partitioning prob-
lem. For that, it constructs a graph considering the objects as vertices and assign-
ing weighted edges between the vertices by Delaunay triangulation. The weight
of an edge corresponds to the similarity of its end points with respect to their
features. The weight w(u, v) of an edge e(u, v) is defined as
w(u, v) = 1− dist(Φ(u),Φ(v))
max
ij
dist(Φ(i),Φ(j))
(6.1)
where dist(Φ(u),Φ(v)) is the Euclidean distance between the object co-occurrence
features of the vertices u and v.
In this work, instead of constructing a graph on the entire set of the objects,
a random subset of them is selected according to a sampling ratio and the graph
is constructed on these selected objects. By doing that, a different graph can
be obtained every time the algorithm runs. This helps increase the diversity of
segmentations, and thus, the performance of the ensemble.
The proposed multilevel scheme is composed of two main phases: coarsening
and uncoarsening. This scheme coarsens the original graph by merging its vertices
level-by-level until K ′ parts (vertices) remain and uncoarsens them by refining
the parts at each level. At the end, it outputs a partition vector containing the
part each vertex belongs to.
At the end of the uncoarsening phase, a partition only on the selected vertices
(objects) is obtained since the multilevel graph partitioning algorithm takes a
random subset of the objects, but not all of them, every time it runs. Then,
this partition is used to induce a complete partition on the entire object set
84
as follows: First the selected neighbor objects of each unselected object Oi is
determined using a Delaunay triangulation and then Oi are assigned to the part
that contains its most similar neighbor object.
This segmentation procedure is processedM times in order to obtain different
segmentations. Then, multiple segmentation results of the multilevel graph par-
titioning algorithm are combined by utilizing a cluster ensemble framework [98].
At the end of the ensembling procedure, since the segments are obtained on ob-
jects but not on image pixels, the pixels are mapped to the segmented objects by
assigning each pixel to its closest object, and obtain the segmented image regions.
6.3 Experiments
In our experiments, we use 200 microscopic images of colon biopsy samples stained
with hematoxylin-and-eosin. These biopsies are randomly selected from the Pa-
thology Department Archives of Hacettepe Medical School. The images are taken
using a Nikon Coolscope Digital Microscope; the microscope objective lens is 5×
and the image resolution is 1920 × 2560. The images are so selected as to con-
tain both normal regions and adenocarcinomatous (cancerous) regions of different
grades. The selected images are randomly divided into training and test sets. The
training set includes 50 tissue images and is used to estimate the parameters of
the algorithms. The test set includes the remaining 150 tissue images. In this
work, we increase the number of test images from 100 to 150. Therefore, the
results of the algorithms that we use in our comparisons are different than those
reported in Chapter 5.
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6.3.1 Evaluation
We quantitatively evaluate all the algorithms by comparing their results with the
gold standard provided by our medical collaborator. As the algorithms are unsu-
pervised, we obtain the quantitative results as follows: First, we assign each seg-
mented region S to the label of its most overlapping region R in the gold standard.
Then, we consider the overlapping pixels of S and R as either true positive (TP)
or true negative (TN) and the non-overlapping pixels of S as either false positive
(FP) or false negative (FN), according to the label of R (e.g., if R is cancerous,
the overlapping pixels are considered as TP and the non-overlapping pixels as
FP). Subsequently, we compute the F -score as the evaluation criterion for com-
parison and parameter selection. We select the parameter set that maximizes the
average F -score on training images. For our algorithm, the parameter sets con-
sidered in parameter selection are all combinations of the following values: size of
the window W = {32, 64, 96, 128}, coarsest graph size K ′ = {2, 3, 4, 5, 10, ..., 50},
sampling ratio = {0.01, 0.02, 0.05, 0.10, ..., 0.30, 0.50, 0.70, 0.90, 1.00}, and num-
ber of segmentations M = {50, 100, ..., 300, 400, 500}. The parameter sets of the
other algorithms can be found in Table 5.2. Note that we select the parameters
separately for each number K of the segmented regions.
We obtain the gold standards considering colon adenocarcinoma, which ac-
counts for 90-95 percent of all colorectal cancers. As this cancer type originates
from epithelial cells, which form colon glands, it causes deformations in the gland
structures. Thus, as mentioned before, to obtain its gold standard, an image is
segmented into regions containing normal and cancerous glands (epithelial cells).
In addition to these, there may exist inflammatory and stromal regions that do
not contain any glands (as shown with green shades in Figs. 6.2–6.5). In our
experiments, we do not consider such regions in F -score calculations.
6.3.2 Results
The multilevel segmentation (ObjCooc) algorithm segments an image into K re-
gions. This is opposed to the case, in which the number of segmented regions is
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Table 6.1: The average test set results obtained by the proposed ObjCooc algo-
rithm and their standard deviations.
K Accuracy Sensitivity Specificity F-score
2 92.0 ± 9.0 92.6 ± 15.9 87.8 ± 23.8 91.7 ± 14.0
3 92.9 ± 7.6 94.2 ± 12.4 90.3 ± 15.8 92.9 ± 10.7
4 94.2 ± 5.5 94.6 ± 8.6 92.9 ± 9.0 94.4 ± 6.0
5 94.9 ± 5.5 95.8 ± 7.1 92.9 ± 9.3 95.2 ± 5.6
dynamically selected by an algorithm; the ones that we use in our comparisons are
the examples of such algorithms. The dynamic selection of this number usually
depends on an external parameter (e.g., a merge threshold). However, it is hard
to select a common value of this parameter such that it gives good results for mul-
tiple images in terms of both the accuracy and the number of segmented regions.
The values that give accurate results for multiple images typically lead to over-
segmentations. Thus, in order to prevent such oversegmentations, we externally
set the number K of regions in our algorithm.
In the experiments, we select K as 2 and 3 since the tissue images we use
have 2 or 3 regions to be segmented. Table 6.1 reports the average test results
for different K values. It shows that the ObjCooc algorithm can achieve accurate
results, > 90% accuracy and > 90% F-score on the average, even when K = 2
and 3. Larger values of K slightly improve the results.
6.3.3 Comparisons
We compare the proposed ObjCooc algorithm with two sets of algorithms. The
first set includes our earlier studies, the GraphRLM [46] defined in Chapter 5 and
ObjSEG [45] defined in Chapter 4, that are also implemented for histopathological
image segmentation. As explained in the previous chapter, these studies quantify
an image defining different sets of features on the tissue objects and achieve
segmentation using a region growing algorithm. We make these comparisons to
understand the effectiveness of the newly introduced object co-occurrence features
as well as our multilevel segmentation algorithm.
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Table 6.2: The average test set results obtained by the other algorithms and their
standard deviations. The parameters of the algorithms are selected considering
an upperbound N on the number of segmented regions.
Accuracy Sensitivity Specificity F-score Region no
N
≤
5
GraphRLM 84.8 ± 14.4 85.8 ± 26.2 76.2 ± 35.7 81.5 ± 26.6 2.8 ± 1.1
ObjSEG 86.9 ± 11.5 90.4 ± 21.8 77.2 ± 28.5 78.6 ± 27.9 4.1 ± 1.3
GBS 73.4 ± 8.9 64.5 ± 33.8 72.2 ± 30.3 58.5 ± 37.7 3.7 ± 1.2
JSEG 69.4 ± 12.1 62.7 ± 45.5 62.2 ± 39.8 46.2 ± 38.4 2.9 ± 1.3
N
≤
10
GraphRLM 91.5 ± 9.8 92.3 ± 15.6 87.3 ± 24.2 91.3 ± 13.8 5.6 ± 1.6
ObjSEG 89.9 ± 11.4 89.3 ± 23.5 85.8 ± 22.7 87.8 ± 19.1 5.8 ± 2.0
GBS 74.0 ± 9.5 64.7 ± 31.9 74.5 ± 28.7 61.9 ± 32.0 5.0 ± 1.7
JSEG 89.6 ± 7.2 89.1 ± 16.3 87.1 ± 18.2 87.6 ± 12.5 7.9 ± 2.7
The second set includes two algorithms: the graph-based segmentation
(GBS ) [44] and JSEG [41] algorithms that are not specifically implemented for
histopathological images but are known as effective segmentation algorithms for
images in general. We make these comparisons to understand the importance of
using domain specific knowledge in segmentation.
None of these algorithms take the number of segmented regions externally;
instead, they select this number dynamically for each image according to their
parameters. Each algorithm selects the parameter set that gives the highest
F-score on the training images. This selection maximizes this measure at the
expense of obtaining more segmented regions. Thus, to prevent oversegmenta-
tions, we enforce the algorithms not to consider the parameter sets that give
more regions than an upperbound N . In our previous study, GraphRLM, we se-
lected N = 5 and 10. Table 6.2 provides the test results for these upperbounds.
The results show that the selection of N greatly affects the segmentation quality.
When it is set to a smaller value to obtain less oversegmented results, the perfor-
mance significantly drops. When it is set to a larger value, such as N = 10, the
performance increases but the results tend to be oversegmented. Comparing the
results of the ObjCooc algorithm with those given in this table, we observe that
the ObjCooc algorithm achieves higher quality even when K = 2 or 3.
To make a fairer comparison, we also modify the algorithms so that they
segment an image into exactly K regions. For that, we enforce the GraphRLM
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Table 6.3: The average test set results obtained by the ObjCooc, GraphRLM,
ObjSEG, and GBS algorithms and their standard deviations.
Accuracy Sensitivity Specificity F-score
K
=
2 ObjCooc 92.0 ± 9.0 92.6 ± 15.9 87.8 ± 23.8 91.7 ± 14.0
GraphRLM 83.5 ± 13.1 81.1 ± 27.1 79.1 ± 32.6 80.8 ± 22.8
ObjSEG 82.9 ± 11.7 86.9 ± 22.9 69.8 ± 36.7 82.7 ± 18.9
GBS 75.5 ± 11.0 71.5 ± 36.4 71.2 ± 28.8 56.0 ± 32.7
K
=
3 ObjCooc 92.9 ± 7.6 94.2 ± 12.4 90.3 ± 15.8 92.9 ± 10.7
GraphRLM 87.6 ± 10.6 90.4 ± 15.7 80.1 ± 26.9 88.1 ± 12.9
ObjSEG 88.4 ± 8.3 90.6 ± 15.9 81.5 ± 23.7 88.5 ± 11.9
GBS 76.3 ± 10.2 70.2 ± 32.9 74.5 ± 28.4 58.0 ± 33.3
algorithm to select the largest K initial seeds in its seed determination step. We
enforce the other algorithms to dynamically select their merge parameters for each
image so that their merging step merges the regions to each other until K regions
are left. Table 6.3 reports the test results when K = 2 and 3. Here we do not
report the results of the JSEG algorithm since it gives very inaccurate results;
some of its results are depicted in Figs. 6.2–6.5. As possible future work, one
could consider to modify the other steps of the JSEG algorithm to obtain exactly
K segmented regions with better quality. Table 6.3 shows that the ObjCooc
algorithm greatly improves the results of the others. The t-test indicates that
this improvement is statistically significant with α = 0.05. Figs. 6.2–6.5 give
visual results on some example images.
6.3.4 Discussion
The ObjCooc algorithm segments an image into a selected number K of regions.
Of course, the selection of K is closely related to the application of interest. For
applications in which such a value cannot be defined, dynamic selection should
be incorporated. In the experiments, we also implement an extended version of
our algorithm that selects K dynamically. To this end, starting with K = 2, we
compute an invariant criterion for the segmentation result and find the first K for
which the criterion falls below a certain threshold. We use the invariant criterion
J = |SW |/|SB|, where SW and SB correspond to the within-segmentation (cluster)
and between-segmentation scatter matrices [99]. Selecting a threshold value as
89
Gold standard ObjCooc GraphRLM
K
=
2
ObjSEG GBS JSEG
Gold standard ObjCooc GraphRLM
K
=
3
ObjSEG GBS JSEG
Figure 6.2: Visual results obtained on example tissue images when the number
K of segmented regions is set to 2 and 3.
90
Gold standard ObjCooc GraphRLM
K
=
2
ObjSEG GBS JSEG
Gold standard ObjCooc GraphRLM
K
=
3
ObjSEG GBS JSEG
Figure 6.3: Visual results obtained on example tissue images when the number
K of segmented regions is set to 2 and 3.
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Gold standard ObjCooc GraphRLM
K
=
2
ObjSEG GBS JSEG
Gold standard ObjCooc GraphRLM
K
=
3
ObjSEG GBS JSEG
Figure 6.4: Visual results obtained on example tissue images when the number
K of segmented regions is set to 2 and 3.
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Gold standard ObjCooc GraphRLM
K
=
2
ObjSEG GBS JSEG
Gold standard ObjCooc GraphRLM
K
=
3
ObjSEG GBS JSEG
Figure 6.5: Visual results obtained on example tissue images when the number
K of segmented regions is set to 2 and 3.
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Table 6.4: The average test set results obtained by the ObjCooc algorithm that
uses an alternative co-occurrence matrix calculation.
K Accuracy Sensitivity Specificity F-score
2 88.9 ± 11.0 89.6 ± 18.0 82.4 ± 30.4 88.4 ± 17.2
3 91.6 ± 7.7 91.8 ± 13.8 87.7 ± 20.5 91.3 ± 12.0
4 92.9 ± 6.4 94.2 ± 7.3 90.1 ± 13.2 93.4 ± 6.7
5 93.9 ± 5.4 95.3 ± 7.0 90.7 ± 9.8 94.3 ± 5.8
0.2, we obtain 94.1± 6.4 percent accuracy and 94.1± 9.8 percent F-score, on the
average. The average number of regions is 3.3 ± 1.1. These results indicate the
potential use of the algorithm for variable K values.
The ObjCooc algorithm makes use of Delaunay triangulation to calculate a
co-occurrence matrix. It is also possible to use different approaches for this cal-
culation. For instance, for an object, one may compute the Euclidean distance
from this object to every other object in a window W and create a histogram
by binning. The co-occurrence matrix is then calculated by accumulating the
histograms of the objects that fall inW based on their object types and the same
object co-occurrence features are extracted from this matrix. Table 6.4 reports
the test set results obtained by this approach. These results are slightly less
than those obtained by the proposed co-occurrence matrix calculation. The re-
sults indicate the effectiveness of the use of Delaunay triangulation in extracting
descriptive features.
Although the experiments are conducted on the images of hematoxylin-and-
eosin stained tissues to locate normal and colon cancerous regions, the proposed
algorithm has a potential to be used on different types of histology images as
well as to locate regions of different characteristics. Fig. 6.6 shows the results
when the algorithm is applied to two example images of tissues stained with
immunohistochemistry. In these preliminary results, we observe that normal and
cancerous regions are successfully segmented.
Moreover, we run our algorithm to locate different types of regions. As an
example, the first column of Fig. ?? shows an image with four different regions:
normal region (marked as 1), inflammatory region (marked as 2), and cancer-
ous regions of different grades (marked as 3 and 4). The ObjCooc algorithm is
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Figure 6.6: The visual results obtained on the example images of tissues stained
with immunohistochemistry.
successful to segment these regions. As another example, the second column of
Fig. ?? shows an image that contains a region of dysplastic glands (marked as
1 and 2). For this image, we observe that such regions can only be roughly seg-
mented. To segment dysplastic glands accurately, one may consider to combine
pixel-level textures to the proposed features. This would be an interesting future
research direction.
For the case of computational performance of the algorithm, the computa-
tional time for a single image takes approximately 7-8 minutes using a computer
with a Intel Xeon 2.27 GHz processor and 12 GB of RAM. Since our implemen-
tation uses Java for feature extraction and Matlab for multilevel segmentation,
it is possible to obtain significant speedups by implementing the algorithm with
C or C++ and using an optimized compiler.
6.4 Summary
This study presents a new methodology for unsupervised segmentation of histo-
pathological images. This method defines a set of new high-level texture descrip-
tors, called object co-occurrence features, to represent the prior knowledge in a
tissue. The object co-occurrence features are expected to be less vulnerable to
noise and variations that are typically observed at the pixel-level of tissue im-
ages. This feature set is used in a multilevel segmentation algorithm, in which
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image segmentation is achieved by partitioning the objects according to their
co-occurrence features.
In our experiments we tested the proposed approach on 200 colon tissue im-
ages. The experimental results showed that the proposed algorithm is effective
to obtain higher quality results compared to the other algorithms even the seg-
mented number of regions is limited to 2 and 3.
96
Chapter 7
Conclusion
This thesis introduced three new texture descriptors, namely ObjSEG [45],
GraphRLM [46], and ObjCooc [47] textures, for the first time. These texture
descriptors are extracted on tissue components that are modeled by circular ob-
jects. These objects approximately represent the components, including epithelial
tissue components (nuclei), connective tissue components (stroma), and luminal
structures (lumen). Since these object-oriented texture descriptors are defined
on the tissue components, they represent the spatial organization of the compo-
nents better than their previous counterparts, which use pixel-level descriptors for
quantizing a tissue. Following the extraction of object-oriented texture descrip-
tors, image segmentation algorithms that use these descriptors for segmenting
histopathological tissue images are implemented.
In the work of ObjSEG, we proposed a new homogeneity measure based on
the distribution of the objects. Using this object-oriented measure, we demon-
strated a new object-based segmentation algorithm. As opposed to the existing
algorithms that use pixel-based information in defining their homogeneity mea-
sure, our segmentation algorithm uses object-based information, for the very first
time.
Working with colon biopsy images with similar color distributions in their
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heterogeneous regions, we demonstrated that our object-oriented algorithm sig-
nificantly improves the accuracy in segmenting tumorous regions and also other
non-cancerous tissue transformations compared to its pixel-based counterpart.
Later, we improved the performance of ObjSEG features by proposing a new
region-growing algorithm for the unsupervised segmentation of histopathological
images. This algorithm introduced a new region growing approach, in which the
growing process relies on the relationship information of objects that represent
cytological components within a tissue. Our experimental results showed that the
proposed region growing algorithm leads to better segmentation results compared
to ObjSEG.
Since we obtain better results with the use of relationships of objects, we
presented a new algorithm, called GraphRLM, for unsupervised segmentation of
histopathological images. It introduced a new set of texture descriptors based
on run-length matrices that quantify the spatial distribution of cytological tis-
sue components with the help of a graph constructed on these components. This
method is the first study in literature that defines run-length matrices over graphs.
GraphRLM is tested on 150 images of colon tissues that contain normal and can-
cerous regions. The experiments showed that GraphRLM gives accurate segmen-
tation results, providing a reasonable number of segmented regions. Moreover,
they also showed that the algorithm enables to select a common parameter set
that leads to good segmentation results.
To improve the segmentation results using relationship information of objects
we proposed ObjCOOC, where we defined a set of new high-level texture descrip-
tors based on co-occurrence of objects to represent the prior knowledge in a tissue
and uses them in an effective multilevel segmentation algorithm. The experiments
on 200 colon tissue images show that the proposed algorithm is effective to obtain
higher quality results compared to the other algorithms.
For the future perspective of this thesis, the proposed segmentation algorithms
can be used as a part of a two-phase algorithm for whole slide image segmen-
tation. In the first phase, empty areas of a whole slide can be separated from
histological sections using a simple algorithm. Then, in the second phase, the
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histological sections can be segmented into their homogeneous regions using the
proposed segmentation algorithms. Since a typical slide contains 75-100 5× im-
ages of histological sections and a single segmentation process may take up to 10
minutes. One of the future work might be to speed up the algorithm by using
parallel computing solutions in several steps of the algorithms; such as object
decomposition, feature extraction, and region growing steps.
Another future research direction is to use the proposed texture descriptors
for supervised classification. The descriptors extracted from the segmented re-
gions could be used for cancer diagnosis and grading. Although the algorithm
is particularly designed for histopathological images, the new texture definitions
proposed in this thesis have a potential to be used in different applications such
as remote sensing image analysis. For that, one could define primitives on the
dominant colors in a similar way and construct a graph to define the texture of
these primitives. This would be another future research direction of the thesis.
On the other hand, one can investigate the effect of using different shapes
of primitive objects, such as ellipses, to represent the tissue components better.
However, using different shapes may have a negative effect on the computational
time of extracting the objects. One can also study the effect of using information
of groups of objects that have special properties; such as forming a complete graph
or cliques of the same type of objects, forming a circular distribution around one
object with a particular angle distribution, and forming a dense/sparse neighbor-
hood of objects in a particular area.
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