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Esercizio 1(13 punti) Un'urna contiene due palline bianche e una pallina rossa. Estraiamo senza rimpiazzo
le palline ﬁno ad ottenere una pallina bianca e denotiamo con X il numero di estrazioni eﬀettuate. Dopodiché
prendiamo X mazzi di 40 carte italiane (le quali prendono valore da 1 a 10), ne estraiamo due a caso senza
rimpiazzo e denotiamo con Y1 e Y2 i valori delle due carte ottenute rispettivamente.
(1) Determinare la densità di X, di Y1, e di Y2;
(2) Determinare la probabilità che le due carte estratte abbiano lo stesso valore;
(3) Stabilire se X e Y1 sono indipendenti;
(4) Stabilire se Y1, Y2 sono indipendenti;
(1) La variabile X può assumere i valori 1 e 2. Si ha
pX(k) =

2
3 se k = 1;
1
3 se k = 2;
0 altrimenti.
Le variabili Y1 e Y2 possono assumere i valori da 1 a 10 ed è evidente per la simmetria del problema che questi
10 valori debbano essere assunti con la stessa probabilità da cui sia Y1 che Y2 sono uniformi in {1, 2, . . . , 10}.
(2)Si ha, applicando la formula della probabilità totali
P (Y1 = Y2) = 10P (Y1 = Y2 = 1) = 10(P (X = 1)P (Y1 = Y2 = 1|X = 1) + P (X = 2)P (Y1 = Y2 = 1|X = 2))
= 10(
2
3
4
40
3
39
+
1
3
8
80
7
79
)
=
2
39
+
7
237
= 0.0808
(3)Informazioni sul valore assunto da X non alterano la probabilità che Y1 possa assumere un determinato
valore k, cioè:
P (Y1 = k|X = 1) = P (Y1 = k|X = 2) = P (Y1 = k)
e quindi X ed Y1 sono indipendenti.
(4) Nel punto (2) abbiamo calcolato P (Y1 = Y2 = 1) = 0.00808 da cui abbiamo
0.808 = P (Y1 = 1, Y2 = 1) 6= P (Y1 = 1)P (Y2 = 1) = 0.010
da cui segue che Y1 e Y2 sono dipendenti
Esercizio 2(9 punti) Sia X una variabile continua uniforme nell'intervallo [−1, 2].
(1) Determinare la densità della variabile −X;
(2) Calcolare P (|X| < 1/2);
(3) Determinare la funzione di ripartizione e la densità della variabile |X|.
(1) È abbastanza intuitivo che se X assume valori in mdo uniforme in [−1, 2] allora −X assume valori in
modo uniforme in [−2, 1] da cui −X ∼ U([−2, 1]). Si può anche procedere più formalmente nel seguente
modo. Intanto è chiaro che se X assume valori in [−1, 2] allora −X assume valori in [−2, 1] andiamo quindi
a determinare la funzione di ripartizione di −X: per ogni t ∈ [−2, 1] abbiamo:
F−X(t) = P (−X ≤ t) = P (X ≥ −t) = 1− FX(−t) = 1− (−t) + 1
3
=
t+ 2
3
;
possiamo a questo punto osservare che questa è la funzione di ripartizione di una variabile uniforme in [−2, 1].
(2) Abbiamo
P (|X| < 1/2) = P (−1
2
< X <
1
2
) = 1 · 1
3
=
1
3
.
(3) Si ha chiaramente che |X| assume valori in [0, 2]. Andiamo a determinarne la funzione di ripartizione: se
0 ≤ t ≤ 1 abbiamo
F|X|(t) = P (|X| < t) = P (−t < X < t) = 2t
3
mentre se 1 ≤ t ≤ 2 abbiamo
F|X|(t) = P (|X| < t) = P (−1 < X < t) = 1
3
+
t
3
da cui, nel complesso,
F|X|(t) =

0 se t ≤ 0;
2t
3 se 0 < t ≤ 1;
t+1
3 se 1 < t ≤ 2;
1 se t > 2;
La densità la otteniamo per derivazione:
f|X|(t) =

0 se t ≤ 0 o t > 2;
2
3 se 0 < t ≤ 1;
1
3 se 1 < t ≤ 2.
Esercizio 3 (9 punti) Sia X una variabile aleatoria continua la cui funzione di ripartizione è
F (t) =

0 se t ≤ 0;
2t
3 se 0 < t ≤ 1;
t+1
3 se 1 < t ≤ 2;
1 se t > 2;
(1) Determinare la densità di X;
(2) determinare media e varianza di X;
(3) date 44 variabili indipendenti X1, . . . , X44 la cui funzione di ripartizione è F (t) determinare
P (X1 + · · ·+X44 > 40).
(1) Si potrebbe anche osservare che questa funzione di ripartizione data è proprio la funzione di ripartizione
di |X| dell'esercizio precedente. IN ogni caso la densità si ottiene per derivazione della funzione di ripartizione
e quindi
fX(t) =

0 se t ≤ 0 o t > 2;
2
3 se 0 < t ≤ 1;
1
3 se 1 < t ≤ 2.
(2) Utilizziamo la deﬁnizione di media:
E[X] =
∫ +∞
−∞
sfX(s)ds =
∫ 1
0
2
3
s ds+
∫ 2
1
1
3
s ds =
1
3
+
2
3
− 1
6
=
5
6
.
Per determinare la varianza calcoliamo prima
E[X2] =
∫ +∞
−∞
s2fX(s)ds =
∫ 1
0
2
3
s2 ds+
∫ 2
1
1
3
s2 ds =
2
9
+
8
9
− 1
9
= 1.
Ne segue
V ar(X) = 1− 25
36
=
11
36
.
(2) Utilizziamo il teorema del limite centrale per approssimare X1 + · · · + X44 con una variabile normale
ζ ∼ N(44 · 56 , 44 · 1136 ) = N( 1103 , 1219 ). Abbiamo quindi:
P (X1 + · · ·X44 > 40) = P (ζ0 >
40− 1103
11
3
) = P (ζ0 >
10
11
) = 18.14%.
