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Abstract. High resolution, high -S/N- ratio optical spectra have been obtained for a sample of 6 K-type dwarf and subgiant
stars, and have been analysed with three diﬀerent LTE methods in order to derive detailed photospheric parameters and abun-
dances and to compare the characteristics of analysis techniques. The results have been compared with the aim of determining
the most robust method to perform complete spectroscopic analyses of K-type stars, and in this perspective the present work
must be considered as a pilot study. In this context we have determined the abundance ratios with respect to iron of several
elements. In the first method the photospheric parameters (Teﬀ , log g, and ξ) and metal abundances are derived using measured
equivalent widths and Kurucz LTE model atmospheres as input for the MOOG software code. The analysis proceeds in an
iterative way, and relies on the excitation equilibrium of the Fe  lines for determining the eﬀective temperature and microtur-
bulence, and on the ionization equilibrium of the Fe  and Fe  lines for determining the surface gravity and the metallicity.
The second method follows a similar approach, but discards the Fe  low excitation potential transitions (which are potentially
aﬀected by non-LTE eﬀects) from the initial line list, and relies on the B − V colour index to determine the temperature. The
third method relies on the detailed fitting of the 6162 Å Ca  line to derive the surface gravity, using the same restricted line list
as the second method. Methods 1 and 3 give consistent results for the program stars; in particular the comparison between the
results obtained shows that the Fe  low-excitation potential transitions do not appear significantly aﬀected by non-LTE eﬀects
(at least for the subgiant stars), as suggested by the good agreement of the atmospheric parameters and chemical abundances
derived. The second method leads to systematically lower Teﬀ and log g values with respect to the first one, and a similar trend
is shown by the chemical abundances (with the exception of the oxygen abundance). These diﬀerences, apart from residual
non-LTE eﬀects, may be a consequence of the colour-Teﬀ scale used. The α-elements have abundance ratios consistent with
the solar values for all the program stars, as expected for “normal” disk stars. The first method appears to be the most reliable
one, as it is self-consistent, it always leads to convergent solutions and the results obtained are in good agreement with previous
determinations in the literature.
Key words. stars: individual: HD 4628 – stars: individual: HD 10780 – stars: individual: HD 23249 (δ Eri) –
stars: individual: HD 198149 (η Cep) – stars: individual: HD 201091 (61 Cyg A) – stars: individual: HD 222404 (γ Cep)
1. Introduction
The accurate determination of the chemical composition of the
atmospheres of stars belonging to diﬀerent populations and dif-
ferent evolutionary stages allows us to study the enrichment
history of the interstellar matter and, combined with kinemat-
ical data and ages, provides a powerful way of probing the
chemical and dynamical evolution of the Galaxy. Unevolved
 Based on observations made with the Nordic Optical Telescope,
operated on the island of La Palma jointly by Denmark, Finland,
Iceland, Norway, and Sweden, in the Spanish Observatorio del Roche
de los Muchachos of the Instituto de Astrofisica de Canarias.
 Table 6 is only available in electronic form at
http://www.edpsciences.org
low-mass stars yield information about the chemical compo-
sition of the Galactic material from which they were formed,
since their abundances are not aﬀected by the nuclear reactions
occurring in their cores and therefore are the ideal tracers of
the Galactic chemical evolution and a key indicator (with kine-
matics) of which population they belong to. Nevertheless the
procedures used to determine the abundances are still not stan-
dard, and often rather complicated. In fact, even for the Sun,
which is the only star for which redundant information con-
cerning its chemical composition can be obtained from vari-
ous sources like the photosphere, chromosphere, corona, mete-
orites, and so on, the iron abundance is still a matter of debate
(Grevesse & Sauval 1999). Only during the last two decades
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has it been demonstrated that the solar photospheric composi-
tion agrees remarkably well with that of meteorites (Grevesse
& Noels 1993; Grevesse & Sauval 1999). The main cause of the
diﬃculties encountered is the lack of accurate transition prob-
abilities for all the iron lines.
A complete description of the chemical abundances of disk
stars implies obtaining and analysing high-resolution spectra
for a significant number of stars carefully selected to be a
statistically representative sample of this population. This im-
plies, as a consequence, the necessity of developing an eﬃcient
method for spectroscopic determinations of atmospheric pa-
rameters, by which the eﬀective temperature (Teﬀ), the surface
gravity (log g), the microturbulent velocity (ξ), and the metal-
licity (which is often represented by the abundance of iron rela-
tive to the Sun, i.e. [Fe/H]), can be determined in a robust way.
There are several diﬀerent analysis techniques used until now,
most of them relying on photometry (although it has been rec-
ognized that some of the employed photometric indices may be
seriously aﬀected by chromospheric activity, e.g. Favata et al.
1997); some are based on the comparison between synthetic
and observed spectra (when high quality, high resolution data
are available, Edvardsson 1988) or upon other diﬀerent spec-
troscopic approaches (spectral line-depth ratios as temperature
indicators for cool stars, for instance, Gray 1994), and so on.
It is not clear to what extent these many diﬀerent techniques
are consistent one with the other. Consistency checks often in-
volve the determination of stellar parameters by two or more
methods.
Aiming at deriving the photospheric parameters and metal
abundances from the stellar spectra themselves in a self-
consistent way, we have applied, to a small sample of high
signal-to-noise (S/N) ratio spectra of nearby stars, three analy-
sis techniques, which have been compared in order to establish
their respective merits and drawbacks. The first method uses
the excitation equilibrium of neutral iron lines to determine the
eﬀective temperature, and the ionization equilibrium of the Fe 
and Fe  lines to determine the surface gravity and metallic-
ity. The second method proceeds like the first one but relies on
the B − V colour index to determine the eﬀective temperature,
and discards the low excitation potential transitions in order
to avoid possible non-LTE eﬀects. The third method proceeds
like the first two methods, by iteration, but determines the sur-
face gravity from the detailed fitting of the 6162 Å Ca  line,
and uses the ionization equilibrium of Fe  and Fe  lines to de-
termine, this time, the eﬀective temperature. The third method
can be used only for stars for which very-high-quality spec-
troscopic data are available. Very high spectral resolution is
necessary for studying late-type stars, whose spectra are very
crowded with lines. The high resolution, high S/N ratio ob-
servations in the present work can provide accurate equivalent
widths (EWs) for detailed abundance analysis based on the re-
liable continuum locations and well separated lines in the spec-
tra.
Most of the previous works devoted to the study of stellar
abundances of large numbers of dwarf and subgiant stars with
known kinematics and derived ages (Feltzing & Gustafsson
1998; Fuhrmann 1998; Chen et al. 2000), have been con-
cerned with the warmer F and G dwarf stars. In this paper we
investigate, by means of detailed spectroscopic analyses, the
iron abundance as well as the abundance of several elements
for 6 dwarf and subgiant nearby K-type stars. The present work
has to be considered as a pilot program for the study of K-type
stars, for which detailed spectroscopic abundance analyses are
still rare. This work is related to the studies of Katz et al. (2003)
and Morel et al. (2003, 2004) who analysed samples of active
K stars. In the present paper we will analyse “normal” quiet K
stars. The paper is organized as follows: in Sects. 2 and 3 we
describe the observations and methods of analysis in detail and
present the derived abundances: the results, as well as ages and
kinematics, are discussed in Sect. 4 and compared to those of
other works and, finally, Sect. 5 summarizes our findings.
2. Observations and data reduction
We have analysed a sample of six stars, whose basic proper-
ties are presented in Table 1. The sample is composed of three
subgiants (HD 23249, HD 198149 and HD 222404) and three
dwarfs (HD 10780, HD 4628 and HD 201091). The sample
stars have been selected as stars with low levels of chromo-
spheric activity, i.e. they do not present any evidence of emis-
sion (or only little, as in the case of the three dwarfs) in the core
of Ca  H and K lines in our spectra. They are bright enough to
give a high signal-to-noise ratio and have physical characteris-
tics adequate for testing the reliability of the analysis methods.
The program stars are in the solar neighbourhood (<∼15 pc),
are very bright (V <∼ 6) and have modest projected rotational
velocities (v sin i <∼ 4 km s−1) to limit blends between spectral
lines. We assumed that the reddening is negligible within 15 pc.
The spectra were acquired on 2002 November 28 and 29,
with the high-resolution cross-dispersed echelle spectrograph
SOFIN, mounted on the Cassegrain focus of the 2.56 m Nordic
Optical Telescope (NOT) located at the Observatorio del Roque
de Los Muchachos (La Palma, Canary Islands). Exposure times
ranged from 1 to 20 min, resulting in high S/N ratios per pixel
(≈0.025 Å/px) averaging at about 280. A spectrum of a Th-Ar
lamp was obtained following each stellar spectrum, ensuring
accurate wavelength calibration. The spectrograph is equipped
with a cross-dispersion prism to separate spectral orders so that
many diﬀerent wavelengths are recorded in a single CCD ex-
posure. The higher the spectral resolution the smaller the part
of the spectral range which can be covered by the CCD. The
medium resolution optical camera used gives echelle images
that contain about 36 orders of ≈40 Å each, with increasingly
large gaps between redder orders. To circumvent this limita-
tion the observations were carried out in two selected (almost
overlapping) settings (#1 and #2) of the echelle and prism an-
gles with limited spectral coverage (except for HD 10780). The
change of the spectral setting is done by turning the echelle
grating and cross-dispersion prism.
The total spectral range is 3900–9900 Å, the resolving
power (measured from the Th-Ar emission line spectra) is
R = λ/∆λ ≈ 80 000. For the dwarf HD 10780 only one set-
ting (#1) was obtained, with the consequence that the spectral
coverage for this star is not complete. The spectra were reduced
with the standard software available within the CCDRED and
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Table 1. Spectral type, visual apparent magnitudes, colour indices,
number of exposures (N), and mean resulting signal-to-noise ratios (at
λ ≈ 6000 Å) for the program stars. The spectral types, magnitudes
and colour indices are from the SIMBAD database.
Star Spectral V B − V N S/N
type (mag) (mag)
HD 23249 (δ Eri) K0 IV 3.50 0.93 2 350
HD 198149 (η Cep) K0 IV 3.41 0.94 1 360
HD 222404 (γ Cep) K1 IV 3.23 1.03 2 320
HD 10780 K0 V 5.63 0.81 2 240
HD 4628 K2 V 5.75 0.88 2 210
HD 201091 (61 Cyg A) K5 V 5.21 1.18 2 200
ECHELLE packages of IRAF1. The analysis includes overscan
subtraction, flat-fielding, removal of scattered light, extraction
of one-dimensional spectra, wavelength calibration and contin-
uum normalization. Finally, correction for radial velocity shift
was applied prior to the measurement of EWs. One or two con-
secutive exposures were generally obtained in order to perform
a more robust continuum rectification. For each star we care-
fully inspected and visually compared the two exposures, in the
wavelength intervals which included all the lines used in the
abundance analysis, to search for some significant variations
between the profiles which could bias the subsequent contin-
uum placement. The two exposures did not show remarkable
diﬀerences.
We performed the continuum normalization in two steps.
We first created a synthetic model atmosphere, using the
ATLAS9 code (Kurucz 1993), adopting as atmospheric pa-
rameters the average values of previous determinations in the
literature and solar metallicity. This model was used to create
synthetic spectra for small intervals of 200 to 400 Å to roughly
determine the line-free regions, which were fitted by low-
degree polynomials using the CONTINUUM task in IRAF.
With the detailed spectral analysis of Sect. 3 we obtained more
accurate estimates of the atmospheric parameters (mainly of
the metallicity) and the procedure described previously was
re-iterated.
EWs were measured using the SPLOT task in IRAF, as-
suming a Gaussian profile for weak or moderately strong lines
(EW <∼ 100 mÅ) and a Voigt profile for stronger lines. The
comparison of these two kinds of measurement (Gaussian and
Voigt profiles) for one of the program stars is shown in Fig. 1.
As expected, the EWs measured by fitting a Voigt function are
larger for strong lines than those obtained using Gaussian pro-
files. Most lines were measured twice on consecutive expo-
sures, and the mean of the measurements was adopted. In these
cases the measurements errors are typically not more than a
few percent (≈3 mÅ). The accuracy (absolute error) is harder
to assess; it almost certainly contains a systematic error due to
the continuum location, because of the presence of interference
1 IRAF (Image Reduction and Analysis Facility) is distributed
by National Optical Astronomy Observatories, operated by the
Association of Universities for Research in Astronomy, Inc., under
cooperative agreement with the National Science Foundation.
Fig. 1. Comparison of equivalent widths obtained using Gaussian and
Voigt profiles for the star δ Eridani (HD 23249). Voigt-profile fitting
gives larger values because of the inclusion of the damping wings in
the measurements for EW ≥ 100 mÅ.
fringes (which could not be completely removed) in the redder
part of the stellar spectra, which cause a modulation of the lo-
cal continuum. This error could be particularly important for
the weak lines (e.g. for 61 Cyg A).
2.1. Line selection and atomic data calibration
Selection of stellar lines which are free from blends is crucial
for deriving accurate elemental abundances. We used, as a start-
ing point, the line list of Morel et al. (2003), which was selected
on the basis of a high-resolution spectrum of the K1.5 III star
Arcturus (Hinkle et al. 2000). In order to avoid the diﬃculty
in defining the continuum in the blue part of the spectra, only
lines with λ > 5500 Å were selected. Care in the selection
of lines is also of importance for the determination of eﬀec-
tive temperature by means of excitation equilibrium (which
therefore requires that the Fe  lines used cover a wide range
in excitation potential). With the exception of iron lines, low-
excitation neutral lines, with χ < 3.5 eV (Ruland et al. 1980),
were discarded as they are the most aﬀected by NLTE eﬀects.
Since we did not have observations of the solar spectrum ob-
tained with the same instrumental configuration as the target
stars, we used the same atomic data calibration as Morel et al.
(2003). In the present work we adopted log 	(Fe) = 7.67 in-
stead of the meteoritic value log 	(Fe) = 7.50 (Grevesse &
Sauval 1998), for consistency with Kurucz models and opac-
ities. The analysis performed here is purely diﬀerential with
respect to the Sun, so this choice has no consequence for our
results. The line list of Morel et al. is composed of ≈100 lines,
66 of which are present in our final list (we obviously discarded
lines which fell in the spectral gaps between the spectral
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Table 2. Distance, colour indices (from SIMBAD and Hipparcos Catalogue, ESA 1997), and eﬀective temperatures (we assumed an uncertainty
of 100 K for V − I index). The iron abundances reported in this table (from Method 1) were used to derive the eﬀective temperatures from the
B − V colour index (Alonso et al. 1996, 1999).
HD 23249 HD 198149 HD 222404 HD 10780 HD 4628 HD 201091
d (pc) 9 14.3 14 10 8 3.5
B − V (mag) 0.93 0.94 1.03 0.81 0.88 1.18
(V − I)c (mag)a 0.94 0.94 0.99 0.81 0.97 1.13
(V − I)J (mag)a 1.208 1.208 1.272 1.041 1.247 1.452
[Fe/H] 0.05 –0.12 +0.14 –0.10 –0.30 –0.37
Tcolour(B − V) (K) 4982 ± 180 4889 ± 180 4781 ± 180 5125 ± 160 4876 ± 150 4187 ± 150
Tcolour(V − I) (K) 4864 ± 100 4751 ± 100 4864 ± 100 5277 ± 100 4867 ± 100 4551 ± 100
a: (V − I)c is measured in the Cousins system, to convert it to the Johnson system used by Alonso et al. (1996, 1999) we used the Bessel
(1979) transformation: (V − I)J = (V − I)c/0.778.
orders). Moreover, lines which appeared asymmetric or showed
an unusually large width, were assumed to be blended with
unidentified lines and therefore discarded from the initial sam-
ple. Additional lines, with their log g f values, were taken from
Katz et al. (2003) (Fe  λ6861 Å; Fe  λ6432 Å), and Chen et al.
(2003) (Fe  λ6247 Å).
The final list of lines as well as the EWs used in the
abundances analysis are given in Table 6 (only available in
electronic form).
3. Data analysis: Methods
In order to obtain information on individual abundances from
spectral lines of various elements, one must first determine the
parameters that characterize the atmospheric model; i.e., the
eﬀective temperature, the surface gravity, the microturbulent
velocity, and the iron abundance. In principle, these parame-
ters should be determined from the spectrum itself by requiring
that measurable quantities (e.g., EWs of spectral lines, wing
profiles of strong lines, etc.) calculated using the model satis-
factorily match the observations. Since these atmospheric pa-
rameters are interdependent, an iterative procedure is neces-
sary. The atmospheric parameters (Teﬀ, log g, and ξ) and metal
abundances were determined using the measured EWs and a
standard local thermodynamic equilibrium (LTE) analysis with
the most recent version of the line abundance code MOOG
(Sneden 1973), and a grid of Kurucz (1993) ATLAS9 atmo-
spheres, computed without the overshooting option and with a
mixing length to pressure scale height ratio α = 0.5. The atmo-
spheres are characterized by an overall metallicity for diﬀerent
chemical species. It is possible to take into account an over-
abundance of the α-elements with respect to the solar values
of 0.2 and 0.4 dex. However, in our study we did not consider
this possibility, because all the program stars have α-elements
abundance ratios consistent with the solar values. Assumptions
made in the models include: the atmosphere is plane-parallel
and in hydrostatic equilibrium, the total flux is constant, the
source function is described by the Planck function, the pop-
ulations of diﬀerent excitation levels and ionization stages are
governed by LTE. The abundances are derived from theoret-
ical curves of growth, computed by MOOG, using model at-
mospheres and atomic data (wavelength, excitation potential,
g f values). The input model is constructed using as atmo-
spheric parameters the average values of previous determina-
tions found in the literature, and solar metallicity.
Three diﬀerent methods were used for the analysis of the
sample stars.
Method 1: The photospheric parameters and abundances
are obtained by iteratively modifying the eﬀective temper-
ature, surface gravity, micro-turbulence velocity, metallicity
and mean α-element abundance of the input model and re-
deriving the abundances until (i) the Fe  abundances show
no dependence on excitation potential or reduced equivalent
width (EW/λ); (ii) the average abundances of Fe  and Fe 
are identical (ionization equilibrium); and (iii) the iron and
α-elements average abundances are consistent with those of the
input model atmosphere.
Method 2: Abundances derived from iron low-excitation
lines have been reported to fall systematically below the high-
excitation lines in giant stars (Ruland et al. 1980; Drake &
Smith 1991; Katz et al. 2003), and this is probably due to non-
LTE eﬀects arising from the low density of the photosphere in
which they are formed. It is therefore necessary to test whether
the results of the first analysis have been aﬀected by non-LTE
eﬀects. With this purpose, we have discarded all Fe  lines with
χ < 3.5 eV from the initial selection, and this makes it impos-
sible to rely on the slope of the Fe  transition abundances as
a function of excitation potential to constrain the atmospheric
parameters, as the remaining interval is too limited. In this
case, photometric colour indices were used, and the eﬀective
temperatures were derived from the B − V index, which has
proved to be a more reliable indicator of the stellar eﬀective
temperature than the V − I index (Katz et al. 2003). In Table 2
we report the photometric properties of our sample stars and
the temperatures derived from the B − V and V − I colours.
The colours were converted into eﬀective temperature using
the empirical calibration for F0–K5 main sequence stars of
Alonso et al. (1996) and for F0–K5 giant stars of Alonso et al.
(1999) (for the subgiant stars) using the iron abundance ob-
tained by Method 1. Surface gravities, micro-turbulent veloci-
ties and abundances were estimated iteratively in the same way
as in the first method, using the restricted set of lines. In the
case considered of the B−V/temperature transformation, which
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Table 3. Abundance results for the subgiant stars. Number of transitions used to derive the abundances of the diﬀerent elements (N), mean
values (〈〉) and error bars, corresponding to 1σ of the atmospheric parameters and abundances, as determined from Methods 1, 2 and 3. The
notation is the usual one: [A/B] = log[A/B] − log[A/B].
HD 23249 (δ Eri) HD 198149 (η Cep)
Method 1 Method 2 Method 3 Method 1 Method 2 Method 3
N 〈〉 N 〈〉 N 〈〉 N 〈〉 N 〈〉 N 〈〉
Teﬀ (K) 5140 ± 105 4982 ± 180 5140 ± 50 5080 ± 137 4889 ± 181 5085 ± 80
log g (cm s−2) 4.10 ± 0.26 3.80 ± 0.28 4.10 ± 0.25 3.66 ± 0.22 3.27 ± 0.26 3.68 ± 0.19
ξ (km s−1) 1.32 ± 0.18 1.36 ± 0.30 1.25 ± 0.15 1.09 ± 0.10 1.20 ± 0.28 1.13 ± 0.12
v sin i (km s−1) 3.0 3.3
[Fe/H] 38 0.05 ± 0.13 34 −0.05 ± 0.19 34 0.06 ± 0.14 38 −0.12 ± 0.14 34 −0.25 ± 0.19 34 −0.12 ± 0.14
[O/Fe] 3 0.14 ± 0.10 3 0.29 ± 0.12 3 0.09 ± 0.16 3 0.17 ± 0.10 3 0.42 ± 0.12 3 0.17 ± 0.08
[Na/Fe] 1 0.30 ± 0.05 1 0.31 ± 0.12 1 0.29 ± 0.03 1 0.07 ± 0.08 1 0.08 ± 0.11 1 0.07 ± 0.04
[Mg/Fe] 1 −0.10 ± 0.03 1 −0.07 ± 0.11 1 −0.10 ± 0.03 1 −0.05 ± 0.04 1 −0.02 ± 0.11 1 −0.05 ± 0.04
[Al/Fe] 2 0.10 ± 0.03 2 0.14 ± 0.09 1 0.10 ± 0.05 1 0.06 ± 0.08 1 0.08 ± 0.11 1 0.06 ± 0.05
[Si/Fe] 7 0.11 ± 0.09 7 0.19 ± 0.09 7 0.11 ± 0.10 7 0.15 ± 0.20 7 0.24 ± 0.20 7 0.15 ± 0.20
[Ca/Fe] 3 0.08 ± 0.14 3 0.08 ± 0.15 3 0.10 ± 0.14 3 0.08 ± 0.13 3 0.06 ± 0.23 3 0.09 ± 0.10
[Sc/Fe] 1 0.25 ± 0.12 1 0.16 ± 0.19 1 0.24 ± 0.14 1 0.10 ± 0.15 1 0.01 ± 0.18 1 0.10 ± 0.08
[Ti/Fe] 1 0.07 ± 0.07 1 0.05 ± 0.17 1 0.07 ± 0.05 1 −0.05 ± 0.11 1 −0.07 ± 0.14 1 −0.05 ± 0.06
[Cr/Fe] 2 −0.02 ± 0.13 2 −0.03 ± 0.12 1 −0.01 ± 0.16 1 −0.07 ± 0.10 1 −0.10 ± 0.20 1 −0.06 ± 0.08
[Co/Fe] 1 0.16 ± 0.10 1 0.13 ± 0.18 1 0.16 ± 0.12 1 0.16 ± 0.10 1 0.12 ± 0.17 1 0.17 ± 0.07
[Ni/Fe] 5 0.07 ± 0.14 5 0.08 ± 0.15 5 0.08 ± 0.17 5 0.02 ± 0.12 5 0.02 ± 0.17 5 0.03 ± 0.11
[Ba/Fe] 1 −0.06 ± 0.24 1 −0.20 ± 0.19 1 −0.02 ± 0.26 1 0.05 ± 0.21 1 −0.15 ± 0.18 1 0.05 ± 0.15
[α/Fe] 0.04 ± 0.05 0.03 ± 0.07
is metallicity-sensitive, the two steps were iterated until conver-
gence.
Method 3: The third method makes use of information con-
tained in the wings of the 6162 Å Ca  transition. For the
sample stars the Ca  line is strong, and therefore its wing
profiles are sensitive to surface gravity (Smith et al. 1986;
Smith & Drake 1987; Drake & Smith 1991; Zboril & Byrne
1998). The analysis was performed in an iterative way (using
as starting parameters those determined with Method 1), since
the Ca  wings are also sensitive to the eﬀective temperature,
micro-turbulent velocity and calcium abundance. Before ap-
plying the method we made a detailed comparison between the
observed profile of the 6455 Å Ca  line and a synthetic profile
calculated using the synth task in MOOG, with the atmospheric
parameters determined with Method 1. This line is less sensi-
tive to variations of the surface gravity than the 6162 Å Ca 
line. The calculated profile was broadened by a Gaussian distri-
bution with full width at half maximum (FWHM) ≈ 0.08 Å, to
make appropriate allowance for the instrumental profile (which
was obtained measuring a Th-Ar emission line). A comparison
of this kind has been made to measure the value of the pro-
jected rotational velocity2 (v sin i), that gives the best agreement
between the calculated profile and the observed one. Derived
v sin i values are reported in Table 3 and 4. For the 6162 Å line
we used a van der Waals damping based on both the classical
Unsold approximation and the enhanced Unsold approxima-
tion multiplied by a factor (option 2 in the damping parame-
ter in MOOG). The comparison of the stellar parameters ob-
tained in the two cases reveals that the surface gravities derived
2 The v sin i value determined in this way simultaneously accounts
for the eﬀect of stellar rotation and macroturbulence.
using the enhancement factor are lower by 0.17 dex at most.
However, for both the eﬀective temperatures and metallicities
the diﬀerences are very small, not exceeding 20 K and 0.03 dex,
respectively.
For this method the analysis proceeds in two steps for each
star. In a first step, the surface gravity is derived by comparing
the observed 6162 Å Ca  wing profiles to a synthetic profile
(Fig. 2) created using the atmospheric parameters obtained in
Method 1 and the value of v sin i determined previously from
the 6455 Å line. The comparison proceeds until the two pro-
files are in good agreement, and the surface gravity value is that
used to create the model atmosphere. In a second step, the mea-
sured equivalent widths of the set of lines used in Method 2 are
converted to abundances, as in the first two methods. The sur-
face gravity of the MOOG input atmospheric model is the one
derived during the first step. In this case we used the ionization
equilibrium to determine the eﬀective temperature, since we
discarded the low excitation potential lines from the line list.
Eﬀective temperature, surface gravity, micro-turbulence veloc-
ity and abundances are obtained modifying the input Teﬀ , ξ,
[Fe/H] and [Ca/H] values and repeating the two steps until (i)
the Fe  transitions exhibit no trend with EW/λ; (ii) the Fe  and
Fe  lines give the same average abundances; and (iii) the iron
and calcium average abundances are consistent with the input
abundances.
3.1. Error determination
There are two kinds of uncertainties in the determination of
atmospheric parameters and abundance: the first acts on indi-
vidual lines, and includes random errors of equivalent widths;
the second acts on the whole set of lines with the main
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Table 3. continued.
HD 222404 (γ Cep)
Method 1 Method 2 Method 3
N 〈〉 N 〈〉 N 〈〉
Teﬀ (K) 4935 ± 139 4781 ± 179 5020 ± 115
log g (cm s−2) 3.63 ± 0.38 3.22 ± 0.42 3.85 ± 0.27
ξ (km s−1) 1.41 ± 0.17 1.56 ± 0.26 1.26 ± 0.17
v sin i (km s−1) 3.0
[Fe/H] 38 0.14 ± 0.19 34 0.01 ± 0.23 34 0.22 ± 0.25
[O/Fe] 3 0.04 ± 0.31 3 0.24 ± 0.30 3 −0.06 ± 0.15
[Na/Fe] 1 0.06 ± 0.08 1 0.09 ± 0.13 1 0.05 ± 0.07
[Mg/Fe] 1 −0.03 ± 0.05 1 0.02 ± 0.12 1 −0.06 ± 0.06
[Al/Fe] 1 0.12 ± 0.09 1 0.14 ± 0.15 1 0.10 ± 0.12
[Si/Fe] 7 0.10 ± 0.20 7 0.19 ± 0.20 7 0.05 ± 0.09
[Ca/Fe] 3 −0.09 ± 0.18 3 −0.13 ± 0.29 3 −0.06 ± 0.15
[Sc/Fe] 1 0.40 ± 0.24 1 0.32 ± 0.27 1 0.45 ± 0.26
[Ti/Fe] 1 −0.02 ± 0.12 1 −0.03 ± 0.18 1 −0.02 ± 0.14
[Cr/Fe] 1 −0.08 ± 0.15 1 −0.12 ± 0.27 1 −0.04 ± 0.11
[Co/Fe] 1 0.31 ± 0.17 1 0.28 ± 0.23 1 0.35 ± 0.19
[Ni/Fe] 5 −0.02 ± 0.18 5 −0.03 ± 0.22 5 0.00 ± 0.15
[Ba/Fe] 1 −0.30 ± 0.27 1 −0.51 ± 0.54 1 −0.13 ± 0.17
[α/Fe] −0.01 ± 0.07
uncertainties coming from the errors inherent in the diﬀerent
diagnostics used to determine the three parameters (excitation
and ionization equilibria of the iron lines to determine Teﬀ and
log g; the independence of the abundances given by the Fe 
lines as a function of EW/λ, to determine ξ). The errors were
derived in several steps.
1. We first calculate the 1σ errors in each of the individual
diagnostics. We vary the temperature value until the slope
of the Fe  abundances vs. excitation potential graph dif-
fers from zero at the 1σ level; similarly, we vary the mi-
croturbulence value until the slope of the Fe  abundances
vs. W/λ graph diﬀers from zero at the 1σ level; keeping the
Teﬀ value fixed we vary the log g value until the abundances
of Fe  and Fe  lines show a diﬀerence of 1σ. The uncer-
tainties in the atmospheric parameters due to each individ-
ual diagnostic have been quadratically summed. The corre-
lation of the errors in temperature and gravity is specially
important for gravity. The gravity error was computed ac-
cording to Eq. (1) below (analogous equations were used to
compute the Teﬀ and ξ errors):
σ(log g)2 = [∂(log g)/∂(Fe i, Fe ii) ·σ(Fe i, Fe ii)] 2
+
[
∂(log g)/∂(Teﬀ) ·σ(Teﬀ)] 2 + [∂(log g)/∂(ξ) ·σ(ξ)] 2. (1)
2. The three parameters of the atmospheric models were var-
ied, one by one, by the relevant uncertainty, and the eﬀect
on the mean abundance of each element derived. The dif-
ferences between the convergent models and the models
obtained considering the uncertainties in each of the indi-
vidual diagnostics (one at a time) give the final errors in the
three parameters.
3. The 3 individual errors in the mean abundance of each el-
ement, calculated in this way, were quadratically summed
with the uncertainty due to the line-to-line scatter in the
abundance determinations.
For an elemental abundance derived from many lines the un-
certainty of the atmospheric parameters is the dominant error,
while for an abundance derived from a few lines, the uncer-
tainty in the equivalent widths may be more significant. The
analysis for some elements (Na, Mg, Ti and Ba) relies on a sin-
gle line lying on the flat portion of the curve of growth, there-
fore the derived abundances should be treated with some cau-
tion.
The uncertainty in Teﬀ for Method 2 is obtained from the
empirical calibration of Alonso et al. (1996) and Alonso et al.
(1999) as the quadratic sum of 4 individual 1σ errors: (1) the
uncertainty due to internal errors in the calibration; (2) the
intrinsic uncertainty of the photometry, typically 0.03 mag
(15 K per 0.01 mag for B − V > 0.8, for giant stars; 50 K per
0.01 mag for B − V > 0.6, for dwarf stars); (3) the uncertainty
obtained by inserting the metallicity error in the empirical cal-
ibration; (4) the uncertainty of 150 K reflecting the intrinsic
scatter between the various colour-Teﬀ empirical calibrations
in the literature.
To estimate the uncertainties in log g for Method 3 we syn-
thesized the spectra around the 6162 Å feature with diﬀerent
log g values, and estimated (by eye) the maximum variation of
gravity consistent with the observed spectra.
4. Results and discussion
4.1. Abundances and atmospheric parameters
The atmospheric parameters and abundances derived for the
sample stars, with the three methods outlined in Sect. 3, are
presented in Table 3 and 4. Having applied the three diﬀerent
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Table 4. Mean values of the derived atmospheric parameters and abundances for the dwarf stars as determined from Methods 1 and 2 (〈〉).
Blanks indicate that the equivalent widths could not be reliably measured.
HD 10780 HD 4628 HD 201091 (61 Cyg)
Method 1 Method 2 Method 1 Method 2 Method 1b
N 〈〉 N 〈〉 N 〈〉 N 〈〉 N 〈〉
Teﬀ (K) 5300 ± 95 5125 ± 158 5080 ± 130 4876 ± 150 4525 ± 140
log g (cm s−2) 4.13 ± 0.23 3.79 ± 0.35 4.59 ± 0.26 4.12 ± 0.28 4.65 ± 0.25
ξ (km s−1) 1.17 ± 0.29 1.41 ± 0.32 1.06 ± 0.24 1.36 ± 0.31 1.34 ± 0.24
v sin i (km s−1) 0.6 a 1.7 1.1
[Fe/H] 25 −0.10 ± 0.10 22 −0.22 ± 0.14 36 −0.30 ± 0.15 32 −0.42 ± 0.18 26 −0.37 ± 0.19
[O/Fe] 3 0.13 ± 0.09 3 0.34 ± 0.12 2 0.27 ± 0.23 2 0.51 ± 0.22
[Na/Fe] 1 0.04 ± 0.06 1 0.05 ± 0.08 1 0.10 ± 0.06
[Mg/Fe] 1 0.31 ± 0.04 1 0.42 ± 0.02 1 0.02 ± 0.04
[Al/Fe] 2 0.26 ± 0.07 2 0.21 ± 0.06 2 0.10 ± 0.11
[Si/Fe] 3 −0.01 ± 0.07 7 0.05 ± 0.10 5 0.02 ± 0.15 5 0.13 ± 0.15 3 0.07 ± 0.12
[Ca/Fe] 1 0.08 ± 0.12 1 0.03 ± 0.26 3 0.05 ± 0.10 3 0.03 ± 0.18 3 0.05 ± 0.10
[Sc/Fe]
[Ti/Fe] 1 −0.02 ± 0.07 1 −0.03 ± 0.12 1 −0.06 ± 0.11 1 0.03 ± 0.13 1 0.12 ± 0.11
[Cr/Fe] 1 0.08 ± 0.10 1 0.04 ± 0.15 2 0.03 ± 0.10 2 −0.02 ± 0.18 2 0.20 ± 0.10
[Co/Fe] 1 0.03 ± 0.08 1 0.01 ± 0.12 1 0.03 ± 0.09 1 −0.01 ± 0.12
[Ni/Fe] 3 0.00 ± 0.11 3 −0.02 ± 0.15 4 −0.06 ± 0.12 4 −0.05 ± 0.16 5 −0.10 ± 0.12
[Ba/Fe] 1 −0.25 ± 0.31 1 −0.49 ± 0.44 1 −0.35 ± 0.30
[α/Fe] 0.02 ± 0.05 0.08 ± 0.05 0.04 ± 0.05
a: From Fekel (1997).
b: Although the approach adopted for the analysis of 61 Cyg A (described in Sect. 4.1) is completely diﬀerent from the first one, we maintain
the notation “Method 1”. We consider the atmospheric parameters (Teﬀ and ξ) obtained in this way, together with the temperature derived from
the B − V index, which is metallicity-sensitive, as approximate estimates.
Fig. 2. Comparison between a portion (around Ca  6162 Å) of the
δ Eridani (HD 23249) spectrum (filled dots) and the synthetic profile
(solid line).
techniques to our 6 program stars, we have successfully ob-
tained converging solutions for each of the parameters in al-
most all cases. The abundances derived from the Fe  and
Fe  lines are consistent.
We note, as a general trend, that the eﬀective temperatures
and surface gravities obtained with Method 2 are system-
atically lower than those obtained with Method 1, with
maximum diﬀerences of 200 K for Teﬀ and 0.47 dex for log g
(for 61 Cyg A we found a diﬀerence of ≈340 K between the
spectroscopic temperature and that derived from the B − V
colour index, see discussion below). Nevertheless, the diﬀer-
ences obtained influence only the abundance of [O/Fe] (up to
0.25 dex) and [Ba/Fe] (up to 0.24 dex). For Fe and the other el-
ements the results given by the first two methods are discrepant
by 0.13 dex at most. The abundance ratios of the chemical el-
ements obtained with Methods 1 and 2 show the same global
pattern (Fig. 3) and are compatible within the uncertainties. In
some cases (e.g., Ba ), the diﬀerences are largely due to the
small number of lines used in the analysis. The atmospheric pa-
rameters and abundances derived from Method 3, for the three
subgiant stars, are in fairly good agreement with those obtained
from Method 1.
The analysis of HD 201091 (61 Cygni A), which is the
coolest star of the sample, has been problematic, for the fol-
lowing reasons:
1. at this low temperature the EWs are not easily measured
because the spectra are severely aﬀected by blending with
molecular bands;
2. blending was also severe for the few weak (<∼10 mÅ) Fe 
lines, which we did not measure.
The lack of the Fe  EWs made it impossible to rely on the
ionization equilibrium to determine the surface gravity with
Methods 1 and 2, and the eﬀective temperature with Method 3.
Nevertheless, we have performed the analysis for this star with
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Fig. 3. Abundance patterns for the program stars, determined from Method 1 (filled circles) and Method 2 (open circles).
Method 1, testing the gravity values, by steps of 0.5 dex, in the
interval 4.30 <∼ log g <∼ 4.90 of previous determinations found
in the literature. With log g = 4.65 we obtained a convergent
(but not self-consistent) solution. The atmospheric parameters,
(Teﬀ and ξ) and the abundances obtained are shown in Table 4.
The application of Method 3 to the dwarfs of the sample
did not lead to convergent solutions, though it works very well
for subgiants. The application of the analysis to HD 10780 was
not performed because the Ca  line is not included in the sin-
gle setting (#1) obtained for this star. For the other dwarf star
(HD 4628, of spectral type K2) for which this kind of analysis
was possible we did not find a convergent solution. The deter-
mination of ξ failed; i.e., the solution eventually goes to (un-
physical) negative values, which may indicate that the assump-
tion of depth-independent microturbulence is not adequate for
modeling the atmosphere of such late dwarfs (Takeda et al.
2002). We performed several tests in order to obtain a con-
vergent solution with Method 3 (and to identify the possible
source of the problem):
1. gravities from the theoretical isochrones were used in the
analysis instead of those obtained from the Ca  line fitting;
2. the Ca abundance was varied, to take into account a possi-
ble wrong abundance determination which is based, for Ca,
on 3 lines, two of which are strong;
3. the analysis was repeated discarding very strong Fe  lines
(EW ≥ 100 mÅ) to avoid systematic errors in the EW mea-
surements and uncertainties in the damping parameters.
None of these tests led to a convergent solution with Method 3
for HD 4628, at variance with Method 1 which led to conver-
gent solutions for all the sample stars (with the exception of the
coolest star, discussed above).
The derived abundances for the program stars with the three
methods are consistent with the solar values, with some excep-
tions. Sc, O and Co exhibit a slight overabundance in some of
the sample stars, as is the case for Na in δ Eri and Mg and Al
in HD 4628. However, the abundances obtained show the typi-
cal trend with metallicity of disk stars (Reddy et al. 2003; Chen
et al. 2003). The α-elements (defined as the mean of the Mg, Si,
Ca, and Ti abundances) have abundance ratios consistent with
the solar values for all the sample stars.
4.2. Comparison with previous works
The sample stars have been previously analysed in the liter-
ature. Despite adopting diﬀerent approaches and diﬀerent log
g f values, the agreement of this work with Santos et al. (2001)
for HD 23249 (δ Eri) and with Feltzing & Gonzalez (2001)
for HD 10780 is quite satisfactory for Teﬀ, log g, and for al-
most all the elements. For HD 10780, the largest deviation
is 0.12 dex in [Ti/Fe], which can be explained by the small
number of lines used in the analysis for this element (1 line
used in this work and 2 lines used in the work of Feltzing &
Gonzalez). Chen et al. (2003) analysed the star HD 10780 but
used the Hipparcos-parallax-derived gravity which is signifi-
cantly higher (log g = 4.49) than the spectroscopic value of
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Fig. 4. Comparison between the abundance ratio of the α-synthesized
elements as a function of [Fe/H] obtained from Method 1 (filled cir-
cles) for the stars in our sample and those obtained by Morel et al.
(2003, 2004) with a similar approach, for a diﬀerent sample of stars:
active binaries (open circles) and inactive (presumably single) control
stars (crosses) of similar spectral types (late G- to early-K subgiants).
Feltzing & Gonzalez (2001) and of the present work (log g =
4.13). Our relative abundances and those of Chen et al. are,
however, consistent with a maximum deviation of 0.08 dex for
[Fe/H].
Mashonkina et al. (2001) found HD 198149 (η Cep) to
have [Fe/H] = −0.14 and [Ba/Fe] = 0.04, using a spectrum
with nearly half the resolution of ours. Nevertheless, they are
in good agreement with our −0.12 and 0.05 values, derived us-
ing 33 and 1 lines, respectively.
For HD 4628 and HD 201091 (61 Cyg A) Zboril & Byrne
(1998) found [Fe/H] = −0.27 and −0.3, respectively; our es-
timate of [Fe/H] for HD 4628 is −0.3, which is in excellent
agreement with previous work. Our estimate of [Fe/H] for
HD 201091 is −0.37; however, Methods 2 and 3 do not con-
verge for this star, so nothing definitive can be said about this
result. These diﬀerent comparisons give us confidence that our
analysis is satisfactory.
We have compared our abundances of the α-synthesized el-
ements (Method 1) with those obtained, for a diﬀerent sample
of stars, by Morel et al. (2003, 2004). They carried out an analy-
sis, similar to the present one, of 14 single-lined active binaries
and of a control sample made up of 7 single (inactive) stars
of similar spectral types (late G- to early-K subgiants). The
three samples diﬀer slightly in the metallicity values, as can
be seen in Fig. 4, and, mainly, in the activity levels: the active
binary stars have relatively “low” metallicity and high activ-
ity; the control sample stars have relatively “high” metallicity
and low activity, and the stars of the present work, which cover
the entire temperature and metallicity range of the other two
samples, have low activity. There is a good agreement between
Fig. 5. [Fe/H] as a function of peculiar space velocities for Method 1
for the stars in our sample.
the abundance patterns of our sample and the control sample of
Morel et al., which are both at variance with that of the sam-
ple with low-metallicity/high-activity (active binaries). Active
binaries show a relative overabundance of the α elements com-
pared to the two other (non-active) samples. The stars analysed
by Morel et al. (including the control sample) cover age and
mass intervals which almost overlap those covered by our sam-
ple; therefore, beyond a possible explanation in the framework
of standard evolutionary theory, it seems that the peculiar abun-
dance pattern found in active binaries can be mainly related to
the diﬀerent activity levels (see also Morel & Micela 2004).
4.3. Stellar kinematics
Stars presently near the Sun may come from a wide range of
Galactic locations. Information on their origin will help us to
understand their abundance ratios. Therefore, stellar space ve-
locity, as a clue to the origin of a star in the Galaxy, is very
important. The accurate distance and proper motion available
in the Hipparcos Catalogue (ESA 1997), combined with the
stellar radial velocity, make it possible to derive reliable space
velocities for our program stars. The calculation of the space
velocity with respect to the Sun is based on the procedure pre-
sented by Johnson & Soderblom (1987), corrected for the eﬀect
of diﬀerential galactic rotation (Scheﬄer & Elsässer 1988), by
adopting a solar Galactocentric distance of 8.5 kpc and a cir-
cular velocity of 220 km s−1. The correction of space veloc-
ity to the Local Standard of Rest is based on a solar motion3,
(U,V,W) = (10.0, 5.2, 7.2) km s−1, as derived from Hipparcos
data by Dehnen & Binney (1998). The peculiar space velocity
S , given by S = (U2 + V2 + W2)1/2, is quoted with all kine-
matic data in Table 5 and is shown as a function of [Fe/H] in
Fig. 5. As can be seen, HD 23249, HD 222404, HD 10780 and
HD 4628 show kinematic (and chemical) properties typical of
the thin disk population, while HD 198149, and HD 201091
show one velocity component which suggests a thick disk or
3 In the present work, U is defined to be positive in the direction of
the Galactic center.
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Table 5. Kinematic data and age determinations (τiso). The top half of the table contains information about coordinates (from the Hipparcos
Catalogue, ESA 1997), and radial velocities of the program stars (from the SIMBAD database). All coordinates used are for equinox 1950. The
lower section shows the velocity data obtained, along with evolutionary ages. The last row gives the stellar mass derived from the evolutionary
tracks (Method 1).
HD 23249 HD 198149 HD 222404 HD 10780 HD 4628 HD 201091
l (◦) 198.09 97.87 118.99 129.09 121.51 82.32
b (◦) –46.00 11.64 15.32 1.66 –57.58 –5.82
π (mas) 110.58 ± 0.88 69.73 ± 0.49 72.50 ± 0.52 100.24 ± 0.68 134.04 ± 0.86 287.13 ± 1.51
µα cos δ (mas) −91.71 ± 0.98 86.08 ± 0.44 −48.85 ± 0.48 582.05 ± 0.43 758.04 ± 0.73 4155.10 ± 0.95
µδ (mas) 742.23 ± 0.92 817.89 ± 0.39 127.18 ± 0.44 −246.83 ± 0.55 −1141.22 ± 0.57 3258.90 ± 1.19
vr (km s−1) −6.1 ± 0.9 −87.3 ± 0.9 −42.4 ± 0.9 2.8 ± 2.0 −12.6 ± 2.0 −64.3 ± 0.9
U (km s−1) −23.5 ± 0.7 −45.1 ± 0.5 11.3 ± 0.6 −34.9 ± 1.3 −10.5 ± 0.7 −104.1 ± 0.6
V (km s−1) 21.5 ± 0.7 −102.3 ± 1.1 −42.7 ± 1.0 −21.5 ± 1.7 −54.0 ± 1.1 −58.5 ± 1.1
W (km s−1) 5.7 ± 0.8 3.8 ± 0.5 −9.8 ± 0.5 −12.7 ± 0.4 −18.5 ± 1.7 −15.2 ± 0.4
S (km s−1) 32.4 ± 0.7 111.9 ± 1.0 45.3 ± 0.9 42.9 ± 1.4 58.1 ± 1.2 120.4 ± 0.7
τiso (Gyr) 6 ± 1 2.5 ± 0.3 2.2 ± 0.2 6 ± 4 3 ± 1.5 10+5−6
M (M) 1.2 1.6 1.7 0.9 0.8 0.6
Fig. 6. Diagrams used to estimate ages for our program stars (Method 1). The theoretical isochrones are taken from Yi et al. (2003). The
metallicities of the isochrones refer to a solar iron abundance: log 	(Fe)= 7.50 (Yi et al. 2001, 2003; Kim et al. 2002). The isochrones are
shown for [α/Fe]= 0.0 and [Fe/H]= 0.05 (left-hand panel), [α/Fe]= 0.0 and [Fe/H]=+0.38 (middle panel), and [α/Fe]= 0.0 and [Fe/H]=−0.27
(right-hand panel). The ages of the isochrones (in Gyr) are indicated in every panel.
halo origin (Soubiran 1993). We have calculated the probabili-
ties that the sample stars belong to a specific population, thick
(TD), thin disk (D) or stellar halo (H), following the method
used by Bensby et al. (2004). On account of these probabil-
ities, HD 198149 and HD 201091 could belong to the thick
disk, because their ratios of the respective probabilities for the
thin and thick disks are D/T D <∼ 0.5 (Bensby et al. 2004). The
other stars of the sample display probability ratios typical of
the thin disk, while none seems to belong to the halo.
4.4. Evolutionary status
Stellar age is a fundamental parameter when studying the
chemical evolution of the Galaxy as a function of time.
The available Hipparcos parallaxes have provided distances
to many stars in the solar neighborhood, and these measure-
ments allow us to constrain the stellar gravities by compari-
son with stellar models. In this section, the gravities from the
theoretical isochrones are compared with the gravities obtained
spectroscopically from the neutral and ionized iron lines. We
determined the positions of the sample stars in the H-R di-
agram for the appropriate Fe and [α/Fe] abundances, using
Teﬀ obtained with Method 1 and the absolute magnitudes, Mv,
derived from Hipparcos parallaxes, and they are plotted in
Fig. 6, together with the isochrones, derived for scaled-solar
mixture, of Yi et al. (2003). The correct isochrones were cho-
sen depending on the [Fe/H] for each star as derived in this
work (Method 1), making appropriate corrections for the dif-
ferent solar iron abundances assumed. The three subgiants (HD
23249, HD 198149, HD 222404) are all starting to ascend the
red giant branch, and have evolved from main-sequence stars
with masses ranging from about 1.2 to 1.7 M, as suggested
by the stellar masses obtained from the evolutionary tracks
(Table 5). Figure 7 shows the comparison between the gravi-
ties derived from the ionization equilibrium of the Fe lines and
from the evolutionary tracks. A reasonable agreement is found,
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Fig. 7. Comparison of the gravities derived by Method 1 with the val-
ues given by the theoretical isochrones. The error bars for the theoret-
ical gravities were derived from the uncertainties in the position of the
stars in the HR diagrams.
although the three subgiant stars show values of spectroscopic
gravity systematically higher than those derived from the evo-
lutionary tracks. A possible explanation for the anomalously
low value of the gravity derived from the ionization equilib-
rium for the dwarf star HD 10780 may be attributed to the in-
suﬃcient number of iron lines on which the analysis is based
for this star.
5. Conclusions
We have presented a detailed abundance analysis of six K-type
dwarf and subgiant stars, with the use of three diﬀerent tech-
niques, which have been compared in order to establish their
respective merits and faults, aiming at deriving, in the near
future, the chemical composition of larger samples of nearby
K-type stars with a self-consistent and reliable method.
These techniques rely on: (i) the excitation and ioniza-
tion equilibrium of the Fe  and Fe  lines to determine the
eﬀective temperature and the surface gravity; (ii) the color-
index/temperature transformation; and (iii) the detailed fitting
of the wings of collisionally-broadened lines to determine the
surface gravity.
Methods 1 and 3 give consistent results for our program
stars; in particular, the results obtained suggest that the Fe 
low excitation potential transitions do not appear significantly
aﬀected by non-LTE eﬀects, and, as a consequence, the iron
excitation equilibrium is a reliable diagnostic in the analysed
stars. The first method appears to be the most reliable, as it
is self-consistent and yields results that are in good agreement
with the previous determinations in the literature. The solutions
of the parameters were confirmed to successfully converge for
all the sample stars (early and late type), except in one case
(the coolest star). This suggests that spectral type K5 V rep-
resents, with our methods, about the limit for useful equiva-
lent width work at these wavelengths. In fact, in these cases,
blends with molecular bands and the weakness of the lines of
some elements are severe constraints on their abundance de-
terminations; lines in the visual spectral region can be mea-
sured with comparative ease for type K0 V and earlier, but the
accuracy begins to fall oﬀ towards later spectral types, so a
diﬀerent approach must be sought for analysing stars with ef-
fective temperatures less than 4500 K. The second method is
not self-consistent and, moreover, leads to eﬀective tempera-
tures, and consequently surface gravities, systematically lower
than those obtained with the other two. This behaviour could
be attributed to residual non-LTE eﬀects in Method 1 (although
not confirmed by the results of Method 3) or may be due to a
colour-Teﬀ scale biased towards cooler temperatures; the use
of diﬀerent colour indices and calibration scales gives Teﬀ val-
ues which are in some cases slightly higher and in some cases
slightly lower than those found with Alonso’s calibration. To
firmly assess this point it would be useful to analyse a larger
sample of K-stars.
Method 3, which is self-consistent and like Method 2 does
not use Fe  low excitation potential transitions, gives results
that are in good agreement with Method 1, again confirming
the absence of supposed departures from LTE (at least for the
three subgiant stars of the sample, for which the analysis has
led to convergent solutions). The application of Method 3 to
the dwarfs did not lead to convergent solutions. The problem
could be connected to some of the assumptions involved in the
adopted models for such late-type dwarfs. Although we cannot
specify which element of our method causes a problem with
the analysis of dwarf stars (we recall that using the Hipparcos
gravities, varying the Ca abundance and discarding strong lines
from the analysis was of no help), further study of late K-type
dwarfs will help clarify the source of this problem.
Because of the good agreement between our results and
those obtained from other works, we are confident that the
analysis methods employed lead to robust results and, conse-
quently, can be extended to a larger sample of stars.
Comparison with a sample of active binary stars (Morel
et al. 2004) using a similar analysis shows a diﬀerent behaviour
of the α-elements: at variance with that work, which shows an
overabundance of the α-elements, here we find abundance ra-
tios consistent with the solar values for all the program stars, in
good agreement with the abundance pattern obtained by Morel
et al. for their control sample of inactive stars.
The analysis methods tested in the present work have led to
robust results and, in particular, the two self-consistent meth-
ods (with the appropriate improvements to account for cooler
and later type stars) constitute a reliable means for the detailed
analysis of disk stars abundance ratios (down to ≈K5), that are
key population indicators and will allow us to quantitatively
study models of the chemical evolution of the Galaxy.
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Table 6. Wavelengths, excitation potentials and log g f values from Morel et al. (2003), and equivalent widths measured in the program stars.
λ (Å) χ (eV) log g f EW (mÅ)a
δ Eri η Cep γ Cep HD 10780 HD 4628 61 Cyg
O ; log 	(O)= 8.93
7771.944 9.147 0.297 44.4 44.4 28.8 49.5 24.3
7774.166 9.147 0.114 35.0 34.5 33.5 36.4 27.5
7775.388 9.147 –0.064 27.7 26.7 33.7 34.5
Na ; log 	(Na)= 6.33
6154.226 2.102 –1.637 87.9 56.0 84.2 47.6 81.1
Mg ; log 	(Mg)= 7.49
5711.088 4.346 –1.514 135.9 120.8 152.0 172.9 132.7
Al ; log 	(Al)= 6.47
6698.673 3.143 –1.843 51.2 37.0 64.1 37.4 44.3
7835.309 4.022 –0.663 72.5 56.0 61.0
Si ; log 	(Si)= 7.55
5793.073 4.930 –1.894 58.0 49.0 63.2 41.7 38.8 24.8
5948.541 5.083 –1.098 107.3 115.4 120.9 87.3 64.6 46.2
6155.134 5.620 –0.742 93.6 74.4 81.5 55.4 31.1
6721.848 5.863 –1.100 58.3 41.8 67.9
7034.901 5.871 –0.779 69.0 60.0 66.9 62.1 38.0
7760.628 6.206 –1.356 23.4 30.8 30.5
8742.446 5.871 –0.448 91.0 84.5 88.8 87.3
Ca ; log 	(Ca)= 6.36
6166.439 2.521 –1.074 108.1 90.3 112.3 94.8 146.7
6455.598 2.523 –1.350 94.3 82.2 108.6 77.8 77.1 104.6
6499.650 2.523 –0.839 144.5 118.4 132.7 126.4 162.1
Sc ; log 	(Sc)= 3.10
6320.851 1.500 –1.747 21.2 18.5 40.3
Ti ; log 	(Ti)= 4.99
5766.330 3.294 0.370 30.0 19.1 37.9 15.9 17.7 34.6
Cr ; log 	(Cr)= 5.67
5787.965 3.323 –0.138 72.6 61.9 86.4 65.6 63.0 80.3
6925.202 3.450 –0.227 71.1 52.1 94.1
Fe ; log 	(Fe)= 7.67
5543.937 4.218 –1.155 81.1 68.4 99.0 67.2 74.9
5638.262 4.221 –0.882 97.6 88.8 116.4 95.7 83.2 83.2
5806.717 4.608 –0.984 72.8 64.0 80.5 66.3 52.7
5848.123 4.608 –1.282 71.2 62.8 80.9 47.0 39.5
5855.091 4.608 –1.681 39.9 32.4 47.7 21.4 21.2
5927.786 4.652 –1.243 58.2 50.2 65.1 50.1 40.8 39.6
5929.667 4.549 –1.332 57.3 51.1 66.8 48.8 40.3 40.4
5930.173 4.652 –0.347 123.2 90.3 138.0 99.7 91.1 90.0
5947.503 4.607 –2.059 23.2 32.4 41.2 13.7
6078.491 4.796 –0.414 93.2 80.4 95.3 89.5 75.7 72.9
6078.999 4.652 –1.123 62.0 53.9 65.2 58.0 43.2 35.6
6094.364 4.652 –1.749 38.4 28.3 54.1 31.3 17.2 15.8
6098.280 4.559 –1.940 32.1 24.9 47.6 24.2 17.9
6151.617 2.176 –3.486 79.3 76.7 97.6 60.8 69.6
6165.361 4.143 –1.645 65.3 60.6 70.9 57.3 41.2
6187.987 3.944 –1.740 70.4 62.2 80.4 50.9 48.8
6252.554 2.404 –1.867 182.0 155.9 191.8 151.5 199.2 188.1
6322.690 2.588 –2.503 128.1 105.6 152.6 88.1 111.2
6335.328 2.198 –2.432 146.4 128.5 161.2 143.4 147.6
6336.823 3.687 –0.896 170.3 143.0 173.5 141.7 143.4
6436.411 4.187 –2.538 25.6 19.9 35.6 18.6 15.0
6469.213 4.835 –0.774 91.2 78.1 105.3 71.3 68.8 53.1
6699.162 4.593 –2.172 20.4 14.6 27.1
6713.771 4.796 –1.606 38.0 39.3 45.6 24.2
6725.353 4.104 –2.370 36.0 31.0 46.4 17.0
6726.661 4.607 –1.200 63.5 57.7 71.8 46.1 39.2
6733.151 4.639 –1.594 48.2 43.4 49.5 31.0
6820.369 4.639 –1.289 63.5 57.6 71.3 53.3 45.2 38.5
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Table 6. continued.
λ (Å) χ (eV) log g f EW (mÅ)a
(Morel 03) δ Eri η Cep γ Cep HD 10780 HD 4628 61 Cyg
6843.648 4.549 –0.934 80.5 68.6 90.0 73.0 62.6 48.0
6857.243 4.076 –2.203 41.8 35.2 55.1 32.5 24.8 25.9
6861.937b 2.420 –3.990 34.6
6862.492 4.559 –1.509 48.5 41.2 61.3 41.5 29.2
7306.556 4.178 –1.684 63.8 62.2 85.9 52.8 48.9 40.3
7780.552 4.474 –0.175 181.0 146.7 173.2 150.0 202.0 137.5
7802.473 5.086 –1.493 31.0 22.2 35.9 24.7
7807.952 4.992 –0.602 80.9 66.6 87.2 66.6 64.0 44.0
Fe ; log 	(Fe)= 7.67
5991.376 3.153 –3.702 32.2 30.7 43.4 15.0
6149.258 3.889 –2.858 30.6 32.0 37.5 15.2
6247.562b 3.890 –2.770 39.8
6432.680b 2.890 –3.758 33.8
6456.383 3.904 –2.209 52.3 56.8 53.2 56.6 30.2
Co ; log 	(Co)= 4.92
6454.990 3.632 –0.233 38.2 34.8 58.5 24.2 17.2
Ni ; log 	(Ni)= 6.25
5805.213 4.168 –0.530 58.4 48.5 63.9 46.5 35.9 23.7
6111.066 4.088 –0.785 52.0 46.2 64.4 41.6 29.1 18.1
6176.807 4.088 –0.148 86.6 75.6 88.7 56.1 46.5
6186.709 4.106 –0.777 50.4 43.0 56.0 20.4
7555.598 3.848 0.069 145.2 118.1 135.1 113.4 108.3 80.2
Ba ; log 	(Ba)= 2.13
5853.668 0.604 –0.758 83.2 82.3 88.8 53.3 56.1
a A blank indicates that the EW was not reliably measurable because of blends with telluric features or for an unsatisfactory Gaussian fit.
b The data for Fe  λ6861 and Fe  λ6432 are taken from Katz et al. (2003); data for Fe  λ6247 from Chen et al. (2003).
