We give a proof of two identities involving binomial sums at infinity conjectured by Z-W Sun. In order to prove these identities, we use a recently presented method i.e., we view the series as specializations of generating series and derive integral representations. Using substitutions, we express these integral representations in terms of cyclotomic harmonic polylogarithms. Finally, by applying known relations among the cyclotomic harmonic polylogarithms, we derive the results. These methods are implemented in the computer algebra package HarmonicSums.
Introduction
In order to prove the two formulas (conjectured in [16] ) 
where H (a)
1 i a , we are going to use a method presented in [2] , therefore we repeat some important definitions and properties (compare [4, 7, 12] ). Let K be a field of characteristic 0. A function f = f (x) is called holonomic (or D-finite) if there exist polynomials p d (x), p d−1 (x), . . . , p 0 (x) ∈ K[x] (not all p i being 0) such that the following holonomic differential equation holds:
A sequence (f n ) n≥0 with f n ∈ K is called holonomic (or P-finite) if there exist polynomials p d (n), p d−1 (n), . . . , p 0 (n) ∈ K[n] (not all p i being 0) such that the holonomic recurrence
holds for all n ∈ N (from a certain point on). In the following we utilize the fact that holonomic functions are precisely the generating functions of holonomic sequences: for a given holonomic sequence (f n ) n≥0 , the function defined by f (x) = ∞ n=0 f n x n (i.e., its generating function) is holonomic. Note that given a holonomic recurrence for (f n ) n≥0 it is straightforward to construct a holonomic differential equation satisfied by its generating function f (x) = ∞ n=0 f n x n . For a recent overview of this holonomic machinery and further literature we refer to [12] .
In the frame of the proofs we will deal with iterated integrals, hence we define
Another important class of iterated integrals that we will come across are the so called cyclotomic harmonic polylogarithms at cyclotomy 3 (compare [8] ): (3, 1) } for x ∈ (0, 1) we define cyclotomic polylogarithms at cyclotomy 3 :
where Φ a (x) denotes the ath cyclotomic polynomial, for instance Φ 1 (x) = x − 1 and Φ 3 (x) = x 2 + x + 1. We call k the weight of a cyclotomic polylogarithm and in case the limit exists we extend the definition to x = 1 and write
Throughout this article we will write 0, 1, λ and µ for (0, 0), (1, 0), (3, 0), and (3, 1), respectively. Note that cyclotomic polylogarithms evaluated at one posses a multitude of known relations, namely shuffle, stuffle, multiple argument, distribution and duality relations, for more details we refer to [6, 8, 10 ].
Proof of the conjectures
In order to prove (1) and (2) we will apply the method described in [2] and hence we will make use of the command ComputeGeneratingFunction which is implemented in the package HarmonicSums 1 [5] . Consider the sum left hand side of (1) and execute (note that in HarmonicSums S[a, k] 
where 0 represents 1/τ and a :=
and computes the following two recurrences , respectively. Then it uses closure properties of holonomic functions to find the following differential equations
+6x 6 (−23 + 6x)f (7) 
satisfied by the first and the second sum in (6), respectively.
These differential equations are solved using the differential equation solver implemented in HarmonicSums. This solver finds all solutions of holonomic differential equations that can be expressed in terms of iterated integrals over hyperexponential alphabets [4, 7, 11, 15, 14] ; these solutions are called d'Alembertian solutions [9] , in addition for differential equations of order two it finds all solutions that are Liouvillian [3, 13, 15] .
Solving the differential equations, comparing initial values, summing the two results and sending x → 1 leads to (5) .
Since the iterated integrals in (5) where in total the expression consists of 243 cyclotomic polylogarithms. Finally, we can use the command SpecialGLToH [7, 3] to compute basis representation of the appearing cyclotomic harmonic polylogarithms. SpecialGLToH takes into account shuffle, stuffle, multiple argument, distribution and duality relations, for more details we refer to [6, 8, 10] and [1, Section 4] . Applying these relations we find − 459 4 H 0,0,1 H λ 4 − 39 2 H 0,0,0,0,1 H λ 2 + 45 8 H 0,0,0,0,0,0,1 ,
for which it is straightforward to verify that it is equal to the right hand side of (1) and hence this finishes the proof. Equivalently we find which is equal to the right hand side of (2).
More identities
Using the same strategy it is possible to discover also other identities, in the following we list some of the additional identities that we could find: 
