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Summary
In this dissertation, we present a detailed theoretical analysis of the spin dynam-
ics in small antiferromagnetic systems in view of macroscopic quantum phenom-
ena, possible applications in quantum information processing, and transport of
the magnetization. Ferromagnetic and antiferromagnetic systems with a size
on the nanometer scale such as nanoparticles or magnetic molecular clusters,
show intriguing quantum effects which are in stark contrast to the behavior of a
macroscopic magnetic moment. In recent years, the interest in small magnetic
systems has been renewed due to the discovery of possible future technological
applications such as data storage or quantum information processing. Fer-
romagnetic molecular magnetic systems with a large net spin show incoherent
tunneling of the magnetization on a long timescale. This quantum phenomenon
is, by now, well established both experimentally and theoretically. Small an-
tiferromagnetic systems have so far attracted less attention although quantum
effects are even more pronounced than in their ferromagnetic counterparts. The
main reason for this is that the predicted quantum phenomena such as coherent
quantum tunneling of the Ne´el vector are not easily accessible in experiments.
On a theoretical level, the description of an antiferromagnetic system is chal-
lenging because of the pronounced quantum fluctuations of the spins.
Several antiferromagnetic molecular ring molecules have been synthesized
to date. The ferric wheels are the most prominent examples. These systems
are promising candidates for macroscopic quantum coherence in the form of
coherent Ne´el vector tunneling. Although the tunneling rate can be determined
from the measurement of thermodynamic properties, a thorough understanding
requires theoretical analysis and experimental observation of the spin dynamics.
We calculate spin correlation functions using spin coherent state path integrals
and find analytical expressions for the correlation functions of both the Ne´el
vector and the total spin. Our results are in good agreement with numerical
exact diagonalization for the small systems that are accessible numerically.
From the correlation functions, we deduce that the observation of Ne´el vec-
tor tunneling requires an experimental probe that couples to a single spin of
the antiferromagnetic system only. Both nuclear magnetic resonance and elec-
tron spin resonance on doped rings meet this criterion. Nuclear spins coupled
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only to single electron spins are ideal candidates for local probes because the
nuclear spin susceptibiliy exhibits signatures of the coherent electron spin dy-
namics. Alternatively, by doping of the ring molecule, an antiferromagnetic
system emerges that has uncompensated sublattice spins. The resulting tracer
spin would allow one to detect Ne´el vector tunneling with electron spin reso-
nance or magnetic susceptibility measurements.
Small antiferromagnetic systems with a finite net spin are interesting in
view of quantum information processing. Single electron spins are among the
most promising candidates for qubits in a solid state system. However, quantum
computing is also possible with a wide range of antiferromagnetic clusters which
form an effective two-state system in the low energy sector. The main advantage
of a qubit formed by a spin cluster is that initialization, quantum gate operation,
error correction, and readout are possible with techniques applicable to single
spins, while the requirements on local control are relaxed. Spin cluster qubits
are very insensitive to the details of intracluster exchange interactions and spin
placement.
Quantum computing is only one of the exciting perspectives in the emerging
field of spintronics in which the spin and charge degrees of freedom of an elec-
tron are treated on an equal footing. We analyze transport of magnetization in
insulating systems described by a spin Hamiltonian in which the magnetization
current is not accompanied by a charge current. The magnetization current
through a quasi one-dimensional magnetic wire of finite length suspended be-
tween two bulk magnets is determined by the spin conductance which remains
finite in the ballistic limit due to contact resistance. Magnetization currents
produce an electric field and hence can be measured directly. For magnetiza-
tion transport in an external electric field, phenomena analogous to the Hall
effect emerge.
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Chapter 1
Introduction
1.1 From classical to quantum magnetism
Magnetism was discovered by the Greek shepherd Magnes when he stepped
accidentally on a lodestone and the iron nails of his boots held on to the rock
– thus reports the legend. Indeed, it is likely that the stunning properties of
magnetic materials were known in both Europe and China several centuries
before Christ. In the 37th book of his Natural History, Pliny the Elder wrote
of a hill which was made entirely of a material that attracted iron [1]. The
Chinese were probably the first to realize the directive properties of lodestone
in circa 100 A.D. [2].
Only from 1820 on, the theoretical understanding of magnetism started to
develop. The milestones were (1) the discovery that a magnetic field is pro-
duced by an electric current, as first observed by Oersted in 1820 and described
mathematically by Biot and Savart. (2) The constituents of a solid, atoms or
ions, may have a net magnetic moment due to a current produced by either
the orbital motion or the eigenrotation (spin) of electrons. (3) The magnetic
moments of neighboring atoms or ions interact strongly with each other be-
cause, for overlapping electron wave functions, Pauli’s exclusion principle puts
severe constraints on the relative orientation of neighboring magnetic moments.
This exchange interaction is described by the Heisenberg Hamiltonian for two
neighboring spins, sˆ1 and sˆ2, Hˆ = J sˆ1 · sˆ2. The exchange coupling J determines
whether spins and, hence, the elementary magnetic moments, align parallel
(J < 0) or antiparallel (J > 0) and whether the material is ferromagnetic or
antiferromagnetic, respectively. For parallel alignment, the elementary mag-
netic moments add up and a finite net magnetization emerges which gives rise,
for example, to the orientation of a compass needle in Earth’s magnetic field.
The theoretical understanding of magnetism was not complete until the 20th
century because magnetism results from the electron spin and the exchange
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interaction, and is intrinsically a quantum mechanical effect [2].
Although magnetism originates from quantum mechanics, the magnetization
M of a bulk ferromagnet is classical in the sense that all three components of M
can be simultaneously measured with high precision. The Zeeman energy in an
external magnetic field and anisotropy energies determine the potential energy
for a given direction of M and the minimum of the potential energy landscape
is a stable equilibrium for M. The magnetization of a system with length scales
in the nanometer range, which consists of 10− 104 magnetic ions only, exhibits
a behavior in stark contrast to the bulk system. The magnetization M of the
small system has an intrinsic quantum dynamics which makes it impossible to
determine all components of M simultaneously. If the magnetization is aligned
along a direction that corresponds to a classical equilibrium, it will fluctuate
around this position and may, eventually, escape from the potential well by a
quantum tunneling process.
Studying the transition from classical to quantum behavior for magnetic sys-
tems is not only interesting in view of fundamental science. In magnetic storage
devices such as computer hard disks, information is encoded in the magnetiza-
tion vector of particles with ever decreasing size [3] and quantum tunneling of
the magnetization must be avoided in order to store information reliably. In con-
trast to classical data storage, the new field of quantum information processing
is based on the quantum mechanical behavior of, for example, small magnetic
moments [4]. Utilizing magnetic moments in both classical data storage and
quantum information processing requires a sound theoretical understanding of
the quantum dynamics of magnetic systems.
1.2 Macroscopic quantum phenomena
The existence of quantum coherent superpositions is one of the most striking
features of quantum mechanics. According to the rules of quantum mechanics,
a system which has several states available can occupy several of them simulta-
neously rather than being restricted to a single state. Such linear superpositions
are well established on the scale of single electrons with, for example, a spin
state |ψ〉 = (| ↑〉 + | ↓〉)/√2. Here, | ↑〉 and | ↓〉 denote the state of a spin
s = 1/2 pointing upward or downward, respectively. In contrast with the mi-
croscopic world of single electrons, quantum superpositions are not observed for
macroscopic objects with 1023 particles. During the past decades, there have
been significant research efforts aimed at the creation and detection of quantum
superpositions for ever larger systems.
Ferromagnetic or antiferromagnetic nanoparticles or molecular clusters are
promising candidates for observing quantum phenomena in systems with
10 − 104 particles [5]. The main reason for this is that energy barriers in
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magnetic systems are small and the systems may be well decoupled from the
environment because the interaction of magnetic moments is weak. The latter
is particularly important because an environment which is strongly coupled to
the quantum system would permanently measure the coherent quantum state
and thus destroy it, i.e., give rise to decoherence. For a magnetic system, the
exchange interaction and anisotropy energy which govern the spin quantum
dynamics can be determined independently, for example, from magnetization
measurements. Other parameters, such as the magnitude and direction of a
magnetic field, allow one to tune the properties of the magnetic system to a
certain extent.
The two principal examples for quantum phenomena on the macroscopic
scale are incoherent macroscopic quantum tunneling and macroscopic quan-
tum coherence. Incoherent macroscopic quantum tunneling is the escape of
a magnetic moment from a metastable state by a single quantum tunneling
event. Incoherent quantum tunneling of the magnetization [6, 7, 8, 9, 10, 11, 12]
has been observed in various nanoparticles and ferromagnetic molecular mag-
nets. The most famous examples are the clusters Mn12 [13, 14, 15, 16, 17] and
Fe8 [18, 19, 20] for which both the interplay of thermal activation and quan-
tum tunneling and quantum interference of different tunneling paths have been
studied.
Macroscopic quantum coherence is realized when quantum tunneling be-
tween energetically degenerate and macroscopically different states occurs at a
rate which is large compared to the decoherence rate. On average, the system
tunnels several times between the different configurations before the coherent
dynamics is disturbed by the environment. A different view of macroscopic
quantum coherence is that the energy eigenstates are coherent superpositions
of states which are macroscopically different – Schro¨dinger cat states. Evi-
dence for macroscopic quantum coherence has been reported for various su-
perconducting systems [21, 22, 23] and for the antiferromagnetic nanocluster
ferritin [24, 25, 26, 27, 28, 29, 30, 31]. In ferritin, on the order of 104 Fe3+
ions are antiferromagnetically coupled and the spin state tunnels between two
classical Ne´el ordered configurations. The staggered spin changes by ∼ 5×104~
in this process and the tunneling quantity is truly macroscopic compared to the
quantum limit of single spins. Because the sublattice spins of ferritin do not, in
general, have equal lengths, ferritin has a finite net spin pointing along the Ne´el
vector that makes it possible to detect the macroscopic quantum coherence by
electron spin resonance [24, 25, 26].
Macroscopic quantum coherence requires a quantum tunneling rate that is
large compared to the decoherence rate. Antiferromagnetic systems are more
promising candidates for the observation of quantum coherent behavior than
ferromagnetic systems for the following two reasons. Firstly, the spin quantum
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dynamics is generated by the antiferromagnetic exchange interaction J which is
large compared to the typical energy scale of anisotropy energies. Hence, the po-
tential barrier through which spins tunnel remains small even for large systems
and the tunneling rate is larger than for a ferromagnetic system. Secondly, be-
cause of the small total magnetic moment, the coupling of an antiferromagnetic
system to the environment remains small.
1.3 Quantum computing with spins
Quantum mechanical superpositions are not only interesting from a theoretical
point of view. Rather, certain problems such as factoring numbers [32] or data
base search [33] could be solved significantly faster with a quantum computer
than with a classical computer. On a classical computer information is encoded
in bits which are either “0” or “1”. The fundamental information unit of a
quantum computer is a quantum bit (qubit), a quantum mechanical two-state
system with basis states |0〉 and |1〉. In contrast to a classical bit, the qubit
can be put into a coherent superposition |ψ〉 = α|0〉 + β|1〉. Because a qubit
can be in both logical states simultaneously, in a quantum algorithm many
calculations can be carried out in parallel. This quantum parallelism gives
rise to a significant speedup for a quantum computer compared to a classical
computer. For example, for the search of a data base with N entries, the
quantum computer only requires
√
N queries instead of N/2 queries necessary
on a classical computer [33].
The implementation of qubits in a physical system is challenging because
qubits need to be manipulated externally while decoherence rates should remain
small. Electron [4, 34] and nuclear [35] spins have been identified as promising
candidates for qubits because they are natural two state systems and because
decoherence times for the spin degree of freedom are unusually large [36]. For
electron spins, states with the spin pointing along ez and −ez, | ↑〉 and | ↓〉,
are identified as logical basis states of the qubit. The manipulation of elec-
tron spins required for quantum gate operation can be achieved by magnetic
fields and exchange interactions. A magnetic field Bx perpendicular to the spin
quantization axis leads to a rotation of the spin from an initial state | ↑〉 into
an arbitrary superposition α| ↑〉 + β| ↓〉. Similarly, an exchange interaction
J sˆ1 · sˆ2 leads to the unitary time evolution required for the SWAP gate of two
qubits, | ↑〉1| ↓〉2 → | ↓〉1| ↑〉2, and the additional two-qubit gates required for
quantum computation such as the square-root of SWAP. After a series of quan-
tum gates has been performed, the result of the algorithm must be read out.
Schemes which make it possible to read out the state of a single spin via charge
degrees of freedom are challenging but feasible with present day experimental
techniques [37].
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Although the spin s = 1/2 of a single electron is a natural candidate for
a qubit, quantum computing is also possible using systems with larger spin
quantum numbers. As shown recently, Grover’s search algorithm could be im-
plemented with the spin s = 10 of a Mn12 or Fe8 molecule using a unary
representation [38]. In the unary representation, numbers up to 2N − 1 can be
encoded in N + 1 states of a single quantum system which makes ferromag-
netic systems with a large number of states natural candidates. For universal
quantum computing which requires entanglement of many effective two-state
systems, antiferromagnetic clusters which form a net spin s = 1/2 are promis-
ing. Indeed, as will be shown in Chapter 4, quantum computing is possible
not only with single spins s = 1/2 but rather with a wide variety of antifer-
romagnetic clusters for which the spin state of the cluster defines the logical
qubit. This shows that antiferromagnetic nanoclusters and molecular magnets
hold promising perspectives for quantum information processing.
1.4 Magnetization transport
The discovery that the spin of an electron rather than its charge may be used
as an information carrier has led to the development of the field of magneto-
electronics or spintronics [39]. On both the theoretical and experimental level,
transport of the spin has so far mainly been discussed for systems in which
electrons are mobile and spin transport is accompanied by charge transport.
Semiconductors and various ferromagnet-semiconductor heterostructures have
attracted much attention because of possible future applications, for example,
the spin transistor [40].
Magnetization transport is also possible in insulating systems in which all
electrons are localized. In Heisenberg ferromagnets and antiferromagnets, mag-
netization is transported by magnons or spinons, the elementary excitations of
these systems. Magnetization currents are driven by a gradient of the magnetic
field, in close analogy to a charge current driven by a gradient of the electro-
static potential. In the diffusive regime, in which the magnon or spinon mean
free path is short compared to the typical length scale over which the magnetic
field varies, the magnetization current density is proportional to the local gra-
dient of the magnetic field. A quantum theory for magnetization transport in
the ballistic limit has, however, so far been lacking.
In the ballistic limit, the transport properties of a sample change drastically.
For the charge current I between two reservoirs which are connected by a slab
of width W and length L, Ohm’s law predicts a conductance G = I/V ∝ W/L.
Here, eV is the difference in electrochemical potentials of the two reservoirs.
However, if electrons are transported ballistically, i.e., if the electron mean
free path is larger than L, charge transport is more appropriately viewed as
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transmission of electrons from one reservoir to the second [41]. In the ballistic
regime, the conductance G = (2e2/h)bkF W c is independent of the length L of
the slab and increases stepwise as a function of transverse width [41, 42, 43].
Naturally, the question arises whether a similar phenomenon can be ex-
pected also for the transport of magnetization. As will be shown in Chapter 5,
for both ferromagnetic and antiferromagnetic systems the magnetization current
between two reservoirs of magnetization connected by a quasi one-dimensional
system is determined by a universal spin conductance. For a wide range of phe-
nomena known from charge transport, analogous effects exist in the transport
of magnetization.
1.5 Outline
This thesis is organized as follows. In Chapter 2, we describe macroscopic
quantum coherence in the form of Ne´el vector tunneling in antiferromagnetic
molecular rings. We calculate spin correlation functions using coherent state
path integrals and compare the results with numerical exact diagonalization.
In Chapter 3, we analyze various experimental strategies which would al-
low one to detect Ne´el vector tunneling in antiferromagnetic molecular rings
experimentally. Both nuclear magnetic resonance and electron spin resonance
on doped antiferromagnetic rings are techniques which trace the dynamics of
the Ne´el vector and can be used to detect spin quantum tunneling in antiferro-
magnetic molecular rings.
Spin clusters with antiferromagnetic intracluster coupling allow one to de-
fine a qubit, as will be shown in Chapter 4. For this spin cluster qubit, quantum
computing is possible using the techniques analyzed for single-spin qubits. Com-
pared to single spins, the requirements on local control of electric and magnetic
fields are relaxed. We show that the existence of a spin cluster qubit is insensi-
tive to the details of intracluster exchange interactions, spatial dimension, and
the spin quantum numbers of the constituent spins.
In Chapter 5, the quantum limit of ballistic transport of magnetization is
discussed for insulating systems described by a Heisenberg Hamiltonian for both
ferromagnetic and antiferromagnetic exchange interaction. The magnetization
current through a quasi one-dimensional system is determined by a spin con-
ductance which, for the ferromagnet, is strongly temperature dependent but
universal for the antiferromagnetic spin-1/2 chain. We analyze the detection of
magnetization currents and develop a theory of spin transport in the presence
of an external electric field.
Chapter 2
Coherent spin quantum
tunneling
We review some results on spin quantum tunneling in ferromagnetic and an-
tiferromagnetic systems (Sec. 2.1) and discuss the thermodynamic properties
and spin dynamics of antiferromagnetic molecular rings [44, 45] in Sec. 2.2. In
Sec. 2.3, we compare our results for spin correlation functions obtained from
coherent state spin path integrals with numerical exact diagonalization [46].
2.1 Spin quantum tunneling
2.1.1 Ferromagnetic systems
In contrast to bulk systems, small ferromagnetic or antiferromagnetic systems
exhibit pronounced quantum effects which can be interpreted as spin quantum
dynamics [5, 6, 7, 8, 9, 10, 11, 12]. The low energy properties of a small ferro-
magnetic system are to a good approximation described in terms of the total
spin Sˆ of the system. For illustration, consider a ferromagnetic system with
total spin S described by the spin Hamiltonian
Hˆ = −DSˆ2z + E(Sˆ2+ + Sˆ2−) (2.1)
with D À E > 0. The ground state obtained from a classical vector model –
with the spin pointing along ±ez – is no energy eigenstate of the quantum spin
model. In Eq. (2.1), Sˆ± = Sˆx± iSˆy, and Sˆα with α = x, y, z are the components
of the spin operator. Due to the transverse anisotropy E, the Sˆz eigenstates |m〉
with m = −S,−S + 1, . . . , S − 1, S are not energy eigenstates. Rather, E 6= 0
gives rise to a mixing of states |m〉 and |n〉 with |m− n|/2 integer.
7
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More specifically, for S = 1, in the basis of Sˆz eigenstates,
Hˆ =

 −D 0 2E0 0 0
2E 0 −D

 . (2.2)
The transverse anisotropy E 6= 0 lifts the degeneracy between | − 1〉 and |1〉.
The energy eigenstates are |0〉 and |e±〉 = (|−1〉±|1〉)/
√
2 with energies E0 = 0
and E± = −D ± 2E, respectively.
For larger spin quantum numbers S ≥ 2, E does not only lead to a mixing
of states | ± m〉 on opposite sites of the anisotropy barrier. Rather, energy
eigenstates are complicated superpositions of several states connected by Hˆ in
Eq. (2.1). The physical properties of the system are then more easily described
in terms of coherent state spin path integrals [47]. In particular, the energy
splitting of the ground state doublet for integer S [5, 6, 7, 8, 9, 10],
∆FM ∝ e−S
√
D/E, (2.3)
can be interpreted as the tunnel splitting due to spin quantum tunneling through
the energy barrier created by the axial anisotropy term proportional to D in
Eq. (2.1). By comparison of Eq. (2.3) with the WKB result for the tunnel
splitting of a particle with mass m in a double well potential, it is evident
that a finite transverse anisotropy E leads to spin quantum dynamics similarly
to the finite inverse mass 1/m 6= 0 for a particle in a potential well. In this
sense, the transverse anisotropy E generates the spin quantum dynamics in the
ferromagnetic system.
The quantum spin system exhibits a rich and interesting behavior when a
magnetic field B is applied,
Hˆ = −DSˆ2z + E(Sˆ2+ + Sˆ2−) + gµB(BxSˆx + BzSˆz). (2.4)
The longitudinal field Bz allows one to establish or destroy the tunneling reso-
nance between two given levels |m〉 and |n〉. The transverse field Bx gives rise
to intriguing effects such as Berry phase oscillations which can be traced back
to the geometrical phase acquired by a spin tunneling in a transverse magnetic
field [11, 12, 48]. Spin quantum tunneling has by now been well established in
various ferromagnetic molecular systems, the most widely studied being Mn12
and Fe8 [13, 14, 18].
2.1.2 Antiferromagnetic systems
The theoretical description of antiferromagnetic systems is more challenging
than that of their ferromagnetic counterparts which are well described in terms
2.1 Spin quantum tunneling 9
of a single large spin. The main reason for this is that, in contrast to the
ferromagnetic system, for the antiferromagnet the Ne´el ordered state is not an
energy eigenstate of the quantum spin system [47]. For illustration, consider
two antiferromagnetically coupled spins sˆ1 and sˆ2 with spin quantum number s
and an easy axis anisotropy,
Hˆ = J sˆ1 · sˆ2 − kz
(
sˆ21,z + sˆ
2
2,z
)
=
J
2
(
Sˆ2 − 2s(s + 1)
)
− kz
(
sˆ21,z + sˆ
2
2,z
)
. (2.5)
Here, Sˆ = sˆ1 + sˆ2 is the operator of total spin. For kz = 0, [Sˆ, Hˆ] = 0 and the
total spin is a good quantum number. Diagonalization of the Hamiltonian is
greatly simplified in such cases with spin symmetry. For kz 6= 0, the Hamilto-
nian is no longer block diagonal in the S-subspaces whereas Sˆz remains a good
quantum number in absence of a magnetic field. Perturbation theory in the
anisotropy term in Eq. (2.5) is valid as long as the typical energy scale of the
anisotropy, 2kzs
2, is small compared to J , the characteristic energy scale of the
exchange term. For 2kzs
2 & J , the energy eigenstates must be determined from
the diagonalization of the full Hamiltonian Eq. (2.5) in the various subspaces
with given Sz.
Alternatively, for s À 1, coherent state path integrals allow one to determine
thermodynamic and dynamic properties of the antiferromagnetic system [49,
50]. The spin coherent states are defined by [47, 51]
|Ω〉 = eisˆzφeisˆyθeisˆzχ|s,m = s〉, (2.6)
where sˆ is the spin operator and Ω = (sin θ cos φ, sin θ sin φ, cos θ) a vector on
the Bloch sphere. By construction, the coherent state Eq. (2.6) is an eigenstate
of sˆ2 with eigenvalue s(s + 1) and obeys
sˆ · Ω|Ω〉 = s|Ω〉. (2.7)
Introducing spin coherent states s1 = s­1 and s2 = s­2, the two spin
vectors s1 and s2 in Eq. (2.5) can be decomposed into a component along the
Ne´el vector n and fluctuations l ⊥ n around it,
s1 = sn + l, s2 = −sn + l. (2.8)
Here, l is the homogeneous magnetization of the system. Evaluating the parti-
tion function Z as a trace over spin coherent states and integrating out l in a
saddle point approximation, the partition function
Z = Tre−βHˆ
=
∫
Dn e−
∫
dτ L[n]/~ (2.9)
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can be expressed as a path integral over n under the constraint n2 = 1 [47].
The Euclidean Lagrangean
L[n] =
~2
2J
n˙2 − 2kzs2n2z (2.10)
evidences that the antiferromagnetic exchange interaction J gives rise to quan-
tum dynamics of the Ne´el vector n. For kz > 0, the anisotropy energy −2kzs2n2z
creates a double well potential with minima corresponding to spin configurations
with n = ±ez (Fig. 2.1). In particular, for s
√
kz/J À 1, quantum fluctuations
of s1,2 around the minima are small. For low temperatures kBT . ∆AFM, the
antiferromagnetic system is well described by a two-state model in terms of the
states | ↑〉 and | ↓〉 that correspond to the classical ground state configurations.
The path integral over n with the Lagrangean Eq. (2.9) can then be evaluated
as sum over instanton-paths connecting the energy minima [49, 52, 53],
Z = 2 cosh
(
β∆AFM
2
)
. (2.11)
The two lowest lying states are separated in energy by the tunnel splitting
∆AFM ∝ e−4s
√
kz/J . (2.12)
Because, typically, kz/J ¿ 1, the WKB exponent remains smaller than 10 even
for large spin quantum numbers s. For given s, the tunnel splitting in the
antiferromagnetic system is significantly larger than for ferromagnetic systems,
Eq. (2.3), where
√
D/E is of order unity.
Equation (2.12) shows that the exchange interaction J gives rise to spin
dynamics in the antiferromagnetic system and, hence, spin quantum tunneling
through the energy barrier provided by the easy axis anisotropy. This can also
be understood directly from the Hamiltonian of the system: The transverse
exchange interaction J(sˆ+1 sˆ
−
2 +sˆ
−
1 sˆ
+
2 )/2 generates spin dynamics in the sense that
it connects a Ne´el ordered state, such as |m1 = −s,m2 = s〉 with other states
in the same Sz-subspace of the Hilbert space, for example, |m1 = −s + 1,m2 =
s− 1〉.
The wave functions of the ground state doublet of Eq. (2.5), |g〉 = (| ↑〉 +
| ↓〉)/√2 and |e〉 = (| ↑〉 − | ↓〉)/√2, correspond to the symmetric and antisym-
metric superposition of states with n centered at ±ez, | ↑〉 and | ↓〉, respectively.
The expectation value of staggered magnetization 〈sˆ1,z − sˆ2,z〉 evaluated for the
states | ↑〉 and | ↓〉 differs approximately by 2s. Hence, for s À 1, |g〉 and |e〉
are coherent superpositions of macroscopically different states, i.e., |g〉 and |e〉
are Schro¨dinger cat states. A state prepared in | ↑〉 at a time t = 0 will oscillate
between | ↑〉 and | ↓〉 at a frequency ω = ∆AFM/~.
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Figure 2.1: The antiferromagnetic system with easy axis anisotropy, Eq. (2.5), is
mapped onto a particle in a double well potential, Eq. (2.10). The minima of the
potential energy correspond to the Ne´el ordered configurations with n pointing
along +ez and −ez, respectively. The antiferromagnetic exchange interaction
generates spin dynamics which leads to spin quantum tunneling between these
configurations at a rate ∆AFM/h [Eq. (2.12)].
If the antiferromagnetic system is coupled to an environment, the environ-
ment leads to decoherence and the coherent oscillations between the states | ↑〉
and | ↓〉 are damped. More specifically, if the system is prepared in state | ↑〉 at
time t = 0, the decoherence time T2 = 1/Γdec is the characteristic time in which
the off-diagonal matrix elements of the density matrix in the energy eigenbasis
vanish. In contrast, the relaxation time T1, where typically T1 & T2, is the
time scale on which the system reaches thermal equilibrium, i.e., in the energy
eigenbasis:
ρˆ(t = 0) = | ↑〉〈↑ | = 1
2
(
1 1
1 1
)
T2→ 1
2
(
1 0
0 1
)
T1→ 1
2 cosh(β∆AFM/2)
(
eβ∆AFM/2 0
0 e−β∆AFM/2
)
.
The vanishing of the off-diagonal elements of the density matrix is experimen-
tally accessible in dynamical quantities. For example, the expectation value of
the staggered spin,
〈sˆ1,z(t)− sˆ2,z(t)〉 = 2s(ρˆeg(t) + ρˆge(t)) (2.13)
is determined by the off-diagonal matrix elements of the density matrix. This
shows the importance of looking at the spin dynamics, i.e., spin correlation func-
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tions, for measuring decoherence of quantum coherent oscillations [54]. Macro-
scopic quantum coherence is established only if the system oscillates several
times between | ↑〉 and | ↓〉 before coupling to the environment destroys the
coherent dynamics. Hence, ~Γdec < ∆AFM is required for macroscopic quantum
coherence.
For the antiferromagnetic system, due to the small WKB exponent enter-
ing the tunnel splitting, Eq. (2.12), ∆AFM is typically much larger than in
ferromagnetic systems. Hence, antiferromagnetic systems are more promising
candidates for the observation of quantum coherent tunneling. A disadvantage
of antiferromagnetic systems compared to their ferromagnetic counterparts is
that the experimental detection of quantum tunneling of the Ne´el vector is more
challenging than for quantum tunneling of the total spin, as will be discussed
below.
2.2 Antiferromagnetic molecular rings:
Thermodynamics and spin dynamics
Although various molecular magnetic clusters with antiferromagnetic exchange
interactions have been synthesized to date, the antiferromagnetic molecular
rings (AFMR’s) such as various ferric wheels [55, 56, 57, 58] (see Fig. 2.2) or
the Cr8 wheel [59] are particularly appealing not only from an esthetical point
of view. Rather, the high symmetry of these compounds limits the number of
parameters in the microscopic spin Hamiltonian. For AFMR’s in which an even
number N of spins is arranged on a ring, the system is well described by the
spin Hamiltonian
Hˆ0 = J
N∑
i=1
sˆi · sˆi+1 + gµBB ·
N∑
i=1
sˆi − kz
N∑
i=1
sˆ2i,z, (2.14)
where sˆi is the spin operator at site i with spin quantum number s, sˆN+1 ≡ sˆ1,
J is the nearest neighbor exchange interaction, B the magnetic field, and kz the
single ion anisotropy directed along the ring axis (Fig. 2.3). The anisotropy term
in Eq. (2.14) is the only second order anisotropy term possible for a system with
rotational symmetry cN . Because the g factor is well known for both the Fe
3+
ions in the various ferric wheel compounds and the Cr3+ ion in the Cr8 wheel,
only kz and J remain to be determined experimentally, for example, from the
measurement of the magnetization curve as function of the magnetic field and
the angle between the magnetic field and the ring axis of the molecules [60, 61].
For most AFMR’s synthesized to date, J and kz have been well established by
various experimental techniques including electron spin resonance [62], specific
heat [63], torque magnetometry and magnetic susceptibility [56, 57, 58, 60],
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Figure 2.2: The ferric wheel Na⊂Fe6. Six Fe3+ ions are arranged on a ring and
coupled by antiferromagnetic exchange interactions.
inelastic neutron scattering [57], and spin relaxation in nuclear magnetic reso-
nance [64].
In the following, the low energy properties of antiferromagnetic molecular
rings will be discussed in view of coherent tunneling of the Ne´el vector. For
the particularly interesting case of a magnetic field applied in the ring plane,
B = Bex, all symmetries apart from mirror reflection in the ring plane and
translational invariance in Eq. (2.14) are broken and numerical exact diagonal-
ization is challenging due to the large dimension of the subspaces of the Hilbert
space in which Hˆ is block diagonal. The description in terms of coherent state
spin path integrals allows one to calculate both thermodynamic quantities and
dynamic quantities analytically in the low energy sector.
2.2.1 Thermodynamic properties
All thermodynamic properties of the antiferromagnetic molecular ring can be
obtained from the partition function Z0 for the Hamiltonian Hˆ0 in Eq. (2.14).
Introducing spin coherent states, we decompose the local spin fields si,
si = (−1)i+1sn + l, (2.15)
into a Ne´el ordered field ±sn (n2 = 1) and fluctuations l ⊥ n around it. For
small systems containing 6, 8, or 10 spins, spatial fluctuations of the fields n
and l are frozen out at low temperature T . Because the typical energy scale
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Figure 2.3: Schematic plot of the ferric wheel Fe6. Six Fe
3+ ions with spin
quantum number s = 5/2 each are arranged on a ring and coupled by an
antiferromagnetic nearest neighbor exchange interaction J > 0. The easy axis
anisotropy kz makes energy configurations with the spins pointing along the
z-axis energetically favorable.
for spatial fluctuations of n is determined by the finite size gap of the magnon
spectrum, 2piJ/N , this approximation is good for small rings but becomes ques-
tionable for increasing N . Comparison with numerical exact diagonalization in
Sec. 2.3 shows that corrections due to spatial fluctuations of the Ne´el vector are
indeed small for N = 6 and N = 8.
Carrying out the Gaussian integral over l, we obtain Z0 =∫ Dn exp (− ∫ β~
0
dτ L0[n]/~
)
with a Euclidean Lagrangean depending only on
n [65],
L0[n] =
N~2
8J
[−(in× n˙− h)2 + (h · n)2 − ω20n2z], (2.16)
where ω0 = s
√
8Jkz/~ and h = gµBB/~.
The classical ground state configurations of the easy axis antiferromagnetic
ring, Eq. (2.14), correspond to the two Ne´el ordered states with the spins aligned
along ez. In contrast to the classical description, in a quantum mechanical treat-
ment n always exhibits quantum fluctuations around its classical minima. The
notion of quantum tunneling, however, is only applicable if n is well localized in
the states |↑〉 and |↓〉, i.e. if 1− 〈↑|n2z|↑〉 ¿ 1. Here, |↑〉 and |↓〉 denote states
where n is centered at ±ez, respectively. The quantum fluctuations of n can be
estimated from Eq. (2.16). For h = 0, L0 describes two independent harmonic
oscillators of frequency ω0, corresponding to fluctuations of n in the direction
of ex and ey. If the amplitude of the fluctuations is small, we can evaluate
the mean deviation of the Ne´el vector from ez, 1 − 〈n2z〉 ' 2/(S0/~), where
S0/~ = Ns
√
2kz/J is the classical tunnel action. Hence, n is well localized
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along ez only if S0/~ À 2 or, equivalently, if the ground-state energy, 2×ω0/2,
is small compared to the potential barrier Nkzs
2. The scenario changes if a
strong magnetic field h = hxex, hx À ω0, is applied in the ring plane. Then,
the mode of n along ex is frozen out, such that 1 − 〈n2z〉 ' 1/(S0/~), and the
AFMR exhibits quantum tunneling if S0/~ À 1. Note that for large tunnel
action, S0/~ & 10, the tunnel splitting becomes small, which would make the
system under consideration a less favorable candidate for the observation of
coherent quantum tunneling.
The AFMR’s Li:Fe6, Na:Fe6, Cs:Fe8, Fe10, and Cr8 have been well character-
ized [55, 56, 57, 58, 59, 60, 61]. For Fe10, J = 15.56KkB and kz = 0.0088J . For
Cs:Fe8, J = 22.5KkB and kz = 0.0185J [58]. For Fe6, J and kz vary appreciably
depending on the central alkali metal ion and ligands: for Na:Fe6, J = 32.77KkB
and kz = 0.0136J , whereas for Li:Fe6, J = 20.83KkB and kz = 0.0053J [60, 61].
For Cr8, J = 17.2KkB and kz = 0.0154J . In Table 2.1, S0/~ and ~ω0/2µB are
given for Fe10, Cs:Fe8, Na:Fe6, Cr8, and Li:Fe6. As is obvious from these values,
for none of the molecular rings S0/~ is sufficiently large to assure that a tunnel
scenario is rigorously applicable if hx . ω0. In Na:Fe6, even at large Bx À 20T,
n is far less well localized along ez than in Fe10 or Cs:Fe8, which hence remain
the most favorable candidates for the observation of quantum tunneling. Note
however that even in Fe10 and Cs:Fe8, S0/~ is so small that corrections to the
instanton techniques applied below may become large.
For hx À ω0, the magnetic field B strongly confines n to the (y, z)-plane
and thus determines the tunneling path of the electron spins. This allows one
to further evaluate Z0. We parameterize
n = (cos θ, sin θ cos φ, sin θ sin φ) (2.17)
and expand L0 [Eq. (2.16)] to second order in ϑ = θ − pi/2,
L0[n] =
N~2
8J
[−(hx − iφ˙)2 − ω20 sin2 φ] +
1
2
ϑG−1[φ]ϑ, (2.18)
N s kz/J S0/~ ~ω0/2µB
Fe10 10 5/2 0.0088 3.32 7.68T
Cs:Fe8 8 5/2 0.0185 3.85 16.37T
Na:Fe6 6 5/2 0.0136 2.47 20.11T
Cr8 8 3/2 0.0154 2.07 6.4T
Li:Fe6 6 5/2 0.0053 1.54 7.98T
Table 2.1: S0/~ = Ns
√
2kz/J and ~ω0/2µB for Fe10, Cs:Fe8, Na:Fe6, Cr8, and
Li:Fe6.
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where G−1[φ] = (N~2/4J)(−∂2τ + (hx − iφ˙)2 + ω20 sin2 φ), φ˙ = ∂τφ, and ω0 =
s
√
8Jkz/~ as defined above. The typical energy scales for the dynamics of φ and
ϑ are ω0 and hx, respectively. Because, by assumption, hx À ω0, we can use an
adiabatic approximation, in which ϑ oscillates rapidly in a quasistatic harmonic
potential (N~2/8J)(h2x−2ihxφ˙). Integrating out ϑ, we obtain an expression for
L0 depending only on φ [65]. For kBT/~ ¿ ω0 ¿ hx, we find
L0[φ] ' N~
2
8J
[−(hx − iφ˙)2 − ω20 sin2 φ] + ~
hx − iφ˙
2
+O(ω20/hx), (2.19)
where the term ~(hx − iφ˙)/2 arises from the ϑ fluctuation determinant. The
two saddle-points of Eq. (2.19), φ ≡ pi/2 and φ ≡ 3pi/2, correspond to the
two classical ground state spin configurations. If tunneling is weak, S0/~ À 1,
the remaining path integral over φ is straightforward [53, 65]. Summing all
multi-instanton solutions, one finds
Z0 = 2 exp
[
β
(
N~2
8J
h2x − ~
hx + ω0
2
)]
cosh
(
β∆(hx)
2
)
(2.20)
with the tunnel splitting
∆(hx) = ∆0
∣∣∣∣sin
(
pi
N~
4J
hx
)∣∣∣∣ , (2.21)
where β = 1/kBT , ∆0 = 8~ω0
√
S0/2pi~ exp(−S0/~), and S0/~ = Ns
√
2kz/J .
In particular, ∆ is periodic as a function of hx. Differentiating with respect to
Bx, we obtain the magnetization [65]
Mx = (gµB)
[
N~
4J
hx − 1
2
+
1
2~
∂∆
∂hx
tanh
(
β∆
2
)]
. (2.22)
Because ∂∆/∂hx is discontinuous at the zeroes of ∆, Mx exhibits steps at Bc,n =
n4J/NgµB, where n = 1, 2, . . . , Ns. From
Mα = (gµB)
N~
4J
1
Z
∫
Dn [hα − i(n× n˙)α − nαh · n]
×e−
∫ β~
0
dτ L0[n]/~, (2.23)
it also follows that, for arbitrary hx, Mα = 0 for hα = 0, α = y, z, which is
implied by the invariance of Hˆ0 under rotation around B by pi.
More generally, from the partition function Eq. (2.20) and the free energy
F = −kBT ln Z, one can calculate all thermodynamic properties of the anti-
ferromagnetic molecular rings in the low temperature regime T . ∆/kB where
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Figure 2.4: Schematic representation of the ground state doublet of an AFMR
in the tunneling regime, S0/~ À 2. |g〉 and |e〉 are coherent superpositions of
macroscopically different states.
only the two tunnel-split levels, the ground state and the first excited state of
the ring, are thermally populated. For example, the specific heat cV is expected
to exhibit the Schottky anomaly characteristic for a two-state system. cV (T )
has a maximum at T = 0.4∆/kB [65].
In conclusion, from the semiclassical analysis the following picture of the
low-energy properties of antiferromagnetic molecular rings emerges [65, 44, 45].
There is a doublet of tunnel-split states. The ground state |g〉 and first excited
state |e〉 are the symmetric and antisymmetric superposition, respectively, of
states with the Ne´el vector centered around ±ez, | ↑〉 and | ↓〉, respectively,
|g〉 = 1√
2
(| ↑〉+ | ↓〉), |e〉 = 1√
2
(| ↑〉 − | ↓〉). (2.24)
These energy eigenstates are shown schematically in Fig. 2.4.
2.2.2 Spin dynamics
Thermodynamic properties, such as the rounding of the magnetization steps
Mx(Bx) or the Schottky anomaly in the low temperature specific heat cV (T )
provide a first experimental test for the functional dependence of ∆(Bx) [65].
More information can be obtained from dynamic quantities, i.e., response func-
tions. In particular, quantum coherent tunneling requires a decoherence rate
Γdec much smaller than the tunneling rate ∆/h. An upper bound for Γdec is
given by the linewidth of the resonance line corresponding to a transition be-
tween the tunnel split states at ω = ∆/~ in an electron spin resonance (ESR) or
nuclear magnetic resonance (NMR) experiment. The identification of a correla-
tion function which provides the signature of Ne´el vector tunneling is essential
to aid the experimental search for macroscopic quantum coherence in AFMR’s.
We next calculate the correlation functions of the total spin Sˆ and the Ne´el
vector nˆ using coherent state spin path integrals.
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Correlation function of total spin
The correlation function of the total spin of the ring, Sˆ =
∑N
i=1 sˆi,
χαα(iωn) = (gµB)
2
∫ β~
0
dτ eiωnτ
[〈Tτ Sˆα(τ)Sˆα(0)〉
−〈Sˆα〉2
]
, (2.25)
where α = x, y, z, is experimentally accessible, e.g., in alternating current (AC)
susceptibility or ESR measurements. However, χαα(iωn) contains no terms pro-
portional to 1/(iωn−∆/~) as we will show below. This implies that AC suscep-
tibility or ESR measurements cannot be used to detect Ne´el vector tunneling
in AFMR’s described by Eq. (2.14).
χxx(iωn) can be calculated from the generating functional Z[δhx(τ)], where
δhx(τ) is a small probing field added to the static field hx À ω0. Because we
are only interested in the low frequency response of the AFMR, ωn . ∆/~ ¿
ω0, we may restrict our attention to a slowly varying field δhx whose Fourier
components vanish for ωn & ∆/~. The typical timescale for the dynamics of
φ, 1/ω0, is short compared to the timescale on which δhx varies. In particular,
approximating δhx(τ) by a constant during instanton passage, we find
Z[δhx(τ)] ' 2 exp[
∫ β~
0
dτ
~
(
N~2
8J
(hx + δhx(τ))
2 (2.26)
−~hx + δhx(τ) + ω0
2
)
] cosh[
∫ β~
0
dτ
~
∆(hx + δhx(τ))
2
].
Differentiating twice and setting δhx → 0, for ωn . ∆/~,
χxx(iωn) = (gµB)
2
[N~
4J
+
1
2~
∂2∆
∂h2x
tanh(β∆/2)
+
β
~
(
1
2
∂∆
∂hx
)2
cosh−2(β∆/2)δωn,0
]
. (2.27)
Here, ∆ is the tunnel splitting defined in Eq. (2.21).
The transverse susceptibilities can be evaluated directly from
δ2Z/δhα(τ) δhα(0), α = y, z. Using the parameterization in Eq. (2.17),
ϑ = θ − pi/2 can be integrated out in the path-integral expression for χαα. We
obtain for ωn ¿ hx (see Appendix A.1 for further details)
χyy(iωn) ' (gµB)2N~
4J
,
χzz(iωn) ' (gµB)2N~
4J
. (2.28)
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From Eqs. (2.27) and (2.28) it is evident that none of the susceptibilities
χαα(iωn) contains a term proportional to 1/(iωn ± ∆/~). In the tunneling
regime discussed here, |g〉 and |e〉 are energetically well separated from all other
states. Then, Eq. (2.28) and the spectral representation
χαα(iωn) =
∑
i,j
e−βEi
Z
|〈i|Sˆα|j〉|2
(
1
iωn − (Ei − Ej)/~
− 1
iωn + (Ei − Ej)/~
)
− β~δωn,0〈Sˆα〉2, (2.29)
where |i〉 and |j〉 label energy eigenstates, imply that 〈e|Sˆα|g〉 = 0 (α = x, y, z).
Although for the parameters of Fe10, Cs:Fe8, Na:Fe6, and Cr8 tunnel corrections
to χαα neglected in Eq. (2.28) can be significant, the main conclusion of our
calculation – that coherent tunneling of n does not enter the susceptibilities
χαα – remains valid.
Indeed, 〈e|Sˆα|g〉 = 0 is a direct consequence of the invariance of Hˆ0 as
i → i + 1, i.e., the exchange of the two sublattices of the bipartite AFMR. In
order to clarify this point, we introduce the sublattice spin operators
SˆA =
∑
i odd
sˆi, SˆB =
∑
i even
sˆi. (2.30)
with Sˆ = SˆA + SˆB. In a semiclassical description of the AFMR, spins of one
sublattice couple ferromagnetically to each other. The classical spin fields si
then obey si = SA/(N/2) for odd i, and si = SB/(N/2) for even i. This
amounts to treating SA and SB as single large spins [49, 50, 66] with spin
quantum number Ns/2, and Hˆ0 reduces to
Hˆ0,subl =
4J
N
SˆA · SˆB + ~h · (SˆA + SˆB)
−2kz
N
(Sˆ2A,z + Sˆ
2
B,z). (2.31)
Similarly to the nonlinear sigma model formalism used above, Hˆ0,subl provides
an appropriate description of the low-energy physics of the AFMR.
In Fig. 2.5, the two classical ground-state spin configurations of Hˆ0,subl are
shown. A finite magnetic field B tilts the sublattice spins toward B such that
S = SA + SB is parallel to B. On tunneling of n, the sublattice spins retain
their positions relative to each other and rotate jointly around ex. The total
spin vector S, however, remains invariant during tunneling such that the real-
time spin correlation function does not contain terms proportional to ei∆t/~ or,
equivalently, 〈e|Sˆα|g〉 = 0.
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Figure 2.5: Sublattice spins and total spin of the AFMR in a magnetic field B.
Correlation function of the N¶eel vector
Although the dynamics of the total spin does not provide information on the
quantum tunneling of the Ne´el vector, the tunneling dynamics with tunnel
frequency ∆/h enters the correlation function of the Ne´el vector, as will be
detailed next.
We define the Ne´el vector operator
nˆ =
1
Ns
N∑
i
(−1)i+1sˆi. (2.32)
The correlation function of the Ne´el vector is difficult to measure directly. How-
ever, it is closely related to the correlation function of a single spin,
〈sˆi,α(t)sˆi,α〉 ' s2〈nα(t)nα〉, (2.33)
where i = 1, . . . , N . For low temperatures T . ∆/kB, we find
〈nˆz(t)nˆz〉 '
|〈e|nˆz|g〉|2
(
eβ∆/2ei∆t/~ + e−β∆/2e−i∆t/~
)
2 cosh(β∆/2)
' e
β∆/2ei∆t/~ + e−β∆/2e−i∆t/~
2 cosh(β∆/2)
, (2.34)
where |g〉 and |e〉 denote the ground and first excited state of the antiferro-
magnetic ring, respectively. Equation (2.34) follows from Eq. (2.24) for the
tunneling regime, the relations
nˆz|g〉 ' |e〉,
nˆz|e〉 ' |g〉 (2.35)
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and
nˆz| ↑〉 ' | ↑〉,
nˆz| ↓〉 ' −| ↓〉. (2.36)
Quantum fluctuations around the minima in the action Eq. (2.18) lead to a re-
duction of the matrix element |〈e|nˆz|g〉| in Eq. (2.34) compared to 1 by 1/(S0/~).
The fluctuation-dissipation theorem implies that, because of Eq. (2.34), the
imaginary part of the Ne´el vector susceptibility exhibits a delta peak at the
tunnel frequency of the Ne´el vector,
χ′′nznz(ω ' ∆/~) =
1
2
∫ ∞
−∞
dt eiωt〈[nˆz(t), nˆz]〉
' pi tanh
(
β∆
2
)
δ(ω −∆/~). (2.37)
In presence of decoherence, the delta peak will be broadened. The linewidth
provides an upper limit for the decoherence rate Γdec of the Ne´el vector tun-
neling. This illustrates that measurement of dynamic quantities, i.e., frequency
dependent response functions, is vital in order to determine whether quan-
tum coherence is established (Γdec < ∆/~) or quantum tunneling is incoherent
(Γdec & ∆/~).
Finally, it should be pointed out that the observation of an approximate
single-frequency oscillation in a correlation function, e.g. 〈nz(t)nz〉 for the
AFMR, does not prove the existence of a quantum tunneling phenomenon.
Rather, the measurement of a dynamic quantity must be supplemented by addi-
tional information on the confining potential for the system under consideration,
i.e., the easy axis anisotropy parameter kz for the present case.
2.3 Comparison with exact diagonalization
The semiclassical analysis of AFMR’s presented in Secs. 2.2.1 and 2.2.2 is based
on the following assumptions:
(i) The spin quantum number s is sufficiently large that 1/s-corrections in
the spin path integral are negligible.
(ii) Spatial fluctuation of the Ne´el vector and the homogeneous magnetization
are small in rings with N = 6, 8, and 10.
(iii) The tunnel action S0/~ is sufficiently large that the partition function can
be evaluated using the non-interacting instanton approximation.
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As shown in Table 2.1, the AFMR’s available are marginal in view of quan-
tum tunneling because the tunnel actions are of order S0/~ ∼ 2–4. In order to
estimate the quality of the semiclassical approach discussed in Secs. 2.2.1 and
2.2.2, we now compare our results with numerical exact diagonalization. The
rigid rotor approach [65], in which assumption (i) and (ii) are also invoked but
no tunneling regime is assumed allows us to estimate the errors introduced by
(i) and (ii). Lanczos exact diagonalization techniques have previously been ap-
plied only for the ground state, in order to compute magnetization and torque
as a function of applied field [61]. We will focus on the dynamical properties
of the molecular rings Na:Fe6 and Cs:Fe8. We present a detailed investigation
of the dynamical properties of ferric wheels which require that excited states
and all corresponding matrix elements be taken into account. We work within
the minimal model Hamiltonian for AFMR’s with effective uniaxial anisotropy,
Eq. (2.14). For finite anisotropy the total spin is not a good quantum num-
ber because kz 6= 0 leads to mixing of different spin multiplets which makes
numerical exact diagonalization challenging.
The dynamical variables we consider are the autocorrelation functions of
the total-spin and Ne´el-vector operators, 〈Sˆα(t)Sˆα(0)〉 and 〈nˆα(t)nˆα(0)〉, from
which one may seek temporal oscillations characteristic of coherent tunneling
dynamics. Working with correlation functions of total spin and Ne´el vector is
advantageous because it allows one to retain some of the spatial symmetries
in numerical exact diagonalization. This simplifies the computation of matrix
elements of Sˆ and nˆ required in addition to the energy spectra for a full under-
standing of the dynamics.
The dynamical response of a single spin of the AFMR may also be considered
directly. However, we state that all relevant dynamical properties are encoded
in the two correlation functions 〈Sˆα(t)Sˆα(0)〉 and 〈nˆα(t)nˆα(0)〉, and show that
the single-spin quantities can be deduced from these as follows. We denote by
eip the eigenvalue of the one-site translation operator on the ring, and presume
that all low-energy states are contained in the sectors p = 0 and p = pi, a fact
we will verify below. If the ground state, |g〉, is in the sector p = 0, then matrix
elements 〈i|Sα|g〉 are finite only for states |i〉 in the sector p = 0 and matrix
elements 〈i|nα|g〉 are finite only for states |i〉 in the sector p = pi. Because all
states considered are invariant under translations by two lattice sites, Sˆ may be
approximately substituted by 1
2
N(sˆ1 + sˆ2) and nˆ by
1
2s
(sˆ1 − sˆ2). It follows that
single-spin correlation functions are given at low frequencies by
〈sˆ1α(t)sˆ1α(0)〉 ' s2〈nˆα(t)nˆα(0)〉+ 1
N2
〈Sˆα(t)Sˆα(0)〉, (2.38)
because the cross-correlation functions 〈nˆα(t)Sˆα(0)〉 vanish due to the opposing
symmetries of nˆ and Sˆ under one-site translation.
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Taking as a guide the semiclassical treatment in Sec. 2.2.2, a tunneling
scenario is applicable if the ground and first excited states, |g〉 and |e〉, are
energetically well separated from all other states and form a (weakly) tunnel-
split doublet with splitting ∆ = Ee − Eg. Because the states |g〉 and |e〉 have
opposing behavior under translation, as mentioned above, the total-spin matrix
element vanishes in this manifold, 〈e|Sˆ|g〉 = 0, and 〈Sˆz(t)Sˆz(0)〉 has no coherent
oscillations with period characteristic of the tunneling time h/∆. This result has
been obtained in Sec. 2.2.2 using a spin path integral formalism. By contrast,
the dynamical properties of the Ne´el vector are dominated by tunneling in the
lowest manifold, |〈e|nˆz|g〉| ∼ 1, so that 〈nˆz(t)nˆz(0)〉 should exhibit coherent
oscillations with period 2pi/∆.
The complete Hilbert spaces for Fe6 and Fe8 rings contain 6
6 = 46656
and 68 = 1679616 states, respectively. Due to the presence of the single ion
anisotropy (kz 6= 0) in Eq. (2.14), there are no symmetries in spin space for a
magnetic field applied at a generic angle to the z-direction, leaving the spatial
symmetries of one-site translation and reflection at a given site. The ground
state in a magnetic field is always located either in the sector with p = 0 or
with p = pi and has positive parity with respect to site reflection. These two
sectors also contain the lowest excitations. The dimensions of these sectors are
4291 (107331) for p = 0 and 4145 (106680) for p = pi in the case of Fe6 (Fe8).
Since the Ne´el vector connects these two subspaces, we work in the sum of the
two spaces for the computation of matrix elements and correlation functions.
For Fe6 we have computed the lowest 350 eigenvectors and eigenvalues in the
subspace of dimension 8436. We estimate that this truncation leads to errors
in the temporal correlation functions on the order of 10−6 of the peak values,
meaning that the truncation error is undetectable in any of the figures below
for Fe6, while numerical errors for the individual eigenstates are considerably
smaller still. For Fe8 we have retained the lowest 50 energy levels in the com-
bined subspace, and have an estimated truncation error on the order of 10−4
of the peak values in the temporal correlation functions. All of our results are
obtained for zero temperature using the minimal Hamiltonian Eq. (2.14), and
so include no source of decoherence.
We will focus on magnetic fields applied in the plane of the ring, the geometry
which retains the highest tunnel barrier, with maximal localization of the Ne´el
vector, at given field. We have also considered field angles out of the plane of
the ring, and confirmed that they yield qualitatively similar results at strong
fields. This is to be expected because the physical situation remains one in
which the spins are largely confined to a planar motion between two potential
minima. Here we calculate dynamical quantities and discuss the information
they contain on quantum coherent tunneling.
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Figure 2.6: Lowest energy level spacings ∆i = Ei − Eg for an Na:Fe6 ring
described by the minimal Hamiltonian (2.14), for applied fields gµBBx = 3.1J
(a) and gµBBx = 3.5J (b). The thickness of the vertical lines represents the
magnitude of the matrix elements of nˆz connecting each level pair.
2.3.1 Na:Fe6
We begin with a discussion of the energy spectrum for Na:Fe6, for which kz/J =
0.0136 in Eq. (2.14) [61]. Fig. 2.6 shows the lowest energy levels for two fields
chosen near the center of a magnetization plateau (a) and very close to a level
crossing (b) (see Figs. 2.9 and 2.10 below). Near the level crossing, there are
indeed two nearly degenerate levels lying well below any of the others, but we
stress that this alone is not sufficient to guarantee single-frequency oscillations
corresponding to the energy difference ∆ in any observable, and thus to justify a
two-level tunneling scenario. This point is represented schematically in Fig. 2.6
by the lines connecting the levels, the thickness of which corresponds to the
magnitude of the matrix element |〈i|nˆz|j〉|, where i and j denote energy levels.
For fields corresponding to the center of a magnetization plateau, one observes
by contrast that there is no clear two-level manifold, but that the matrix element
of nˆz between the lowest pair of levels is dominant. This situation, |〈e|nˆz|g〉| ∼
1, can be taken to express the requirement for a two-level description to be
adequate for tunneling of the Ne´el vector.
Time Domain
There are in principle two ways of testing the coherent low-energy dynamics
of a two-level system at low temperatures. The first would be to prepare the
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Figure 2.7: The Ne´el vector correlation function 〈nˆz(t)nˆz(0)〉 for Na:Fe6 in
magnetic fields (a) gµBBx = 3.1J and (b) gµBBx = 3.5J . The frequency of the
oscillation varies strongly with Bx because of the sinusoidal dependence of ∆
on Bx in Eq. (2.21).
system in a non-eigenstate of the Hamiltonian, | ↑〉 = (|g〉 + |e〉)/√2, and
then to observe coherent oscillations of the quantity of interest (here nˆz) in the
time domain. The second is to measure ground-state correlation functions such
as 〈g|nˆz(t) nˆz(0)|g〉 with a spectroscopic method. For an idealized tunneling
scenario in which nˆz connects only |g〉 and |e〉, these two quantities contain the
same information because
|Re 〈g|nˆz(t) nˆz(0)|g〉| ≈ |〈↑ |nˆz(t) nˆz(0)| ↑〉|. (2.39)
In the tunneling limit where |〈g|nˆz|e〉| ∼ 1, 〈g|nˆz(t) nˆz(0)|g〉 = |〈g|nˆz|e〉|2ei∆t/~.
The correlation functions obtained from exact diagonalization indeed show
coherent oscillations with periods h/∆ = 24.5~/J near the plateau center
[Fig. 2.7(a)] and h/∆ = 132.0~/J near the level crossing, where in addition
a strong component of a higher harmonic is clearly evident [Fig. 2.7(b)]. The
solid and dashed curves in Fig. 2.7, representing respectively the left- and right-
hand sides of Eq. (2.39), do not coincide because of additional components
present in the correlation function of | ↑〉 [right-hand side of (2.39)]. These
indicate that |e〉 has significant matrix elements of nˆz with states other than
|g〉 (Fig. 2.6). This is also expected from the semiclassical analysis in Sec. 2.2
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Figure 2.8: The total-spin correlation function 〈Sˆz(t)Sˆz(0)〉 for Na:Fe6 in mag-
netic fields (a) gµBBx = 3.1J and (b) gµBBx = 3.5J . The characteristic fre-
quency is determined by the Zeeman energy, gµBBx.
because the mapping of Na:Fe6 onto a two-level system is marginal because of
the small tunnel action S0/~ = 2.47.
In stark contrast to 〈nˆz(t)nˆz(0)〉, the total-spin correlation function
〈Sˆz(t)Sˆz(0)〉 (Fig. 2.8) shows oscillations only at the much higher frequency
hx, as expected from Eq. (A.8) and the symmetry considerations presented
in Sec. 2.2.2. These field-driven oscillations do not correspond to a quantum
tunneling process.
Spectra and Matrix Elements
The correlation functions shown above may be understood directly from the
matrix elements between the lowest-lying energy levels for the components of
the total-spin and Ne´el-vector operators. The symbols in Fig. 2.9 show the
numerical results for energy-level splittings and matrix elements of nˆz in the low-
energy manifold of Na:Fe6. The energy separations ∆i [Fig. 2.9(a)] confirm that
an appreciable separation remains between the lowest pair of states and the next
higher level for all fields. That this criterion alone is not sufficient to assess the
quality of a two-level description is shown by the matrix elements in Fig. 2.9(b).
While |〈e|nˆz|g〉| is indeed large for all fields, the matrix element |〈2|nˆz|g〉| is also
significant at fields close to the level crossings. Here, |2〉 denotes the second
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Figure 2.9: Evolution with magnetic field of (a) the energy-level splittings ∆i
and (b) the matrix elements |〈i|nˆz|g〉| for the low-energy sector (i = 1, 2) in
Na:Fe6. Exact diagonalization results (symbols) are compared with the rigid
rotor approximation (lines).
excited state. In fact at the plateau centers |〈2|nˆz|g〉| vanishes identically, and
in this field regime |〈e|nˆz|g〉| is considerably larger than |〈i|nˆz|g〉| for all i ≥ 2.
Our exact diagonalization calculations confirm that the semiclassical picture
of Ne´el vector tunneling between directions +ez to −ez is indeed appropriate
here. At the level-crossing fields more of the higher matrix elements of nˆz are
appreciable [Fig. 2(b)], and in particular |〈2|nˆz|g〉| has 66.0% of the magnitude
of |〈e|nˆz|g〉|. In the semiclassical description this corresponds to the Ne´el vector
being rather less well localized along ±ez than for fields at the plateau centers.
The effects of the higher matrix elements with |g〉 [Fig. 2.9(b)] are evident in the
solid lines in Figs. 2.7(a) and (b): High frequency components are superimposed
on the dominant slow dynamics of the Ne´el vector which reflects the quantum
tunneling. These fast oscillations correspond to the oscillations of the Ne´el
vector in each of the potential wells rather than the tunneling between the
potential wells.
Fig. 2.10(a) shows the spectrum of Na:Fe6 as a function of magnetic field, ex-
panded to splittings ∆i = 5.5J , which illustrates both the anticrossing between
the second and third levels, and the presence of a linearly evolving Zeeman-
split level at ∆i ≈ ~hx. The total-spin matrix elements in Fig. 2.10(b) show
the two primary features expected on symmetry grounds. The matrix element
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in the low-energy sector vanishes, 〈e|Sˆz|g〉 = 0, and the dominant matrix ele-
ment appears at the Zeeman splitting. This situation remains very close to the
kz = 0 limit, where the field-driven Zeeman transition is the only process with
a non-vanishing matrix element, |〈i|Sˆz|g〉| =
√
S(hx)/2, in which S(hx) denotes
the spin of the ground state at field Bx and |i〉 is the energy eigenstate with
Ei − Eg ' ~hx.
Rigid-Rotor Model
Further insight may be gained into the nature of our exact results by comparison
with those from semiclassical approaches (Sec. 2.2), which specify the conditions
for the two-level system to provide an appropriate description of the low-energy
spectrum of Eq. (2.14). Under the assumptions that the spins in the ferric
wheel have alternating (Ne´el) alignment and that magnon excitations may be
neglected, Hˆ0 can be mapped to the Hamiltonian of a rigid rotor (RR) [65],
HˆRR =
2J
N
Lˆ2 + ~h · Lˆ−Nkzs2nˆ2z, (2.40)
where nˆ and Lˆ are respectively the position and angular momentum of a par-
ticle confined to the unit sphere. Equation (2.40) follows from the Lagrangean,
Eq. (2.16), by a canonical transformation. The operator for total spin is rep-
resented by the angular momentum of the particle, Sˆ = Lˆ, the eigenstates of
which, |l,m〉, are spherical harmonics. The term −Nkzs2nˆ2z accounts for the
anisotropy potential which renders energetically favorable those spin configu-
rations for which the Ne´el vector n is aligned with ±ez. For small kz, the
eigenstates of Eq. (2.40) have almost uniform probability distribution of n in
the plane perpendicular to the magnetic field, which corresponds to the kinetic
limit of HˆRR. The opposite limit of large kz is specified by the condition that
the tunnel action S0/~ = Ns
√
2kz/J be very much greater than 1, and it is
here that a two-level description of quantum tunneling of the staggered magne-
tization is appropriate.
The condition S0/~ > 1 may be taken to mark the onset of a spin quantum
tunneling regime, in which there is only one pair of tunnel-split states in the low-
energy sector. In this respect a two-level approximation is marginal for the real
AFMR’s, although it should be rather better defined for Cs:Fe8 (S0/~ = 3.8) and
Fe10 (S0/~ = 3.3) than for Na:Fe6 (S0/~ = 2.5). In this regime of intermediate
kz/J the rigid rotor framework remains applicable because no weak tunneling
is assumed in deriving Eq. (2.40), but the anisotropy energy −Nkzs2nˆ2z, which
may not be treated perturbatively, gives rise to significant mixing of states of
differing angular momentum l. A quantitative comparison of rigid rotor results
with exact diagonalization then requires exact diagonalization of Eq. (2.40).
This is most easily performed in the basis |l,m〉 in which Lˆ is diagonal, and
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Figure 2.10: (a) Evolution with magnetic field of energy spectra for Na:Fe6
up to ∆i = 5.5J . The solid lines represent exact diagonalization data in the
momentum sectors p = 0 and p = pi (in both cases, only states with positive
site parity appear in the energy range of the figure), while the dashed lines
correspond to momenta p = pi/3 and p = 2pi/3 which are absent in the rigid
rotor model. Note the almost linearly Zeeman-split state at ∆i ≈ ~hx. (b)
Matrix element |〈i|Sˆz|g〉| as a function of magnetic field, represented by radius of
open circles. The dominant matrix element corresponds to the level with ∆i ≈
~hx for ~hx ≥ 0.7J , while for the same field range the next-largest elements
correspond to still higher excited levels.
the matrix elements 〈l′,m′|nˆ2z|l,m〉 are evaluated in spherical coordinates. For
moderate fields, the unphysical states of large angular momenta (l > 15) may be
neglected in the rigid rotor approach, and the dimension of the Hilbert space is
then reduced very significantly over that of the full Hamiltonian (256 compared
to 46656 for Fe6).
Comparisons between exact diagonalization of the rigid rotor model (2.40)
and the exact numerical results are shown in Fig. 2.9. There is rather good
general agreement in the low-energy sector, especially in magnitudes of ∆i and
|〈i|nˆz|g〉|, but also a drift in field of the predicted magnetization step positions
from the exact result [67, 68, 69]. This is thought to be largely a consequence
of neglecting magnon excitations, by which is meant spin misalignments within
each of the sublattices, and can be removed by a uniform rescaling (with a factor
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of 1.036 for the parameters of Na:Fe6). The rigid rotor model is not expected
to perform as well at higher energies, a statement which can be quantified by
inspection of the exact spectra shown in Fig. 2.10(a), where energy levels cor-
responding to the momentum sectors p = pi/3 and 2pi/3 appear at ∆i > 4J .
These momentum sectors are not contained in the rigid rotor description in
which spatial fluctuations of the Ne´el vector have been neglected. However, the
rigid rotor prediction of the total-spin matrix elements shown in Fig. 2.10(b)
remains quite accurate for the energies shown, including the qualitative result
that no matrix elements of the total-spin components connect |g〉 and |e〉 and
the quantitative result for the ground-state spin S(hx) ∼ bN~hx/4Jc appearing
in the only large matrix element |〈i|Sˆz|g〉| ≈
√
S(hx)/2 at ∆i ≈ hx. We may
summarize by remarking that, for S0/~ > 1, the two-level paradigm [Eq. (2.24)]
delivers a simple conceptual picture of the low-energy spin dynamics in terms
of coherent tunneling of the staggered magnetization, and that in addition the
semiclassical treatment based on exact diagonalization of the rigid rotor ap-
proximation provides semi-quantitative accuracy for the physical parameters of
the real materials.
2.3.2 Cs:Fe8
We turn briefly to the 8-membered ferric wheel Cs:Fe8. The effective uniaxial
anisotropy which may be extracted from the magnetization data for this ma-
terial [58] is considerably stronger than in the case of Na:Fe6 presented above.
Numerically, dynamical simulations remain possible for this system, despite the
much larger Hilbert space. Figure 2.11 shows the energy spectrum for a Cs:Fe8
system, again described by Eq. (2.14), with the anisotropy ratio deduced [61]
from the angle-dependence of the first critical field [58] to be kz/J = 0.0185.
The situation remains qualitatively similar to Na:Fe6, but has visible differ-
ences as a result of the larger values of N and kz/J . The stronger coupling
between eigenstates |l,m〉 results in a stronger anticrossing of levels |e〉 and |2〉
at the plateau centers and a smaller maximal ∆. This enhanced separation of
the two-state manifold at lowest energies, combined with an increased tunnel
barrier, makes the semiclassical tunneling description more appropriate, as ex-
pected from the larger value of S0/~. Although in Fig. 2.11 we show only the
results of full diagonalization, we have verifed that, as in the case of Na:Fe6,
the rigid rotor model again provides qualitatively similar results, albeit with a
larger drift in the level-crossing fields.
Figure 2.12 shows the Ne´el vector correlation function for the system in two
magnetic fields chosen close to a plateau center and to a plateau edge. We ob-
serve rather clean, single-component temporal oscillations near the center of the
magnetization plateau [Fig. 2.12(a)], where the admixture of higher frequencies
is indeed weak. Near the level crossing [Fig. 2.12(b)] the second-largest matrix
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Figure 2.11: Evolution with magnetic field of (a) energy-level splittings ∆i and
(b) matrix elements |〈i|nˆz|g〉| for the low-energy sector in Cs:Fe8. In (b), the
circles correspond to |i〉 = |e〉 and diamonds to higher excited states i ≥ 2.
element, |〈2|nˆz|g〉|, has 43.4% of the magnitude of |〈e|nˆz|g〉|. However, the large
separation in frequency scales results in clearly visible contributions from both
components, and thus to pronounced low-frequency oscillations in 〈nˆz(t)nˆz(0)〉
corresponding to coherent Ne´el vector tunneling in Fig. 2.12(b).
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Figure 2.12: The Ne´el vector correlation function 〈nˆz(t)nˆz(0)〉 for Cs:Fe8 in
magnetic fields (a) gµBBx = 3.4J and (b) gµBBx = 3.72J .
Chapter 3
Detecting macroscopic quantum
coherence in antiferromagnetic
molecular rings
As shown in Sec. 2.2, antiferromagnetic molecular rings (AFMR’s) are promising
candidates for macroscopic quantum coherence in the form of tunneling of the
Ne´el vector. Detection of the Ne´el vector tunneling requires probes that couple
only to single spins of the ring because the total spin of the AFMR remains
invariant on tunneling of the Ne´el vector. In the following we show that both
nuclear magnetic resonance (Sec. 3.1) and electron spin resonance in doped
rings (Sec. 3.2) are adequate experimental techniques for the observation of
Ne´el vector quantum tunneling [44, 45].
3.1 Nuclear magnetic resonance
A nuclear spin Iˆ coupled only to a single electron spin of the antiferromagnetic
ring is a natural candidate for a local probe, as indicated in [70] for a bulk
antiferromagnetic system. We show that in small AFMR’s in which the Ne´el
vector n itself has additional coherent dynamics, the correlation functions of the
nuclear spin exhibit signatures of the tunneling of n. In particular, we discuss
the coherent dynamics of one nuclear spin coupled to one of the electron spins
of the AFMR and show that both the tunnel splitting ∆ and the electron spin
decoherence rate can be obtained from nuclear magnetic resonance (NMR) and
electron spin resonance (ESR) spectra.
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3.1.1 Nuclear susceptibilities
NMR techniques have been widely used to study molecular magnets [64, 71,
72, 73, 74]. For simplicity, we restrict our considerations to interactions of
the form Hˆ ′ = Asˆ1 · Iˆ, which includes both the hyperfine contact interaction
and the direction-independent part of the magnetic dipolar interaction. Our
theoretical framework will be illustrated for the ferric wheel Fe10. For the NMR
active nucleus 57Fe, the dominant coupling to the electron spin is by a hyperfine
contact interaction, AFes ' 3.3mKkB [75]. In contrast, the interaction of a 1H
nuclear spin with the electron spins is dipolar, with a direction-independent term∑
i Aisˆi · Iˆ. For antiferromagnetic order, the sum yields an effective coupling
AHsnˆ · Iˆ, where, for Fe10, the coefficient AH =
∑
i(−1)i+1Ai depends strongly on
the site of the proton spin Iˆ. For many of the inequivalent sites, however, AH
is of order 0.1mKkB [74]. With NFe and NH the numbers of NMR-active
57Fe
and proton nuclei, as long as NFeAFe + NHAH ¿ ∆, the effect of the nuclear
spins on the electron spin dynamics remains small. In particular, the hyperfine
field of the the nuclear spins is too small to give rise to a substantial energy bias
between different Ne´el ordered spin configurations that would suppress quantum
tunneling of n. We define the decoherence rates ΓI and Γdec of the nuclear
and electronic spins as the decay rates of the oscillations with ω = γIBx/~ in
〈Iˆy(t)Iˆy〉 and ω = ∆/~ in 〈nˆz(t)nˆz〉, respectively. For time scales t < 1/Γdec,
the electron spin produces a coherently oscillating effective magnetic field with
frequency ∆/~ at the site of the nucleus.
In order to show that this field affects the nuclear spin dynamics, we now
consider a single, NMR-active 57Fe or 1H nucleus (inset of Fig. 3.2). For
kBT ¿ ~ω0, we may restrict our considerations to the Hilbert space spanned
by the tunnel-split states {|g〉, |e〉} of the AFMR [Eq. (2.24)]. By using the
decomposition si = (−1)i+1sn + l of a single spin into staggered magnetization
±sn, n2 = 1, and fluctuations l ⊥ n around the Ne´el ordered state, we obtain
Hˆ ′ = Asˆ1 · Iˆ ' Asnˆ · Iˆ. We show now that, due to 〈e|nˆz|g〉 6= 0, the tunnel-
ing dynamics of n can be obtained from the nuclear spin correlation functions
〈Iˆα(t)Iˆα〉. With 〈e|nˆz|g〉 = O(1), the dominant term in Hˆ ′ is Asnˆz Iˆz, and we
approximate the hyperfine coupling
Hˆ ′ ' Asnˆz Iˆz. (3.1)
NMR experiments measure via power absorption the imaginary part of the nu-
clear spin susceptibility, χ′′I,αα(ω), and by pulsed techniques the nuclear spin cor-
relation functions 〈Iˆα(t)Iˆα〉 in the time domain [76]. From expanding 〈Iˆα(t)Iˆα〉
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in Hˆ ′,
〈Iˆα(t)Iˆα〉 ' 〈Iˆα(t)Iˆα〉0 − A2s2/~2
∫ t
−∞
dt′
∫ 0
−∞
dt′′ (3.2)
×〈[Iˆz(t′), Iˆα(t)][Iˆz(t′′), Iˆα]〉0〈nˆz(t′)nˆz(t′′)〉0,
it is evident that the dynamics of n enters χ′′I,αα(ω). Here, the subscript 0
denotes the thermal average for the system in which electron and nuclear spins
are uncoupled, A = 0.
To evaluate Eq. (3.2), we diagonalize the Hamiltonian
Hˆ = −∆
2
(|g〉〈g| − |e〉〈e|)− γIBxIˆx + AsIˆznˆz, (3.3)
with γI the nuclear gyromagnetic ratio, which describes the ferric wheel in
the low-energy sector with a single nuclear spin Iˆ coupled to sˆ1, Eq. (3.1).
We assume thermal equilibrium for both electron and nuclear spins. For Fe10
and the other AFMR’s in the high field regime, the results may be derived by
expansion to leading order in As/∆ and γIBx/∆, because ∆0 À γIBx, As, for
both 57Fe and 1H nuclei, and Bx ' 10T. For a nuclear spin I = 1/2, χ′′I,zz(ω)
displays the unperturbed emission and absorption peaks at ω ' ±γIBx/~,
although these are slightly shifted if the hyperfine term Al · I is taken into
account. χ′′I,xx(ω), however, displays resonant absorption and emission of small
intensity at ω = ±(∆± γIBx)/~. Finally, the nuclear susceptibility
χ′′I,yy(ω) =
pi
4
[
tanh
(
βγIBx
2
)
δ(ω − γIBx/~) (3.4)
+
(
As
∆
)2
tanh
(
β∆
2
)
δ(ω −∆/~)
]
− [ω → −ω]
exhibits satellite resonances at the tunnel splitting ∆ of the electron spin system.
Their physical origin is readily understood in terms of a classical vector
model (see Fig. 3.1). For A = 0, I(t) precesses around the static magnetic
field B = Bxex. For A 6= 0, the coherent tunneling of n leads to an oscillating
hyperfine field As1(t) ' As cos(∆t/~)ez at the site of the nucleus. In contrast
to a static hyperfine field which induces a change in precession frequency and
axis for I, the rapidly oscillating hyperfine field in the AFMR leads only to a
small deviation δI(t) = O(As/∆) from the original precession. In particular,
δIy(t) ∝ (As/∆) sin(∆t/~) also oscillates at frequency ∆/~ and, hence, gives
rise to the second term in Eq. (3.4).
On a technical level, the simplest way to derive Eq. (3.4) is to apply pertur-
bation theory in Hˆ ′ in the truncated Hilbert space spanned by the ground state
doublet {|g〉, |e〉} of the AFMR and the Iˆx eigenstates of the nuclear spin, {| ↑x
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Figure 3.1: (a) In absence of a hyperfine coupling, the nuclear spin I precesses
around the external magnetic field. (b) and (c) For A 6= 0, a precession around
the hyperfine field As1 is superimposed on the precession around the magnetic
field. For a tunneling electron spin which reverses its direction at a rate ∆/h,
the typical timescale of the precession of I around the hyperfine field is h/∆.
〉, | ↓〉x}. For vanishing hyperfine coupling, A = 0, {|g ↓x〉, |e ↑x〉, |g ↑x〉, |e ↓x〉}
are energy eigenstates with eigenenergies {(−∆+γIBx)/2, (∆−γIBx)/2, (−∆−
γIBx)/2, (∆ + γIBx)/2}, respectively. To first order in perturbation theory in
Hˆ ′, for ∆ À γIBx, As, one obtains the eigenstates
|1〉 ' |g ↓x〉 − As
2∆
|e ↑x〉,
|2〉 ' |e ↑x〉+ As
2∆
|g ↓x〉,
|3〉 ' |g ↑x〉 − As
2∆
|e ↓x〉, (3.5)
|4〉 ' |e ↓x〉+ As
2∆
|g ↑x〉
with eigenenergies
E1,3 = −∆
2
± γIBx
2
, E2,4 =
∆
2
∓ γIBx
2
, (3.6)
which remain unchanged to first order in As/∆. The expansion in Eq. (3.5)
shows that perturbation theory in Hˆ ′ remains valid as long as As ¿ ∆. The
spectral representation for the nuclear susceptibility is [76]
χ′′I,yy(ω) = pi
∑
i>j
(pi − pj)|〈i|Iˆy|j〉|2
[
δ(ω − (Ei − Ej)/~)
−δ(ω + (Ei − Ej)/~)
]
, (3.7)
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Figure 3.2: Comparison of the analytical result for ∆ (upper panel) and |〈e|Iˆy|g〉|
(lower panel) with exact numerical results for a small system, N = 4, s = 3/2,
kz = 0.2J , and A = 9× 10−5J . The numerical values (¦) for |〈e|Iˆy|g〉| are well
approximated by As/2∆ (solid line), with a small offset in Bx resulting from the
shift of the magnetization steps when kz 6= 0. For reference, the ratios As/2∆
with the numerical values for ∆ are shown (•) in the lower panel.
where pi is the equilibrium probability for the system to be in state |i〉 and
i, j = 1, 2, 3, 4. Only the matrix elements |〈3|Iˆy|1〉| = |〈4|Iˆy|2〉| = 1/2 and
|〈4|Iˆy|1〉| = |〈3|Iˆy|2〉| = As/2∆ are finite, which directly proves Eq. (3.4).
We restricted the above analysis to the low-energy sector of the ferric wheel.
To check this approximation, we have performed exact numerical diagonaliza-
tion on a small antiferromagnetic ring with one nuclear spin of I = 1/2 coupled
to one of the electron spins. For the small systems accessible by exact diago-
nalization, in this case N = 4, s = 3/2, and kz = 0.2J , the field range for which
the theoretical framework is applicable becomes rather small: 2J ¿ ~hx ¿ 6J .
However, the numerical results (Fig. 3.2) for 〈e|Iˆy|g〉 indicate that our analyti-
cal value |〈e|Iˆy|g〉| = As/2∆ entering Eq. (3.4) is a good approximation. Here,
|〈e|Iˆy|g〉| is shorthand for the matrix elements |〈4|Iˆy|1〉| = |〈3|Iˆy|2〉| introduced
above. For our parameters, the analytical value tends to overestimate 〈e|Iˆy|g〉
by ∼ 30% because, in reality, the matrix element |〈e|nˆz|g〉| is smaller than
unity because of quantum fluctuations of the Ne´el vector around the potential
minima.
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3.1.2 Experimental realization
We turn next to a discussion of the experimental feasibility of measuring ∆ by
NMR. Because As/∆ ¿ 1, the intensity of the satellite peaks at ω = ±∆/~
[Eq. (3.4)] is small compared to that of the main peaks at ω = ±γIBx/~.
However, this satellite peak intensity may be increased significantly by tuning
Bx close to one of the critical values B
c
x at which the magnetization of the
AFMR jumps and ∆(Bx = B
c
x) = 0. Note, however, that our theory only
applies to high magnetic fields, Bx > 7.7T for Fe10.
Coherent tunneling of the Ne´el vector n requires ∆ & ~Γdec. An estimate
of Γdec can be obtained from the typical energy scales of various interactions
that lead to decoherence. Spin-phonon interactions are frozen out at low T .
Nuclear dipolar (0.1mKkB) and hyperfine (1mKkB) interactions are significantly
smaller than interring electron spin dipolar interactions (some 10mKkB). These
numbers indicate that, in Fe10, tunneling of n is expected to be coherent for a
wide range of ∆ ¿ ∆0, where ∆0 ' 2.18KkB is the maximum tunnel splitting.
We consider first 57Fe, with γI = 0.18µN [75]. For T ' 2K and Bx ∼ 10T,
the relative intensity of the satellite peak at ∆ = ∆0 = 2.18KkB compared to
the resonance at γIBx is (As/∆)
2 tanh(β∆/2)/ tanh(βγIBx/2) ' 0.007. This
intensity, however, increases by a factor of 10 (100) for ∆ = 0.1∆0 (∆ = 0.01∆0).
For 1H with γI = 5.59µN [75], and a typical value As ' 0.1mKkB, the relative
peak intensity is 2.05×10−7 (∆ = ∆0), 2.25×10−6 (∆ = 0.1∆0), and 2.25×10−5
(∆ = 0.01∆0). However, the number of protons in the ring is much larger
than that of NMR-active 57Fe nuclei, 10 . NH/NFe . 100, depending on the
doping with 57Fe. Taking into account that the sensitivity of proton NMR is
larger than that of Fe NMR by a factor of 3 × 104 [75], 57Fe and proton NMR
appear to be similarly appropriate for detecting the coherent tunneling of n.
The observation of the satellite peak in Eq. (3.4) is feasible, but still remains a
challenging experimental task. The experiment must be conducted with single
crystals of Fe10 (or a Fe6 system with sufficiently large kz > 2J/(Ns)
2) at high,
tunable fields (10T) and low temperatures (2K). Moreover, because the field B cx
at which ∆ vanishes depends sensitively on the relative orientation of B and the
easy axis [60, 61], careful field sweeps are necessary to ensure that ∆/∆0 ¿ 1
is maintained. Note that the NMR experiment suggested here could be more
easily realized with nuclear spins exhibiting higher NMR sensitivity than 57Fe.
We show now that, from NMR spectra, also an upper bound for Γdec can be
extracted. The NMR resonance lines are broadened by the decoherence of the
nuclear spin, with width ΓI at ±γIBx/~. The NMR resonances at ω = ±∆/~
also involve correlation functions of n, see (3.2). Thus the decoherence of the
electron spin, Γdec, adds to the linewidth, and the width of the satellite peak, δ,
is bounded by ΓI + Γdec < δ. Measurement of δ then provides an upper bound
for Γdec, the decoherence rate of Ne´el vector tunneling. Further, ~Γdec ' ∆
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marks the transition from coherent to incoherent tunneling dynamics. Hence,
if δ < ∆/~ this would indicate unambiguously that quantum tunneling of the
Ne´el vector is coherent. Note that the maximum peak height of a Lorentzian
resonance line is O(1/δ), so a large Γdec (< ∆/~) would make detection of the
satellite peak increasingly difficult.
3.1.3 ESR measurements in presence of hyperfine
interactions
We show now that, in the presence of a hyperfine coupling Hˆ ′, the electron
spin susceptibility of the ring, χαα(ω), also exhibits signatures of a coherent
tunneling of n. This results from the fact that integration over the initial and
final nuclear spin configurations causes the matrix elements 〈e|Sˆ|g〉 occurring in
the spectral representation of χαα(ω) [Eqs. (2.27) and (2.28)] to become finite.
In the high field limit hx À ω0, the matrix elements are
|〈e|Sˆy|g〉| ' As
2~hx
∆0S
4Nkzs2
| cos(piNhx/4J)|,
|〈e|Sˆz|g〉| ' As
2~hx
. (3.8)
For a small system (N = 4, s = 3/2), we have again confirmed the qualitative
features of these results by exact diagonalization. It follows that χ′′αα(ω ∼
∆/~) = pi|〈e|Sˆα|g〉|2 tanh(β∆/2)δ(ω −∆/~) exhibits resonances at ∆/~. Note
that, in Eq. (3.8), the notation |〈e|Sˆy,z|g〉| is, again, a schematic shorthand
notation. More precisely, Eq. (3.8) specifies that, for Ix = ±1/2, to first order
in perturbation theory in Hˆ ′,
′〈e, Ix|Sˆz|g, Ix〉′ = As
2~hx
, (3.9)
where
|g, Ix〉′ =
(
1 +
1
−∆/2 + γIBxIx − Hˆ0
Hˆ ′
)
|g, Ix〉, (3.10)
and similarly for |e, Ix〉′, is the energy eigenstates obtained in first order per-
turbation theory in Hˆ ′. In contrast to the matrix elements evaluated for the
nuclear susceptibility, the first non-vanishing contribution in Eq. (3.8) requires
to take into account energy eigenstates outside the ground state doublet of the
AFMR.
A qualitative understanding of this result may be obtained in a classical
vector model. A nuclear spin polarized along B leads to an effective magnetic
field exA/2gµB acting only on s1. In a classical description this hyperfine field
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causes the total spin S to acquire a component nAs/2~hx along the Ne´el vector
n, and the coherent tunneling of n now also results in an oscillation of the
total spin S. Again, the decoherence rate of these oscillations, and hence the
linewidth of the ESR resonance, is bounded by Γdec. Note that As/2~hx =
1.2 × 10−4 for a single 57Fe nucleus with Bx = 10T, so the ESR signal is very
weak in this case.
However, our calculations apply to any impurity spin jˆ, which interacts
with a single electron spin only, Hˆ ′ = Asˆ1 · jˆ. In particular, for an electronic
jˆ, A is typically 103 times larger than for a nuclear spin, and ESR techniques
become a valuable tool for detecting the tunneling of the Ne´el vector. One
advantage of this technique is that it is no longer necessary to have ∆/∆0 ¿
1 to obtain a large signal intensity, and thus the complete range of tunnel
frequencies could be explored experimentally. Note that the experimentally
accessible quantity is the susceptibility of the total spin Sˆ + jˆ, with χ′′tot,αα(ω ∼
∆/~) = pi|〈e|Sˆα + jˆα|g〉|2 tanh(β∆/2)δ(ω−∆/~). As longs as As ¿ ∆, 〈e|jˆα|g〉
can be evaluated as for nuclear spins. Due to the different functional dependence
of the matrix elements on hx, the two contributions arising from Sˆ and jˆ can be
easily distinguished. Our calculations also apply to situations in which several
impurity spins jˆi produce different net magnetic fields for the two sublattices of
the AFMR. For illustration, we discuss two simple scenarios. We consider N/2
impurity spins jˆi (ji = 1/2) coupled to sˆ1, sˆ3, . . . , Hˆ
′ = A
∑N/2
i=1 jˆ2i−1 · sˆ2i−1.
For ~hx À As, kBT , all jˆi align with the magnetic field B. Since they all
couple to one sublattice only, their net magnetic fields acting on sˆi add up,
|〈e|Sˆz|g〉| ' (N/2)As/2~hx, leading to a (N/2)2-fold enhancement of the ESR-
signal of a single impurity. In contrast, a single impurity jˆ coupled to both sˆ1
and sˆ2, Hˆ
′ = Ajˆ · (sˆ1 + sˆ2), results in the same net magnetic field acting on both
sublattices, and 〈e|Sˆz|g〉 = 0.
In conclusion, we have shown that NMR and ESR techniques can be used
to measure both the tunnel splitting ∆ and the decoherence rate Γdec in the
AFMR. For Fe10, we have shown that our proposal is within experimental reach.
Our considerations apply to any AFMR described by Hˆ0, Eq. (2.14), with some
impurity spin coupled to one of the electron spins. Hence, the proposed schemes
for detecting coherent Ne´el vector tunneling may prove useful for a wide class
of molecular magnets.
3.2 Doped antiferromagnetic molecular rings
The reason for the experimental difficulties to detect Ne´el vector tunneling in
AFMR’s is that experimental probes such as magnetization and susceptibility
measurements probe only the total spin of the molecule which, by symmetry,
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remains unaltered upon tunneling of the Ne´el vector in the AFMR with trans-
lational invariance. If this symmetry is broken, e.g., by nuclear spins (Sec. 3.1),
Ne´el vector tunneling gives rise to a resonance in the alternating current (AC)
magnetic susceptibility of the total spin. Similarly, in ferrimagnets and anti-
ferromagnets with uncompensated sublattice spins, in which ∆ is still large,
tunneling of n leads to a signal in the AC susceptibility [24, 25, 26], provided
that magnetic fields are small [11, 66, 77, 78]. Recent work [79] indicates that
ferrimagnets exhibit a wealth of interesting tunnel scenarios also in finite mag-
netic fields.
Here, we study magnetic rings closely related to the AFMR’s discussed in
Sec. 2.2, the modified AFMR’s in which one of the Fe3+ or Cr3+ ions has been
replaced by an ion with spin s′ to create an excess spin (Fig. 3.3). Various
Cr8 derivatives with this structure have been synthesized recently [80]. Starting
from a microscopic model Hamiltonian,
Hˆ = J
N−1∑
i=2
sˆi · sˆi+1 + J ′(sˆ1 · sˆ2 + sˆ1 · sˆN)
+~h ·
N∑
i=1
sˆi − (k′z sˆ21,z + kz
N∑
i=2
sˆ2i,z), (3.11)
which also accounts for modified exchange coupling (J ′) and anisotropy (k′z)
constants due to doping, we calculate various thermodynamic quantities and
spin correlation functions. In Eq. (3.11), N = 10, 8, or 6, h = gµBB/~, with
B the external magnetic field, and g ' 2 is the electron spin g factor. As we
will show, the excess spin δs = s′ − s is strongly coupled to n and hence is
expected to modify both the thermodynamic properties and the spin dynamics
of the AFMR. In contrast, for an impurity spin coupled weakly to the Ne´el vec-
tor (Sec. 3.2.3), the thermodynamic properties of the wheel remain essentially
unaltered. For the modified AFMR’s discussed here, Ne´el vector tunneling also
leads to oscillations of the total spin which are observable in AC susceptibility
or ESR measurements. Thermodynamic properties of antiferromagnetic sys-
tems with uncompensated sublattice spins have been studied in great detail
for various anisotropy potentials and field configurations [81, 82]. One main
advantage of the small, high-symmetry modified AFMR studied here is that
the dependence of various thermodynamic quantities and spin correlation func-
tions on the small number of microscopic parameters entering Eq. (3.11) can be
evaluated analytically.
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s1
Figure 3.3: Schematic representation of the modified AFMR. The spin s1 of the
original AFMR with spin quantum number s has been replaced by a spin with
spin quantum number s′ 6= s in order to create an excess spin which traces the
dynamics of the Ne´el vector.
3.2.1 A phenomenological model
In the modified AFMR’s the symmetry of the sublattice Hamiltonian Hˆ0,subl
[Eq. (2.31)] under the exchange of the sublattices, SˆA ↔ SˆB, is broken. This
makes them much more suitable for the observation of tunneling of n. In
this section we discuss the saddle-point, i.e., classical properties of the phe-
nomenological sublattice model for the modified AFMR. We generalize ear-
lier work [11, 66, 77, 78] to finite magnetic fields and show that, in contrast
to systems with easy-plane anisotropy [79], in molecular rings with easy-axis
anisotropy and finite excess spin, the total spin S oscillates as n tunnels.
Following Sec. 2.2.2, we introduce SˆA and SˆB as defined in Eq. (2.30). The
Hamiltonian Hˆ of the modified AFMR can thus be mapped onto a simpler
version in terms of sublattice spins,
Hˆsubl =
4[(N − 2)Js2 + 2J ′ss′]
(Ns + 2δs)Ns
SˆA · SˆB + ~h · (SˆA + SˆB)
−2kz
N
[
1 + 2(k′zs
′2 − kzs2)/(Nkzs2)
(1 + 2δs/Ns)2
Sˆ2A,z + Sˆ
2
B,z
]
, (3.12)
where δs = s′ − s, SA = (N/2− 1)s + s′ = Ns/2 + δs, and SB = Ns/2. In the
following, we assume the following inequalities:
|δs| ¿ Ns, (3.13)
|k′zs′2 − kzs2| ¿ Nkzs2/2, Js, (3.14)
2J ′s′ ¿ NJs, (3.15)
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where J, J ′ > 0. Equation (3.13) guarantees that the modified AFMR is an
antiferromagnetic system with small excess spin, to which the theory of Ne´el
vector tunneling applies. Both for Cr and Ga dopant ions (|δs| = 1 and 5/2,
respectively) in a ferric wheel, Eq. (3.13) is well satisfied. Equation (3.14)
will allow us to treat the difference in sublattice anisotropies, (k ′zs
′2 − kzs2), in
perturbation theory. Typical values of k′z and kz are on the order of only 0.01J ,
such that this condition holds for most systems of interest. Finally, Eq. (3.15)
together with Eq. (3.13) assures that the ‘bulk’ parameters of an AFMR are
only slightly altered by exchanging one single spin, such that the parameters of
the undoped AFMR (Table 2.1) still determine whether the modified AFMR is
in a quantum tunneling regime. However, as will be shown below, the excess
spin δs 6= 0 leads to qualitative changes in both thermodynamic and dynamic
quantities. We further assume
kBT ¿ ~ω0, (3.16)
where ω0 = s
√
8Jkz/~, which allows us to restrict our attention to the low-
energy sector of the AFMR, which consists of two tunnel-split states only.
We first discuss the classical vector model of Eq. (3.12) for kz = k
′
z = 0,
but finite hx. For an antiferromagnetic system with equal sublattice spins, the
spins would lie close to the plane perpendicular to the field hx. As sketched in
Fig. 2.5, tilting of the spins leads to a gain in energy N~2h2x/8J . However, for
uncompensated sublattices, the configuration sketched in Fig. 3.4(a) provides
an energy gain |δs|~ hx and hence is favorable for ~hx < |δs| 8J/N = ~hc.
Only for hx & hc, the classical ground-state spin configuration is as sketched
in Fig. 3.4(b). The energy is minimized if the projections of SA and SB onto
the (y, z)-plane are antiparallel, such that S = SA + SB is parallel to B. This
picture remains valid for a system with easy-plane anisotropy and B applied in
the easy plane [79].
The scenario changes for easy-axis (ez) anisotropy and a magnetic field
B perpendicular to ez. Firstly, the anisotropy favors the spin configuration
sketched in Fig. 3.4(b) over that in Fig. 3.4(a). The true classical ground-state
spin configuration depends on the ratio kz/~hx. More importantly, even for
hx À hc, S now has a component perpendicular to B. The reason for this
is that for δs 6= 0 or k′zs′2 − kzs2 6= 0, Eq. (3.12) is no longer invariant un-
der exchange of SA and SB if kz 6= 0. Because of Eqs. (3.14) and (3.15), the
components Sy and Sz of the total spin can be evaluated perturbatively. With
the polar angle φ parameterizing the projection of SA onto the (y, z)-plane, to
leading order in δs and (k′zs
′2 − kzs2)/2Js we obtain(
Sy
Sz
)
'
(
δs
ω20
h2x
+
k′zs
′2 − kzs2
2Js
)
sin2 φ
(
cos φ
sin φ
)
. (3.17)
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Figure 3.4: Classical ground-state spin configurations (schematically) of an an-
tiferromagnetic system with excess spin in a magnetic field. (a) kz = k
′
z = 0
and hx < hc = |δs|8J/N~. (b) hx > hc and kz = k′z = 0. (c) hx > hc. Now, the
finite anisotropies kz, k
′
z 6= 0 lead to a finite component Sz perpendicular to the
magnetic field B.
As is evident from Eq. (3.17), finite Sy or Sz can be caused by δs 6= 0 or
k′zs
′2 − kzs2 6= 0, i.e., excess spin or unequal effective anisotropies for SA and
SB.
According to Eq. (3.13), the modified AFMR is an antiferromagnetic system
with small excess spin which is expected to exhibit spin tunneling dynamics
qualitatively similar to the AFMR, as indicated by the close formal analogy
between Eqs. (2.31) and (3.12). For magnetic fields
max[~ω0, |δs|8J/N ] ¿ ~hx ¿ 4Js, (3.18)
the sublattice spin vectors SA and SB lie close to the (y, z)-plane. Due to
the easy-axis anisotropy, configurations with SA and SB close to the z-axis
are energetically favorable. It is noteworthy that the condition hx À ω0 is
not indispensable for quantum tunneling of n, but only assures that a tunnel
scenario remains applicable for a wider range of kz (Sec. 2.2.1). In contrast,
~hx À |δs|8J/N guarantees that there are two energetically degenerate, macro-
scopically distinct spin configurations between which spin tunneling may take
place [79] and hence, in general, will shift the range of magnetic fields in which
a tunneling scenario as discussed in the present context is valid. Henceforth, we
will always assume that Bx is large enough to satisfy Eq. (3.18). For sufficiently
large kz, the two-state model for the low energy sector of the system outlined
in Sec. 2.2 then still applies. As Eq. (3.17) indicates, the modified AFMR ex-
hibits one important novel feature: as n tunnels between ez and −ez (φ = pi/2
and φ = 3pi/2, respectively), the z-component of the total spin, Sz, oscillates
between S0 = (δs ω
2
0/h
2
x + (k
′
zs
′2 − kzs2)/2Js) and −S0.
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3.2.2 Thermodynamics of the modified antiferromag-
netic molecular rings
In order to quantify the statements on Ne´el vector tunneling in modified
AFMR’s, we now develop a semiclassical theory of the modified AFMR. In
this section, we discuss thermodynamic quantities such as the magnetization
Mx and specific heat cv. While our theory treats the spins semiclassically, we
give the explicit dependence on the microscopic parameters of Hˆ [Eq. (3.11)].
To this end we evaluate the partition function Z, thus generalizing the proce-
dure reviewed in Sec. 2.2 to systems with k′z 6= kz, J ′ 6= J , and δs 6= 0. The
most significant change is that, for δs 6= 0, the staggering [Eq. (2.15)] must be
modified in order to account for s21 = s
′2. The ansatz
s1 = s
′n +
s′
s
l,
si = (−1)i+1sn + l ∀i 6= 1 (3.19)
is equivalent to the assumption that spins within sublattices A and B are ferro-
magnetically coupled [11, 49, 50, 66, 77, 78]. The results for the magnetization
Mx and susceptibilities obtained from this ansatz turn out to be in good agree-
ment with numerical exact diagonalization (see below and Sec. 3.2.3) as long
as |J ′/J − 1| ¿ 1. We restrict our considerations to this case first and discuss
further limiting cases J ′ ¿ J and J ′ À J in Sec. 3.2.4.
As for the AFMR [65], at low temperatures spatial variations of the Ne´el
field n and the fluctuations l around it are suppressed in small ring system.
With the coherent spin states defined in Eq. (3.19) [47],
Z =
∫
DnDl δ(n · l)e−S[n,l]/~, (3.20)
where
S[n, l] = −i~
(
s′ω[n +
1
s
l] + s
N∑
i=2
ω[(−1)i+1n + 1
s
l]
)
+
∫ β~
0
dτ H[n, l]. (3.21)
Here,
H[n, l] = 2[(N − 2)J + 2s
′
s
J ′]l2 + ~(N +
δs
s
)h · l
−[(N − 1)kzs2 + k′zs′2]n2z +
2
s
(kzs
2 − k′zs′2)nzlz
+δs ~h · n (3.22)
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is the classical energy of a given spin configuration determined by n and l. The
small term [(N − 1)kz + k′z]l2z has already been neglected. The first term in
Eq. (3.21) is the Berry-phase term, where ω[Ω] denotes the area traced out by
some vector Ω(τ) on the unit sphere. Here, we use the south pole gauge (i.e.
ω[Ω(τ) ≡ −ex] = 0). Expanding the Berry-phase term to leading order in l
with the parametrization Eq. (2.17) yields
−
∫ β~
0
dτ
[
iδs φ˙(1 + cos θ) + i(N +
δs
s
)(n× n˙) · l
]
. (3.23)
The first term is due to the fact that, for δs 6= 0, the Berry-phase terms of
the antiferromagnetically ordered components s′ω[n] + s
∑N
i=2 ω[(−1)i+1n] =∫
dτ(Nsφ˙ + δs φ˙(1 + cos θ)) do not add to an integer multiple of 2pi [51, 83].
Carrying out the Gaussian integral over l we obtain Z =∫ Dn exp(− ∫ β~
0
dτL[n]/~), with a Euclidean Lagrangean
L[n] =
N~2
8J˜
[−(h + hAnzez − in× n˙)2
+((h + hAnzez) · n)2 − ω˜20n2z]
+δs ~[h · n− iφ˙(1 + cos θ)], (3.24)
where
J˜
N
=
(N − 2)J + 2s′J ′/s
(N + δs/s)2
,
hA =
2(kzs
2 − k′zs′2)
(N + δs/s)s~
, (3.25)
ω˜20 =
8J˜
N
[(N − 1)kzs2 + k′zs′2].
Equation (3.24) is the analogue of Eq. (2.16) for the AFMR. A finite excess spin
δs of the modified AFMR leads to two significant changes in L[n]. Firstly, the
typical energy scales of the system are slightly renormalized, J → J˜ and ω0 →
ω˜0, even for J
′ = J and k′z = kz. More importantly, L acquires an additional
term due to the Zeeman energy and Berry phase of the uncompensated spin
δsn. For all cases of experimental interest, because of Eq. (3.14) we have
hA ¿ ω˜0 ¿ hx. The hA-dependent terms in Eq. (3.24) hence lead only to
minor modifications of the thermodynamic properties of the modified AFMR
compared to the AFMR, but feature in the dynamics.
Again, we consider a magnetic field B = Bxex in the ring plane. We will
show now that, for hx 6= 0, n and hence the excess spin no longer trace a
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tunneling path in the (y, z)-plane. With the parameterization in Eq. (2.17),
L[φ, θ] ' N~
2
8J˜
[−(hx − iφ˙)2 − ω˜20 sin2 φ]− i~ δs φ˙
+
N~2
8J˜
[
θ˙2 + cos2 θ
(
(hx − iφ˙)2 + ω˜20 sin2 φ
)
+2 cos θ (hx − iφ˙)
(
δs
4J˜
N~
+ hA sin
2 θ sin2 φ
)]
. (3.26)
The timescales for the dynamics of φ and θ separate because of Eq. (3.18), and
we can again invoke the adiabatic approximation used in Sec. 2.2.1. θ oscillates
in a slowly varying harmonic potential with the potential minimum at θ0, where
cos θ0 = − hx − iφ˙
(hx − iφ˙)2 + ω˜20 sin2 φ
(
4J˜
N~
δs + hA sin
2 φ
)
. (3.27)
Corrections to the adiabatic approximation are beyond the order of the present
calculation. Equation (3.27) shows that finite δs 6= 0 or hA 6= 0 leads to a shift in
the saddle-points of the Lagrangean L[φ, θ] away from θ0 = pi/2 because, then,
SA−SB no longer lies in the (y, z)-plane [Fig. 3.4(c)]. Expanding Eq. (3.26) to
second order in ϑ = θ − θ0 and carrying out the Gaussian integral over ϑ, we
obtain a φ-dependent effective Lagrangean
L[φ] =
N~2
8J˜
[−(hx − iφ˙)2 − ω˜20 sin2 φ]− i~
(
δs +
1
2
)
φ˙
+~
hx
2
+O(ω˜20/hx, NhAω˜0/8J˜). (3.28)
Comparison with the corresponding Lagrangean for δs = 0 [Eq. (2.19)] shows
that, to leading order in the excess spin δs and anisotropy field hA, the only
effect of an excess spin is to introduce an additional topological phase −iδs φ˙. In
particular, in contrast to the case hx = 0 discussed in earlier work on tunneling
in ferrimagnets, [11, 12, 66, 77, 78] the potential barrier and hence the real
part of the tunnel action is only slightly altered by the excess spin. This is
due to the fact [79] that, for ~hx > |δs|8J/N [Eq. (3.18)], the system is in the
antiferromagnetic regime in which the tunnel splitting is only slightly modified
by the excess spin. Note that Eq. (3.28) is formally identical to Eq. (2.19),
which provides a rigorous proof of the statement that the modified AFMR also
may exhibit tunneling of n for sufficiently large anisotropy, as already claimed
on basis of physical arguments at the end of Sec. 3.2.1.
Using the same techniques as for the AFMR with compensated sublattice
spins, for the partition function we find
Z = 2 exp
[
β
(
N~2
8J˜
h2x − ~
hx + ω˜0
2
)]
cosh
(
β∆˜
2
)
, (3.29)
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Figure 3.5: Schematic plot of the ground-state magnetization of a modified
AFMR with integer (—) and half-integer (- -) δs, respectively.
with the tunnel splitting
∆˜(hx) = ∆˜0
∣∣∣∣sin pi
(
N~
4J˜
hx + δs
)∣∣∣∣ , (3.30)
where S˜/~ = Nω˜0/2J˜ and ∆˜0 = 8~ω˜0
√
S˜/2pi~ exp(−S˜/~). From Eq. (3.29) it
is also straightforward to derive all thermodynamic quantities of interest. In
particular, for the free energy F , the magnetization Mx, and the specific heat
cv we obtain
F = ~
ω˜0 + hx
2
− N~
2
8J˜
h2x −
1
β
ln cosh
(
β∆˜
2
)
, (3.31)
Mx = (gµB)
[
N~hx
4J˜
− 1
2
+
1
2~
∂∆˜
∂hx
tanh
(
β∆˜
2
)]
, (3.32)
cV = kB
(
β∆˜
2
)2
cosh−2
(
β∆˜
2
)
. (3.33)
The most significant change in the thermodynamic properties of the modified
AFMR is that, for half-integer δs, the zeros of ∆˜ and hence the magnetization
steps are shifted by a magnetic field 2J˜/NgµB, i.e., by half of a magnetization
plateau, compared to the unmodified AFMR (Fig. 3.5). The magnetization
plateaus then lie at half-integer spin values. At low T , the specific heat cv
exhibits a characteristic Schottky anomaly, with a peak at T ' 0.4∆˜/kB.
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Figure 3.6: Comparison of exact diagonalization (symbols) and analytical (—)
results for the difference in plateau width, δBc,n(J
′)−δBc,n(J ′ = J), as function
of J ′−J for δs = −1/2 (upper panel) and δs = −1 (lower panel). N = 4, s = 2,
kz = k
′
z = 0.1J . The numerical error of the data points, ±0.002× 4J/NgµB, is
smaller than the symbol size.
The width of the magnetization plateaus, δBc,n = Bc,n+1−Bc,n = 4J˜/NgµB,
where Bc,n is the field at which the magnetization Mx exhibits the n
th step, is a
quantity which is accessible in experiments and from which J ′ can be inferred.
Our theory predicts
δBc,n(J
′)− δBc,n(J ′ = J) = 8 s
′/s
(N + δs/s)2
(J ′ − J)
gµB
. (3.34)
In Fig. 3.6 we compare the functional dependence predicted by Eq. (3.34) with
the results of exact diagonalization on small rings, N = 4, s = 2, s′ = 3/2
(upper panel) and s′ = 1 (lower panel), respectively, for |J ′/J − 1| ≤ 0.1.
The absolute value of δBc,n deviates from 4J˜/NgµB by terms of order ω˜
2
0/h
2
x,
which is beyond the precision of our result Eq. (3.28). Hence, we compare
exact diagonalization and analytical results only for δBc,n(J
′) − δBc,n(J), for
which this shift nearly cancels. The exact diagonalization results are in good
agreement with the analytical result. The deviations for |J ′/J − 1| & 0.1 signal
the breakdown of our ansatz in Eq. (3.19) for J ′ significantly different from J
(see Sec. 3.2.4 below).
We show next that although, for a given direction of n, the total spin S ac-
quires a component perpendicular to the field B, the magnetization Mα = 0 still
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vanishes for α = y, z. We define the fields mα(τ) = δ
∫
dτL[n]/δ(~hα(τ))|hα≡0
such that Mα = −(gµB)
∫ Dnmα(τ)e− ∫ dτL/~/Z. Using Eq. (3.26), we obtain
mz =
N~
4J˜
[−hAnz(1− n2z)
+hxnxnz + i(n× n˙)z] + δs nz
' −N~
4J˜
hA sin φ + δs
ω˜20
(hx − iφ˙)2
sin3 φ
+i
N~
4J˜
θ˙0 cos φ +O(ϑ), (3.35)
with θ0 defined in Eq. (3.27). Note that the classical value for mz at the saddle
points of the path integral, φ = pi/2 and 3pi/2, respectively, coincides with the
value derived from the classical vector model in Sec. 3.2.1, as it should. Because
mz(φ + pi) = −mz(φ) while the Lagrangean remains invariant for φ → φ + pi,
My = Mz = 0 for arbitrary hx. In particular, at T = 0, Mz = 0 indicates that
the ground-state is not a state with definite direction of n, but rather a coherent
superposition of such states, (| ↑〉 + | ↓〉)/√2, as expected for a system which
shows coherent Ne´el vector tunneling.
3.2.3 Dynamics of the modified antiferromagnetic
molecular rings
As we have shown above, the effective action L[φ] of the modified AFMR
[Eq. (3.28)] is formally identical to that of the AFMR [Eq. (2.19)]. In par-
ticular, for large anisotropy kz, such that S˜/~ À 1, the modified AFMR is in
the quantum tunneling regime. In this section, we evaluate explicitly the spin
susceptibilities χαα(τ) for the modified AFMR.
In order to motivate this, we first calculate χzz using the results of the classi-
cal vector model (Sec. 3.2.1). For n along ez or −ez, the z-component of the to-
tal spin vector is finite, Sz = ±S0, where S0 = δs ω20/h2x+(k′zs′2−kzs2)/2Js. For
n(t = 0) = ez, the coherent tunneling of n then results in an oscillating Sz(t) =
S0 cos(∆˜t/~), such that the Fourier transform of the (real-time) susceptibility
exhibits an absorption pole χ′′zz(ω ' ∆˜/~) = pi|S0|2 tanh(β∆˜/2)δ(ω − ∆˜/~).
Generalizing the procedure for the AFMR (Sec. 2.2.2) to δs 6= 0, we calculate
the quantum corrections to this result from [84]
χzz(τ) = (gµB)
2N~
4J˜
(1− 〈sin2 φ〉)δ(τ)
+(gµB)
2 1
Z
∫
Dn e−
∫ β~
0
dτL[n]/~mz(τ)mz(0), (3.36)
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with mz(τ) given in Eq. (3.35). As for the undoped AFMR, the cor-
relations of the ϑ-terms in mz(τ) give rise to a strongly peaked term
(gµB)
2N~δ(τ)〈sin2 φ〉/4J˜ . We then find
χzz(τ) = (gµB)
2N~
4J˜
δ(τ) (3.37)
+(gµB)
2 1
Z
∫
Dφ e−
∫ β~
0
dτL[φ]/~
(
−N~hA
4J˜
sin φ(τ)
+δs
ω˜20
h2x
sin3 φ(τ)
)(
−N~hA
4J˜
sin φ + δs
ω˜20
h2x
sin3 φ
)
.
Terms proportional to cos φ in mz lead only to small contributions of order
exp(−S˜/~) to |〈e|Sˆz|g〉|. This allows us to neglect the term iθ˙0 cos φ [Eq. (3.35)].
In stark contrast to the AFMR, the path integral in Eq. (3.37) gives rise to terms
proportional to exp(±∆˜|τ |/~) such that, upon Fourier transform, the suscep-
tibility in Matsubara representation contains terms 1/(iωn ± ∆˜/~). The path
integral is most easily evaluated in a Hamiltonian description. We requantize
the field φ and use an effective two-state Hamiltonian to evaluate the matrix
elements. Inserting the expression for hA, we find (see Appendix A.2 for further
details)
|〈e|Sˆz|g〉| =
∣∣∣N(k′zs′2 − kzs2)
2J˜s(N + δs/s)
(
1− J˜
N~ω˜0
)
+δs
ω˜20
h2x
(
1− 3 J˜
N~ω˜0
)∣∣∣, (3.38)
χ′′zz(ω ' ∆˜/~) = pi(gµB)2|〈e|Sˆz|g〉|2
× tanh
(
β∆˜
2
)
δ(ω − ∆˜/~). (3.39)
Equations (3.38) and (3.39) are the main results of this section.
For δs = −5/2 or −1 (for Ga and Cr dopants in a ferric wheel, respectively),
|〈e|Sˆz|g〉| can be of order 0.1 even for hx & 3ω˜0. For kBT . ∆˜ the suscepti-
bility of the modified AFMR then exhibits a resonance at ω = ±∆˜/~ which
is accessible in AC magnetic susceptibility or ESR measurements. The terms
J˜/N~ω˜0 = 1/(2S˜/~) in |〈e|Sz|g〉| are quantum corrections to the classical result
derived at the beginning of this section.
So far we have ignored decoherence of the spin tunneling, which is crucial
for the notion of macroscopic quantum coherence. The condition Γdec ' ∆˜/~,
where Γdec is the electron spin decoherence rate, marks the transition from
coherent to incoherent tunneling dynamics. As is evident from the classical
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vector model discussed in Sec. 3.2.1, Sz follows the tunneling dynamics of n.
In particular, for a single modified AFMR, the decay rate of |〈nz(t)nz〉| for an
AFMR prepared in state | ↑〉 = (|g〉 + |e〉)/√2 at t = 0, Γdec, is also the decay
rate of |〈Sz(t)Sz〉|. For Γdec 6= 0, the δ-peak in Eq. (3.39) is then broadened
into a Lorentzian of width Γdec. In experiments carried out on an ensemble of
modified AFMR’s, inhomogeneous broadening (e.g. due to crystal defects or
nuclear spins) adds to the width of the resonance peaks. The experimentally
determined linewidth of the absorption and emission peaks provides an upper
limit for Γdec. This should allow one to settle the experimentally unresolved
problem of whether true quantum coherence is established in AFMR’s.
Finally we compare our result for the transition matrix element |〈e|Sz|g〉|
entering Eq. (3.39) with results obtained from exact diagonalization on small
rings for a wide range of parameters (Figs. 3.7, 3.8, and 3.9). For simplicity,
we assume J ′ = J . In the range of validity of our theory [Eq. (3.18)], for
δs 6= 0 (Figs. 3.7 and 3.9), the agreement of exact diagonalization (¦) with ana-
lytic results (—) is both qualitatively and quantitatively convincing. The small
oscillating features seen in the exact results are due to tunneling corrections
O(exp[−S˜/~]) to |〈e|Sz|g〉|, which were neglected in Eq. (3.38). For Fig. 3.8,
where δs = 0, our theory makes the correct qualitative prediction that |〈e|Sz|g〉|
depends only weakly on hx, but overestimates the matrix element. However,
due to the smallness of the matrix element for δs = 0, the discrepancy arises
from terms neglected in the derivation of Eq. (3.28). The significantly different
qualitative features of Fig. 3.8 compared to Figs. 3.7 and 3.9 arise from the
fact that δs = 0 in Fig. 3.8. The different functional dependence of |〈e|Sz|g〉|
on hx for the two cases δs 6= 0 and δs = 0 is well understood within the the-
oretical framework presented here [Eq. (3.38)]. The very large difference in
matrix element magnitude illustrates the importance of looking at doped rings
in experiment.
We conclude this section by remarking that, for finite excess spin δs, the
second transverse susceptibility χ′′yy(ω) also has an absorption pole at ω = ∆˜/~.
However, since ey is a hard axis, the spectral weight of this pole is significantly
smaller than that of χ′′zz(ω), such that Ne´el vector tunneling in the modified
AFMR’s can be more easily detected by probing the latter quantity.
3.2.4 Thermodynamics and spin dynamics
for J ′/J À 1 and J ′/J ¿ 1
The deviations of the exact diagonalization results from our theoretical predic-
tions shown in Fig. 3.6 indicate that, for J ′/J ¿ 1 or J ′/J À 1, the theory
developed in Sec. 3.2.2 is no longer immediately applicable. Indeed, results ob-
tained by exact diagonalization for the ground-state magnetization Mx in small
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Figure 3.7: Transition matrix element |〈e|Sz|g〉| for small rings (N = 4) with
J ′ = J , s = 5/2, s′ = 2. In the upper panel, kz = k
′
z = 0.1. In the lower panel,
kz = k
′
z = 0.055J is chosen such that S˜/~ ' 3.3 as for Fe10. The analytical
result (—) is shown for max[~ω˜0, |δs|8J/N ] < ~hx < 4Js. Due to Eq. (3.18), our
theory is rigorously valid only for fields much larger than max[~ω˜0, |δs|8J/N ]
and much smaller than 4Js.
rings (N = 4, s = 2, and s′ = 3/2) (Fig. 3.10) show that one of the main
results of Sec. 3.2.2, that Mx exhibits a series of equally spaced magnetization
steps, does not hold any more. As we will show below, this is because our
ansatz Eq. (3.19) needs to be modified for J ′ significantly different from J . In
this section we show that, for the limiting cases of J ′ À J or J ′ ¿ J , the
modified AFMR can be mapped onto the problem discussed in the preceding
sections. We discuss the qualitative features of Mx for these systems and show
that coherent tunneling of n also results in coherent oscillations of the total
spin.
J ′ ¿ J : In this limit, s1 decouples from all other spins and aligns antiparallel
to B for ~hx & J ′s. The remaining spins s2, s3, . . . sN form an open spin chain,
as sketched in Fig. 3.11(a). The Lagrangean of an open spin chain with an odd
number of spins can also be mapped onto Eq. (3.28), with δs = s and slightly
renormalized J˜ = JN(N − 2)/(N − 1)2. We predict that Mx has the following
features:
• Mx & gµB(s′ + s) for 2J ′s ¿ ~hx.
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Figure 3.8: Transition matrix element |〈e|Sz|g〉| for a small ring (N = 4) with
J ′ = J , s = s′ = 2, i.e., δs = 0, but k′z = 1.5kz and, hence, hA 6= 0. Again,
kz = 0.0655J is chosen such that S˜/~ ' 3.3, as for Fe10. The analytical result
(—) is shown for max[~ω˜0, |δs|8J/N ] < ~hx < 4Js. See also caption of Fig.
3.7.
• For max[~ω˜0, s8J˜/N ] ¿ ~hx ¿ 4J˜s, Mx exhibits a series of equally spaced
magnetization steps with plateau width δBc,n = 4J˜/NgµB. Depending on
whether δs is half-integer or integer, the plateaus correspond to states with
half-integer or integer total spin, respectively.
J ′ À J : In this limit, the spins sN , s1 and s2 are strongly coupled. In a
semiclassical picture, s1 aligns antiparallel to sN and s2 and the three spins act
as one single spin |2s − s′| coupled to s3 and sN−1 with exchange constant J
[Fig. 3.11(b)]. For simplicity, we assume s′ < 2s. Then, for ~hx ¿ J ′(s−δs+1),
Hˆ can be mapped onto a Hamiltonian of the form Eq. (3.11) with N → N − 2,
J ′ → J , k′z → (k′zs′2 + 2kzs2)/(2s − s′)2, and s′ → 2s − s′ = s − δs. Because
all N − 2 exchange couplings in the new Hamiltonian are identical, the theory
developed in Secs. 3.2.2 and 3.2.3 remains applicable. In particular, for the
ground-state magnetization Mx we make the following predictions:
• For max[~ω˜0, |δs|8J/(N−2)] ¿ ~hx ¿ 4Js, Mx exhibits a series of equally
spaced magnetization steps with δBc,n ' 4J/(N − 2)gµB. Depending on
whether δs is half-integer or integer, the plateaus correspond to states
with half-integer or integer total spin, respectively.
• For ~hx & J ′(s−δs+1), the Zeeman energy is sufficiently large to destroy
the antiferromagnetic configuration of sN , s1, and s2. This results in a
series of additional magnetization steps with spacing J ′.
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Figure 3.9: Transition matrix element |〈e|Sz|g〉| obtained with the phenomeno-
logical sublattice Hamiltonian [Eq. (3.12)] for Fe10 with one s = 5/2 substituted
by (a) a dopant with s′ = 3/2 (e.g. Cr) (numerical data ¦, analytical predic-
tion —), and (b) a dopant with s′ = 0 (e.g. Ga) (numerical data ◦, analytical
prediction - -). Note that, in this case, the numerical data is not obtained from
exact diagonalization of Eq. (3.11), but rather of Eq. (3.12). For simplicity, we
assumed J ′ = J and k′z = kz = 0.0088J . The analytical results (— and - -) are
shown for max[~ω˜0, |δs|8J/N ] < ~hx < 4Js. See also caption of Fig. 3.7.
Note that a similar argument also applies if J ′ < 0. In this case, the three
spins sN , s1, and s2 are ferromagnetically coupled and align parallel. Again,
the system can be mapped onto a smaller ring (as in Fig. 3.11b), where now
s′ → 2s + s′. The magnetization curve resembles the one shown in the upper
panel of Fig. 3.10. In Fig. 3.10, exact diagonalization results for small rings
with N = 4, s = 2, s′ = 3/2 are displayed. The qualitative features agree with
all of the above predictions.
We conclude that even the qualitative features of Mx allow one to estimate
the parameter J ′ of a modified AFMR. Even more importantly, as we have
shown, also for J ′ ¿ J and J ′ À J the modified AFMR can be mapped onto
the Lagrangean [Eq. (3.24)] of a system which exhibits quantum tunneling of
n. In all cases discussed above, the quantum tunneling of n leads to coher-
ent oscillations of the total spin S, and thus can be observed in AC magnetic
susceptibility or ESR measurements.
3.2.5 Discussion
The theory described in Secs. 3.2.2, 3.2.3, and 3.2.4 allowed us to derive explicit
expressions for both thermodynamic quantities [Eqs. (3.32) and (3.33)] and
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Figure 3.10: Mx(Bx) at T = 0 for a small system with J
′ ¿ J (upper panel) or
J ′ À J (lower panel). Here, N = 4, s = 2, s′ = 3/2, kz = k′z = 0.1.
the susceptibilitiy χ′′zz [Eqs. (3.38) and (3.39)] of modified AFMR’s. In order
to establish a connection with experimental issues, we now outline the steps
necessary to detect coherent Ne´el vector tunneling. For simplicity we restrict
our considerations to Fe10 with Ga (δs = −5/2) or Cr (δs = −1) dopants, and
assume J ′ ' J .
For finite excess spin δs, the two energetically degenerate spin configurations
required for coherent spin tunneling as discussed in the present work certainly
exist if ~hx À |δs|8J/N [Eq. (3.18)]. This tunneling regime is well within exper-
imental reach for Cr dopants (Bx À 9T), but not for Ga dopants (Bx À 23T).
Note that also the anisotropy energy favors a spin configuration as sketched in
Fig. 3.4(c) such that the condition ~hx À |δs|8J/N can be relaxed. Conse-
quently, also for Ga dopants a tunneling scenario is feasible. For Cr dopants
(s′ 6= 0), however, the two new parameters J ′ and k′z introduced in Hˆ [Eq. (3.11)]
must first be determined in order to characterize the ring system.
Both J ′ and k′z can be obtained from the measurement of two independent
thermodynamic quantities, such as the ground-state magnetization and tunnel
splitting. A schematic plot of the ground-state magnetization for integer δs (◦)
is shown in Fig. 3.5. Although the magnetization steps are smeared out at fi-
nite temperature, for T . 1K, the magnetization step spacing δBc,n still can be
measured with high accuracy [55]. With δBc,n = 4J˜/NgµB and Eq. (3.25), this
allows one to determine J ′. The on-site anisotropy k′z can be obtained from ∆˜,
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Figure 3.11: (a) For J ′ ¿ J , s1 decouples from all other spins and the modified
AFMR can be mapped onto an open spin chain excluding s1. (b) For J
′ À J ,
sN , s1, and s2 are strongly coupled and can be described as one single spin. The
Hamiltonian of the ring then maps onto that of a modified AFMR with J ′ = J .
which depends sensitively on the tunnel action S˜ ∝
√
(N − 1)kzs2 + k′zs′2 and
hence on k′z. The tunnel splitting ∆˜ (and hence k
′
z) is accessible either in AC
magnetic susceptibility or ESR measurements [Eq. (3.39)], or in measurements
of thermodynamic quantities, such as cv. Torque magnetometry is another ex-
perimental technique which has been used to determine the anisotropy constant
with quasi-spectroscopic accuracy [60].
Once J ′ and k′z are known, Eq. (3.39) determines both the position and the
spectral weight of the resonance in χ′′zz(ω) which arises from coherent quantum
tunneling of n. The characteristic functional dependence of ∆˜ [Eq. (3.30)] and
|〈e|Sz|g〉|2 [Eq. (3.38)] on hx predicted by our theory can be checked experi-
mentally. Finally, it is noteworthy that, although ∆˜ can be determined from
thermodynamic quantities, the key problem of macroscopic quantum coherence
is the measurement of the decoherence rate Γdec which is accessible only in
dynamic quantities, such as AC susceptibilities.
So far, we have considered AFMR’s with only one dopant ion. As we have
shown in the preceding sections, thermodynamic and dynamic quantities of
doped AFMR’s may differ significantly from those of undoped AFMR’s. In the
large samples investigated experimentally, doping will usually lead to a random
distribution both of the number of dopant ions and of their position relative
to the direction of the magnetic field. However, the random distribution of
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impurities does not invalidate the above considerations. The choice of a low
impurity concentration results in a large majority of the AFMR’s containing no
dopants or having only one dopant ion, which allows one to extract the system
parameters of the singly doped AFMR’s. When intraring dipolar interactions
make a significant contribution to the effective uniaxial anisotropy kz, doping
with only one ion changes the effective anisotropy from uniaxial to biaxial. The
theoretical framework presented above can be readily extended to account for
biaxial anisotropies. Because the original uniaxial anisotropy dominates the
biaxial correction, the altered tunnel splittings ∆˜i in a singly doped AFMR
with dopant at site i have a magnitude similar to ∆ for the undoped AFMR,
and a separation which is small by comparison. Thus AC susceptibility or ESR
measurements can be expected to observe signals corresponding to reversals
of the total spin accompanying Ne´el vector tunneling, and governed by the
frequencies ∆˜i.
3.2.6 Spin quantum tunneling in ferritin
The theoretical framework developed above is quite general and applies to other
systems besides AFMR’s. In particular, the results of the classical sublattice
model (Sec. 3.2.1) can be easily extended to different systems. In order to
illustrate this, we now discuss natural horse-spleen ferritin and artificial mag-
netoferritin, in which spin quantum tunneling has already been studied exper-
imentally [24, 25, 26] and theoretically [66, 77, 78, 79, 85]. The experiments
were carried out in the presence of small static magnetic fields (Bx . 10
−6T).
In this regime, Bx 6= 0 leads to an energy bias between the states | ↑〉 and | ↓〉,
and tunneling is suppressed for increasing Bx.
As shown in Ref. [79], for sufficiently large field, ~hx ∼ |δs| 8J/N , there
are again two energetically degenerate spin configurations between which spin
quantum tunneling may take place. In natural horse-spleen ferritin [85],
J ' 200K and δs/N ' 0.05. For a system with uniaxial hard axis anisotropy,
Hˆan,z = kz
∑
i sˆ
2
i,z, the tunnel barrier and hence the tunnel action can be ef-
fectively controlled over a wide range of parameters by varying the magnetic
field Bx applied in the easy plane [79]. Tunneling in the plane perpendicular
to B gives rise to a topological phase acquired by the spins [11, 12, 48, 86].
A drawback of the setup considered in Ref. [79] is that, for uniaxial hard axis
anisotropy, spin tunneling leaves the total spin S invariant if B is applied per-
pendicular to the hard axis. Similarly to the AFMR with equal sublattice spins,
spin tunneling cannot be observed in AC magnetic susceptibility measurements.
However, experiments show that, in addition to the strong hard-axis
anisotropy, ferritin also exhibits a second weak hard-axis anisotropy Hˆan,y =
ky
∑
i sˆ
2
i,y, where ky/kz ' 10−3 [85]. In self-sustaining films of natural horse-
spleen ferritin, the hard axis ez is perpendicular to the film [26]. In the simplest
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experimental setup, interference of different spin tunneling paths then could
be explored if a field B = Bzez is applied along the hard axis. As long as
~hz ¿ Nkzs2/δs (' 10K for horse-spleen ferritin), due to the large anisotropy
energy the spins remain confined to the film plane such that there are again
two energetically degenerate spin configurations | ↑〉 and | ↓〉. Tunneling takes
place in the plane perpendicular to B, with a tunnel splitting
∆ = ∆0
∣∣∣∣cos pi
(
Stot +
N~
4J
hz
)∣∣∣∣ , (3.40)
where ∆0 ' 5 × 10−5KkB and the total staggered spin is Stot ' 2.5 × 4500 for
natural horse-spleen ferritin. ∆ is periodic as a function of Bz, with a period
δBz = 4J/NgµB (' 0.13T for natural horse-spleen ferritin). The advantage of
this tunnel scenario is that quantum tunneling of n also results in a tunneling of
the excess spin δs, and hence leads to a large resonance peak in the susceptibility
per ferritin molecule, i.e.,
χ′′xx(ω ' ∆/~) '
1
2
pi(δs)2 tanh
(
β∆
2
)
δ(ω −∆/~). (3.41)
The factor 1/2 takes into account the random distribution of easy axes in the
film plane. Due to the spread in particle number, the total staggered spin
of the system can be either integer or half-integer. Hence, one will observe
two different tunnel splittings varying with hz as ∆ = ∆0| cos(piN~hz/4J)| and
∆ = ∆0| sin(piN~hz/4J)|. An experimental confirmation of this behavior would
provide further strong evidence that the resonance observed in AC susceptibility
measurements in ferritin [24, 25, 26] represents coherent macroscopic spin quan-
tum tunneling. The period of the oscillations of ∆ as function of the applied
field Bz would allow one to estimate the total number of tunneling spins.
3.2.7 Conclusion
The antiferromagnetic ring systems discussed here, modified AFMR’s which are
already available to experimentalists, combine the advantages of antiferromag-
netic and ferromagnetic molecular magnets. The tunnel splitting ∆˜ is suffi-
ciently large that quantum coherence between macroscopically different states
is established. Tunneling of the Ne´el vector n also leads to a tunneling of the
total spin S, thus making the spin dynamics in modified AFMR’s accessible to
experiment. We have considered the simplest realistic model Hamiltonian Hˆ
[Eq. (3.11)] for a system in which, for example, one of the Fe ions of a ferric
wheel is exchanged by Cr or Ga. We showed that the additional parameters en-
tering Hˆ can be inferred from equilibrium quantities such as the magnetization.
Moreover, for a wide range of parameters, the system still exhibits macroscopic
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quantum coherence in the form of coherent tunneling of n. Finally, we calculated
spin correlation functions of the modified AFMR and showed that tunneling of
n can indeed be observed in AC magnetic susceptibility or ESR experiments,
which allow one to measure both the tunnel splitting ∆˜ and an upper bound for
the decoherence rate Γdec. Hence these measurements are appropriate to verify
experimentally that Ne´el vector tunneling in AFMR’s is coherent.
Our analysis has been based on spin coherent-state path integrals which
lead to a nonlinear sigma-model description for the modified AFMR. The main
advantage of this technique over exact diagonalization is that thermodynamic
and dynamic quantities can be evaluated for a realistic system size. In addition,
an intuitive physical understanding of the spin dynamics (quantum tunneling
of n) is obtained. A drawback of the analytical approach chosen is that it
naturally requires approximations as discussed in Sec. 2.3. Corrections to our
results, in particular 1/s-corrections, may become appreciable for the param-
eters of the AFMR’s. However, our analytical results for |〈e|Sˆz|g〉| agree well
with exact diagonalization results obtained for small systems. For the param-
eter range explored in exact diagonalization, deviations from our theoretical
predictions become significant mainly if s′ is small (s′ = 1/2 or 1), where the
ansatz Eq. (3.19) fails due to large quantum fluctuations of sˆ1. Although numer-
ical work on rings with N = 6, 8, and 10 is challenging, some results have been
obtained for the spin correlation functions in the undoped AFMR’s (Sec. 2.3)
where translational invariance reduces the dimension of the matrices which must
be diagonalized. A similar analysis for the real parameters of doped AFMR’s
is desirable, but presently challenging for realistic systems because both spin
symmetry and translational invariance are broken and the matrices that must
be diagonalized are large.
Our results also have important implications for undoped ferric wheels. Re-
cent torque, cv, and proton 1/T1-measurements [87] on single crystals of var-
ious Fe6 compounds show that these AFMR’s could exhibit physics beyond
the Hamiltonian Eq. (2.14). One important future step in explaining the new
experimental data will be to clarify to which extent the observed phenomena
can be attributed to inhomogeneous level broadening. The theoretical frame-
work presented here allows one to calculate analytically the inhomogeneous level
broadening resulting from a random distribution of single exchange couplings
J ′ and on-site anisotropies k′z which could be a consequence of lattice defects in
Fe6 crystals. Indeed, recent work on Mn12 suggests that lattice distortions [88]
and a distribution of anisotropy energies and g factors [89, 90] could account
for the observed broad distribution of tunneling rates in Mn12.
Finally, we stress once more that the Hamiltonian Hˆ [Eq. (3.11)] discussed
here is a simple model Hamiltonian, which still leads to fascinating novel fea-
tures in the physical properties of the modified AFMR’s. However, as discussed
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in Sec. 3.2.5, realistic systems might require modification of Eq. (3.11). Gener-
alization of the present approach to more complicated anisotropies is, however,
straightforward.
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Chapter 4
Quantum computing with spin
cluster qubits
We show next that spin clusters with antiferromagnetic intracluster exchange
coupling and a finite excess spin allow one to define a qubit. During the past
years, the discovery of several powerful quantum algorithms [91] has triggered
substantial research efforts aiming at the implementation of a quantum com-
puter in a physical system. The main difficulty is that qubits must be prepared,
manipulated, and read out with high fidelity while decoherence is required to
remain small [92]. Solid-state implementations of qubits exploit the versatility
of nanoscale fabrication, but suffer from decoherence times which are usually
shorter than in many quantum optics proposals [93]. Electron [4, 34, 94] and
nuclear [95, 35] spins have been identified as promising candidates for qubits
in a solid state system. The main advantage of electron or nuclear spins is
that they are natural two state systems and that decoherence times for the spin
degree of freedom [36, 96] are usually larger than for charge degrees of freedom.
Here we show that a wide variety of spin clusters are promising candidate
systems for qubits [97]. Qubits formed by several spins have so far mainly
been discussed in the context of exchange-only quantum computing [98, 99,
100], coherence-preserving qubits [101], and quantum computing schemes in
which the requirements on the control of exchange interactions between spins
are relaxed [102]. However, all these schemes require control at the single-
spin level, either with local magnetic fields [102] or exchange interactions [98,
101]. For the spin clusters considered here, control for both magnetic fields and
exchange interactions is required only on the length scale of the spin cluster
diameter. Initialization and readout of the spin cluster is achieved with the
methods developed for single spins [4, 34]. The main advantage of spin clusters
is that the requirements on spatial control can be traded for gate operation
times.
Any quantum computation can be decomposed into a sequence of one- and
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two-qubit quantum gates [103]. For a single-spin qubit, the sˆz eigenstates | ↑〉
and | ↓〉 are identified as logical basis states |0〉 and |1〉, respectively [4, 34].
The phase shift gate can then be realized by a magnetic field Bz(t) and the
one-qubit rotation gate Urot by a transverse field Bx(t) which rotates | ↑〉 into
| ↓〉 and vice versa. More generally, the equations
〈0|Hˆ ′|0〉 = 〈1|Hˆ ′|1〉 and 〈1|Hˆ ′|0〉 6= 0 (4.1)
constitute a sufficient condition that a Hamiltonian Hˆ ′ induces the unitary time
evolution required for Urot. For single spins, Hˆ
′ = gµBBx(t)sˆx fulfills Eq. (4.1).
Similarly, an exchange interaction Hˆ∗ = J∗sˆ1 · sˆ2 generates the unitary time
evolution required for the square-root of SWAP gate [4] because, in the two-
qubit product basis,
〈10|Hˆ∗|01〉 6= 0. (4.2)
In contrast to a single spin s = 1/2, clusters formed by nc coupled spins are
not intrinsically two-state systems. In order to prove that a logical qubit can
be defined in terms of the energy eigenstates of a spin cluster we will (a) iden-
tify spin clusters with a ground state doublet {|0〉, |1〉} separated from the next
excited state by an energy gap ∆; (b) identify Hamiltonians Hˆ ′ and Hˆ∗ which
satisfy Eqs. (4.1) and (4.2) and, hence, allow one to generate a universal set
of quantum gates; and (c) quantify leakage for the spin cluster qubit. In par-
ticular, the evaluation of the matrix elements in Eqs. (4.1) and (4.2) and the
quantification of excitation out of the computational basis (leakage) requires a
detailed characterization of the states {|0〉, |1〉} which is, in general, nontrivial.
This chapter is organized as follows. In Sec. 4.1 we discuss the computa-
tional basis states for spin-1/2 chains and show that a qubit can be defined in
terms of the energy eigenstates of an antiferromagnetic chain. We derive an-
alytical expressions for the matrix elements in Eqs. (4.1) and (4.2) for various
anisotropies and spatially varying intracluster exchange interaction. Section 4.2
discusses the insensitivity of spin cluster qubits to the details of interactions
within the cluster, such as the relative placement of spins and the exchange
strengths. In Sec. 4.3, spins with spin quantum numbers larger than 1/2 are
discussed. In Sec. 4.4, we draw our conclusions.
4.1 Spin chains
For simplicity, we first consider a spin cluster qubit formed by a spin chain,
Hˆ =
nc−1∑
i=1
fj[J⊥(sˆj,xsˆj+1,x + sˆj,ysˆj+1,y) + Jz sˆj,z sˆj+1,z] (4.3)
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where nc is odd and J⊥, Jz > 0. The real numbers fj > 0 account for a spatial
variation of the exchange interaction, and J⊥fj (Jzfj) denotes the transverse
(longitudinal) exchange interaction between sites j and j + 1.
4.1.1 Isotropic spin chains
For electron spins in quantum dots, the nearest neighbor exchange interaction
is usually of the Heisenberg form [34], J = J⊥ = Jz. We first consider fj ≡ 1,
Hˆ = J
nc−1∑
j=1
sˆj · sˆj+1 (4.4)
with J > 0. Note that this is an open spin chain; a closed spin chain would
have a fourfold degenerate ground state multiplet for odd nc that would make
it unsuitable for representing a single qubit. Because the intracluster exchange
interaction J is time independent and no external control is required, J can be
adjusted already during sample growth.
Spin chains have been studied in great detail during the past decades [104,
105, 106]. The theoretical description of the antiferromagnetic spin chain
Eq. (4.4) is particularly challenging because the classical Ne´el ordered state is
not an energy eigenstate and quantum fluctuations of the spins are pronounced.
We define the operator of total spin,
Sˆα =
nc∑
j=1
sˆj,α (4.5)
for α = x, y, z. Energy eigenstates can be labeled according to their quantum
numbers of total spin Sˆ and the z-component of total spin, Sˆz, because
[Hˆ, Sˆ2] = [Hˆ, Sˆz] = 0. (4.6)
Due to the antiferromagnetic exchange interaction, states in which the total
spin of the chain is minimized are energetically most favorable [107]. For even
nc, the minimum possible spin is S = 0, and the system has a nondegenerate
ground state. In contrast, for odd nc, there is a ground state doublet (Fig. 4.1).
This parity effect is well known for thermodynamic quantities [108]. The energy
gap ∆ separating the ground state doublet from the next excited state,
∆ ' Jpi
2
kmin ∼ Jpi
2
2nc
, (4.7)
can be estimated from the lower bound of the des Cloiseaux-Pearson spectrum
and the minimum wave vector kmin = pi/nc [109]. Henceforth, we will restrict
our attention to spin chains with odd nc.
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Figure 4.1: Energy spectrum of an isotropic spin chain with nc = 5 (left panel)
and nc = 6 (right panel). Energy eigenstates are sorted according to their
quantum numbers of Sˆz and their eigenenergies.
The requirements on a candidate system for qubits include initialization of
the quantum computer, a universal set of quantum gates, decoherence times
long compared to gate operation times, and readout of the qubit [92].
De¯nition of the spin cluster qubit
For the chain with an odd number of sites [Fig. 4.2(a)], we define the spin cluster
qubit in terms of the S = 1/2 ground state doublet by
Sˆz|0〉 = ~
2
|0〉,
Sˆz|1〉 = −~
2
|1〉. (4.8)
The states {|0〉, |1〉} do not in general have a simple representation in the single-
spin product basis, but rather are complicated superpositions of nc!/[(nc −
1)/2]![(nc + 1)/2]! states [Figs. 4.2(b) and (c)] as evidenced by the local magne-
tization density [Fig. 4.2(d)]. The largest amplitude in this superposition corre-
sponds to the Ne´el ordered states | ↑〉1| ↓〉2 . . . | ↑〉nc (|0〉) and | ↓〉1| ↑〉2 . . . | ↓〉nc
(|1〉), respectively. For example, for the simplest nontrivial spin cluster qubit
with nc = 3,
|0〉 = 2√
6
| ↑〉1| ↓〉2| ↑〉3 − 1√
6
| ↑〉1| ↑〉2| ↓〉3
− 1√
6
| ↓〉1| ↑〉2| ↑〉3, (4.9)
and |1〉 is obtained by flipping all spins. For nc = 9, the Ne´el configuration has
only a 20% probability; the remaining 80% represent quantum fluctuations [see
Figs. 4.2(b) and (c)].
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Figure 4.2: Spin cluster qubit. (a) The energy eigenstates of an antiferromag-
netic spin chain with an odd number of sites define the spin cluster qubit. (b)
Wave function of |0〉 in the single-spin product basis for nc = 9. The size of
each configuration is proportional to the probability of finding the correspond-
ing product state in |0〉. (c) Similar to (b) but for state |1〉. (d) Spin density
〈ψ|sˆi,z|ψ〉 for |ψ〉 = |0〉 and |ψ〉 = |1〉 (solid lines) for constant intrachain ex-
change interaction. Dashed lines indicate the corresponding data for a spatially
varying intrachain exchange fj = sin(pij/nc). (e) Spin cluster qubits are coupled
by a switchable interchain exchange interaction J∗(t).
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In spite of their complicated representation in the single-spin product basis,
|0〉 and |1〉 are in many respects very similar to the states | ↑〉 and | ↓〉 of a
single spin and, hence, define the computational basis for universal quantum
computing with spin cluster qubits. The reason for this is that {|0〉, |1〉} belong
to one S = 1/2 doublet such that
Sˆ−|0〉 = ~|1〉, Sˆ+|1〉 = ~|0〉, (4.10)
where Sˆ± = Sˆx ± iSˆy are the spin ladder operators of the spin chain.
Initialization
Initialization of the spin cluster qubit can be achieved by cooling in a magnetic
field with gµBBz ¿ ∆ to temperatures T ¿ gµBBz/kB. The spin cluster will
relax to |0〉 within the spin relaxation time.
Quantum Gate operation
The one-qubit phase shift gate Uφ, one-qubit rotation gate Urot, and CNOT gate
UCNOT constitute a universal set of quantum gates. According to Eq. (4.10), a
magnetic field that is constant over the spin cluster qubit acts on the states of the
spin cluster qubit in the same way as on a single-spin qubit. Constant magnetic
fields Bz (Bx) effect the one-qubit phase shift (one-qubit rotation) quantum gate
without leakage because, due to quantum mechanical selection rules, we have
〈i|Sˆ|0〉 = 〈i|Sˆ|1〉 = 0 for any state |i〉 6= |0〉, |1〉 outside the ground state doublet.
Because |0〉 and |1〉 are degenerate and separated from the next excited state
by ∆, one-qubit quantum gates can be realized with high fidelity also by any
spatially varying magnetic field for which |〈1|∑ncj=1 gjµBBj,xsˆj,x|0〉| 6= 0 (Urot)
and 〈0|∑ncj=1 gjµBBj,z sˆj,z|0〉 6= 0 (Uφ), respectively. Here, gj is the electron spin
g factor at site j. Such spatially varying fields can potentially cause leakage.
However, if |gjµBBj|/∆ ¿ 1 and if all Bj are switched on and off adiabatically,
i.e., on time scales long compared to h/∆, the quantum gate fidelity is close to
100% as we will discuss in detail in Sec. 4.1.3.
For the CNOT gate, one requires an exchange interaction Hˆ∗ between one or
several spins of neighboring spin cluster qubits I and II which can be switched on
and off, for example, by electrical gates [4]. The simplest case is an exchange
interaction between the outermost spins of neighboring clusters [Fig. 4.2(e)],
Hˆ∗ = J∗(t)sˆ
I
nc · sˆII1 . More generally, any Hˆ∗ of the form
Hˆ∗ = J∗(t)sˆ
I
nc · sˆII1 + J∗(t)
nc−1∑
j=1
(vIj sˆ
I
j · sˆIj+1 + vIIj sˆIIj · sˆIIj+1). (4.11)
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translates into an isotropic coupling also in the two-qubit product basis. Here,
the factors vj allow for a spatial variation of the intracluster exchange interac-
tions during gate operation, where |vj| < 1 and |J∗| ¿ J is the limit relevant
for experiments. Hˆ∗ will in general not only couple states within the two-qubit
product basis {|00〉, |01〉, |10〉, |11〉}, but will also lead to leakage. As long as
J∗(t) changes adiabatically and |J∗(t)| ¿ ∆ for all times, leakage remains small.
It should be noted that this adiabaticity condition also holds for single electrons
in quantum dots where, however, the energy gap ∆ is usually larger than for
the spin cluster qubit. The action of Hˆ∗ can then be described by an effective
Hamiltonian in the two-qubit product basis,
Hˆ∗ = J∗z(t)Sˆ
I
zSˆ
II
z +
J∗⊥(t)
2
(SˆI+SˆII− + SˆI−SˆII+)
+Jo(t)1, (4.12)
where the roman numbers label the spin clusters, and
J∗z(t) = 4J∗(t)|I〈0|sˆInc,z|0〉I||II〈0|sˆII1,z|0〉II|,
J∗⊥(t) = 4J∗(t)|I〈1|sˆInc,x|0〉I||II〈1|sˆII1,x|0〉II|, (4.13)
Jo(t) = J∗(t)[I〈0|
nc−1∑
j=1
vIj sˆ
I
j · sˆIj+1|0〉I
+II〈0|
nc−1∑
j=1
vIIj sˆ
II
j · sˆIIj+1|0〉II].
For the derivation of Eq. (4.12), see Appendix B.1.
Because, for the isotropic chain,
I〈0|sˆInc,z|0〉I = |I〈1|sˆInc,x|0〉I|, (4.14)
the coupling Hˆ∗ is isotropic also in the two-qubit product basis and acts on the
states |0〉 and |1〉 of neighboring spin chains in the same way as an isotropic
exchange interaction between two single spins. This illustrates the most signif-
icant advantage of the spin cluster qubits over single spin qubits – that it is
sufficient to control magnetic fields and exchange interactions on a scale of the
spin cluster diameter. For the linear spin cluster qubit, this length scale is nc
times larger than the original qubit. Two-qubit quantum gates can be effected
even with a more general class of coupling Hamiltonians Hˆ∗. For example, cou-
plings between several spins of cluster I to several spins of cluster II, such as
Hˆ∗ = J∗
∑nc
i=1 sˆ
I
i · sˆIIi , are permitted and even lead to a decrease of the CNOT
gate operation time because the coupling of several spins in the microscopic
Hamiltonian leads to an increased effective coupling between the clusters.
70 4 Spin cluster qubits
For the special cases J∗z = J∗⊥ and J∗⊥ = 0 in Eq. (4.12), an explicit pulse
sequence for the CNOT gate has been derived previously in Refs. [4, 110]. We
define the unitary time evolution operator U∗(pi/2) = Tˆt exp
(
−i ∫ dt Hˆ∗/~),
with − ∫ dt J∗⊥(t)/~ = pi/2. Here, Tˆt is the time ordering operator. Then,
more generally,
UCNOT ∼ e−ipiSIIy /2ei2pin1·SI/3ei2pin2·SII/3U∗(pi/2)
×eipiSIyU∗(pi/2)e−ipiSIx/2e−ipiSIIx /2eipiSIIy /2 (4.15)
is the CNOT gate for an arbitrary effective XXZ–coupling Hamiltonian
[Eq. (4.12)] if J∗⊥ 6= 0, where n1 = (1,−1, 1)/
√
3 and n2 = (1, 1,−1)/
√
3
.
The gate operation time for U∗(pi/2) is limited from below by
h/16J∗|I〈1|sˆInc,x|0〉I||II〈1|sˆII1,x|0〉II|, where J∗ is the maximum value of the inter-
cluster exchange coupling. Matrix elements such as |I〈1|sˆInc,x|0〉I| decrease with
increasing nc, which leads to an increase in gate operation time. For realistic
parameters and small nc (see Sec. 4.1.6 below), J∗ is limited by experimental
constraints rather than the condition J∗ ¿ ∆. Then, the increase in gate op-
eration time compared to single-spin qubits is 1/(4|I〈1|sˆInc,x|0〉I||II〈1|sˆII1,x|0〉II|)
and depends only on the matrix elements of the spin operators. Similarly, for a
given magnetic field, the increase of the time required for a one-qubit rotation
depends only on the matrix elements |〈1|sˆj,x|0〉|.
Decoherence
For spin clusters, decoherence usually is faster than for single spins. The scal-
ing of the decoherence time τφ with system size depends on the microscopic
decoherence mechanism. For electron spins in quantum dots, fluctuating fields
and nuclear spins have been identified as dominant sources [4, 34, 111, 112]. In
order to obtain analytical estimates for the scaling of τφ with nc, we restrict our
analysis to a heuristic model in which decoherence is effected by a fluctuating
classical field,
HˆB = b(t)Sˆz. (4.16)
The decoherence rate is obtained from [113]
1
τφ
= pi
∑
|k〉6=|0〉
|〈k|Sˆz|0〉|2C(Ek − E0)
+pi
∑
|k〉6=|1〉
|〈k|Sˆz|1〉|2C(Ek − E1) (4.17)
+pi(〈0|Sˆz|0〉 − 〈1|Sˆz|1〉)2C(0),
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where
C(E) =
1
2pi
∫ ∞
−∞
dt eiEt/~〈b(t)b(0)〉 (4.18)
is the spectral density of the random field in Eq. (4.16). Because of Eq. (4.8),
we find that the decoherence rate 1/τφ = piC(0) is independent of nc. This can
be traced back to the fact that only the total magnetic moment couples to the
fluctuating field and the magnetic moment ±gµB/2 of the spin cluster qubit is
identical to the one of a single spin. For a non-diagonal coupling HˆB = b(t)Sˆx,
from Eq. (4.17) we find 1/τφ = piC(0)/2.
Decoherence due to the coupling to nuclear spins is a complicated theoretical
problem in its own right [111, 112]. In order to obtain an estimate for the scaling
of the decoherence time with spin cluster size, we only consider fluctuating
classical fields acting independently on each site of the spin cluster,
HˆB =
nc∑
j=1
bj(t)sˆj,z, (4.19)
where 〈bi(t)bj(0)〉 ∝ δij . For Gaussian white noise with
〈bi(t)bj(0)〉 = 2piγBδijδ(t), (4.20)
the decoherence rate 1/τφ then scales linearly with nc.
Readout
Readout of the spin cluster qubit could be achieved by readout of all spins within
the cluster [37]. Because 〈0|∑nci=1 sˆi,z|0〉 = ~/2 and 〈1|∑nci=1 sˆi,z|1〉 = −~/2,
this will allow one to unambiguously determine the state of the cluster qubit.
However, the state of the cluster determines the local spin density at each site
[Fig. 4.2(d)], and a probabilistic readout is possible also by measurement of
single spins only. For example, for nc = 9, if the measurement of the central
spin of the chain yields +~/2, the spin cluster qubit has been in state |0〉 with a
probability of 70%. A selective readout of several spins of the spin cluster qubit
would also reduce the requirements on the readout sensitivity. For example, the
sublattice spin 〈0|sˆ1,z + sˆ3,z + sˆ5,z + sˆ7,z + sˆ9,z|0〉 ' ~ for nc = 9 is twice as large
as the total magnetic moment 〈0|Sˆz|0〉 and could be measured after separating
the electron spins at even and odd sites of the cluster.
4.1.2 Varying exchange constants
The formation of a spin cluster qubit from an odd number of antiferromagnet-
ically coupled spins requires little control over intracluster exchange constants.
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Although both the energy gap ∆ and matrix elements such as 〈1|sˆj,x|0〉 de-
pend on the spatial variation of exchange constants, the general principle of
assembling several spins into a cluster qubit remains valid.
In order to demonstrate the robustness of our spin cluster qubit against a
variation of exchange constants, we return to the isotropic spin chain but now
allow for varying fj in Eq. (4.3). Because the isotropic spin chain still exhibits a
S = 1/2 ground state doublet [107], quantum computing is possible as discussed
for fj ≡ 1 in Sec. 4.1.1. From an experimental point of view, a priori knowledge
of the factors fj is not necessary for quantum computing. Rather, the relevant
matrix elements such as |〈1|sˆj,x|0〉| can be determined experimentally. Similarly,
a quantum computer could even be assembled from spin cluster qubits which
are not identical.
If the exchange constants can be controlled during sample growth, the prop-
erties of the spin cluster qubit can be engineered to a certain extent. For clus-
ters with centrosymmetric exchange constants, the time required to perform
the square-root of swap gate U∗(pi/2) for given J∗ increases with 1/|〈0|sˆ1,z|0〉|2.
For nc = 9 and fj ≡ 1, |〈0|sˆ1,z|0〉| ' 0.18 corresponding to an increase in the
gate operation time for U∗(pi/2) by a factor (0.5/0.18)
2 ' 7.7 compared to the
single-spin qubit for given J∗. However, by tuning the outermost couplings to
small values,
lim
f1=fnc−1→0
|〈0|sˆ1,z|0〉| = 1/3. (4.21)
This corresponds to an increase in the gate operation time for U∗(pi/2) by a
factor 2.3 compared to the single-spin qubit for given J∗.
We next prove Eq. (4.21). The local spin density in the energy eigenstates
of Eq. (4.3) depends sensitively on spatial variations of the exchange interaction
[Fig. 4.2(b)]. Whereas for fj ≡ 1 (solid lines) the magnetization density in each
of the sublattices increases toward the center of the chain [114], the opposite
behavior is observed for an exchange interaction fj = sin(jpi/nc) (dashed lines).
In the limit f1 = fnc−1 → 0, the increase of local spin density toward the ends
of the chain can be understood quantitatively. The ground state doublet of the
spin cluster qubit can be constructed explicitly from the ground state doublet
{|0〉nc−2, |1〉nc−2} of the chain with the outermost spins removed. For Jf1 much
smaller than the energy gap ∆nc−2 of the chain formed by the nc − 2 central
spins, the coupling of the outermost spins can be treated perturbatively. For a
centrosymmetric chain with fj = fnc−j, from the ansatz
|0〉 = α1| ↑〉|1〉nc−2| ↑〉+ α2| ↑〉|0〉nc−2| ↓〉
+α3| ↓〉|0〉nc−2| ↑〉+O(Jf1/∆nc−2) (4.22)
we find (α1, α2, α3) = (2,−1,−1)/
√
6 for the ground state of the chain with nc
spins and, hence, Eq. (4.21).
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4.1.3 Leakage
We next discuss in more detail the one qubit rotation gate induced by a trans-
verse magnetic field in order to quantify leakage.
Because Sˆx|0〉 = (~/2)|1〉 and Sˆx|1〉 = (~/2)|0〉, a magnetic field that is
uniform over the spin cluster acts on the spin cluster qubit in the same way as
on a single spin s = 1/2. In particular, the Hamiltonian
Hˆ ′ = gµBBx(t)Sˆx (4.23)
induces a coherent rotation from |0〉 to |1〉 without leakage, as implied by quan-
tum mechanical selection rules. The gate operation time for a rotation by φ is
determined by
∫ t
0
dt′gµBBx(t
′)/~ = φ and is identical to the one for single spins.
In contrast, the one-qubit rotation effected by a spatially varying magnetic field
Hˆ ′ =
nc∑
j=1
gjµBBj,x(t)sˆj,x (4.24)
will in general lead to leakage because of finite matrix elements 〈i|Hˆ ′|0〉 6= 0
and 〈i|Hˆ ′|1〉 6= 0 coupling the computational basis to higher excited states
|i〉 6= |0〉, |1〉. The adiabatic theorem guarantees that leakage remains small if
the Fourier transform of Bj,x vanishes for frequencies larger than ∆/~. Even
if this adiabaticity requirement is not met, admixing of higher excited states
to {|0〉, |1〉} is controlled by the parameters gjµBBj,x/∆ and remains small if
|gjµBBj,x| ¿ ∆ for all j.
In the following, we concentrate on nc = 5 spins. As shown in Fig. 4.3(a) and
Fig. 4.4, a magnetic field constant over the cluster coherently rotates |0〉 into |1〉.
This is also evidenced by the in-phase rotation of all spins. In order to illustrate
that also a spatially inhomogeneous field can induce the one-qubit rotation with
high gate fidelity, we now consider a magnetic field B3,x acting only on the
central spin (j = 3) of the cluster. The field is switched on instantaneously at
t = 0. For t > 0, the time evolution is then governed by the sum of the time-
independent Hamiltonian of the spin cluster, Hˆ, and the Zeeman Hamiltonian
Hˆ ′ = gµBB3,xsˆ3,x. In Fig. 4.4(a), for an initial state |ψ(t = 0)〉 = |0〉, we plot
the projection of the state |ψ(t)〉 onto the qubit basis states for gµBB3,x/J = 0.1
(dashed line, coinciding with the solid line on this scale) and 0.5 (dashed-dotted
line), respectively. The time evolution is obtained by numerical integration of
the Schro¨dinger equation. For small gµBB3,x ¿ ∆ ' 0.72J , the spatially
inhomogeneous field rotates |0〉 into |1〉 with high fidelity. The gate fidelity
|〈1|Urot|0〉|2 decreases from 99.8% (gµBBx/J = 0.1) to 93.4% for gµBBx = 0.5J ,
where the typical energy scale of Hˆ ′ becomes comparable to ∆. Here, Urot =
Tˆt exp
(
−i ∫ tmax
0
dt(Hˆ + Hˆ ′)/~
)
with tmax = h/(4|〈1|sˆx,3|0〉|gµBBx) describes
the time evolution during a pi-rotation.
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Figure 4.3: Local spin density for all sites j of a spin chain with nc = 5 as a
function of time (φ ∝ t) during the one-qubit rotation gate. (a) A magnetic
field constant over the cluster, Hˆ ′ = gµBBxSˆx, coherently rotates |0〉 into |1〉
without leakage. Here, φ = gµBBxt/~. The coherent rotation is evidenced by
the in-phase rotation of all spins. (b)–(d) An inhomogeneous magnetic field,
Hˆ ′ = gµBB3,xsˆ3,x, effects the one-qubit rotation gate with high gate fidelity
if |gµBB3,x| ¿ ∆. Here, φ = gµBB3,xt(2|〈1|sˆ3,x|0〉|)/~. The gate fildelity de-
creases from 99.8% to 93.4% and 78.5% for increasing gµBB3,x = 0.1J (b), 0.5J
(c), and 1J (d), respectively. In the local spin density, leakage is evidenced by
high-frequency oscillations of neighboring spins, i.e., the excitation of magnons.
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Figure 4.4: Time evolution of a state |ψ(t)〉 with |ψ(0)〉 = |0〉 during the one-
qubit rotation induced by a spatially constant magnetic field (solid line) and a
magnetic field acting only on the central spin of the cluster (dashed and dashed-
dotted lines) for nc = 5 as a function of time, φ ∝ t. The constant magnetic
field effects the quantum gate with 100% fildelity. In order to illustrate the
effect of leakage with increasing Zeeman energy for a spatially inhomogeneous
field, Hˆ ′ = gµBB3,xsˆ3,x, we assume that Hˆ
′ is switched on instantaneously at
t = 0. (a) For gµBB3,x = 0.1J (dashed line), the inhomogeneous magnetic
field still effects the one-qubit rotation with 99.8% fidelity. (b) Leakage out
of the computational basis, 1− (|〈0|ψ(t)〉|2 + |〈1|ψ(t)〉|2), remains smaller than
0.3%. In contrast, for gµBB3,x = 0.5J (dashed-dotted lines), i.e., comparable
to ∆ ' 0.72J , the fidelity is only 93.4% and leakage is of order 7%.
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The decrease in gate fidelity with increasing B3,x can be understood from the
local spin densities [Figs. 4.3(b) – (d)]. Although only the central spin is acted
on by B3,x, for |gµBB3,x| ¿ ∆ all spins of the spin cluster corotate with the
central spin due to the exchange field. The condition |gµBB3,x| ¿ ∆ guarantees
that the externally induced rotation of the central spin is sufficiently slow that
all spins of the chain corotate in phase. For |gµBB3,x| of order ∆, the rotation
of the central spin induced by B3,x is too fast for the remaining spins of the
chain to follow in phase [see, e.g., Fig. 4.3(c) for short times, φ ¿ 1]. The spins
of the chain no longer rotate in phase and magnons are excited [Fig. 4.4(b)].
Quantum gate operation probes the spin dynamics in real time and, hence, may
provide new insight into the low-energy physics of spin chains.
That leakage is controlled by the parameter |gµBB3,x|/∆ can be traced back
to the existence of a ground state doublet. In contrast, for a chain with ferro-
magnetic exchange coupling J < 0 in Eq. (4.4), the ground state has degeneracy
nc +1. Although a computational basis could be defined also in terms of a sub-
set of the ground state multiplet for J < 0, due to the nc+1-fold degeneracy the
system is more prone to leakage than the antiferromagnetic systems considered
here.
We next quantify leakage for the CNOT gate with the sequence given in
Eq. (4.15) by numerical integration of the Schro¨dinger equation for two spin-
cluster qubits with nc = 3 and constant intracluster exchange interaction J .
Magnetic fields are assumed to be constant over the clusters, and the clusters
are coupled by Hˆ∗ = J∗(t)sˆ
I
3 · sˆII1 . For simplicity, we consider the case that
magnetic fields and J∗ are switched instantaneously from 0 to finite values
B = 0.1J/gµB and J∗ = 0.1J , respectively. The projections of a two-qubit
product state |ψ(t)〉 onto each of the four basis states during the pulse sequence
in Eq. (4.15) are shown in Fig. 4.5 for the initial states |ψ(0)〉 = |00〉 and
|ψ(0)〉 = |10〉. The probabilities and phases (not shown) prove that, indeed,
|00〉 → |00〉 and |10〉 → |11〉 with a high efficiency. Leakage induced by Hˆ∗ is
small for J∗ ¿ ∆ because all spins in the clusters corotate although Hˆ∗ only
couples the outermost spins. For the parameters chosen for Fig. 4.5, leakage
due to instantaneous switching of J∗(t) is 0.7% for the complete sequence.
4.1.4 XY-like chains
We next turn to anisotropic chains, J⊥ 6= Jz. For odd nc, the spectrum still
exhibits a ground state doublet of Sˆz eigenstates with eigenvalues ±~/2, respec-
tively. However, Sˆ2 is no longer a good quantum number. Both for J⊥ À Jz
(XY-like systems) and J⊥ ¿ Jz (Ising-like systems), |0〉 and |1〉 can be explicitly
constructed.
We first consider the XY model, Jz = 0 in Eq. (4.3). By the Jordan-Wigner
transformation [47], the XY chain is mapped onto a system of noninteracting
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Figure 4.5: CNOT gate for two small spin cluster qubits (nc = 3) obtained by
numerical integration of the Schro¨dinger equation [see Fig. 4.2(e)]. The plotted
probabilities and the phases (not displayed) show that (a) |00〉 → |00〉 and (b)
|10〉 → |11〉. We have chosen a pulse sequence [Eq. (4.15)] with instantaneous
switching (at times ti), B = 0.1J/gµB, and J∗ = 0.1J . Leakage due to instan-
taneous switching (0.7% for our parameters) can be reduced by decreasing J∗
and B.
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spinless fermions on a lattice with spatially varying hopping amplitudes,
Hˆ = −J⊥
2
nc−1∑
j=1
fj(ψˆ
†
j+1ψˆj + ψˆ
†
j ψˆj+1), (4.25)
where
ψˆj = exp
[
ipi
j−1∑
k=1
(
sˆk,z +
1
2
)]
sˆ−j (4.26)
annihilates a Jordan-Wigner fermion at site j. The problem is thus reduced
to calculating the one-particle eigenenergies and eigenstates of Eq. (4.25). The
one-particle Hamiltonian has (nc−1)/2 pairs of states with negative and positive
energy ∓Ei, respectively, which are related to each other by staggering of the
wave function,
e±i = (ei,1,±ei,2, ei,3,±ei,5, . . .) , (4.27)
where ei,j are real numbers. In addition, there is one eigenstate
e0 ∝
(
1, 0,−f1
f2
, 0,
f1f3
f2f4
, 0, . . . ,±f1f3 . . . fnc−2
f2f4 . . . fnc−1
)
(4.28)
with energy eigenvalue 0. The ground state doublet of the XY chain corre-
sponds to the lowest (nc − 1)/2 and (nc + 1)/2 Jordan-Wigner fermion levels
filled. Similarly to the spin chain with isotropic exchange interaction, one-qubit
gates can be realized by magnetic fields Bz(t) and Bx(t). By numerical exact
diagonalization of small spin chains (nc = 9), we have shown that |〈1|Sˆx|0〉| re-
mains of order 1/2 for various set of fj [e.g., fj ≡ 1, fj = sin(jpi/nc)], such that
the operation time for the one-qubit rotation gate is only limited by ~/∆. An
isotropic interqubit coupling Hamiltonian of the form Eq. (4.11) still translates
into the effective Hamiltonian in Eq. (4.12). With Eqs. (4.27) and (4.28), from
the completeness relation
∑(nc−1)/2
i=1 (e
+2
i,j + e
−2
i,j ) + e
2
0,j = 1 for j = 1, . . . , nc and
sˆj,z = ψˆ
†
jψj − 1/2, one can calculate all matrix elements entering the effective
coupling Hamiltonian Eq. (4.12),
〈0|sˆ1,z|0〉 =
e20,1
2
, (4.29)
|〈1|sˆ1,x|0〉| = e0,1
2
, (4.30)
where e0,1 is the first component of the normed one-particle eigenstate defined
in Eq. (4.28). In particular, for fj ≡ 1, 〈0|sˆ1,z|0〉 = 1/(nc + 1) and |〈1|sˆ1,x|0〉| =
1/
√
2(nc + 1). Due to the anisotropy of the intrachain exchange interaction,
Hˆ∗ (which is isotropic in the single-spin operators) translates into an effective
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XXZ-Hamiltonian in the two-qubit product basis. Nevertheless, the CNOT
gate can still be realized according to Eq. (4.15). For the anisotropic chain, a
magnetic field applied along an axis n translates into a rotation around the axis
(nx, ny, nz/2|〈1|Sˆx|0〉|) in the Hilbert space spanned by {|0〉, |1〉},
Hˆ ′ = gµBBn · Sˆ
' gµBB|〈1|Sˆx|0〉|
[
nx(|0〉〈1|+ |1〉〈0|)/2
+nyi(|1〉〈0| − |0〉〈1|)/2
]
(4.31)
+gµBBnz(|0〉〈0| − |1〉〈1|)/2.
A one–qubit rotation around an arbitrary axis hence requires appropriate
rescaling of B. For example, the rotation corresponding to exp(i2pin1 · SI/3)
[Eq. (4.15)] for the isotropic chain can be achieved by applying a magnetic field
B = B0(1 + 2/(2|〈1|Sˆx|0〉|)2)1/2/
√
3 along the axis ∝ (1,−1, 2|〈1|Sˆx|0〉|) for a
time 2pi~/3gµBB0. For given J∗ and B, the CNOT gate operation time increases
at most linearly with nc.
4.1.5 Ising-like chains
In the Ising limit Jz À J⊥ the ground state doublet
|0〉 = | ↑〉1| ↓〉2 . . . | ↑〉nc +O(J⊥/Jz),
|1〉 = | ↓〉1| ↑〉2 . . . | ↓〉nc +O(J⊥/Jz) (4.32)
is separated from the next excited state by an nc-independent ∆ ∼ Jz min(fj).
In perturbation theory in J⊥/Jz, for fj ≡ 1, the matrix elements
|〈1|Sˆx|0〉| ' nc + 1
4
(
2J⊥
Jz
)(nc−1)/2
,
|〈1|sˆ1,x|0〉| ' 1
2
(
2J⊥
Jz
)(nc−1)/2
(4.33)
decrease exponentially with system size because Sˆx and sˆ1,x only flip one spin
within the chain. Expanding the states |0〉 and |1〉 in powers of J⊥/Jz it follows
that finite matrix element of sˆ1,x and Sˆx between |0〉 and |1〉 occur only in
order (nc − 1)/2 in J⊥/Jz [115]. Even for medium sized chains nc & 9 and
J⊥/Jz < 0.2, an isotropic interqubit coupling Hamiltonian Hˆ∗ translates into
an effective Hamiltonian Eq. (4.12) of Ising form (Fig. 4.6). Because of the long
gate operation times implied by Eq. (4.33) for the one-qubit rotation and, in
particular, the CNOT gate, only quantum computing schemes which require a
small number of such operations [116] appear feasible.
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Figure 4.6: Transition matrix elements |〈1|Sˆx|0〉| and |〈1|sˆ1,x|0〉| as a function of
exchange anisotropy (J⊥ 6= Jz). The matrix elements determine gate operation
times for the one-qubit rotation and CNOT gate. Diamonds show numerical re-
sults obtained for nc = 9 and constant exchange interaction, fj ≡ 1 in Eq. (4.3),
in comparison with analytical results (solid lines) [see Eq. (4.33)].
In Fig. 4.6, for a chain with nc = 9, we compare our analytical results (solid
lines) for the matrix elements |〈1|Sˆx|0〉| and |〈1|sˆ1,x|0〉| as functions of anisotropy
with exact diagonalization for the chain with fj ≡ 1 (symbols). Because matrix
elements of order unity imply quantum gate operation times comparable to
single spins, the results in Fig. 4.6 show that universal quantum computing
based on a sequence of one-qubit rotation and CNOT gates is feasible for a
wide range of spin cluster qubits.
4.1.6 Experimental realization
We illustrate the advantages of a spin cluster qubit formed by nc = 5 spins
s = 1/2 in a one-dimensional array of quantum dots with diameter d ' 50 nm.
For realistic parameters [34] (J ' 10 KkB, J∗ ' 2.3 KkB, gµBB ' 0.7 KkB) and
a magnetic field which decreases from its maximum values Bx at the central site
of the chain to 0.2Bx at sites j = 2, 4, the operation time for one-qubit gates
increases by a factor 1/2|〈1|0.2sˆ2,x + sˆ3,x +0.2sˆ4,x|0〉| ' 2.2 compared to a single
spin. The operation time for the square-root of SWAP gate is increased by a
factor of 1/(2|〈0|sˆ1,z|0〉|)2 ' 4 compared to the single-spin qubit. However, the
operation time for the CNOT gate as defined in Eq. (4.15) is mainly determined
by the single-qubit operations of the sequence. Hence, for the minimum oper-
ation time of the CNOT gate we find 386 ps for spin clusters instead of 165 ps
for single spins. The decrease of decoherence time strongly depends on the mi-
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croscopic origin of decoherence. From the heuristic argument in Sec. 4.1.1 we
find that the decoherence rate due to globally fluctuating magnetic fields does
not scale with nc and is equal to the one of the single-spin qubit. Decoherence
caused by fluctuating local fields scales linearly with nc. For a spin cluster
qubit with nc = 5, we estimate that the number of quantum gates which can
be performed during the decoherence time decreases by at most a factor of 10
compared to the single-spin qubit. However, in contrast to single-spin qubits,
magnetic fields and exchange constants must be controlled only over length
scales ncd = 250 nm and 2ncd = 500 nm, respectively instead of d = 50 nm.
This would allow one to control the exchange between neighboring clusters op-
tically [94]. Note that, for the small clusters analyzed here, ∆ is so large that
neither adiabaticity nor the requirement that the Zeeman energy and J∗ be
small compared to ∆ provides a serious restriction on quantum gate operation
times.
4.2 Spin clusters in d > 2
So far, our considerations have been restricted to spin chains. The main ideas
discussed above apply to a much larger class of antiferromagnetic systems with
uncompensated sublattices. We illustrate next that quantum gates are feasible
also if spins s = 1/2 are arranged in a two- or three-dimensional cluster. For
definiteness, we restrict our attention to an isotropic exchange interaction J > 0.
4.2.1 Bipartite lattices
We first consider an odd number of spins arranged on a bipartite lattice with
the number of sublattice sites differing by 1, for example, a rectangular lattice
with L1 × L2 sites, where L1,2 are odd. This two-dimensional lattice exhibits
a ground state doublet [107]. Similarly to the spin chain, the computational
basis {|0〉, |1〉} can be defined in terms of the Sˆz-eigenstates of the ground state
doublet. Here, Sˆ is the operator of total spin of the two-dimensional array. From
a spin-wave ansatz for the elementary excitations, the energy gap ∆ separating
the ground state doublet from the next excited state can be estimated as
∆ ' Jpi
min(L1, L2)
. (4.34)
Because the characteristic features of the ground state doublet carry over from
the one- to the two-dimensional spin cluster qubit, quantum computing with
two-dimensional spin arrays on bipartite lattices is possible with the techniques
discussed in Sec. 4.1.1. Gate operation times are determined by the matrix
elements |〈0|sˆj,z|0〉| = |〈1|sˆj,x|0〉|. For the 3 × 3-lattice shown in Fig. 4.7(a),
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Figure 4.7: Two-dimensional spin clusters. Each dot represents a single-spin
qubit. (a) The spin cluster qubit scheme is readily extended from spin chains
to any bipartite lattice. (b) Spin arrays with frustrated bonds have a highly
degenerate ground state (fourfold degeneracy for three spins). (c) If the frus-
trated bonds are part of a larger array, the high degeneracy is usually lifted and
a ground state doublet remains.
from exact diagonalization we find 〈0|sˆj,z|0〉 = 0.15 for sites j in the center of
the edges, 〈0|sˆj,z|0〉 = 0.23 for sites j at the corners, and 〈0|sˆj,z|0〉 = 0.17 for
the central site of the cluster. Similarly to the spin chain, the ground state
doublet is robust against a spatial variation in the exchange constants as long
as all exchange constants remain antiferromagnetic.
4.2.2 Geometrically frustrated systems
For non-bipartite lattices, a ground-state doublet is not guaranteed to emerge.
The simplest example is the geometrically frustrated system of three spins s =
1/2 shown in Fig. 4.7(b),
Hˆ = J(sˆ1 · sˆ2 + sˆ1 · sˆ3 + sˆ2 · sˆ3)
=
J
2
(
Sˆ2 − 9
4
)
, (4.35)
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which has a fourfold degenerate ground state with energy eigenvalue E =
−0.75J . The eigenstates can be chosen as
|0〉 = (| ↑↑↓〉 − | ↑↓↑〉) /
√
2,
|1〉 = (| ↓↑↓〉 − | ↓↓↑〉) /
√
2,
|2〉 = (2| ↑↓↓〉 − | ↓↑↓〉 − | ↓↓↑〉) /
√
6, (4.36)
|3〉 = (2| ↓↑↑〉 − | ↑↑↓〉 − | ↑↓↑〉) /
√
6.
As demonstrated in Ref. [117], these states could still define a logical qubit
robust against certain sources of decoherence. However, quantum gate oper-
ation would always require control over single exchange interactions or local
magnetic fields and exclude quantum computing with control parameters which
vary slowly in space.
Geometrical frustration does, however, not in general rule out the existence
of a ground state doublet. In the more generic case that geometrically frustrated
bonds are part of a larger system [Fig. 4.7(c)] or the exchange constants in
Fig. 4.7(b) are not all equal, a ground state doublet emerges. In this case,
the logical states of the spin cluster qubit again can be defined in terms of
the Sˆz eigenstates of the ground state doublet and quantum gate operation is
possible with magnetic fields and exchange constants varying slowly over the
cluster. For systems as shown in Fig. 4.7(c), in which some bonds are frustrated,
∆ is usually smaller than in the case of bipartite lattices. For example, for
Fig. 4.7(c), ∆ = 0.157J compared to ∆ = 0.991J for Fig. 4.7(a). According
to the adiabaticity requirement, the small gap limits gate operation times more
severely for the system in Fig. 4.7(c).
4.2.3 Experimental realization
Because spin cluster qubits emerge also in two-dimensional regular spin arrays,
spin cluster qubits can be arranged in a plane if the positions of single spins can
be controlled as, e.g., for lateral quantum dots [Fig. 4.7(a)]. For a spin cluster
qubit formed by L × L = nc quantum dots, ∆ ∝ 1/L. Decoherence due to
globally fluctuating fields does not increase with nc, whereas independent local
Gaussian noise gives rise to a decoherence rate 1/τφ ∝ nc. Two-dimensional spin
cluster qubits are hence particularly interesting for qubits in which decoherence
is induced mainly by global rather than local fluctuating fields.
More importantly, a spin cluster qubit can be defined even for a wide range
of systems in which the positions and exchange constants cannot be accurately
controlled. For P atom electron spins in a Si matrix, because of rapid oscil-
lations of the exchange coupling between atoms at large distances, placement
of atoms with lattice spacing precision is required for single-spin qubits [118].
Without this precision, the exchange interaction at large distances vanishes
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with a probability of 50%. In contrast, for spin cluster qubits formed by a small
number (e.g. three) of P dopants located close to each other, the spin defin-
ing the logical state of the qubit is delocalized over the cluster. The effective
exchange coupling between neighboring qubits obtained by integration of the
exchange interaction over the clusters is finite with a high probability. Because
the intracluster exchange interaction at small distances varies strongly with dis-
tance [118], for a random arrangement of three spins, the exchange couplings
will differ with high probability and the system is not frustrated. Rather, in
general a ground state doublet exists.
4.3 Larger spins
So far, our considerations have been restricted to clusters formed by spins s =
1/2. We next consider antiferromagnetic systems with larger spins s > 1/2.
4.3.1 Antiferromagnetic molecular clusters
Only very recently it has been shown theoretically that Grover’s algorithm can
be implemented with ferromagnetic molecular magnets using a unary encod-
ing [38]. In view of universal quantum computing, ferromagnetic clusters such
as the molecular magnets Mn12 and Fe8 [119] suffer from the large net spin which
usually means large matrix elements coupling the spin to the environment and,
hence, short decoherence times.
In contrast, in antiferromagnetic systems such as the antiferromagnetic
molecular rings discussed in Chapters 2 and 3, the spins couple such that they
form a small total magnetic moment. Antiferromagnetic clusters which have
unequal sublattice magnetization, will in general have a ground state multiplet
rather than the singlet found for systems with compensated sublattice spins.
Several antiferromagnetic molecular magnets comprised of spins with quantum
numbers larger than 1/2 have been synthesized to date [55, 56, 57, 58, 59]
including several compounds with uncompensated sublattice spins [80]. As a
paradigm, we consider systems with isotropic exchange coupling J , but allow
for an easy or hard axis single-spin anisotropy,
Hˆ = J sˆ1 · sˆ2 + kz(sˆ21,z + sˆ22,z). (4.37)
Here, s1 and s2 = s1±1/2 are the spin quantum numbers of the two sublattices,
respectively, J > 0 is an effective exchange constant, and kz the single ion
anisotropy. Equation (4.37) has a ground state doublet {|0〉, |1〉} of Sˆz = sˆ1,z +
sˆ2,z eigenstates with eigenvalues ±~/2, respectively. Because [Sˆz, Hˆ] = 0 for the
Hamiltonian Eq. (4.37), the logical qubit basis states have an expansion of the
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form (for s2 = s1 − 1/2)
|0〉 =
s1∑
m1=−s1+1
αm1 |m1, 1/2−m1〉
= α−s1+1| − s1 + 1, s1 − 1/2〉 (4.38)
+α−s1+2| − s1 + 2, s1 − 3/2〉+ . . .
+αs1 |s1,−s1 + 1/2〉
in terms of the spin product basis. For s1,2 À 1, analytical expressions can be
derived both for the action of a magnetic field (one-qubit rotation gate) and
for the action of an interqubit coupling Hamiltonian (two-qubit gates) between
clusters I and II,
Hˆ∗ = J∗(t)sˆ
I
2 · sˆII1 , (4.39)
within a coherent state path integral formalism [47, 120]. We only state the main
results of our calculations here. Further details are given in Appendix B.2.
4.3.2 Hard axis systems
For strong hard axis anisotropy, kz > 0 and kzs
2
1,2/J À 1, the spins s1 and s2
lie close to the (x, y)-plane for both states of the ground state doublet. A large
contribution in the expansion Eq. (4.38) comes from the states |m1 = 0〉|m2 =
1/2〉 and |m1 = 0〉|m2 = −1/2〉, respectively. For illustration, for s1 = 3,
s2 = 5/2, and kz/J = 0.2, by numerical diagonalization of Eq. (4.37), we find
|0〉 = 0.25
∣∣∣3,−5
2
〉
− 0.41
∣∣∣2,−3
2
〉
+0.52
∣∣∣1,−1
2
〉
− 0.52
∣∣∣0, 1
2
〉
(4.40)
+0.42
∣∣∣−1, 3
2
〉
− 0.24
∣∣∣−2, 5
2
〉
.
The state |1〉 is obtained by |m1,m2〉 → |−m1,−m2〉 on the right hand side of
Eq. (4.40). In agreement with the semiclassical theory, a major contribution to
{|0〉, |1〉} comes from states with small m1 and m2.
In the following, we restrict our attention to systems with large anisotropy,
kz(s
2
1 + s
2
2)/J À 1. Then, ∆ ' J (Appendix B.2) and
|〈1|Sˆx|0〉| = 1/4,
|〈1|sˆ1,x|0〉| = s1/2, (4.41)
|〈1|sˆ2,x|0〉| = s2/2.
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In particular, Eq. (4.39) translates into the effective Hamiltonian
Hˆ∗ = J∗|〈0|sˆ1,z|0〉||〈0|sˆ2,z|0〉|


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1


+
J∗s1s2
2


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

 (4.42)
in the two-qubit product basis. As discussed in Sec. 4.1.1, the CNOT gate
can be realized with a unitary time evolution governed by this effective qubit
coupling of the XXZ-form.
Matrix elements of order unity in Eq. (4.41) show that, for example, a
magnetic field Bx efficiently rotates the state |0〉 into |1〉. This is not a priori
evident given the rather complicated representation of the ground state doublet
in the single-spin product basis [Eq. (4.38)]. The large matrix elements arise
because, for both |0〉 and |1〉, the spins lie close to the (x, y)-plane in the hard
axis system.
4.3.3 Easy axis systems
For kz < 0, configurations with spins aligned along the z-axis are energeti-
cally favorable. We restrict our attention to systems with large anisotropy,
4|kz|(s21 + s22)/J À 1. Because a transition from |0〉 to |1〉 requires a ro-
tation of both spins through a large energy barrier, from the theory of
spin quantum tunneling in antiferromagnetic systems [49, 50] we find that
|〈1|Sˆx|0〉|, |〈1|sˆ1,x|0〉|, |〈1|sˆ2,x|0〉| ∝ exp(−
√
8|kz|(s21 + s22)/J) ¿ 1 are exponen-
tially small. Similarly to a spin chain in the Ising limit (Sec. 4.1.5), the easy
axis system is a candidate for quantum computing schemes as suggested in
Ref. [116].
The analytical results for the matrix elements discussed here are compared
with numerical exact diagonalization for s1 = 7 in Fig. 4.8. We find good
agreement with our semiclassical results.
4.3.4 Experimental realization
Single molecule electrical switches [121, 122, 123, 124] have nourished hopes
that, in the future, it will be possible to down-scale computers to the level
at which bits or qubits are represented by single molecules. The results in
Secs. 4.3.2 and 4.3.3 show that, in such bottom-up approaches aiming at a
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Figure 4.8: Matrix elements of spin operators of a qubit formed by two spins
with spin quantum numbers s1 = 7 and s2 = 6.5. Numerical data (symbols) ob-
tained from exact diagonalization are in good agreement with analytical results
(solid lines).
universal quantum computer, control is not required at the level of single atom
spins but only on the scale of molecule spins. In particular, molecular magnetic
clusters with an effective spin S = 1/2 define a qubit. One-qubit quantum
gates could be effected, for example, by a magnetic tip as used in magnetic
force microscopy [125]. The spatial resolution of these techniques currently lies
in the range of 10− 100 nm [126] and approaches the typical size of molecular
magnetic clusters [119].
Control of the exchange interaction between molecules is challenging. As has
been demonstrated recently [122, 123], the electrical conductivity of individual
molecules can be switched between two states in a controlled way. By connecting
molecular magnetic clusters by reversible redox switches one could also switch
intercluster exchange paths. Alternatively, if the relative position of molecular
magnetic clusters can be controlled, the intercluster exchange interaction can
be switched on and off via the overlap of electron orbital wave functions by
moving clusters relative to each other.
4.4 Conclusion
In conclusion, we have shown that quantum computing is possible with a wide
variety of clusters assembled from antiferromagnetically coupled spins which
form an effective total spin S = 1/2. For arrays of spins s = 1/2, the existence
of a spin cluster qubit requires little control over the placement and intracluster
coupling of the spins and the spatial dimension of the array. This remains true
for a wide range of systems with uncompensated sublattice spins differing by
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1/2. We have shown explicitly that, for the spin cluster qubit, initialization,
quantum gate operation, and readout are possible with the techniques proposed
and analyzed for single spins. The scaling of the decoherence time with system
size strongly depends on the microscopic decoherence mechanism. Spin cluster
qubits are particularly promising in situations where decoherence is induced
mainly by globally fluctuating fields during quantum gate operation and the
decoherence rate of the spin cluster qubit is comparable to that of a single-spin
qubit. The main advantage of spin clusters compared to single spins is that
requirements on local control of magnetic fields and exchange interactions can
be traded for longer gate operation times. We have illustrated the feasibility
and advantages of spin cluster qubits for arrays of quantum dots, P dopants in
a Si matrix, and molecular magnetic clusters.
In contrast to single spins, spin clusters are not intrinsically two-state sys-
tems and leakage during quantum gate operation must be accounted for. For
the one-qubit rotation gate, we have shown that leakage is small if the magnetic
field which induces the rotation is switched on and off adiabatically or if the
Zeeman energy remains small compared to ∆.
Finally, we note that, because any qubit can be mapped onto a spin s = 1/2,
the results presented here do not only apply to quantum computing proposals
based on spin degrees of freedom but to any quantum computing scheme. More
specifically, for any qubit for which methods for initialization, quantum gate op-
eration, quantum error correction, and readout have been identified, a cluster
qubit can be formed by coupling several qubits. For the cluster qubit, initial-
ization, quantum gate operation, quantum error correction, and readout are
possible using the same techniques as for the original qubit.
Chapter 5
Transport of magnetization
Transport of magnetization in various magnetic systems has received consider-
able attention both theoretically and experimentally [127, 128, 129, 130]. A spa-
tially varying magnetic field gives rise to a current of magnetic dipoles [129, 130],
similar to the transport of electric charge driven by an electric field. Here
we consider insulating magnets described by a spin Hamiltonian, where mag-
netization is transported by excitations such as magnons and spinons with-
out transport of charge. Theoretical work on such systems has so far been
focused on the long-wavelength limit for magnets with translational invari-
ance [129, 131, 132, 133].
In contrast, we propose to investigate magnetization transport in systems
with broken translational invariance [134]. In particular, we consider a quasi
one-dimensional system of finite length, e.g., a spin chain sandwiched between
two bulk magnets which act as reservoirs for magnetization, where the mag-
netic field gradient is non-zero only over the system. Then, the magnetization
current is determined by the spin conductance G which remains finite in the
ballistic limit due to the contact resistance between the reservoirs and the sys-
tem, in analogy to electronic transport in mesoscopic systems [41]. This is
in stark contrast to the spin conductivity which diverges in the ballistic limit
due to translational invariance [129, 131, 132, 133]. Here, we derive the spin
conductance G for both ferromagnetic and antiferromagnetic systems.
This chapter is organized as follows. In Sec. 5.1, we show that, for ferro-
magnetic systems, magnetization transport can be viewed as transmission of
magnons and the conductance is temperature dependent. For the antiferro-
magnetic spin-1/2 chain, the conductance has a value of order (gµB)
2/h, where
g is the gyromagnetic ratio and µB the Bohr-magneton (Sec. 5.2). In Sec. 5.3,
we discuss experimental implications of our results. In particular, spin currents
produce an electric field which allows one to measure G. We discuss magnetiza-
tion transport in an external electric field and show that phenomena analogous
to the Hall effect exist (Sec. 5.4).
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5.1 Ferromagnetic systems
We first discuss a system with isotropic ferromagnetic exchange interaction in
a magnetic field B(xi) = Biez. The spins occupy the sites xi of a simple d-
dimensional lattice with lattice constant a,
Hˆ = J
∑
〈ij〉
sˆi · sˆj + gµB
∑
i
Bisˆi,z, (5.1)
with J < 0. Here, sˆi is the spin operator of the spin with spin quantum
number s at xi, and 〈ij〉 denotes nearest neighbor sites. For low temperatures,
Eq. (5.1) can be diagonalized by introducing magnon operators which describe
small fluctuations of the spins around ez [47]. Following the standard procedure,
we introduce magnon creation and annihilation operators defined in terms of
the spin ladder operators sˆ±i = sˆi,x ± isˆi,y by
sˆ+i = bˆ
†
i
(√
2s− bˆ†i bˆi
)
,
sˆ−i =
(√
2s− bˆ†i bˆi
)
bˆi, (5.2)
sˆi,z = −s + bˆ†i bˆi.
For spatially constant Bi = B > 0, the elementary excitations of the extended
system are plane spin waves,
Hˆ ' −Ns
2|J |
2
+
∑
k
²kbˆ
†
kbˆk, (5.3)
where N is the total number of sites in the lattice and
bˆk =
1√
N
∑
i
e−ik·xi bˆi (5.4)
is the destruction operator of a magnon with wave vector k. The magnon
dispersion relation is [2]
²k ' gµBB + |J |sa2k2. (5.5)
Most importantly for the subsequent discussion of magnetization currents, a
magnon carries a magnetic moment −gµBez. For temperatures T ¿ gµBB/kB,
the magnon density is small and noninteracting-magnon theory is valid for all
d.
We now consider a set-up for a magnetization transport measurement as
sketched in Fig. 5.1(a). A spin chain extends from x = −L/2 to L/2 and is
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suspended between two large three-dimensional reservoirs, R1 and R2. L À a
is sufficiently small that magnons propagate ballistically through the chain.
The reservoirs narrow adiabatically toward the chain [“transition region” in
Fig. 5.1(a)]. The system is still described by Eq. (5.1), with the sites xi occupy-
ing a bounded region in space [Fig. 5.1(a)]. A small spatially varying magnetic
field δB(x)ez with δB(x) = −∆B/2 (∆B/2) for x < −L/2 (x > L/2) is super-
imposed on the offset field Bez for t > 0 [Fig. 5.1(b)]. For |x| < L/2, δB(x)
interpolates smoothly between the values ±∆B/2 in the reservoirs. The field
gradient results in a magnetization current Im from R1 to R2. In linear response
theory, Im can be expressed in terms of the spin conductivity σ(x, x
′, ω),
Im(x, ω) =
∫
dx′ σ(x, x′, ω)∂x′ δB(x
′, ω). (5.6)
To calculate Im(x, ω), knowledge of σ for x, x
′ ∈ [−L/2, L/2] is sufficient because
∂x′ δB(x
′, ω) = 0 inside the reservoirs. For a quasi one-dimensional system, due
to the continuity equation, σ is related to the susceptibility χ by σ(q, ω) =
−iωχ(q, ω)/q2. We only discuss transport of the z-component of magnetization
driven by a magnetic field along ez. The corresponding indices are omitted for
brevity, i.e., χzz → χ. In the noninteracting-magnon approximation,
χ(q, ω) = −(gµB)
2
~
∫ ∞
−∞
dk
2pi
nB(²k+q)− nB(²k)
(²k+q − ²k)/~ + ω + i0 . (5.7)
Here, nB(²) = 1/(exp(β²) − 1) is the Bose distribution function and β =
1/kBT . In the limit ω → 0 of a static field, from Eq. (5.7) we find that
limω→0 σ(x, x
′, ω) = (gµB)
2nB(gµBB)/h is independent of x and x
′. Integrating
over x′ in Eq. (5.6), we find that the magnetization current in the system
Im(x) =
(gµB)
2
h
nB(gµBB) ·∆B = G ·∆B (5.8)
is constant and only depends on the difference of magnetic fields in the reser-
voirs, ∆B. Although magnetization is transported ballistically, the spin con-
ductance G remains finite because of the contact resistance for magnons be-
tween reservoirs and system, similar to the related phenomenon in charge trans-
port [41]. On a technical level, because of the interface between the reservoirs
and the system, translational invariance is broken such that the x′-integration
in Eq. (5.6) extends only over the system and Im remains finite.
In ferromagnetic systems, the magnetization current is carried by magnons.
This allows us to reproduce Eq. (5.8) from the Landauer-Bu¨ttiker approach [41].
The field difference ∆B switched on at t = 0 results in a shift of the magnon
energies ² in the reservoirs [Eq. (5.5)] and of the magnon distribution functions
nB(²) [Fig. 5.1(c)]. Note that the magnon distribution functions are only shifted
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Figure 5.1: (a) Proposed experimental set-up for the measurement of a magne-
tization current Im. (b) A magnetic field difference ∆B between the two bulk
systems gives rise to Im = G · ∆B. (c) ∆B shifts the Bose functions nB(²) in
the reservoirs R1, R2. Magnons with energies ² within the shaded region in R1
are not transmitted to R2.
but do not relax to the equilibrium distributions corresponding to the new
field. Hence, a nonequlibrium situation is established. The magnetization in the
reservoirs relaxes toward the new equilibrium values by magnetization transport
from R1 to R2, i.e., the magnetization current Im. All magnons incident on the
spin chain from R2 are transmitted into R1. For the clean system considered
here, the magnon transmission coefficient is unity. In contrast, magnons with
² ∈ [gµB(B−∆B/2), gµB(B+∆B/2)] are not transmitted from R1 to R2. This
results in a net magnetization transport current
Im = gµB
∫ gµB∆B
0
d² v(²)ρ(²)nB(² + gµBB)
' (gµB)
2
h
nB(gµBB) ·∆B = G ·∆B, (5.9)
where v(²) = ∂kx²kx/~ is the magnon velocity and ρ(²) = 1/hv(²) is the magnon
density of states in the spin chain. This result obtained from the Landauer-
Bu¨ttiker approach for magnons agrees with the calculation using response func-
tions, Eq. (5.8). Equation (5.8) remains valid for gµB∆B ¿ kBT ¿ gµBB.
The requirement that gµB∆B be the smallest energy scale guarantees the va-
lidity of linear response theory while kBT ¿ gµBB ensures that the magnon
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density remains much smaller than 1/a and noninteracting magnon theory is
applicable.
If the system connecting R1 and R2 consists of several chains with finite
interchain exchange J ′, magnetization can be transported by each of the trans-
verse modes which act as independent transport channels. For the conductance,
we find G = (gµB)
2
∑
k⊥
nB(gµBB + ²k⊥)/h, where ²k⊥ is the energy of the
transverse magnon mode. For a wire with square cross section, width W , and
interchain spacing a, ²k⊥ ' J ′S(pia/W )2(n2y + n2z), where ny, nz = 1, . . . , bW/ac
label the transverse modes.
To contrast these results with charge transport between two Fermi-liquid
reservoirs, we note the following. The offset field B leads to an energy gap
gµBB in the magnon spectrum. Thus, magnetization transport requires thermal
excitation of magnons across the gap and G is strongly temperature dependent.
In the range of validity of noninteracting magnon theory, T ¿ gµBB/kB, G ¿
(gµB)
2/h. At T = 0, G = 0 because the system and the reservoirs are in the
spin-polarized ground state. This is in contrast to the charge conductance which
remains usually finite at T = 0 [41]. Note that, although the spin conductance G
of the ferromagnet depends on the offset magnetic field B and the temperature,
it is universal in the sense that it is independent of the exchange interaction J ,
the spin quantum number s, and the lattice spacing a.
The Hamiltonian Eq. (5.1) describes a perfect system for which the trans-
mission probability for magnons is unity. We next show that the magnetization
current is strongly reduced by impurities in the system. For definiteness, we
consider the perturbation Hˆ ′ = gµBBimpsˆ0,z which describes a static magnetic
impurity field Bimp that acts only on a single spin, sˆ0 [Fig. 5.2(a)]. Such a
perturbation is effected, for example, by a static spin which is coupled to sˆ0 by
an exchange coupling. The single magnon Hamiltonian then reads
hˆ = −|J |sa2∂2x + gµBB + aV0δ(x), (5.10)
where V0 = gµBBimp is the scattering potential for magnons created by the
impurity magnetic field [Fig. 5.2(b)]. For a magnon incident on the potential
aV0δ(x) with an energy gµBB + ², the transmission amplitude calculated from
Eq. (5.10) is t(²) = 1/(1− iV0/
√
4|J |S²) [135] and the transmission probability
becomes
T (²) =
1
1 + (V 20 /4|J |s²)
. (5.11)
The magnetization current then follows from
Im =
gµB
h
∫ gµB∆B
0
d² nB(² + gµBB)T (²). (5.12)
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Figure 5.2: (a) Model system in which the transmission probability for magnons
is smaller than unity. A static impurity spin is coupled to one spin of the
system, sˆ0, and creates a local Zeeman field gµBBimp. (b) In the continuum
limit, the local magnetic field translates into a potential barrier gµBBimpaδ(x)
for magnons.
In particular, if ∆B remains the smallest energy scale of the problem, ∆B ¿
(gµBBimp)
2/4|J |s, with T (²) ∝ ² for all current carrying modes we find that
Im =
(gµB)
2
h
nB(gµBB)
2|J |sgµB
(gµBBimp)2
(∆B)2 (5.13)
increases with (∆B)2, i.e., the linear spin conductance vanishes for ∆B → 0.
This strong dependence of the magnetization current Im on the scattering po-
tential can be traced back to the fact that the magnetization current is carried
by magnons with low energies, ² ≤ gµB∆B [Fig. 5.1(c)], for which the transmis-
sion probability is strongly energy dependent. This is in stark contrast to the
charge conductance for electrons which is reduced by the transmission probabil-
ity for an electron incident at the Fermi energy ²F . The transmission probability
only depends on ²F and the barrier height V0 of the scattering potential but not
on the applied potential bias, and the charge conductance remains finite.
5.2 Antiferromagnetic systems
As we show next, magnetization transport in antiferromagnets is significantly
different from ferromagnets but similar to charge transport in Fermi liquids. In
an antiferromagnetic chain with half-integer spin the elementary excitations are
massless and we will show that G 6= 0 even at T = 0. The spin-1/2 chain is
believed to capture the essential features [136, 137, 138, 139]. Thus, we now
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consider a spin-1/2 chain with isotropic antiferromagnetic exchange interaction
J > 0 in Eq. (5.1) suspended between two antiferromagnetic reservoirs. The
analysis including the result in Eq. (5.19) remains valid also for anisotropic
spin-1/2 chains which show Luttinger liquid behavior. For t > 0, a magnetic
field B(x) is applied along ez such that B(x) = −∆B/2 (∆B/2) for x < −L/2
(x > L/2). By a Jordan-Wigner transformation and subsequent bosonization,
the spin chain can be mapped onto a Luttinger liquid (spinless fermions). Then,
at T = 0, the Euclidean Lagrangean flows into a massless free theory under
renormalization group [136, 137, 139],
L =
∫
dx
K
2
[
1
v
(∂τφ)
2 + v(∂xφ)
2
]
, (5.14)
where K = 2, v = (pi/2)Ja/~, and the homogeneous part of sˆz is identified with
∂xφ/
√
pi. The imaginary-time spin conductivity is [140]
σ(q, ωn) = (gµB)
2 v
pi~K
ωn
ω2n + v
2q2
. (5.15)
However, in order to calculate G for the inhomogeneous system, it is not suf-
ficient to evaluate the limit ω → 0 of σ(q, ω) because the elementary excita-
tions change on propagation from the reservoirs (magnons) through the chain
(spinons). Following the related analysis for charge transport through a Lut-
tinger liquid coupled to Fermi leads [141], we model the transition from a three-
dimensional ordered antiferromagnetic state to the spin chain by spatially vary-
ing K(x) and v(x) in the Lagrangean Eq. (5.14). For simplicity, we assume that
K(x) and v(x) change discontinuously from the values of the spin chain to the
ones of a bulk antiferromagnet at x = ±L/2 [Fig. 5.3(a)]. The values Kb and vb
in the bulk region are chosen such that Eq. (5.14) correctly reproduces the dy-
namic susceptibility of a three-dimensional antiferromagnetically ordered state.
From the nonlinear sigma model description [84], we estimate vb '
√
3Ja/~ and
Kb ' 4
√
3/pi. The spin conductance then follows from
G =
(gµB)
2
pi~
lim
ωn→0
ωnGφφ(x, x
′, ωn) (5.16)
where the time ordered Green’s function
Gφφ(x, x
′, ωn) =
∫ ∞
0
dτ e−iωnτ 〈Tτφ(x, τ)φ(x′, 0)〉, (5.17)
must be evaluated for the inhomogeneous system including the transition re-
gions [141]. For given x′ ∈ [−L/2, L/2], Gφφ(x, x′, ωn) is obtained from the
ansatz
Gφφ(x, x
′, ωn) = a exp
(
ωnx
v(x)
)
+ b exp
(
− ωnx
v(x)
)
(5.18)
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Figure 5.3: (a) The transition from the three-dimensional antiferromagnetically
ordered bulk to the spin-1/2 chain is modelled by spatially varying K(x) (solid
line) and v(x) (dashed line) in Eq. (5.14). (b) Set-up for a transport measure-
ment in an antiferromagnetic system.
for the four regions x < −L/2, −L/2 < x < x′, x′ < x < L/2, and
L/2 < x. The coefficients a and b are determined by the boundary conditions
that Gφφ(x, x
′, ωn) and K(x)v(x)∂xGφφ(x, x
′, ωn) are continuous at x = ±L/2,
Gφφ(x, x
′, ωn) is continuous at x = x
′, and K(x)v(x)∂xGφφ(x, x
′, ωn)|x=x′+0 −
K(x)v(x)∂xGφφ(x, x
′, ωn)|x=x′−0 = 1 by definition of the Green’s function. The
boundary conditions for the spin current are automatically satisfied by evalu-
ating Eq. (5.17). In particular, the requirement that K(x)v(x)∂xGφφ(x, x
′, ωn)
is continuous at x = ±L/2 assures magnetization current conservation at the
transition from the antiferromagnetic reservoir to the spin chain. We find that
limωn→0 ωnGφφ(x, x
′, ωn) = 1/2Kb is independent of x, x
′ and of the parameters
K and v of the spin chain. The spin conductance at T = 0,
G =
(gµB)
2
hKb
, (5.19)
depends only on the parameter Kb of the bulk system. Note that the conduc-
tance G is universal in the sense that it does not depend on the parameters of the
spin chain. Rather, also spin chains with anisotropic exchange couplings that
flow into a massless free theory, Eq. (5.14), would exhibit the spin conductance
G in Eq. (5.19).
We next argue that Eq. (5.19) remains valid also for a finite temperature and
an offset magnetic field. Both analytical [142] and recent numerical [131] anal-
ysis indicate that, even at finite T ¿ J/kB, Eq. (5.14) describes the low energy
behavior of the spin-1/2 chain correctly. Similarly, a finite offset magnetic field,
gµBB ¿ J , suppresses quantum fluctuations of sˆz in the bulk, leading only to
a slight decrease of Kb. Our result Eq. (5.19) is hence robust both for finite
temperatures and magnetic fields. In summary, an antiferromagnetic spin-1/2
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chain suspended between antiferromagnetic reservoirs acts as transport channel
for magnetization with a spin conductance of order (gµB)
2/h. For N parallel
spin chains with vanishing interchain exchange interaction, each chain acts as
independent transmission channel and G increases by a factor N . The spin
conductance is quantized in units of order (gµB)
2/h.
Preparation of a sample as shown in Fig. 5.1(a) is challenging. A promising
strategy is the use of a bulk material with an intrachain exchange coupling J
much stronger than the interchain exchange interaction, such as Sr2CuO3. If
heated to temperatures T much larger than the Ne´el ordering temperature TN ,
the spin chains decouple and magnetization is transported predominantly along
the spin chains. Hence, an antiferromagnetic wire heated to T > TN in its cen-
tral part, but cooled to T ¿ TN at its ends [Fig. 5.3(b)] provides a realization of
the system in Fig. 5.1(a). If both reservoirs are cooled to the same temperature,
temperature gradients will not give rise to a net magnetization current between
the reservoirs because of symmetry. Recent experiments [143, 144] provide
strong evidence that elementary excitations in various quasi one-dimensional
systems have mean free paths of several hundred nanometers at temperatures
up to 50 K and the mean free path is limited by the defect concentration in
the samples. For L < 1 µm, transport through the system shown in Fig. 5.3(b)
then is indeed ballistic as assumed above.
5.3 Detection of spin currents
We next discuss how G can be measured experimentally. A current of mag-
netic dipoles produces an electric dipole field [145]. The electric field is most
easily calculated by decomposing the magnetization current into contributions
propagating at a certain velocity v, Im = gµB
∑
v n(v)v, where n(v) is the line
density of magnetic dipoles with velocity v. For each v, the electric field in the
laboratory frame is obtained by a Lorentz transform of the magnetic dipole field
in the co-moving frame. Summing over v, we find that the total electric dipole
field [Fig. 5.4(a)]
Em(x) =
µ0
2pi
Im
r2
(0, cos 2φ,− sin 2φ) (5.20)
depends only on Im. Here, sin φ = y/r, cos φ = z/r, and r =
√
y2 + z2 is
the radial distance from the magnetization current. Note that the electric field
decreases with 1/r2 rather than 1/r because the magnetization current is carried
by magnetic dipoles. In contrast, the magnetic field produced by a charge
current I is proportional to I/r because charge monopoles are transported.
For a numerical estimate, we now consider N parallel uncoupled antifer-
romagnetic spin-1/2 chains connecting two antiferromagnetic reservoirs. With
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Figure 5.4: (a) A current of magnetic dipole moment Im produces an electric
dipole field leading to a measurable voltage Vm. (b) Magnetic dipoles −gµBez
driven by a magnetic field gradient ∇B in an inhomogeneous electric field E(x)
experience a force F analogous to the Lorentz force.
Eqs. (5.19) and (5.20),
|Em(x)| ∼ N µ0
2pi
(gµB)
2
h
∆B
r2
= N
g2
4
· 10−19 ∆B[T ]
r[m]2
V
m
. (5.21)
Even for moderate ∆B = 10−3 T and large r = 10−5 m, the magnetization
current transported by N ' 104 parallel spin chains leads to an electric field
Em ∼ 10−8 V/m. The voltage drop between the two points (0, r, 0) and (0, 0, r)
indicated in Fig. 5.4(a) is then Vm = Emr ' 10−13 V which is within experi-
mental reach. Picovolt sensitivity is reported, for example, in Ref. [146]. For N
uncoupled ferromagnetic chains, Im and thus Em and Vm are smaller by a factor
nB(gµBB) ' exp(−βgµB). For the temperature range considered in Sec. 5.1,
T ¿ gµBB/kB, the Bose factor is small compared to unity and the detection
of Em would require a sample with a larger number of chains connecting the
reservoirs, N & 104 exp(βgµB), for ∆B = 10−3 T and r = 10−5 m.
Interactions not included in the Hamiltonian Eq. (5.1) could lead to a relax-
ation of the magnetization in the reservoirs within the spin-lattice relaxation
time τs. The expressions for the magnetization current in ferromagnetic and
antiferromagnetic systems, Eqs. (5.8) and (5.19), respectively, then remain valid
only for t . τs. For a static ∆B, Im vanishes for t > τs. This problem can
be avoided by an alternating current measurement where ∆B oscillates with a
frequency ω, with J/~ À ω & 1/τs. τs can be estimated from the linewidth
in ferromagnetic resonance. For example, for YIG, τs > 10
−7 s [147]. Alterna-
tively, the magnetization could be maintained with a “spin battery” of the type
proposed in Ref. [148].
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5.4 Spin currents in electric fields
A moving magnetic dipole moment also interacts with an external electric field
E(x), leading to phenomena analogous to the Hall effect. A magnetic dipole
−gµBez moving in an electric field acquires an Aharonov-Casher phase [149]
and the spin Hamiltonian is modified to
Hˆ =
J
2
∑
〈ij〉
[
sˆ+i sˆ
−
j e
−iθij + sˆ−i sˆ
+
j e
iθij + 2sˆi,z sˆj,z
]
+gµB
∑
i
Bisˆi,z, (5.22)
where sˆ±j = sˆj,x± isˆj,y and θij = gµB
∫ xj
xi
dx · (E×ez)/~c2. Introducing magnon
creation and annihilation operators, Eq. (5.22) can be rewritten in terms of
magnons with single-magnon Hamiltonian hˆ. From Eq. (5.22), we find
hˆ =
|J |sa2
~2
(pˆ− gµBE× ez/c2)2 + gµBB. (5.23)
Here, we discuss only the classical motion of magnons propagating with velocity
v = −vxex in a two-dimensional system of finite width W in the y-direction
[Fig. 5.4(b)], where Im = gµBnvxW , and n is the magnon density. From the
equation of motion implied by Eq. (5.23), one obtains the force acting on a
magnon, F = −gµB∇[B − (v × E) · ez/c2]. The second term accounts for the
interaction with the electric field. We now focus on E = E ′(x, y,−2z) with
E ′ = const. Then, the equation of motion of the magnons is formally identical
to that of electrons in a constant magnetic field. Magnons are deflected into
the ey direction perpendicular to the transport direction ex. Stationarity is
reached when the magnon repulsion equals the driving force along ey due to
the electric field. Taking into account only dipolar forces between the magnons,
in the stationary state B − vxE ′y/c2 is constant as function of y. The differ-
ence in magnetic fields ∆B = B(y = W/2) − B(y = −W/2) is related to the
magnetization current density by the spin Hall conductance GH ,
Im
W
= −GH ∆B
W
= −gµBnc
2
E ′
∆B
W
, (5.24)
in close formal analogy to the Hall conductance for charge transport in a trans-
verse magnetic field.
We next provide an estimate for the magnitude of the spin Hall effect. In
the hydrodynamic regime, the drift velocity vx is determined by the magnon
scattering time τ . At low temperatures, τ is limited by impurities in the sample.
For τ on the order of 102 . . . 103 ns, as measured for YIG at 1-4 K [150],
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∂xB = 10
5 T/m, J = 200 KkB, s = 1, and a = 1 A˚, the drift velocity is
vx = 10
3 . . . 104 m/s. A variation of electric field ∆E = E(y = W/2) − E(y =
−W/2) = 107 V/m across the magnetic system then would lead to ∆B = 10−3
. . . 10−2 G resulting from the spin Hall effect. Thus, the spin Hall conductance
GH is within experimental reach.
5.5 Conclusion
In conclusion, we have shown that magnetization transport in quasi one-
dimensional insulating ferromagnetic and antiferromagnetic systems is de-
scribed by a spin conductance which is independent of the system parameters.
Magnetization currents produce an electric field which allows one to measure the
conductance directly. For magnetization transport in an external electric field,
phenomena analogous to the Lorentz force and the Hall effect in charge trans-
port emerge. Our results for magnetization transport in insulating magnets are
summarized in Table 5.1.
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magnetization transport charge transport
conductance G
(gµB)
2
h
O(1) 2e
2
h
(AFM, spin-1/2)
detection |Em(x)| = µ0
2pi
Im
|x|2 |B(x)| =
µ0
2pi
I
|x|
Hall conductance GH
gµBnc
2
E ′
en
B
Table 5.1: Results obtained for the transport of magnetization in comparison
with the corresponding results for charge transport. We report the conductance
G for one transport channel, the electric field (magnetic field) produced by a
magnetization (charge) current, and the Hall conductance for a magnetization
current in an external electric field and for electrons in a transverse magnetic
field, respectively. See text for further details.
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Appendix A
Spin correlation functions of
antiferromagnetic molecular
rings
A.1 Undoped antiferromagnetic molecular
rings
The correlation functions for the antiferromagnetic molecular ring in Eq. (2.28)
are derived in the following way. With My = Mz = 0 [84],
χαα(τ) = (gµB)
2N~
4J
δ(τ)(1− 〈n2α〉)
+(gµB)
2
(
N~
4J
)2
1
Z
∫
Dn[i(n× n˙)α + nαhxnx]τ
[i(n× n˙)α + nαhxnx]0e−
∫ β~
0
dτ L0[n]/~, (A.1)
where the first (second) square bracket is evaluated at τ (0). Using the param-
eterization in Eq. (2.17) and expanding to second order in ϑ = θ − pi/2, for
α = y the square bracket reads
i(n× n˙)y + nyhxnx = −(hx − iφ˙)ϑ cos φ− iϑ˙ sin φ. (A.2)
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The corresponding expression for α = z can be obtained by setting φ → φ−pi/2.
Integrating out ϑ, we obtain
χyy(τ) = (gµB)
2N~
4J
(1− 〈cos2 φ〉)δ(τ)
+
(
N~
4J
)2
1
Z
∫
Dφ e−
∫ β~
0
dτ L0[φ]/~
×[Gϑϑ(τ)(hx − iφ˙(τ)) cos φ(τ) (hx − iφ˙) cos φ
+iGϑϑ˙(τ)(hx − iφ˙(τ)) cos φ(τ) sin φ
+iGϑ˙ϑ(τ) sin φ(τ)(hx − iφ˙) cos φ
+i2Gϑ˙ϑ˙(τ) sin φ(τ) sin φ]. (A.3)
The Green’s functions are defined by Gϑϑ(τ) = 〈Tτϑ(τ)ϑ〉 − 〈ϑ〉2. In the high-
field limit hx À ω0, all Green’s functions are strongly peaked at τ = 0. Us-
ing the adiabatic approximation outlined after Eq. (2.18), we find from L0[n]
[Eq. (2.18)] (up to O(ω20/h2x))
Gϑϑ(τ) ' 2J
N~(hx − iφ˙)
e−(hx−iφ˙)|τ |, (A.4)
Gϑϑ˙(τ) '
2J
N~
sgn(τ)e−(hx−iφ˙)|τ |, (A.5)
Gϑ˙ϑ˙(τ) '
4J
N~
δ(τ)− 2J(hx − iφ˙)
N~
e−(hx−iφ˙)|τ |, (A.6)
where φ˙ = φ˙(0). Along the classical path, the field φ varies on a timescale
1/ω0, i.e. slowly on the timescale over which the Green’s functions vanish,
which allows us to set exp[−(hx − iφ˙)|τ |] → (2/(hx − iφ˙))δ(τ) in Gϑϑ and Gϑ˙ϑ˙.
Because Gϑϑ˙ = −Gϑ˙ϑ the second and third term in Eq. (A.3) cancel. To leading
order in ω0/hx we then obtain
χyy(τ) ' (gµB)2N~
4J
[(
1− 〈cos2 φ + sin2 φ〉)δ(τ) + hx
2
e−hx|τ |
]
= (gµB)
2N~hx
8J
e−hx|τ | ' (gµB)2N~
4J
δ(τ), (A.7)
and
χzz(τ) ' (gµB)2N~hx
8J
e−hx|τ | ' (gµB)2N~
4J
δ(τ). (A.8)
By Fourier transform one obtains Eq. (2.28), i.e., χyy(iωn) and χzz(iωn) have
no resonance at the tunnel splitting ∆.
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A.2 Doped antiferromagnetic molecular rings
The matrix element |〈e|Sˆz|g〉| for the modified AFMR is most easily obtained
in the following way. As shown in Sec. 2.2.1, for weak tunneling S˜/~ À 1,
the low-energy sector of the (modified) AFMR can be described as a two-state
model with basis states | ↑〉 and | ↓〉. In this approximation, Hˆ = −(∆˜/2)(| ↑
〉〈↓ | + | ↓〉〈↑ |), where the parameters of the original microscopic Hamiltonian
enter ∆˜.
For any operator Oˆ, the transition matrix element between |g〉 and |e〉 can
be evaluated from
〈e|Oˆ|g〉 = 1
2
(
〈↑ |Oˆ| ↑〉 − 〈↓ |Oˆ| ↓〉
+〈↑ |Oˆ| ↓〉 − 〈↓ |Oˆ| ↑〉
)
. (A.9)
For hx À ω˜0 the state | ↑〉 describes a Gaussian probability distribution for n
in the plane ⊥ B with variance 〈↑ | cos2 φ| ↑〉 = 2J˜/N~ω˜0 = 1/(S˜/~) (Sec. 2.2).
Expanding sin φ ' ±(1− cos2 φ/2) around φ ' pi/2 and φ ' 3pi/2, respectively,
we obtain
|〈e| sin φ|g〉| ' 1
2
|〈↑ | sin φ| ↑〉 − 〈↓ | sin φ| ↓〉|
' 1− J˜
N~ω˜0
. (A.10)
The terms 〈↓ | sin φ| ↑〉 are of order exp(−S˜/~) and hence negligible in the weak
tunneling regime. Similarly, we also find
|〈e| sin3 φ|g〉| ' 1− 3 J˜
N~ω˜0
. (A.11)
From Eqs. (A.10) and (A.11) follows the AC susceptibility for the modified
AFMR, Eq. (3.39).
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Appendix B
Spin cluster qubits: effective
coupling Hamiltonians
B.1 Spin chains
Here, we derive the effective coupling Hamiltonian in Eq. (4.12) from Eq. (4.11).
The first and second term in Eq. (4.12) result from J∗(t)sˆ
I
nc ·sˆII1 in the microscopic
coupling. Decomposing sˆInc · sˆII1 = sˆInc,zsˆII1,z +(sˆI+nc sˆII−1 + sˆI−nc sˆII+1 )/2 in terms of spin
ladder operators, one can readily evaluate the matrix elements in the two-qubit
product basis. Because, by definition, Sˆz|0〉 = (~/2)|0〉 and Sˆz|1〉 = (−~/2)|1〉
and sˆInc,z sˆ
II
1,z conserves the z-component of total spin in each cluster separately
it follows that
I〈0| II〈1|sˆInc,z sˆII1,z|1〉I|0〉II = 0. (B.1)
Similarly, all other off-diagonal elements of sˆInc,z sˆ
II
1,z vanish. Because of
I〈0|sˆI±nc |0〉I = I〈1|sˆI±nc |1〉I = 0, (B.2)
the transverse exchange J∗(t)(sˆ
I+
nc sˆ
II−
1 + sˆ
I−
nc sˆ
II+
1 )/2 has finite matrix elements
only between the states |0〉I|1〉II and |1〉I|0〉II. This completes the proof that
the intercluster exchange term J∗(t)sˆ
I
nc · sˆII1 leads to the first and second term
in Eq. (4.12).
It remains to show that a possible change in intracluster exchange interaction
constants during two-qubit gate operation, J∗(t)
∑nc−1
j=1 (v
I
j sˆ
I
j · sˆIj+1 +vIIj sˆIIj · sˆIIj+1),
only leads to a term proportional to 1 in Eq. (4.12). This term conserves all
components of the total spin of clusters I and II,
[SˆIα,
nc−1∑
j=1
vIj sˆ
I
j · sˆIj+1] = 0, (B.3)
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for α = x, y, z, and similarly for II. Hence, all off-diagonal matrix elements such
as I〈1|vIj sˆIj · sˆIj+1|0〉I vanish. Finally, because |1〉I = SˆI−|0〉I = 2SˆIx|0〉I, with
Eq. (B.3),
I〈1| II〈0|J∗(t)
nc−1∑
j=1
vIj sˆ
I
j · sˆIj+1|1〉I|0〉II
= I〈0| II〈0|2SˆIxJ∗(t)
nc−1∑
j=1
vIj sˆ
I
j · sˆIj+12SˆIx|0〉I|0〉II (B.4)
= I〈0| II〈0|J∗(t)
nc−1∑
j=1
vIj sˆ
I
j · sˆIj+1(2SˆIx)2|0〉I|0〉II
= I〈0| II〈0|J∗(t)
nc−1∑
j=1
vIj sˆ
I
j · sˆIj+1|0〉I|0〉II.
In the second line of Eq. (B.4) we have invoked that {|0〉I, |1〉I} belong to one
spin-1/2 doublet, the third line then follows from Eq. (B.3). With a similar
argument it can be shown that all diagonal matrix elements in the two-qubit
product basis are equal and J∗(t)
∑nc−1
j=1 (v
I
j sˆ
I
j · sˆIj+1 + vIIj sˆIIj · sˆIIj+1) translates into
a term Jo(t)1 in the effective coupling Hamiltonian Eq. (4.12).
Finally, we prove Eq. (4.14) which implies that, for isotropic intracluster
exchange interactions, the effective two-qubit Hamiltonian is also of Heisenberg
form. For simplicity, we omit the label I of the spin cluster qubit in the following.
In order to formally calculate 〈0|sˆnc,z|0〉 and |〈1|sˆnc,x|0〉|, we define the spin
operators
Sˆ ′α = Sˆα − sˆnc,α =
nc−1∑
j=1
sˆj,α (B.5)
of all but the outermost spin j = nc of the cluster. Generally, |0〉 can be
expanded as
|0〉 = a|Ψ〉| ↑〉+ b|Φ〉| ↓〉, (B.6)
where |Ψ〉 and |Φ〉 describe the normed states of the leftmost nc − 1 spins in
the array and a and b are real numbers. Because Sˆz|0〉 = (~/2)|0〉, |Ψ〉 and |Φ〉
are eigenstates of Sˆ ′z with eigenvalues 0 and ~, respectively. Sˆx|0〉 = (~/2)|1〉 is
an Sˆz eigenstate with eigenvalue −(~/2), such that b|Φ〉 = −aSˆ ′+|Ψ〉, and
|0〉 = a(|Ψ〉| ↑〉 − Sˆ ′+|Ψ〉| ↓〉),
|1〉 = a(Sˆ ′−|Ψ〉| ↑〉 − (1− Sˆ ′−Sˆ ′+)|Ψ〉| ↓〉),
a =
1√
1 + 〈Ψ|Sˆ ′−Sˆ ′+|Ψ〉
. (B.7)
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From Eq. (B.7) we calculate
〈0|sˆnc,z|0〉 = −〈1|sˆnc,z|1〉 =
1
2
1− 〈Ψ|Sˆ ′−Sˆ ′+|Ψ〉
1 + 〈Ψ|Sˆ ′−Sˆ ′+|Ψ〉
,
〈1|sˆnc,x|0〉 =
1
2
1− 〈Ψ|Sˆ ′−Sˆ ′+|Ψ〉
1 + 〈Ψ|Sˆ ′−Sˆ ′+|Ψ〉
, (B.8)
which proves Eq. (4.14).
B.2 Larger spins
The matrix elements in Eq. (4.41) can be calculated from coherent state spin
path integrals [120]. We focus on strong easy plane systems, kz > 0 and kz(s
2
1 +
s22)/J À 1. Following the standard approach for antiferromagnetic systems
(Sec. 2.1.2), the partition function of the two-spin system is expressed as path
integral over the Ne´el vector n and homogeneous magnetization l defined by
s1 = s1n + l and s2 = −s2n + l, where n · l = 0. Integrating out l in a saddle
point approximation and parameterizing
n =

 sin θ cos φsin θ sin φ
cos θ

 , (B.9)
the Euclidean action of the system can be written as [49, 50]
L =
~2
2J
(
θ˙2 + sin2 θ φ˙2
)
+ kz(s
2
1 + s
2
2) cos
2 θ
+i∆s ~ φ˙(1− cos θ), (B.10)
where the last factor accounts for the difference ∆s = s2−s1 of the spin quantum
numbers and φ˙ = ∂τφ is the imaginary time derivative. In the limit of strong
anisotropy, kz(s
2
1 + s
2
2)/J À 1, Eq. (B.10) can be expanded to second order in
θ − pi/2 and the fluctuations are integrated out, leading to
Z =
∫
Dφ exp
(
−
∫ ~β
0
dτ L[φ]/~
)
(B.11)
with an effective Euclidean Lagrangean
LE[φ] =
~2φ˙2
2J
+ i∆s ~ φ˙. (B.12)
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After continuation to real time, by a canonical transformation we obtain the
Hamiltonian of the system in terms of the Ne´el vector operator,
Hˆ =
J
2~2
(pˆφ − ~∆s)2 , (B.13)
where
nˆ =

 cos φˆsin φˆ
0

 , lˆ = 1
2

 00
pˆφ/~−∆s

 , (B.14)
and pˆφ is the momentum operator conjugate to the in-plane polar angle φ,
[pˆφ, φˆ] = −i~. By inspection of Eq. (B.13), we find that the spin sys-
tem Eq. (4.37) has been mapped onto the Hamiltonian of a particle on a
ring threaded by a magnetic flux ∝ ∆s. In particular, for half-integer ∆s,
the Hamiltonian has a ground state doublet {|0〉, |1〉} with wave functions
ψ0(φ) = exp(i(m + 1)φ)/
√
2pi and ψ1(φ) = exp(imφ)/
√
2pi, where m = b∆sc.
From sˆ1,x ' s1 cos φˆ and sˆ2,x ' −s2 cos φˆ, one immediately obtains Eq. (4.41).
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