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L'objet de cette these est 1'etude de la quantiflcation vectorielle algebrique et de son
application au codage du signal de parole.
La quantification vectorielle algebrique, appelee aussi la quantification
vectorielle par reseaux reguliers, est consideree comme une technique de quantification
pleine de promesses. A cause de la nature fortement structuree des reseaux reguliers, cette
technique permet de reduire la complexite (en stockage et en calcul) de la quantification
vectorielle.
Plusieurs approches efficaces et pratiques de la quantification vectorielle
algebrique sont proposees dans cette etude. Le quantificateur vectoriel ellipsoidal perrnet
de quantifier efficacement les coefficients de transformation distribues en forme
d'ellipsoide dans Ie codage par transformee. Les quantificateurs vectoriels triangulaires
et pyramidaux sont utilises pour quantifier les parametres LSF du signal de parole. Et les
quantificateurs vectoriels encastres sont appliques au codage de la parole en bande
elargie (50 - 7000 Hz).
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Introduction
Les systemes numeriques de communications permettent d'offrir plusieurs
avantages importants en comparaison des systemes analogiques de communications. A
cause des progres de 1'electronique et de 1'informatique, les systernes numeriques sont
largement utilises actuellement.
La numerisation et la compression des signaux, tels que la parole, la musique et
1'image, ont fait 1'objet de tres nombreuses etudes depuis que Claude Shannon a pose les
bases theoriques de ce domaine dans les annees 1940 et 1950. Ces etudes couvrent
aujourd'hui un vaste champ et se concentrent principalement sur la diminution de la
distorsion et 1'economie des ressources physiques de transmission ou de stockage.
La quantification vectorielle a ete considerablement developpee depuis les annees
1980 et a emerge recemment comme une puissante technique de compression des signaux.
La quantification vectorielle n'est pas simplement une generalisation de la
quantification scalaire (unidimensionnelle), elle exploite directement la correlation
existant dans Ie signal. La theorie de 1'information demontre que les performances de
quantification peuvent toujours etre ameliorees en augmentant la dimension du vecteur a
quantifier. Mais la quantification vectorielle classique, c'est-a-dire la quantification
vectorielle statistique, est limitee dans la pratique a cause d'une complexite (en stockage
et en calcul) qui augmente rapidement avec la dimension du vecteur. Par consequent, il
est necessaire de developper de nouvelles techniques de quantiflcation vectorielle.
Introduction
La quantification vectorielle algebrique, appelee aussi la quantification
vectorielle par reseaux reguliers, est consideree comme une technique de quantification
pleine de promesses. Divers quantlficateurs vectoriels algebriques ont ete etudies durant
ces demieres annees et certains d'entre eux ont ete appliques avec succes au codage de la
parole ainsi qu'au codage de 1'image. Grace a la nature fortement stmcturee des reseaux
reguliers, des algorithmes rapides sont disponibles pour ces quantiflcateurs et leurs
dictionnaires n'ont pas a etre stockes en memoire.
Cette these est consacree a 1'application de la quantification vectorielle algebrique
au codage du signal de parole. La compression du signal de parole est un domaine
important des telecommunications. L'objectif principal du codage de la parole consiste a
economiser les ressources des canaux de communications tout en maintenant une bonne
qualite de la parole codee. L'interet actuel des etudes dans ce domaine est de developper
des codeurs a bas debit, de bonne qualite et de complexite raisonnable. Et 1'utilisation de
la technique efficace de quantiflcation a une grande importance pour la conception et la
realisation de ces codeurs de la parole.
La contribution principale de cette etude est de developper des algorithmes
efficaces et pratiques permettant de reduire la complexite de la quantification vectorielle
pour Ie codage du signal de parole. Plusieurs approches interessantes de quantification
vectorielle algebrique sont proposees dans cette etude. Le quantificateur vectoriel
ellipsoidal permet de quantifler efficacement les coefficients de transformation
distribues en forme d'ellipsoide dans Ie codage par transformee. Les quantificateurs
vectoriels triangulaires et pyramidaux sont utilises pour quantifier les parametres LSF
du signal de parole. Et les quantificateurs vectoriels encastres sont appliques au codage
de la parole en bande elargie (50 - 7000 Hz).
Introduction
Cette these se compose de trois chapitres distincts. Le chapitre 1 commence par
une presentation de la quantification vectorielle algebrique et la technique du "shaping".
Un quantificateur vectoriel ellipsoidal base sur des reseaux connus est ensuite propose.
Le chapitre 2 concerne la quantification vectorielle algebrique des parametres LSF du
signal de parole. Le chapitre 3 presente 1'application de la quantification vectorielle




Pour un quantificateur vectoriel par reseaux reguliers, les performances de
quantification dependent de trois quantites essentiellement separables: Ie gain
granulaire, Ie gain de forme et Ie gain de densite non uniforme. La technique du "shaping"
consiste a changer la forme (ou Ie contour) de la region de support du dictionnaire du
quantificateur afin d'obtenir un gain de quantification. Un quantificateur vectoriel
algebrique ellipsoidal pour Ie codage par transformee est propose dans ce chapitre. II
combine des algorithmes rapides avec la technique du "shaping".
1.1 Quantification vectorielle et reseaux reguliers
Soit xeRN un vecteur aleatoire. Un quantificateur vectoriel Q de dimension N et de
taille L est defini comme une fonction qui associe au vecteur d'entree x un vecteur de sortie
Vi choisi dans un ensemble fini C contenant L vecteurs de dimension N, soil
Q:RN->C
x -^Q(x) (1.1)
ou Q{x^=yi sixeV,. (1.2)
Chapitre 1
On appelle C = {yj, ifc, .... yjj Ie dictionnaire et yiun vecteur de reproduction ou mot de code.
Le quantificateur vectoriel Q est completement determine par trois elements: Ie
dictionnaire C, la partition Vi et la correspondance entre les mots de code yi et leurs
indices i. La partition V^ selon Ie critere du plus proche voisin s'exprime comme:
Vi => { xeRN : d(x, ^ < d(x, ^), j^i} (1. 3)
et elle s'appeUe la region de Voronoi.
La difference entre Ie vecteur d'enfcree x et Ie mot de code yi est appelee 1'en-eur (ou Ie
bruit) de quantification. L'erreur de quanUfication peut etre separee en deux parties:
1'erreur (ou Ie bruit) de granulation et 1'erreur (ou Ie bruit) de depassement. Lorsque Ie
vecteur d'entree x tombe dans la region de support du dictionnaire, 1'erreur de
quantiflcation s'appelle 1'erreur de granulaUon. Lorsque x est en dehors de la region de
support, 1'erreur de quantification s'appelle 1'enreur de depassement. En general, les
performances d'un quantificateur sont appreciees selon Ie debit r (bits par dimension) et




ou (72=-j^-E{ ||x:||2} est la variance par dimension du signal d'entree et
EQM = -^-E{ ||jc - 3/11|2} est 1'erreur quadratique moyenne par dimension. En theorie de
I'infomiation, Ie RSB pour la source gaussienne sans memoire augmente de 6.02 dB pour
chaque bit/dimension additlonnel [1].
Chapib-e 1
La procedure de quantiflcation vectorielle peut etre statistique ou algebrique. La
quantification vectorielle statistique, pour laquelle Ie dictionnaire est con^u par
1'algorithme de K-moyennes [2], genere un quantificateur vectoriel optimal localement.
La conception du quantificateur vectoriel statistique est basee sur une base
d'apprentissage composee d'un grand nombre de vecteurs representatifs du signal a
quantifier. Afin de rendre compte des caracteristiques statistiques du signal, on fait
1'apprentissage a plusieurs reprises. Done, on exploite 1'histogramme du signal au lieu de
sa distribution, que 1'on ne connait pas, pour concevoir Ie quantificateur vectoriel.
Les principales etapes de 1'algorithme de K-moyennes sont decrites ci-dessous:
Etape 1: On initialise Ie dictionnaire compose de L mots de code.
Etape 2: Selon Ie critere de distorsion minimisant 1'erreur quadratique moyenne,
on associe a chaque vecteur d'apprentissage un mot de code du dictionnaire.
La partition optimale, {Pp i = 1, 2, ..., L}, est done determinee.
Etape3: On calcule la distorsion moyenne globale correspondant a la base
d'apprentissage. Si cette distorsion ne varie plus, on arrete cet algorithme.
Sinon, on continue.
Etape4: On calcule Ie centroide de chaque partition Pi et on Ie choisit comme
nouveau mot de code du dictionnaire. Puis on reprend les deux premieres
etapes.
Dans I'initialisation du dictionnaire, on trouve tout d'abord un seul mot de code
optimal en calculant Ie centroide de 1'ensemble de la base d'apprentissage. A partir du
mot de code optimal, on produit un dictionnaire de taille 2, en perturbant faiblement ce
centroide dans deux directions opposees. L'application de 1'algorithme de K-moyennes a
ce dictionnaire, permet d'obtenir un meilleur dictionnaire a deux mots de code optimaux
qui sont a leur tour dMses en deux pour constituer un dictionnalre de taille 4. Le procede
est poursuivi jusqu'a 1'obtention d'un dictionnaire de la taille voulue.
Chapitre 1
La quantification vectorielle statistique permet d'offrir de bonnes performances
pour diverses sources, mais son application pratique est severement limitee par la
complexite en matiere de stockage et de calcul. Plus precisement, la complexite de la
realisation (en stockage et en calcul) augmente exponentiellement avec Ie produit du debit
r et de la dimension N.
La quantification vectorielle algebrique, appelee aussi la quantification
vectorielle par reseaux reguliers, est consideree comme une technique de quantification
pleine de promesses. Elle a ete etudiee par de nombreux chercheurs [2] [3] [4] [5] et appUquee
avec succes au codage de la parole [6].
Un reseau regulier dans RN est 1'ensemble des vecteurs x qui s'obtiennent par
combinaison lineaire de N vecteurs de base independants, 2j, 23, ... , Zjy, avec des
coefficients de proportionnalite entiers, fcj, k^, ... , kj^:
A^={x\x=^k^}. (1.6)
i=l
Geometriquement, un reseau regulier est un arrangement regulier de points dans 1'espace
euclidien de dimension N.
Le reseau Ie plus simple, note Zjy, est compose de tous les points a coordonnees
entieres de RN. II est en forme de grille cartesienne.
Un autre reseau interessant est Ie reseau Djy. II contient les points de Zjy dont la
somme des coordonnees est paire. En deux dimensions, D^ a la forme d'un damier et en
trois dimensions, Dg correspond au reseau cubique a faces centrees.
Un reseau tres important en huit dimensions est Ie reseau Eg, appele aussi Ie reseau
de Gosset. II est defini comme 1'union de deux reseaux Dg translates par les deux mots de
code a repetition: [0,0,0,0,0,0,0,0] et[^.^.^-'^-'^.-^'-^'-^L soit
Es=WWs^.^^,^.^}). (1.7)
Chapitre 1
Une definition alternative representant Ie reseau de Gosset toume REg s'exprime comme
REs =(2Dg)U(2D8 +[1.1,1,1.1,1,1,1]). (1.8)
D'autres reseaux souvent utilises en quantification vectorielle sont:
• Ie reseau hexagonal As en 2 dimensions,
• Ie reseau de Bames-WaU Ajg en 16 dimensions et
• Ie reseau de Leech A^ en 24 dimensions.
Le detail de ces reseaux est decrit dans la reference [3].
Lorsqu'on translate un reseau regulier pour amener son origine yo a un point
quelconque i^, il reste congruent a lui-meme. Done, toutes les regions de Voronoi du
reseau sont identiques a la region de Voronoi Vg autour de 1'origine.
Pour un quantificateur vectoriel utilisant un reseau regulier A applique a une
source de distribution uniforme, 1'erreur quadratique moyenne normalisee EQMf est la
meme pour toute region de Voronoi Vi. La performance globale en terme d'erreur
quadratique moyenne est uniquement liee aux proprietes geometriques de la region de
Voronoi VQ. Le moment d'ordre 2 normalise de la region de Voronoi de A, M(A), est defini
comme [7]
x2dx
MM - —^—ffsw • (L9)
dx|JxeVo
M(A) permet la comparaison entre differents reseaux. Le tableau 1.1 resume les
performances des meilleurs reseaux connus.
Chapitre 1
TABLEAU 1.1






















Grace a la nature fortement structuree des reseaux reguliers, des algorithmes
rapides sont disponibles pour Ie quantificateur vectoriel algebrique et son dictionnaire
n'a pas a etre stocke en memoire. Conway et Sloane ont developpe des algorithmes
rapides pour la quantification vectorielle basee sur certains reseaux reguliers connus [8].
A la difference de la quantification vectorielle statistique, Ie calcul de la distorsion entre
Ie vecteur d'entree et chaque vecteur du dictionnaire, qui est utilise pour trouver Ie
meilleur mot de code parmi eux, n'est pas requis.
La quantification d'un vecteur quelconque xeRNbasee sur Ie reseau Zjy est realisee
en arrondissant individuellement chaque composante de x au nombre entier Ie plus
proche.
Pour Ie reseau Djy, Ie plus proche voisin de x doit avoir une somme paire de
composantes. L'algorithme de quantification se decompose en deux etapes suivantes:
Etape 1: Trouver Ie plus proche voisin y de x dans Ie reseau Zjy .
Etape2: Si la somme de composantes de y est impaire, modifier y en arrondissant
de la "mauvaise fa<?on" la composante de x qui a une plus grande distorsion
de quantification que les autres.
Chapitre 1
Dans Ie cas du reseau D^, par exemple, un vecteur d'entree x = [3.2, -1.7, -0.4, 2.1] est
represente par y= [3, -2, -1, 2] au lieu de y' = [3, -2, 0, 2].
En exaimnant la definition (1.7), on peut voir que Ie reseau de Gosset Eg est base sur
Ie reseau Dg. Done, 1'algorithme de recherche du plus proche voisin de x dans Ie reseau Eg
s'effectue par les trois etapes suivantes:
Etape 1: Trouver Ie plus proche voisin y de x dans Ie reseau Dg.
Etape 2: Trouver Ie plus proche voisin i/j de x-[-^,J^,-^,-^,-^,-^,-^,-^] dans Ie reseau
Dsetcalculertf^ ^,^,^,^,^.
Etape 3: Choisir entre y et y' Ie vecteur qui minimise la distorsion de quantification
en tenne d'erreur quadratique moyenne.
Le tableau 1.2 montre la complexite de calcul du quantificateur vectoriel
statistique et celle des algorithmes de quantification pour les reseaux reguliers Z^, Djy et
Eg. Pour N = 8 et r = 1.25, par exemple, les rapports de complexite de calcul entre un
quantificateur base sur Ie reseau Eg et un quantificateur statistique sont respectivement
1 : 512 en multiplications, 1 : 256 en additions et 1 : 68 en comparaisons.
TABLEAU 1.2
Comparaison de la complexite de calcul























Cependant, Ie quantificateur par reseaux reguliers n'est optimal que pour les
sources de distribution uniforme et done il est possible que ses performances soient
mauvaises pour d'autres sources. Selon Ie principe AEP (Asymptotic Equipartition
Principle) [I], a mesure que N —> oo, la densite de probabilite d'une source gaussienne tend
a se concentrer a la surface d'une sphere [9] et celle d'une source laplacienne se concent-e a
la surface d'une pyramide [5]. Pour ameliorer les performances de quantification dans les
cas des distribution non uniformes, la technique du "shaping" est utilisee dans la
conception du quantificateur vectoriel algebrique.
En general, la conception d'un quantificateur vectoriel algebrique precede par les
trois etapes suivantes:
Etape 1: Tronquer, selon Ie debit donne, un reseau regulier infini avec un "shaping"
adequat.
Etape 2: Developper un algorithme de recherche du plus proche voisin dans Ie reseau
utilise.
Etape 3: Developper un algorithme d'indexation des mots de code.
1.2 Technique du "shaping" pour la quantification
Nous donnons d'abord les definitions des gains qui determinent les performances
d'un quantificateur vectoriel. Ensuite, nous expliquons quel est 1'objectif du "shaping" et
comment Ie "shaping" ameliore les performances du quantificateur.
Dans cette etude, un quantiflcateur scalaire uniforme est utilise comme systeme de
reference. Ce quantificateur scalaire uniforme consiste a partitionner uniforrnement
11
Chapitre 1
1'intervalle [-x^ax' xmax} en sous-intervalles de meme longueur et choisir les niveaux de
quantification au milieu des sous-intervalles. Un ensemble de N quantificateurs
scalaires uniformes est equivalent a un quantificateur vectoriel de dimension N dont les
mots de code sont les points situes au sommet d'une grille cartesienne. La region de
Vorono'i de ce quantificateur equivalent est un hypercube et done il est appele Ie
quantificateur cubique.
Pour les sources sans memoire, un quantificateur vectoriel permet d'obtenir ti-ois
gains separes par rapport a un quantificateur cubique. Ces trois gains sont Ie gain
granulaire. Ie gain de forme et Ie gain de densite non uniforme. Les deux premiers gains
sont definis mathematiquement dans la reference [10] et Ie dernier est defini
qualificativement dans la reference [11]. Nous les resumons ci-dessous.
Supposons que nous avons un quantificateur vectoriel de dimension N base sur un
reseau regulier A, denote Q^, et que la distorsion soit mesuree par 1'erreur quadratique
moyenne.
Soit T un N-cube ayant Ie meme volume que A. Le gain granulaire jg du
quantificateur QA est defini comme Ie rapport du moment d'ordre 2 normalise de T a celui
de la region de Voronoi de A [10]
.,?)_ 1
^=M(I)=l2M(I)' ll>
Le gain granulaire represente 1'amelioration des performances au sens du moment
d'ordre 2 normalise. Autrement dit, si T est remplace par A, 1'erreur de granulation du
quantiflcateur sera reduite d'un facteur egal a /g. Lorsque N tend vers 1'infini, Ie gain
granulaire /g approche de -^ (1.53 dB ou 0.255 bit par dimension) [10]. Cette valeur est Ie



























Selon la definition (1.10), nous pouvons voir que Ie gain granulaire jg depend de la
mesure de distorsion et est tndependant de la densite de probabilite de la source.
Pour definir Ie gain de forme, on suppose qu'un JV-cube T a la meme probabilite de
depassement que la region de support S du dictionnaire de Q^. Soit L la longueur du cote de
T et V(S} Ie volume de S. Le gain de forme yj- du quantificateur Q^ est defini comme Ie
rapport du volume normaUse (ramene a deux dimensions) de T a celui de la region S [10]
r/= V(S)WN~'
(1.11)
Le gain de forme correspond a 1'amelioration des performances qui est obtenue par
1'adaptation de la region de support du dictionnaire au contour de la densite de probabilite
de la source. Epouser la forme de cette region consiste a placer la plupart des mots de code
dans la region de haute densite de probabilite afin de minimiser 1'erreur de depassement
du quantificateur. Pour Ie gain de forme, il n'existe pas en theorie de valeur maximale.
Dans la pratique, Ie gain de forme peut etre beaucoup plus grand que Ie gain granulaire
pour les sources non uniformes [10].
Contrairement au gain granulaire. Ie gain de forme jj depend de la densite de
probabilite de la source.
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Le gain de densite non unijorme mesure 1'amelioration des performances qui
resulte de 1'adaptation de la repartition des mots de code du dictionnaire a la densite de
probabilite de la source. Pour les sources non uniformes, si les mots de code sont
faiblement espaces dans la region de haute densite de probabilite et largement espaces
dans la region de densite faible, il est susceptible de conduire a un meilleur RSB. En effet,
1'importance de 1'erreur de granulation sera reduite pour les amplitudes du signal les plus
probables. Dans Ie cas du quantificateur vectoriel par reseaux reguliers, Ie gain de densite
non uniforme peut etre obtenu en utilisant plusieurs reseaux pour lesquels les distances
entre les points sont differentes.
II est evident que Ie gain de densite non uniforme depend de la densite de
probabilite de la source.
L'exemple qui suit permet d'examiner les conti-ibutions aux performances de
quantification apportees respectivement par Ie gain granulaire, Ie gain de forme et Ie gain
de densite non uniforme.
Considerons un signal de 10000 vecteurs a deux dimensions distribue selon la loi
gaussienne a moyenne nulle de variance unite. Ainsi qu'on 1'a deja montre dans la
section 1.1, la densite de probabilite de ce signal possede une allure circulaire. On cherche
a Ie quantifier en utilisant tarois quantificateurs vectoriels bases sur Ie reseau Z^. Les
dictionnaires des quantificateurs ont la meme taille (256 mots de code), mais les formes
de leur region de support et les distances entre les points sont differentes. La figure 1.1
illustre la structure des dictionnaires.
Les trois quantificateurs ne realisent pas de gain granulaire parce qu'ils sont bases
sur Ie reseau cubique Zz. Cependant, les deux demiers quanttficateurs (Figure 1.103) et (c))
ont un dictionnaire de contour circulaire et done permettent d'obtenir Ie gain de fonne. Et
un gain de densite non uniforme est fourni seulement par Ie dernier quantificateur
(Figure 1. l(c)) a cause de la repartition non uniforme de ses mots de code. Le tableau 1.4
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Figure 1.1 Dictionnaires differents pour la quantification d'un signal gaussien.
TABLEAU 1.4
Performances des quantificateurs











On remarque que pour un dictlonnaire de fomie non cubique et un dictionnaire a
repartition non uniforme, 1'indexation des mots de code devient tres compliquee lorsque
la dimension du vecteur. N, tend vers 1'infini.
1.2.2 "Shaping"
Le terme technique "shaping" a ete utilise pour la premiere fois en transmission de
donnees [12][13]. Dans ce contexte, Ie "shaping" a pour objectifde reduire la puissance
moyenne du signal transmis en changeant la forme (ou Ie contour) de la constellation du
signal. Selon la dualite entre la transmission de donnees et la quantification [10], la
constellation du signal dans la transmission de donnees correspond au dictionnaire du
quantificateur. En consequence, Ie "shaping" pour la quantification consiste a changer la
forme de la region de support du dictionnaire du quantificateur pour obtenir Ie gain de
forme.
En realite, la technique du "shaping" est utilisee en quantification vectorielle par
reseaux reguliers depuis les annees 1980. Diverses approches avec "shaping" ont ete
etudiees par les chercheurs. Conway et Sloane ont presente un algorithme rapide de
quantification pour la source gaussienne en 1983 [14], leur dictionnaire base sur des
reseaux reguliers connus possede une region de support spherique. Adoul et al. ont
developpe Ie quantificateur vectoriel spherique base sur les reseaux £3 et Ag4 en 1984 [6] et
applique avec succes ce quantificateur au codage du signal de parole. Fischer a propose Ie
quantificateur pyramidal pour la source laplacienne en 1986 [5] et Ie quantificateur
ellipsoidal pour Ie codage par transformee en 1989 [15].
Maintenant nous expliquons Ie "shaping" pour la quantification avec 1'exemple
suivant Considerons une source avec la disti-ibution illustree a la figure 1.2. Trois
methodes sont proposees pour la quantifier avec Ie meme debit. La figure 1.3 montre les
formes des regions de support des dictionnaires utilises par ces trois quantificateurs
vectoriels. Dans Ie premier quantificateur (Figure 1.3(a)), aucun "shaping" n'est utilise. Le
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deuxieme quantificateur (Figure 1.3 (b)) et Ie troisieme quantificateur (Figure 1.3 (c))
emploient respectivement un "shaping" simple et un "shaping" adequat. Nous voyons
clairement que Ie quantificateur avec "shaping" adequat s'adapte beaucoup mieux aux
caracteristiques du signal a quantifier et peut avoir de meilleures performances que les
autres.
Figure 1.2 Un signal de distribution non uniforme.
(a) Sans "shaping" (b) Avec "shaping" simple (c) Avec "shaping" adequat
Figure 1.3 Comparalson des performances entre differents quantiflcateurs vectoriels.
17
Chapitre 1
Le "shaping" permet d'ameliorer les performances de quantification pour les
sources non uniformes. Cependant la conception d'un dictionnaire avec un bon "shaping"
est une tache compliquee, meme si la forme de la region de support du dictionnaire est tres
symetrique. D'une part, les frontieres du reseau regulier utilise doivent s'adapter a la
densite de probabUite de la source autant que possible. D'autre part, 1'indexation des mots
de code doit etre facile et efficace. Pour ces raisons, 1'utilisation du "shaping" est souvent
restreinte. La solution a ce probleme consiste a developper des algorithmes efficaces et
rapides pour des formes simples frequemment rencont-ees.
1.3 Quantification vectorielle algebrique eUipsoidale
Le codage par transformee est une technique tres populaire dans Ie ti-aitement de la
parole et de 1'image [16]. Pour des sources gaussiennes avec memoire, certaines
transformees, par exemple la transformee de Karhunen-Loeve (KL) et la transformee en
ondelettes, conduisent a la distribution ellipsoidale des coefflcients de transformee
[15](17]. La quantiflcation vectorielle par reseaux reguliers appliquee a ces signaiuc sera
done beaucoup plus efflcace lorsqu'on utilise un dictionnaire ellipsoidal.
Fischer a presente une approche pour Ie codage par transformee de KL [15], mais
son quantificateur est base sur Ie reseau cubique Zjy et ne foumit pas de gain granulaire.
Moureaux et al. ont consti-uit des dictionnaires ellipsoidaux bases sur les reseaux Zpj, Djy
et Eg pour les coefflcients d'ondelette en codage d'image [18]. Cependant leur approche ne
resout pas Ie probleme de 1'indexation des mots de code. Nous proposons dans cette
section un quantificateur vectoriel algebrique ellipsoidal combinant des algorithmes
rapides avec la technique du "shaping". Les reseaux reguliers As, Dyj et Eg sont utilises
pour construire Ie dictionnaire du quantificateur. Le dictionnaire n'a pas besoin d'etre
stocke et 1'indexation des mots de code est realisee algebriquement.
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1.3.1 Principe de la guantification vectorielle algebrique eUipsoi'dale
Pour un quantificateur vectoriel ellipsoidal par reseaux reguliers, la conception de
son dictionnaire se decompose en deux etapes suivantes:
Etape 1: Tronquer, selon Ie debit donne, un reseau infini de fa^on ellipsoidale.
Ebape 2: Ajuster 1'echelle du reseau tronque afin de minimiser la distorsion globale
en terme d'erreur quadratique moyenne.
La troncation du reseau utilise est une procedure de "shaping" en vue d'obtenir Ie
gain de forme.
L'algorithme propose par Conway and Sloane [14] realise une troncation basee sur
la region de Voronoi des reseaux connus. Elle apporte une bonne approximation pour une
region spherique dans 1'espace RN. De plus, leur algorithme foumit aussi une methode
d'indexation des mots de code. Nous generalisons 1'algorithme de Conway and Sloane et
1'appliquons aux sources de distribution ellipsoidale. Cela sera decrit en detail au
paragraphe 1.3.2.
Afin d'obtenir un dictionnaire optimal pour Ie debit donne, on a besoin d'ajuster
1'echelle du reseau tronque. Cette operation garantit que la plupart des vecteurs d'entiree
tombent dans la region conservee et permet de minimiser la distorsion globale de
quantification. Dans la pratique, au lieu de changer 1'echelle du reseau, on reduit (ou
agrandit) proportionnellement Ie signal d'entree avec un facteur d'echelle de fa?on a
utiliser les algorithmes rapides tels que decrits dans la section 1.1. Au recepteur, les
representants des vecteurs d'entree sont obtenus en changeant 1'echelle du reseau avec
1'inverse du facteur d'echelle. Ce facteur d'echelle est choisi experimentalement
Apres avoir reduit (ou agrandi) Ie signal, il y a des vecteurs qui tombent a
1'exterieur de 1'ellipsoide. Pour quantifier ces vecteurs, on les reduit homothetiquernent
Jusqu'a ce que leur plus proche voisin appartienne au dictionnaire.
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L'algorithme de codage se resume comme suit:
Etape 1: Reduire (ou agrandir) proportionnellement un vecteur d'entree x par un
facteur d'echelle a. Denoter x' Ie vecteur obtenu.
Etape 2: Trouver Ie plus proche voisin y de x' dans Ie reseau en utilisant les
algorithmes rapides de quantification decrits dans la section 1.1.
Ebape 3: Retrouver Ie mot de code y' a partir de 1'indice i et comparer y avec y'. Si
y = y', y est situe dans la region ellipsoidale et done il est Ie representant de
x'. Sinon, x' est reduit homothetiquement jusqu'a ce que son plus proche
voisin appartienne au dictionnaire.
Etape4: Fin.
La figure 1.4 illustre Ie principe du codage du quantificateur vectoriel algebrique
ellipsoidal.
La procedure de decodage se fait essentiellement par les operations inverses.
L'algorithme est montre ci-dessous:
Etape 1: Retrouver Ie mot de code a partir de 1'indice i.








Figure 1.4 Principe du codage du quantificateur vectoriel algebrique ellipsoidal.
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1.3.2 Algnrithmes rapides d'mdexation
L'algorithme d'indexation de Conway et Sloane [14] consiste a associer a chaque
point du reseau regulier A situe dans la region de Voronoi mA (m = 1, 2, 3, ... ) un vecteur
J*= \J'i'j2' '••'JN} forme des N coefficients entiers qui specifient les points du reseau A a
partir des vecteurs de base dans la definition (1.6). Les composantes Ji prennent leurs
valeurs dans 1'intervalle [-m, m}. A partir de ce vecteurj, on obtient Ie vecteur indice k en
effectuant 1'operation modulo m sur chacune des composantesjf Grace a une propriete de
la region de Voronoi mA, les vecteurs indices associes aux mN points de cette region sont
tous distincts. La matrice generatrice G [3] du reseau A, qui est composee de Nvecteurs de
base, et son inverse G'1 sont utilises respectivement dans Ie decodage et Ie codage. Soit y Ie
point de A dans la region mA, k Ie vecteur indice et z Ie vecteur de reproduction. La figure





Figure 1.5 Principe de 1'algorithme de Conway et Sloane.
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Dans notre quantificateur vectoriel algebrique ellipsoidal, on utilise un vecteur
m = (mj, m.2, .... m^] au lieu du nombre entier m pour associer au point du reseau situe dans
la region ellipsoidale Ie vecteur indice. Les composantes de m sont des nombres entiers
positifs et peuvent etre differentes. Les valeurs de ces composantes dependent de la
caracteristique statistique du signal de source. Plus precisement, chaque composante de
m est detenninee par la variance de la composante correspondante du vecteur d'enta-ee. De
plus, on apporte des resti-ictions aux valeurs des composantes de m pour exploiter des
algorithmes rapides.
Le nombre de vecteurs indices, c'est-a-dire la taille du dictionnaire ellipsoidal,
peut etre calcule par
L= FIm, (1.12)
1=1
ou les mi sont des nombres entiers positifs.
La figure 1.6 illustre un dictionnaire ellipsoidal base sur Ie reseau As pour lequel
on choisit Ie vecteur m = [16, 8].








--QOO 00 0 00 000 0 00,--
00000000 .--
• -... a o.. - - -
Figure 1.6 Dictionnaire ellipsoidal base sur Ie reseau As
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Maintenant on decrit les algorithmes rapides d'indexation pour les reseaux
reguliers Az, D^et Eg. Le detail des etapes ayant pennis de determiner ces algorithmes est
decrit en annexe.
Alaorithme pour Ay














Dans cet algorithme, on impose une contrainte au vecteur m: ses composantes
doivent toutes avoir la meme parite (toutes paires ou toutes impaires).
• Codaae (mot de code u —> vecteur indice k)
Ebape 1: Calculerj = yGr1.
Etape 2: SiJz < 0, modifierjj selon 1'expression suivante:
Jj=Jj+^(mi- ^2). (1.15)
Etape 3: Calculer kf =ji (mod m^ pour trouver 0 ^ k^< m^ (i = 1, 2) et obtenir Ie vecteur




• Decodaae fvecteur indice k —> mot de code u)
Etape 1: Calculer y' = kG.
Etape2: Calculer z = [^-, ^-}.
Etape 3: Trouver Ie plus proche voisin v de z dans Ie reseau A^.
Etape 4: Calculer y; = y\ - n\Vi (i = 1, 2) et obtenir Ie mot de code y = [yj, 1/3].
Etaoe5: Fin.








































0 0 ... 1
(1.16)
(1.17)
Pareillement a 1'algorithme pour Ie reseau A^, les composantes du vecteur m
doivent toutes avoir la meme parite.
• Codaae fmot de code u -> vectew indice k]
Etape 1: Calculerj = yGr1.
Etape 2: Modifier jj a parttr des signes des autres composantes de j




0. x >. 0
sw=1l; x<0
Etape 3: Calculer ki =ji (mod m^ pour trouver 0 ^ fci < mi (i = 1,2, .... ISQ et obtenir Ie
vecteur indice k= [ki, k^,..., k^.
EbcLoe4: Fin.
• Decodaae (vecteur indice k —> mot de code v)
Etape 1: Calculer y' = kG.
Vj_ y 2 y N
z=[~m^' m^' •••' m]7J-
Etape 3: Trouver Ie plus proche voisin v de z dans Ie reseau Djy.
Etape 4: Calculer yi = y'i - miVi (i = 1, 2, .... JV) et obtenir Ie mot de code y = [yj, yz, •••• y^-
Etaoe 5: Fin.




fc= [5, 3, 2.1].
k —> y:
i/=fcG=[16,3.2,l],
16 3 2 IZ=IT' ?' ?' tj'
v= [2, 1.1,0],
























































































-1 -1 -I -1 -1 -I 2
(1.20)
Dans ce cas, 1'algorithme impose les trois contraintes suivantes aux composantes
du vecteur m:
• toutes les composantes ont la meme parite (toutes paires ou toutes impaires);
• la somme de composantes est un multiple de 4;
• mi>. m.s (i= 1,2, ..., 7).
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• Codaae (mot de code u -> vecteur indice kl
Etape 1: Calculer j = yG-1.
























i=2, 3,..., 7 (1.22)









Etape 3: Calculer k' selon les equations suivantes:
8
i=2
^i=Ji + ^ ^L lut(mi ~ mt^+ 3USm8 + u;m2 (1.24)
avec
w-
0, Ug = 0, 1
0.5, Ug=±0.5





Etape 4: Calculer ki = k\ (mod m^ pour t-ouver 0 ^ ki< mf (i = 1, 2, ..., 8) et obtenir Ie
vecteur indice k= [fcj, ^2, kg, Jc4, ^5, k^, fcy, kg].
Etaoe 5: Fin.
Decodaae fvectew indice k —> mot de code v)
Etape 1: Calculer y' = fcG.
>2: Calculerz=r^-. ^2-. ^3-. ^4-. X5-. ^6-. ^. ^8-1-lm7' m^"' Tn^' Tn^' rrig'' 7ng1 Tn^' mg-J-
Etape 3: Trouver Ie plus proche voisin v de z dans Ie reseau Eg.
Etape4: Calculer y; = L/'i - m{Ui (i = 1, 2, ..., 8) et obtenir Ie mot de code
y= [yi. y2, ys. y4> ys. ye. yz, i/s].
Ebcme 5: Fin.
Exemple m=[9,7, 5, 5, 5, 3, 3, 3], y= [-4.-2, 0,-1, 0,-1,-1, 1].
y —> k:
j= y01 = [3, -3, -1, -2, -1, -2, -2, 2],












Dans ce paragraphe, nous presentons des resultats de simulation et la
comparaison des performances entre differents quantificateurs vectoriels de fa^on a
evaluer Ie quantificateur vectoriel ellipsoidal propose.
La simulation porte sur un signal gaussien transfomie par la transformee de KL.
L'entree du quantificateur est un vecteur aleatoire a huit composantes distribuees selon la
loi gaussienne a moyenne nulle de variances egales a 182, 132, 92, 62, 42, 32, 22 et 22.
Evidement, la distribution du signal a quantifier possede une forme d'ellipsoide.
Dans la simulation, on utilise un ensemble de 50000 vecteurs comme base
d'apprentissage et un autre de 30000 vecteurs comme donnees de test.
Tout d'abord, Ie signal est quantifie par deux quantificateurs vectoriels
ellipsoidaux bases sur les reseaux reguliers Dg et Eg. Tenant compte des variances des
differentes composantes du signal, on choisi Ie meme vecteur m = [18, 14, 10, 6, 4, 4, 2, 2]
pour ces deux quantiflcateurs. En consequence, la taille des dictionnaires est d'environ
8
20 bits (]~[ m.i = 967680 " 219-88). A 1'aide de la base d'apprentissage, on obtient Ie meilleur
1=1
facteur d'echelle a. = 0.21.
Dans Ie but de la comparaison, on quantifie aussi Ie signal en utilisant un
quantificateur vectoriel algebrique spherique [19] et un quantificateur vectoriel
statistique fendu (en anglais Split Vector Quantizer [20]).
Le quantificateur vectoriel algebrique spherique est base sur Ie reseau Eg. Son
dictionnaire se compose essentiellement des 11 premieres spheres de Eg [19] et Ie nombre
de mots de code est de 1048477 = 220. Comme pour Ie quantificateur vectoriel algebrique
ellipsoidal, un facteur d'echelle optimal est choisi par apprentissage.
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Le dictionnaire du quantificateur vectoriel statistique se divise en deux sous-
dictionnaires ayant la meme taille de 210. On fend Ie vecteur d'entree en deux parties et
1'on construit les sous-dictionnaires en utilisant 1'algorithme de K-moyennes. D'apres
1'experience obtenue sur 1'apprentissage, la meilleure fa^on de fendre Ie vecteur d'enti-ee
consiste a former un sous-vecteur avec les deux premieres composantes et un autre avec
les six demieres composantes.
Le tableau 1.5 donne les resi-dtats obtenus sur les donnees de test.
TABLEAU 1.5
Performances de divers quantificateurs


















Les resultats demontrent que grace au "shaping", les quantificateurs vectoriels
algebriques ellipsoidaux ameliorent beaucoup les performances de quantification en
comparaison du quantificateur vectoriel algebrique spherique. Le quantificateur
vectoriel ellipsoidal base sur Eg apporte un gain de forme de 3.72 dB. Et Ie quantificateur
vectoriel ellipsoidal base sur Dg foumit quand meme un gain de fonne de 2.69 dB en
operant la compensation pour Ie gain granulaire.
Comme on Ie salt, Eg est Ie meilleur reseau regulier en huit dimensions. On peut
voir dans Ie tableau 1.5 que Ie reseau Eg pennet d'obtenir un gain granulatre de 1.03 dB par
rapport au reseau Dg. Bien que quelques calculs de la norme quadratique soient requis
pour la recherche du plus proche voisin, cela n'est pas un probleme important au sens de
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la complexite de la realisation.
Finalement, on compare Ie quantificateur vectoriel ellipsoidal base sur Eg avec Ie
quantificateur vectoriel statistique fendu. Les performances du premier sont legerement
meilleures que celles de ce dernier. Cependant, Ie tableau 1.2 montre que Ie
quantificateur vectoriel statistique conduit a une complexite elevee de calcul. En plus, on
a besoin d'un grand espace memoire pour Ie stockage du dictionnaire.
En resume. Ie quantificateur vectoriel algebrique ellipsoidal propose est une





algebrique des parametres LSF
Les parametres du codage predictif lineaire (LPC) sont largement utilises pour
representer 1'enveloppe spectrale a court terme du signal de parole. Pour Ie codage de la
parole a bas debit, il est t-es important de quantifler ces parametres avec Ie mains de bits
possible. D'autre part, il est egalement necessaire de reduire la complexite de la
realisation pour les systemes pratiques. Dans ce chapitre, on presente d'abord une
representation efficace des parametres LPC: parametres LSF. Ensuite on propose deux
approches pour la quantification vectorielle des parametres LSF.
2.1 Quantification de I'mformation LPC et parametres LSF
Le codage predictif lineaire, connu sous Ie sigle LPC (Linear Predictive Coding), est
une technique populaire du traitement de la parole, et il se fonde sur les connaissances de
la production de la parole.
L'etude du mecanisme de la phonation montre que Ie modele du conduit vocal se







ou p est 1'ordre du modele, les coefflcients Om, appeles aussi les coefflcients LPC, sont les
parametres du modele et g est un facteur de gain. La fonction H(z) est appelee Ie filt-e de
synthese et A(z) est appelee Ie filtre inverse ou encore Ie fiiltre d'analyse.
Le signal de parole est done modelise par un signal d'excitation attaquant Ie filtre
de synthese dont les parametres varient dans Ie temps. Bien que la nature du signal
d'excitation soit variable, elle presente deux situations extremes: une serie d'impulsions
quasi-periodiques (pour les sons voises) et un bruit blanc (pour les sons non voises). La
figure 2.1 illustre Ie modele de production de la parole.
Generateur
d'impulsions









Figure 2.1 Modele de production de la parole.
Dans Ie codage predictif lineaire de la parole, on doit d'abord realiser une analyse
LPC atm de determiner les coefficients LPC. En general, Ie signal de parole echantillonne
se divise en frames et les coefficients LPC sont estimes sur chaque trame. II existe de
nombreuses methodes d'estimation: methode d'autocorrelation, methode de covariance,
methode de Burg, etc. [22].
Et puis, les coefficients LPC doivent etre codes. La quantijication avec qualite
transparente [20] conslste a quantifier 1'information LPC sans degradation perceptuelle.
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Pour ce faire, il est habituellement admis qu'il faut satisfaire aux trois conditions
suivantes [20]:
• la distorsion spectrale moyenne est d'environ 1 dB;
• la proportion de frames ayant la distorsion spectrale ent-e 2 et 4 dB est mains que
2%;
• aucune trame n'a une distorsion specta-ale superieure a 4 dB.
Une trame avec la distorsion spectrale superieure a 2 dB est souvent appelee la ta-ame
"outlief [20].
En pratique, on ne quantifie pas directement les coefficients LPC (les a^ de
1'equation (2.1)) parce qu'ils ont de mauvaises proprietes de codage. Dans un grand
nombre de systemes, les coefficients LPC sont transformes en parametres LSF (Line
Spectral Frequency) [23]. II est prouve que les parametres LSF sont une representation
efficace pour la quantification des coefficients LPC [20] [24] [25] [26] [27] [28] [29] [30].
Pour un filtre inverse A(z) d'ordre p, deux nouveaux polynomes sont definis comme
suit:
P (z) = A(z) + z •<? + "A(z-1) (2.2)
et
Q[^ =A(^ - Z-(P+ "A(z-1). (2.3)
Les polynomes P(z) et Q(z) possedent les principales proprietes suivantes:
tous les zeros de P (z) et Q (z) sont sur Ie cercle unite;
les zeros de P (z) et Q (z) apparaissent de fa<?on altemee sur Ie cercle unite.
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Par consequent, les racines des polynomes P(z) et Q(z} peuvent s'exprimer par
z=e-/<um(m = 1, 2, .... p) etles pulsations OD^ sont appelees les parametres LSF (Line Spectral
Frequency) ou LSP (Line Specti-um Pair).
La transformation de coefficients LPC en parametres LSF est reversible.
Connaissant les parametres LSF, on peut en deduire les coefficients a^ selon 1'equation
suivante:
A(d=p(2):0(z). (2.4)
D'apres la deuxieme propriete donnee plus haut, les parametres o)^ (m = 1, 2, .... p)
verifient les relations
0<COi < 0)2 < ... < C0p<7l . (2.5)
L'ordre des parametres LSF indique par 1'expression (2.5) est la condition necessaire et
suffisante pour la stabilite du filti-e de synthese H(z) [24], et doit etre conserve dans la
quantiflcation des parametres LSF. Par consequent, si 1'on quantifie la difference entre
deux parametres successifs, les relations (2.5) sont automatiquement conservees.
A cause des proprietes des parametres LSF, ils sont largement utilises pour la
quantification de 1'mformation LPC. Dans ce contexte, diverses approches ont ete
proposees durant ces demieres annees et la quanttflcation avec qualite ti-ansparente est
obtenue par quelques quantificateurs [20] [28] [29] [30]. Cependant un inconvenient
principal de ces techniques est la complexite elevee de la realisation en matiere de
stockage et de calcul, car pour la quantification transparente de 1'information LPC un
quantificateur vectoriel a generalement besoin d'un grand nombre de bits. Ce probleme
est souvent resolu au prix de la reduction des performances du quantiflcateur.
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2.2 Quantification vectorielle par transformee des parametres LSF
Nous proposons ici une approche pour la quantlfication vectorielle des
parametres LSF. Cette approche combine Ie codage par transformee et la quantification
vectorielle par reseaux reguliers. Un quantificateur a 29 bits/trame permet d'obtenir une
qualite transparente de la quantiflcation des parameti-es LSF.
2.2.1 Codage par transfonnee
Le codage par transformee est une importante technique de compression [2] [16].
Dans cette technique. Ie signal est represente par une transformation orthogonale et code
dans Ie domaine transforme.
Soit x = [xj, ^2, ..., A^T un vecteur signal et A une matrice orthogonale (en general,





La matrice A s'appelle la matrice de transfomiee et les elements du vecteur transfonne X
s'appellent les coefficients de transfomiee.
Dans Ie codage par transformee, la redondance du signal est exploitee afin de
reduire Ie debit pour une qualite specifiee de la numerisation. Cette technique presente de
grands avantages: chaque coefficient de transformee est code par des bits differents, de
sorte que la haute precision de codage est toujours placee la ou elle est necessaire dans Ie
domaine transforme. En fait, les coefflcients dont 1'energie est nulle ou faible ne seront
pas codes.
La transformee de Karhunen-Loeve (KL) est une transformation optimale pour une
distribution gaussienne. Elle maximise Ie gain de codage par rapport a d'autres
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transformations orthogonales comme la transformee de Fourier Discrete [16].
Soit Cjc = E{xxT] la matrice de covariance du signal x, ^ (i = 1, 2, ..., N) les valeurs
propres de C^ et U((i = 1, 2, ..., N) les vecteurs propres correspondants. La matrice de






c'est-a-dire que les lignes de la matrice de transformee A^L sont les vecteurs propres de la
matrice de covariance Cjc.
La matrice de covariance du vecteur transformee X est diagonale et elle est calculee
par
Cx = E{XX1} = diag(^ , ^, .... ^ , (2.9)
c'est-a-dire que les variances des coefficients de transformee sont egales aux valeurs
propres de la matarice de covariance C^.
Si 1'on classe les vecteurs propres de fa<?on a ce que les valeurs propres
correspondantes apparaissent dans 1'ordre decroissant:
y s^. A^ ^ ... ^. A.^ , (2.10)
on peut voir que la transformee de KL concentre Ie maximum d'energie dans ses premiers
coefficients de transfomiee.
Comme on Ie cite au chapitre precedent, pour une source gaussienne, la
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transformee de KL produit des coefflcients de transformee dont la densite de probabilite
conjointe possedent une forme d'ellipsoide [15]. Generalement, ces coefflcients sont
quantifies de fa^on scalaire. Dans 1'approche proposee ici, on utilise la quantification
vectorielle par reseaux reguliers. Plus precisement, on applique Ie quantificateur
vectoriel algebrique ellipsoidal propose au chapitre precedent sur Ie vecteur transforme.
2.2.2 Quantification vectorielle eUiosoidale des parametres LSF
Dans cette etude, la base de donnees de parole utilisee est basee sur des phrases
prononcees dans sept langues differentes. Apres passage dans un filtre passe-bande de
200 a 3400 Hz, Ie signal de parole est echantillonne a 8000 Hz. Une analyse LPC d'ordre 10
est realisee sur des fenetres de 24 ms par la methode d'autocorrelation. Une expansion
frequentielle de 60 Hz est utilisee pour eviter des pics spectraux pointus dans 1'analyse
LPC. Au total, la base de donnees se compose de 93500 vecteurs de parametre LSF. Les
70000 premiers vecteurs sont choisis comme base d'apprentissage et Ie reste est utilise
pour Ie test.
Comme Ie montre Ie chapitre precedent, la quantification vectorielle par reseaux
reguliers est une methode efflcace et simple. Elle permet de reduire tres fortement la
charge de calcul et Ie dictionnaire n'a pas besoin d'etre stocke. Par consequent, nous
cherchons a utiliser cette technique pour quantifier les parametres LSF. Mais les
parametres LSF ne possedent pas de distributions geometriques regulieres. Si on les
quantifie directement en utilisant un quantificateur vectoriel par reseaux reguliers, on
ne peut pas obtenir de resultats satisfaisants.
La transformee de KL permet d'obtenir des coefficients de transformee distribues
en forme d'ellipsoide ramenee selon les axes. La figure 2.2 montre les distributions
conjointes des coefficients de transformee de la base de donnees decrite plus haut. Done,
nous choisissons Ie quantificateur vectoriel algebrique ellipsoidal propose au chapitre





































































Etant donne la densite de probabilite non uniforme des coefficients de
transfomiee, on utilise 1'union de plusieurs sous-dictionnaires algebriques ellipsoidaux
concentriques afin d'adapter la repartition des mots de code a la densite de probabilite.
Plus precisement, a 1'aide des facteurs d'echelle on agrandit proportionnellement un
dictionnaire ellipsoidal de base centre sur 1'origine de fa<?on a construire des sous-
dictionnaires. La densite des points (mots de code) est done de plus en plus grande a
mesure que 1'on approche de 1'origine. Cette structure du dictionnaire permet de tirer
profit du gain de densite non uniforme decrit au chapitre precedent. La figure 2.3 illustre
Ie contour d'un dictionnaire ellipsoidal avec trois facteurs d'echelle.
Figure 2.3 Contour d'un dictionnaire ellipsoidal avec trois facteurs d'echelle.
En pratique, on reduit proportionnellement les coefficients de transformee au lieu
d'agrandir Ie dictionnaire ellipsoidal de base afin d'exploiter les algorithmes rapides
propose au chapitre precedent. Les meilleurs facteurs d'echelle peuvent eti-e determines
experimentalement sur la base d'apprentissage.
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Soit m = [mj, m^, .... mjo] Ie vecteur specifiant un sous-quantificateur ellipsoidal
de base et o^ (/' = 1, 2,.... K; 0 < c<j < c^ < ... < o^) des facteurs d'echelle. Pour chaque vecteur
transforme X, la quantification vectorielle algebrique ellipsoidale avec plusieurs
facteurs d'echelle s'effectue comme suit:
• Reduire X par Ie facteur d'echelle o?j et torouver Ie plus proche voisin Y de ccjXdans Ie
reseau regulier utilise;
• Si Yn'appartient pas au dlctionnaire ellipsoi'dal de base, reduire successivement X
par les facteurs d'echelle aj (/ = 2, 3, ..., K) jusqu'a ce que Ie plus proche voisin Y de
ajX se trouve dans ce dictionnaire;
• Si y de a^X. est toujours en dehors du dictionnaire de base apres 1'etape demiere,
reduire x' homothetiquementjusqu'a ce que son plus proche voisin appartienne au
dictionnaire de base. Dans ce cas, Oj= OK',
• Agrandir proportionnellement Y par 1'inverse du facteur choisi afin d'obtenir Ie
vecteur de reproduction de X .
Dans cette approche. Ie dictionnaire du quantificateur vectoriel algebrique
ellipsoidal est base sur Ie reseau reguUer Ejo . -Ejo est defini comme
^10 = (JDio) U(Djo + ^2'2'2'2'2'2'2'2'2'2^' ^" ^^
Les algorithmes de codage et de decodage pour Ejo sont essentiellement semblables a ceux
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C2.12)
et 1'equation (1.24) est remplacee par
10
k'l =Jl+ ^ l.(ui^ml - m^)+ 4ujomjo (2.13)
Pour construire Ie dictionnaire ellipsoidal, on doit d'abord analyser la
caracteristique statistique des coefflcients de transformee des parametres LSF. Dans un
premier temps, on calcule la matrice de covariance de la base d'apprentissage afin
d'obtenir la matrice de faransfonnee et les variances a^ (i= 1, 2, ..., 10) des coefficients de
transformee. Les resultats obtenus sont donnes respectivement dans les tableaux 2.1 et
2.2. La figure 2.4 illustre les ecarts types normalises cTjvi des coefflcients de transformee.
D'apres 1'experience obtenue sur la base d'apprentissage, on detemiine Ie vecteur
m = [30, 16, 12, 10, 6, 6, 4, 4, 2, 2] qui specific la taille du dictionnaire ellipsoidal. Done, on
obtient un quantificateur vectoriel algebrique ellipsoidal de base a 27 bits
10












































































































































Figure 2.4 Ecarts types nonnalises des coefficients de transformee.
La base de test mentionnee au debut de ce paragraphe est utilisee pour evaluer les
performances du quantiflcateur. On choisit la distorsion spectrale (SD) comme mesure de
distorsion et elle est definie par
SD= I ^- f27I(l01og H(fi)) - lOlog H(ft)))2d®
271
(2.14)
ou H(fi)) et H [co) sont respectivement Ie spectre original et Ie spectre quantifie relatifs a
une frame. Dans cette etude, la distorsion spectrale est mesuree sur des spectres en
expansion frequentielle et est calculee dans toute la plage frequentielle de 0 a 4000 Hz.
Les resultats de test montrent que pour obtenir une qualite transparente de la
quantification des paramet-es LSF, quata-e facteurs d'echelle sont requis. Auti-ement dit,
un quantificateur vectoriel algebrique ellipsoidal a 29 bits/trame permet d'apporter une
distorsion spectrale moyenne d'environ 1 dB, moins de 2% de frames "outliers" dans la
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region de 2 a 4 dB et aucune trame "outlier" ayant une distorsion spectrale superieure a
4 dB. Les quatre facteurs d'echelle sont deja optimises sur la base d'apprentissage avant Ie
test et ils sont respectivement egaux a 0.016, 0.020, 0.025 et 0.030. Le tableau 2.3 montre
les performances en terme de distorsion spectrale (SD) du quantificateur vectoriel
algebrique ellipsoidal a 29 bits/trame et la figure 2.5 donne 1'histogramme des
distorsions spectrales pour les resultats de test.
TABLEAU 2.3
Perfomiances (SD) du quantificateur










Figure 2.5 Histogramme des distorsions spectrales (SD) pour Ie quantificateur
vectoriel algebrique ellipsoidal a 29 bits/trame.
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Pour faire la comparaison, on conceit aussi un quantificateur vectoriel fendu a 29
bits avec la meme base d'apprentissage. Les parametres LSF sont quantifies directement
par ce quantificateur. Selon la reference [20], Ie vecteur de coefficient se fend en trois
parties: les trois premiers parametres LSF, les trois parametres LSF suivants et les quatre
derniers parametres LSF. Les dictionnaires des trois sous-quantificateurs
correspondants contiennent respectivement 1024, 1024 et 512 mots de code. Ce
quantificateur vectoriel fendu est evalue sur la meme base de test et les resultats obtenus
sont donnes dans Ie tableau 2.4.
TABLEAU 2.4
Performances (SD) du quantificateur









En comparant les deux quantificateurs vectoriels, on peut voir que bien que les
performances du quantificateur vectoriel fendu soient legerement meilleures que celles
du quantificateur vectoriel algebrique ellipsoidal, Ie quantificateur vectoriel fendu a
besoin d'une memoire de taille 8.2K pour Ie stockage du dictionnaire et sa charge de calcul
est plus lourde que celle du quantificateur vectoriel algebrique ellipsoidal. Le
quantificateur vectoriel algebrique ellipsoidal fournit egalement une qualite
transparente de quantification pour Ie meme debit, mais il permet une importante
reduction de la complexite de la realisation.
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2.3 Quantification vectorielle par difference des parametres LSF
Une approche algebrique de la quantification vectorielle des parametres LSF est
presentee dans cette section. Cette technique consiste a appliquer la quantification
vectorielle par reseaux reguliers de faibles dimensions au vecteur differentiel des
parametres LSF. Des dictionnaires avec "shaping" sont utilises pour obtenir de bonnes
perfomiances de quantification. Les mots de code sont indexes de fa^on algebrique. Un
quantificateur global a 28 bits/trame garantit une qualite transparente de la
quantification des parametres LSF.
2.3.1 Quantification du vecteur differentiel des parametres LSF
Cette etude est basee sur la meme base de donnees des parametres LSF utilisee dans
la section precedente.
Dans la section 2.1, on montre que les parametres LSF sont ordonnes dans
1'intervalle fini (0, ^). L'approche proposee ici profite de cette propriete. Deux parametres
LSF particuliers, 0)3 et 0)7, sont, pour ainsi dire, les "points d'ancrage" de 1'approche
comme on Ie verra bientot. On exploite la propriete particuliere de la densite conjointe de
cos et 07 et 1'on quantifie ces deux parametres LSF en utilisant un quantiflcateur vectoriel
statistique con<?u par 1'algorithme de K-moyennes. Ce quantificateur statistique atteint
un double objectif:
• il specific les parametres LSF, £03 et 6)7, avec leurs valeurs quantiflees 0)3 et 6)7;
• il permet de partitionner la quantification des huit parametres LSF restants en
trois taches independantes de quantification vectorielle afin de reduire
considerablement la complexite de la realisation. Plus precisement, les huit
parametres LSF restants sont dMses en trois groupes: la paire [0)1, 0)2}, Ie triplet
[a)4, 0)5, fOgl et Ie triplet [(2)5, cu^, cojo].
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En realite, grace a la propriete des parametres LSF, Ie decodeur connait les
frontieres 0 et 0)3 pour la paire ordonnee [coi, a)^\, les frontieres 0)3 et 0)7 pour Ie triplet
ordonne [0)4, 0)5, (Og] et les frontieres 0)7 et n pour Ie triplet ordonne [fi)g, Q)g, ft)jo]. Comme
on Ie sait, quantifier la difference entre deux parametres successifs permet d'assurer la
stabilite du filtre de synthese. Pour faciliter la conception des quantificateurs vectoriels,
on calcule la difference entre deux composantes adjacentes de la paire et des triplets et
1'on normalise ces differences par la longueur des intervaUes respectifs. D'ailleurs, Ie
vecteurjcj = \-^~, ^ . qui est equivalent a la paire originale {fi)j, £02 ] au sens de la
3 3
quantification, se borne a un triangle de taille fixe. D'une fa^on similaire, les vecteurs
G)^-(O^ (O^-(OA 0)7-0)^] , _ \(H)»-CO^ CQo-Oa 7T-<»,n1 . ,
X2 =17i^.-7ni' m?-m* ' TtL-fi^L I et X3 =1 ~^-(nl • ~^-mv ' TT_^V | peuvent se bomer a une
pyramide de taille fixe.
Pour notre base de donnees de parametres LSF, la figure 2.6 montre les
distributions conjointes des composantes des vecteurs JCj, Xg et Xg. On peut voir que la
distribution conjointe des composantes du vecteur Xj possede une forme de triangle
rectangulaire isocele et les distributions conjointes des composantes des vecteurs x^ et Xg
occupent une pyramide tnangulaire.
Cette situation est ideale pour 1'utilisation de la quantification vectorielle
algebrique car la region d'espace occupee par ces vecteurs differentiels normalises est tres
simple et reguliere. L'indexation des mots de code deviendra done facile et, ce qui est plus
important, la technique du "shaping" peut etre utilisee afin d'obtenir la gain de fonne
decrit au chapitre precedent. Trois quantificateurs vectoriels algebriques sont done
utilises pour quantifier les vecteurs differentiels normalises Xj, x^ etxg. Dans ce contexte,
on appelle Ie quantificateur vectoriel en deux dimensions Ie quanttficateur uectoriel














Afin de minimiser la distorsion totale de quantification, les trois vecteurs a
quantifier, Xj = [x^i, x^}, Xz = [xzi, x^, x^} et Xg == [xg^, Xgz, ^33], sont deflnis comme suit a























avec 0)4 = x^{&j - 0)3} + cbg (2. 16)
avec WQ = X^(K - 0)7) + Wj . (2.17)
On remarque que les composantes Xy (i,j = 1, 2, 3) des vecteurs differentiels
normalises doivent etre non negatives au sens de la stabilite. Cependant il est possible
que les valeurs negatives de Xy resultent des expressions citees ci-dessus a cause de
1'utilisation des parametres quantifies. Le cas echeant, on impose Xy = 0.
2.3.2 Conception du qiifln*i'ficateur vectoriel trii
Le dictionnaire du quantiflcateur vectoriel triangulaire est construit par la
troncation d'un reseau regulier et ses mots de code forment un triangle rectangulaire
isocele dans Ie plan. Les composantes de chaque mot de code sont non negatives. La
somme de composantes est un nombre entier pair (ou impair) et n'est pas superieure a une
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quantite donnee S. A titre d'exemple la figure 2.7 montre un dictionnaire triangulaire de
taille 64 base sur Ie reseau D^, pour lequel chaque mot de code a une somme paire de


































































































Figure 2.7 Dictionnaire d'un quantificateur vectoriel triangulalre base sur D^ (S= 14).
Pour adapter ce dictionnaire triangulaire a la distribution conjointe du vecteur
differentiel jcj, on decale Xi par ft i =[Pn, P 12} et on 1'agrandit par un facteur d'echelle aj.
Pour un debit donne, les valeurs optimales de a^ et j3j sont obtenues experimentalement
sur la base d'apprentissage.
Le dictionnaire fariangulaire n'a pas a etre stocke et ses mots de code sont indexes
par une regle algebrique. Pour 1'exemple illustre a la figure 2.7, les mots de code sont
indexes de 0 a 63. Ce dictionnaire est divise en huit "niveaux" selon la somme de
composantes des mots de code. On peut voir a la figure 2.7 que les niveaux 0, 1,2, ..., 7
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contiennent respectivement 1, 3, 5, ..., 15 mots de code. Evidemment, Ie nombre des mots
de code constitue une serie arithmetique impaire. A chaque niveau, 1'indice ko du premier
mot de code est egal au nombre de mots de code qui se trouvent aux niveaux inferieurs.
Par consequent, on peut obtenir 1'indice de tout mot de code en calculant la somme de fco et
du rang du mot de code dans son niveau. Comme on Ie salt, la nieme somme partielle de la
serie arithmetique impaire verifie la relation
l+3+5+7+...+(2n-l)=n2. (2.18)
L'mdice k d'un mot de code c = [cj, c^] est done donne par
c,+c, 2
fc=fco+c,=(^p-] +c,. (2.19)
II est aussi possible d'utiliser comme mots de code les vecteurs dont la somme de
composantes est impaire. Dans ce cas, la methode d'indexation des mots de code est
legerement dtfferente. Le nombre de mots de code situes aux niveaux successifs forme une
serie arithmetique paire de sorte que 1'indice k d'un mot de code c est donne par
(c^+c^2-!
=ko+ci=^l-^—+ci. (2.20)
Le tableau 2.5 montre les diverses tallies du dictionnaire triangulaire correspondant a la



























Generalement, on peut trouver Ie plus proche voisin d'un vecteur arbiti'aire x en
utilisant les algorithmes decrits dans la section 1.1. En tant que moyen alternatif, une






Ie vecteur x est toume d'un angle de — radian dans Ie sens contraire des aiguilles d'une
montre. Puis, chaque composante du vecteur toume est arrondie au plus proche nombre
entier pair (ou impair) pour obtenir Ie meilleur "mot de code toume". Par la transfomiee
inverse, on trouve facilement Ie plus proche voisin qui satisfait a la condition de parite
paire (ou impaire), c'est-a-dire une somme paire (ou impaire) de composantes du mot de
code. En realite, cette transformee de rotation et son inverse sont tres simples et
requierent seulement des operations d'addition. La figure 2.8 montre Ie schema de




















Figure 2.8 Schema de principe du quantiflcateur vectoriel triangulaire.
En decodage, on extrait d'abord fco de 1'indice k re^u et ensuite on en deduit c^ et 03
d'apres 1'expression (2.19) ou (2.20).
2.3.3 Conception du auantificateur vectoriel pyrflmidal
Le dictionnaire du quantificateur vectoriel pyramidal est un reseau regulier
tronque en trois dimensions et n'a pas besoin d'etre stocke comme celui du quantificateur
vectoriel triangulaire. Par exemple, la figure 2.9 illustre un dictionnaire pyramidal de
taille 125 base sur Ie reseau D 3 (dont la somme des coordonnees des points est impaire).
Dans ce cas, chaque mot de code du dictionnaire a une somme impaire de composantes et















Figure 2.9 Dictionnaire d'un quantificateur vectoriel pyramidal base sur D'3 (S = 9).
TABLEAU 2.6
Mots de code du dictionnatre pyramidal























































































































































































































































































































































































































































































































Les processus de codage et de decodage du quantificateur vectoriel pyramidal sont
semblables a ceux du quantificateur vectoriel triangulaire a bien des egards. Pour
1'exemple illustre a la figure 2.9, Ie dictionnaire pyramidal comprend cinq niveaux qui
ont respectivement 3, 10, 21, 36 et 55 mots de code. La serie correspondant au nombre de
mots de code est 1-3+2-5+---+H (2n+l) et la nieme somme partielle de cette serie est
donnee par
1.3 + 2.5 + ••• + n(2n+ 1) = ^n (n+ l)(4n + 5). (2. 22)
Soit c = [cj, eg, €3] un mot de code quelconque et s = Cj + c^ + eg la somme de
composantes de c . A chaque niveau du dictionnaire pyramidal, 1'indice ko du premier




Done, 1'indice k du vecteur c est donne par
fc^(s-cl)(s-cl+l)+fco+^—l^-J—i+C2. (2.24)
Lorsque Ie dictionnaire pyramidal se compose des vecteurs dont la somme de
composantes est paire. Ie nombre de mots de code est une serie 1-1 + 2-3 + ••• + n (2n-l). La
nieme somme partielle da la serie s'exprime par




ko = -i- m (m + l)(4m - 1) (2.26)
avec
m= 2̂ •
Et 1'indice k du vecteur c est aussi donne par 1'expression (2.24).
Le tableau 2.7 montre les diverses tallies du dictionnaire pyramidal pour la
gamme de 4 a 9 bits. Remarquez que dans ce tableau on obtient Ie dictionnaire de taille


























Dans la quantification vectorielle pyramidale, on a aussi besoin de decaler les
vecteurs d'ent'ee x^ et Xg et de modifier leur echelle pour les adapter aux dictionnaires
pyramidaux respectifs. Deuxvaleurs de decalage, jS^ = [/?2i, /?22. ^23! et Ps = [Psi' ?32' /W, et
deux facteurs d'echelle, o;2 et ag, sont introduits et leurs valeurs sont determinees par
apprentissage.
La recherche du plus proche voisin du vecteur d'entree dans Ie dictionnaire
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pyramidal est un peu plus compliquee que celle du dictionnaire triangulaire. Selon les
definitions (2.16) et (2.17), on peut voir que les deux premieres composantes de x^ (ou Xg)
sont correlees car la difiference x^ (ou Xsz) depend de la valeur quantifiee x^i (ou x^}.
Considerons la recherche du plus proche voisin du vecteur Xz dans Ie dictionnaire
illustre a la figure 2.9. Apres decalage et agrandissement, on obtient Ie vecteur x'z.
Comme chaque mot de code du dictionnaire a une somme impaire de composantes, la
condition de parite exige soit une seule composante impaire, soit toutes les trois
composantes impaires. Pour minimiser la distorsion totale de quantification au sens de
1'erreur quadratique moyenne, on doit considerer ces deux possibilites dans Ie codage.
D'abord, la composante ^21 est arrondie respectivement au plus proche nombre
pair x' zip et au plus proche nombre impair x'^u . Ensuite, on quantifie conjointement la
paire [x'^, X'23} en satisfaisant a la condition de parite impaire sur trois composantes.
Plus precisement, pour Ie nombre impair x'y,^ Ie plus proche voisin de la paire [x'^, x'ss]
est trouve dans Ie reseau Dz et pour Ie nombre pair x'^ip ce plus proche voisin est trouve
dans Ie reseau D'3 (dont la somme des coordonnees des points est impaire). Finalement,
on calcule 1'erreur quadratique moyenne entre Ie vecteur x1^ et chacun des deux vecteurs de
reproduction trouves pour obtenir Ie meilleur mot de code. Cette procedure de recherche
est illustree a la figure 2.10.
Figure 2.10 Recherche du mot de code dans un dictionnaire pyramidal (S = 9).
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L'algorithme de decodage du quantiflcateur vectoriel pyramidal se decompose en
quatre etapes suivantes:
Etape 1: Trouver kg a partir de 1'mdice k re<?u.
Etape 2: Calculer s par 1'operation inverse de 1'equation (2.23) ou (2.26).
Etape 3: Supposer 03 = 0 dans 1'equation (2.24) et trouver Ie plus petit nombre entier
Cj (0 ^ Cj ^ s) satisfaisant
fc£lco+(s-c')(p+l).
Etape 4: Calculer la vraie valeur de €3 par 1'operation inverse de 1'equation (2.24) et
finalement obtenir eg selon €3 = s - Cj - c^.
2.3.4 Resultats experimentauy
Afin d'ameliorer les performances de quantification, une strategic d'allocation
non uniforme de bits est employee dans la conception du quantificateur global. Comme
les nombres de parametres LSF correspondant aux vecteurs differentiels normalises sont
differents et generalement les parametres LSF inferieurs sont plus importants que les
superieurs au sens de la perception, Ie vecteur a deux dimensions, Xj, est quantifie avec
mains de bits et les vecteurs a trois dimensions, Xg etxg, sont quantifies avec plus de bits.
Cependant, Ie quantificateur vectoriel statistique pour 6)3 et 0^7 a toujours un dictionnaire
de tallle 64 (6 bits).
Denotons QVS Ie quantificateur vectoriel statistique, QVT Ie quantificateur
vectoriel triangulaire, QVP1 Ie quantificateur vectoriel pyramidal pour Ie vecteur jc^ et
QVP2 Ie quantiflcateur vectoriel pyramidal pour Ie vecteur Xg. Le tableau 2.8 donne Ie




Plan d'allocation de bits pour differents




























L'evaluation des performances du quantificateur global est basee sur la meme base
de test et la meme mesure de distorsion specti-ale utilisees dans la section precedente. Le
tableau 2.9 montre les performances en terme de distorsion spectrale (SD) du
quantiflcateur global pour 26 - 29 bits/trame.
TABLEAU 2.9
Performances (SD) du quantificateur
























On peut voir dans ce tableau qu'un quantificateur vectoriel algebrique a
28 bits/trame permet d'obtenir une qualite transparente de la quantiflcation des
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parametres LSF, c'est-a-dire une distorsion spectrale moyenne d'environ 1 dB, moins de
2% de frames "outliers" dans la region de 2 a 4 dB et aucune trame "outlier" ayant une
distorsion spectrale superieure a 4 dB. La figure 2.11 illustre 1'histogramme des






Figure 2.11 Histogramme des distorsions spectrales (SD) correspondant au
quantificateur vectoriel algebrique a 28 bits/trame.
Les meilleurs facteurs d'echelle et valeurs de decalage sont obtenus a 1'aide de la
base d'apprentissage decrite dans la section precedente. Le tableau 2. 10 donne les facteurs
d'echelle et les valeurs de decalage utilises respectivement par les quantificateurs QVT,




Facteurs d'echeUe et valeurs de decalage pour



















On compare aussi les performances du quantificateur vectoriel algebrique avec
celles du quantificateur vectoriel fendu en (3, 3, 4) dans la region de 26 a 29 bits/trame. Le
tableau 2.11 montre les performances du quantificateur vectoriel fendu.
TABLEAU 2.11
Performances (SD) du quantificateur
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Les resultats obtenus montrent que Ie quantificateur vectoriel algebrique permet
d'obtenir de meilleures performances que Ie quantificateur vectoriel fendu en (3, 3, 4). Sur
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Ie plan de la complexite, Ie quantificateur vectoriel algebrique a deux avantages par
rapport au quantificateur vectoriel fendu:
• 1'espace memoire pour Ie stockage des dictionnaires est considerablement
economise (seulement 128 locations de memoire);
• la recherche des mots de code s'effectue par les operations tres simples, telles que
1'arrondi, 1'addition et la comparaison, et Ie calcul de la norme quadratique n'est
pas requis.
En comparaison du quantificateur vectoriel algebrique ellipsoidal presente dans
la section precedente, 1'approche proposee ici permet d'economiser 1 bit par ti'ame tout en
assurant une qualite transparente de la quantification des parametres LSF.
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Application de la quantification
vectorielle algebrique au codage
de la parole en bande elargie
L'interet pour Ie codage de la parole en bande elargie (50 - 7000 Hz) augmente de
plus en plus ces dernieres annees a cause des applications telles que la conference
audiovisuelle. Ie visiophone et la telephonie de haute qualite. Bien que des canaux et
reseaux a haut debit deviennent de plus en plus facilement accessibles, Ie codage a bas
debit est toujours necessaire pour des questions de ressources physiques de stockage et de
transport. Dans ce chapitre, nous developpons une nouvelle technique de quantification
vectorielle algebnque et 1'appliquons au codage de la parole en bande elargie pour un debit
de 16 kbit/s.
3.1 Codage de la parole en bande elargie
Dans Ie codage de la parole en bande elargie (50 - 7000 Hz), on exploite Ie
phenomene de masquage perceptuel afin d'obtenir la reduction de debit. Les techniques de
codage en sous-bandes et de codage par transformee sont utilisees comme base des
methodes efficaces du codage de la parole en bande elargie. Dans cette section, nous
presentons brievement Ie signal de parole en bande elargie. Ie phenomene de masquage et
les techniques de codage.
65
Chapitre 3
3.1.1 Signal de parole en bande elargie et phenomene de masquage
Le signal de parole en bande elargie (50 - 7000 Hz) differe beaucoup du signal de
parole en bande telephonique (300 - 3400 Hz). La difference entre ces deux signaux est
grande non seulement en terme de bande passante et de plage dynamique, mais aussi en
terme de qualite offerte aux auditeurs. L'elargissement de la bande transmise de 300 -
3400 Hz a 50 - 7000 Hz apporte de grandes ameliorations subjectives a la qualite de parole.
Plus precisement, 1'accroissement des basses frequences (50 - 300 Hz) ameliore la nettete
de la parole et 1'accroissement des hautes frequences (3400 - 7000 Hz) augmente
I'intelligibilite de la parole [31].
Le signal de parole en bande elargie est un signal tres complexe possedant de
nombreuses caracteristiques. On peut caracteriser ce signal comme suit [32]:
• une bande passante de 50 Hz a 7000 Hz;
• les basses frequences nettement plus energetiques que les hautes frequences;
• une dynamique extremement forte;
• des attaques tres brusques.
Le codage de la parole en bande elargie exploite Ie phenomene de masquage qui
joue un role primordial dans la perception auditive. Le phenomene de masquage traduit
Ie fait que lorsqu'on entend deux sons purs de frequences differentes mais assez proches,
1'un des deux, appele Ie son masquant, peut rendre totalement inaudible 1'autre, appele Ie
son masque, selon leurs positions respectives en frequence et en niveau de pression
acoustique. Ce phenomene s'explique par 1'inertie temporelle du systeme d'audition et par
Ie comportement en frequence de la membrane basilaire de la cochlee [33]. Un seuil de
masquage peut etre mesure. Tout signal sous ce seuil ne sera pas audible. Le seuil de
masquage depend de la frequence et du niveau du son masquant ainsi que des
caracteristiques du son masquant et du son masque.
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II existe deux types de masquage. On parle de masquage frequentiel si deux sons
apparaissent simultanement et de masquage temporel si deux sons apparaissent de fa^on
successive. Nous abordons ici seulement Ie masquage frequentiel.
En 1'absence d'un signal masquant, un son doit, pour etre per^u, avoir un niveau
superieur a un seuil fonction de la frequence: Ie seuil d'audition absolu. Ce seuil met en
evidence 1'etendue du domaine audible 20 - 20000 Hz ainsi qu'une plus forte sensibilite de
1'oreille entre 500 Hz et 5000 Hz. Lorsque Ie systeme auditif est excite par un son
masquant, ce seuil d'audition se modifie. Tout autre son dont la position dans Ie plan
"Niveau - Frequence" est en dessous de cette courbe est masque, c'est-a-dire inaudible.
La notion de bandes critiques est un autre concept fondamental en
psychoacoustique. Des chercheurs ont suggere que 1'oreille effectue une analyse
frequentielle du signal comme Ie ferait un banc de filtres, con-espondant aux dites bandes
critiques, dont la largeur varie avec la frequence. Lorsqu'on les juxtapose, Ie domaine
audible est dmse en une vingtaine de bandes critiques [32]. Par consequent, Ie systerne
auditif peut en general etre considere comme un banc de filtres avec beaucoup de
recouvrement.
Pour tirer part! du phenomene de masquage dans 1'optimisation d'un codeur, on
cherche a rendre Ie bruit de codage inferieur en tout point du spectre a la courbe de
masquage. Une mise en forme spectrale du bruit de codage est alors necessaire afin de
suivre les variations de cette courbe en fonction de la frequence.
3.1.2 Tec'h'n^ques de cod^ge de la parole en bande elargie
On a vu precedemment qu'un systeme de codage de la parole en bande elargie
atteint son optimum lorsque Ie bruit de codage se situe en dessous de la courbe de
masquage. Une transformation en bloc de type temps - frequence est souvent utilisee pour
realiser la decomposition spectrale du signal. Le signal original est decompose en
"tranches" d'une duree determinee, de 1'ordre de quelques millisecondes, qui sont ensuite
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representees dans Ie domaine frequentiel apres une transformation adaptee. Les
parametres de la transfonnee sont alors quantifies et codes en tenant compte de la courbe
de masquage obtenue a 1'aide d'un modele psychoacoustique: chaque parametre de la
transformee sera code avec une precision juste suffisante pour que Ie "bruit de
quantification" injecte par Ie decodeur demeure en dessous du niveau de la courbe de
masquage et done ne soit pas perceptible a 1'oreille.
La plupart des codeurs de la parole en bande elargie reposent generalement sur Ie
codage en sous-bandes et Ie codage par transformee.
Le codage en sous-bandes precede par une decoupe prealable du specta'e du signal en
bandes de frequences a 1'aide d'un banc de filtres particulier, appele les filtres miroirs en
quadrature (QMF, Quadrature Mirror Filters). Des filtres de synthese assurent la
reconstruction parfaite du signal de depart par recomposition des signaux des sous-
bandes. La decoupe en sous-bandes permet d'adapter les parametres du codage aux
caracteristiques frequentielles du signal. Par exemple, Ie nombre de bits dans chaque
sous-bande est alloue en fonction de 1'importance relative de 1'information a transmettre.
D'autre part. Ie codage en sous-bandes tire un certain profit des proprietes de I'audition.
En effet. Ie bruit de quantification restant confine dans la bande ou il a ete cree et son
energie etant proportionnelle a celle du signal, une mise en forme spectrale du bruit est
ainsi naturellement realisee.
Une norme a 64 kbit/s pour Ie codage de la parole en band elargie (50 - 7000 Hz),
nommee la Recommandation G. 722, a ete normalisee par 1'UIT-T (Union Intemationale
des Telecommunications — Secteur de la Normalisation des Telecommunications) en
1986. La figure 3.1 illustre Ie schema de principe du codeur a 64 kbit/s standardise par la










































Figure 3.1 Schema de principe du codeur a 64 kbit/s de la parole en bande elargie
standardise par la Recommandation UIT-T G. 722.
Le signal de parole limite a 7000 Hz est echantillonne a 16 kHz. II est ensuite
separe en deux sous-bandes (0 - 4000 Hz et 4000 - 8000 Hz) par des filtres miroirs en
quadrature (QMF). Apres sous-echantillonnage a 8 kHz, chaque sous-bande est codee par
un codeur MICDA (MIC Differentiel Adaptatif) a 32 kbit/s normalise par la
Recommandation UIT-T G. 721 [35]. En reception, les signaux de chaque sous-bande sont
decodes, puis Ie signal est reconstitue par sommation des deux sous-bandes filtrees. Le
codage de haute qualite est obtenu par une allocation non unifomie de bits pour laquelle
la sous-bande basse et la sous-bande haute sont quantifiees respectivement avec 6 bits et 2
bits par echantillons. Les possibilites de partage du canal a 64 kbit/s entre la parole et les
donnees sont de 64 - 0, 56 - 8 et 48 - 16 kbit/s. Cette norme est consideree comme un point
de repere important dans Ie codage de la parole en bande elargie.
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II est evident que la mise en forme spectrale du bruit de codage sera facilitee si 1'on
dispose d'une representation precise du spectre. Ainsi Ie codage par bransformee pour
lequel la resolution frequentielle est elevee tirent plus facilement parti des proprietes
perceptuelles que Ie codage en sous-bandes.
Rappelons Ie codage par transformee presente dans Ie chapitre precedent. Les
algorithmes de codage par transformee operent par decoupe du signal en blocs
d'echantillons successifs. Une transformation lineaire, gui delivre un jeu de coefiBcients
representattfs du spectre du signal, est appliquee sur chaque bloc. Ce sont ces coefflcients
qui, une fois codes, sont transmis au decodeur. Celui-ci accomplit une transformation
inverse des coefficients quantifies pour revenir dans Ie domaine temporel de depart.
Pour que 1'algorithme de compression de debit soit efficace, la transformation
choisie doit concentrer Ie maximum d'energie du signal sur Ie plus petit nombre possible
de coef&cients. Les transformees orthogonales, telles que la transformee de Karhunen-
Loeve (KL), la transformee de Fourier discrete et la transformee en cosinus discrete,
permettent de satisfaire cette exigence.
Dans Ie codage par transformee de la parole en bande elargie, on ne transmet pas
de composantes spectrales inaudibles, c'est-a-dire des coefficients dont 1'energie est
inferieure a un seuil perceptuel (la courbe de masquage). Le masquage frequentiel est mis
a profit pour discriminer les coefficients spectraux inaudibles ainsi que pour assurer Ie
masquage du bruit de quantification. La repartition du debit entre les coefficients est
recalculee a chaque bloc d'echantillons de telle fa^on que Ie spectre du bruit soit en
dessous de la courbe de masquage. En general, plus de debit est accorde aux zones
importantes du spectre, par exemple 0 - 4000 Hz pour Ie signal de parole, et les coefflcients
dont 1'energie est nulle ou faible ne seront pas codes.
Un nouveau modele de codage audio, dit TCX (Transform Coded Excitation), a ete
propose recemment [36]. Cette technique de codage audio est basee sur Ie codage par
transformee et tire parti du codage CELP (Code-Excited Linear Prediction) [37].
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Figure 3.2 Schema de principe du codeur TCX.
Dans un premier temps. Ie signal de depart est flltre par un filtre de ponderation
perceptuelle W[z) afin de generer Ie signal perceptuel. Ensuite, on retire la contribution du
"pitch" et 1'on obtient Ie signal appele la cible. C'est ce signal cible qui est transfonne par
la transformee de Fourier discrete T et puis est quantifies de fa?on vectorielle dans Ie
domaine frequentiel. Une caracteristique importante du codeur TCX est sa grande
reduction de la complexite du codage en comparaison d'autres codeurs de type analyse par
synthese.
Le codeur TCX est applique au codage de la parole en bande elargie (50 - 7000 Hz) a
16 kbit/s et permet d'obtenir de haute qualite de parole (36].
Finalement, nous presentons 1'evaluation de la qualite de la parole codee et




En mesure objective, Ie rapport signal a bruit (RSB) est un critere simple mais
largement utilise et il permet de mesurer la similarite des formes d'onde entre Ie signal
original et Ie signal de synthese. Le RSB est defini comme
RSB= ,,,£(s2(n,)L, (3.1)
E{[s(n)-s(n)]2}
ou s(n) est Ie signal original et s(n) est Ie signal de synthese. Et Ie RSB est souvent
represente en dB par
RSB (dB) = lOlogio (RSB) . (3.2)
Une des caracteristiques essentielles du signal de parole est sa nature de variation
dans Ie temps. A cause de cette caracteristique, des segments de parole possedent une
energie importante et d'autres possedent une energie tres faible. Si 1'energie du bruit est
plus ou mains constante. Ie RSB obtenu ne permet pas de representer la qualite vraie du
codage car 1'effet perceptuel du bruit dans la region de signal faible est severe. En tenant
compte de cet effet, on utilise Ie RSB segmentaire, denote RSBseg. On divise Ie signal de
parole en segments de longueur 15-20 ms. Ensuite on calcule Ie RSB de chaque segment et
1'on trouve tous les segments de RSB superieur a un seuil specifle. Le RSBseg est alors
defini comme
M
RSBseg = T7 S RSB(i) (dB) (3. 3)
1=1
ou M denote Ie nombre de segments ayant un RSB superieur au seuil donne.
Les mesures objectives permettent d'obtenir certaines indications sur la qualite
d'un systeme de codage de la parole. Cependant, une evaluation reelle de la qualite resulte
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de tests subjectifs qui mesurent la similarite perceptuelle entre Ie signal original et Ie
signal reconstruit. La methode de test subjectif la plus populaire est les notes d'opinion
moyennes (MOS, Mean Opinion Score). Le principe general du test MOS consiste a faire
ecouter des phrases et demander aux auditeurs non experts, a chaque ecoute, d'exprimer
une opinion. Les notes attribuees sont comprises entre 1 et 5, soit une echelle de qualite
croissante. Toutefois, des tests d'ecoute informels sont suffisants durant Ie
developpement d'un systeme de codage.
3.2 Quantification vectorieUe algebrique a partir du reseau REs
Dans Ie codage par transformee, on fait souvent face a un vecteur transforme de
dimension elevee, typiquement de 64 a 512. Pour quantifier efficacement ce vecteur
transforme avec un nombre fixe de bits, plusieurs approches sont utilisees [2]. Une
methode generale est la quantification scalaire avec allocation adaptative de bits.
Cependant, cette technique offre de mauvaises performances de quantification pour les
signaux faibles. En principe la quantification scalaire suivie d'un codage entropique
permet de resoudre ce probleme, mais il est tres difficile de realiser cette technique dans
un systeme pratique.
Nous proposons ici une solution intermediaire qui consiste a diviser un vecteur
transforme en une serie de sous-vecteurs de meme dimensions et utiliser un groupe de
quantificateurs vectoriels de divers debits. Chaque sous-vecteur est compose de
composantes adjacentes qui sont liees en terme d'energie. On code un sous-vecteur en
utilisant 1'indice du mot de code ainsi que Ie numero du quantificateur utilise.
Pour construire un ensemble de quantificateurs vectoriels a debit variable, on
developpe deux approches basees sur Ie reseau de Gosset toume RBg: Qu.antificateurs
Vectoriels Algebriques Complementaires et Quantificateurs Vectoriels Algebriques
Encastres. L'approche complementaire consiste a utiliser un groupe de sous-
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quantificateurs sans recouvrement. Et dans 1'approche encastree, un quantificateur
donne comprend les sous-quantificateurs de debits plus faibles.
Le codage entropique, tel que Ie codage arithmetique, peut etre utilise pour coder
les numeros des sous-quantificateurs. Cependant, pour 1'approche encastree, une
methode algebrique que 1'on presentera est plus efficace que la technique de codage
entropique dans des systemes pratiques.
3.2.1 Codes spheriques bases sur Ie reseau REg
Rappelons tout d'abord la definition du reseau REg decrite au chapitre 1:
REs =(2Dg)U(2D8 +[1.1.1,1,1.1,1.1]) .
Un vecteur x du reseau JREg possede quatre proprietes essentielles:
• x appartient au reseau Zg;
8
• la somme des composantes est un multiple de 4, c'est-a-dtre ^ x^ = 0 (mod 4);
1=1
• les huit composantes ont la meme parite (toutes paires ou toutes unpaires);
8 _ A
• la somme ^ x2 est un multiple de 8, c'est-a-dire ^ x2 = 0 (mod 8).
t=l 1=1
Geometriquement, les points du reseau REg sont repartis sur des spheres concentriques de
rayon 2^/2m et centi-ees a 1'origine [40]. Le parametre m prend des valeurs entieres
successives et done peut devenir un indice naturel pour ordonner les spheres du reseau
REg. L'ensemble des points appartenant a une sphere constitue un code spherique qui peut
etre utilise comme dictionnaire d'un quantificateur vectoriel. Alors, les spheres diverses
offrent un chotx de debits pour les quantificateurs correspondants.
Une propriete tres interessante du reseau REg est que toute permutation des
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coordonnees d'un vecteur de REg est encore un de ses vecteurs [7]. A partir de cette
propriete, on definit comme faisant partie d'une meme classe d'equivalence les vecteurs
obtenus par permutation de meme composantes. Par exemple, les vecteurs [2, 0, 0, 0, -2, 0,
0, 0] et [O, 0, -2, 0, 0, 2, 0, 0] sont tous obtenus par permutations des huit composantes 2, 0,
0, 0, 0, 0, 0 et -2, et done Us appartiennent a une meme classe d'equivalence.
Le nombre de vecteurs de la classe est donne par la formule denombrant les
permutations avec repetitions. Si tous les vecteurs de la classe comprennent q
composantes de valeurs distinctes do, aj, ..., Oq.j et si w( est Ie nombre de repetitions de la
valeur dp alors la cardinalite K de cette classe est calculee par
K=—r-—-8-!—^—. (3.4)
w° ! w1 ! ... wq~1 ! '
Dans chaque classe, on appelle "leader (signe)" de la classe Ie vecteur dont huit
composantes sont ordonnees dans 1'ordre decroissant des valeurs. Toute classe
d'equivalence est entierement definie par son leader. En reordonnant les valeurs
absolues des composantes du leader signe, on obtient Ie vecteur appele "leader absolu".
Tout leader signe peut se deduire du leader absolu correspondant selon la propriete
8
^ Xi = 0 (mod 4) [19]. Pour les leaders signes pairs (c'est-a-dire a composantes paires), on
1=1
peut les obtenir en changeant simplement les signes du leader absolu correspondant. Et
pour generer les leaders signes impairs (c'est-a-dire a composantes impaires), on doit
8
verifier la contrainte Sxi= ° (mod 4) en changeant les signes du leader absolu
1=1
con-espondant. Le tableau 3.1 donne pour chaque sphere m enbre 1 et 20 Ie nombre de
leaders absolus (P^(m)), Ie nombre de leaders signes (P^(m)), Ie nombre de points (NgCm))















































































































On peut voir que pour un quantificateur vectoriel base sur Ie reseau REg, les mots
de code de son dictionnaire se deduisent des leaders par permutation et done n'ont pas
besoin d'etre stockes. D'auti-e part, la recherche du plus proche voisin d'un vecteur




Un vecteur de REg peut etre indexe par la somme du cumul H des cardinalites des
classes precedentes et du rang t de ce vecteur dans sa classe. Le rang t est calcule par la
formule de Schalkwijk [41]. En appelant q Ie nombre de composantes de valeurs
distinctes dans Ie vecteur, d I'indice particulier et w(j Ie nombre de repetitions de la valeur
indexee par d qui restent dans les positions J a 8, on a
AdUH fft - nt=iT—(8' Jl.[ (3.5)
j=l d=0 (^ . i) , JJ(^ ;)
i=0
i^d
avec la convention que 0 ! = 1 et (-1)! =oo.
Soit x = [xi, X2,..., Xg] un vecteur du reseau REg. L'algorithme d'indexation de x se
resume comme suit:
Etape 1: Calculer Ie rang t de x dans sa classe a 1'aide de 1'expression (3.5).
Ebape 2: Reordonner les composantes du vecteur x par ordre decroissant des valeurs
et obtenir son leader XQ .
Etdoe 3: Trouver Ie cumul H des cardinalites associe a XQ dans un tableau construit a
1'avance.
Etape 4: Determiner 1'mdice k de x par k= H+ t.
Etaue5: Fin.
3.2.2 Approche complementau-e
Cette approche est une technique de quantification vectorielle a debit variable. Le
quantificateur global est compose de 1'origine (Qo) et cinq sous-quantificateurs sans
recouvrement. Les tallies des dictionnaires des sous-quantiflcateurs sont respectivement
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de 16,256, 4096, 65536 et 1048432, c'est-a-dire 4, 8, 12, 16 et 20 bits. La figure 3.3 Ulustre
la structure des dictionnaires des sous-quantificateurs sans recouvrement.
Figure 3.3 Structure des dictionnaires des sous-quantificateurs sans recouvrement.
Le sous-quantificateur Qi a un dictionnaire de taille 16 dont les mots de code sont
generes par permutations des composantes des vecteurs [2, 0, 0, 0, 0, 0, 0, 0] et [-2, 0, 0, 0, 0,
0, 0, 0]. En fait Qi est un quantificateur additionnel mais n'est pas indispensable, car il
n'appartient pas au reseau REg qui forme les autres quantificateurs. Ce sous-
quantiflcateur est un code spherique a partir de REg mais transtale par Ie vecteur [1, 0, 0,
0, 0, 0, 0, 0]. Au fond, Qi permet de foumir de bonnes performances en terme d'erreur
quadratique moyenne pour des signaux faibles de haute probabilite. En 1'absence de Qi,
ces signaux faibles seront quantifies majoritairement par Ie vecteur zero. Les
dictionnaires des sous-quantificateurs Q2.Qs.Q4 etQs sont composes principalement des
onze premieres spheres du reseau REg. Le tableau 3.2 montre pour chaque sous-

































































































































































































































































Dans cette approche, seuls ces leaders absolus et certains parametres sont stockes
sous la forme d'un tableau donnant 1'ordre lexicographique pour generer et indexer les
mots de code des dictionnaires des sous-quantificateurs.
Soit x = [xj, x^, ..., Xg] un vecteur quelconque a huit dimensions. L'algorithme de
quantiflcation pour x s'effectue par les sept etapes suivantes:
Etape 1: Trouver Ie plus proche voisin y de x dans Ie reseau RE g a 1'aide de
1'algorithme rapide decrit au chapitre 1.
Etetpe 2: Calculer Ie rang tdey dans sa classe.
Etape 3: Reordonner les composantes de y par ordre decroissant des valeurs et
obtenir son leader yo.
Etape 4: Trouver Ie cumul H des cardinaUtes dans Ie tableau de parametres.
Etape 5: Dans Ie cas de x proche de 1'origine, on trouve aussi son plus proche voisin
y' dans Ie dictionnaire du sous-quantificateur Qi. Ensuite on choisis, entre
y et y'. Ie meilleur vecteur au sens de 1'erreur quadratique moyenne comme
son representant.
Etape 6: Determiner 1'indice k du representant selon k=H+t(H=0 pour yf) et Ie
numero n du sous-quantificateur utiMse a partir de i/o (ou y^.
Etape 7: Coder Ie numero n par une technique de codage entropique telle que Ie
codage arithmetique.
Si Ie vecteur x est situe hors du plus grand sous-quantiflcateur Qs, Ie processus de
quantification se repete sur une version de x reduite par un facteur d'echelle jusqu'a ce que
un mot de code soit trouve.
L'algorithme de decodage se decompose en trois etapes suivantes:
Etape 1: Retrouver Ie leader yo (ou y'} et Ie cumul H des cardinalites correspondant a
partir de 1'indice k et Ie numero n du sous-quantificateur.
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Etape 2: Calculer Ie rang t de y dans sa classe par t= k - H.
Etape 3 : Retrouver y a partir de yo et t.
3.2.3 Approche encastree
Dans cette approche, Ie quantificateur global comprend 1'origine (Qo) et cinq sous-
quantificateurs encastres. Les dictionnalres des sous-quantificateurs ont respectivement
16, 256, 4096, 65536 et 1048448 mots de code. Les dictionnaires de taille faible sont
incorpores dans les dictionnaires de taille elevee. La figure 3.4 montre la structure des
dictionnaires des sous-quantificateurs encastres.
Figure 3.4 Structure des dictionnalres des sous-quantificateurs encastres.
Comme dans 1'approche complementaire, les 16 mots de code du sous-
quantificateur Qi sont obtenus par perrnutations des composantes des vecteurs [2, 0, 0, 0,
0, 0, 0, 0] et [-2, 0, 0, 0, 0, 0, 0, 0]. Essentlellement, les dictlonnaires des sous-
quantificateurs Qz, Qs, Q4 etQs comprennent respectivement la premiere sphere, les deux
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premieres spheres, les cinq premieres spheres et les onze premieres spheres du reseau REg.
Et Ie dictionnaire de Qi est encastre dans chacun de ces quati-e dictionnaires. Le tableau
3.3 donne pour chaque sous-quantificateur les leaders absolus correspondants et leur
tallies (Ie nombre de mots de code).
Dans 1'approche encastree, les procedures de codage et decodage sont identiques a
celles utilisees pour 1'approche complementaire et les algorithmes decrits au paragraphe
precedent sont employes. En pratique, la structure encastree des dictionnaires permet de
faciliter Ie processus de codage des numeros des sous-quantificateurs.
Considerons un systeme de codage dans lequel on quantifie a la fois M vecteurs a
huit dimensions avec Nq bits (Ng est un multiple de 4). Les numeros des M sous-
quantificateurs utilises constituent un vecteur z de composantes non negatives dont la
N.
somme est egale a —-1 . Ce nouveau vecteur z peut egalement etre considere comme une
permutation avec repetitions des numeros des sous-quanUficateurs. Par consequent, on
peut utiliser la methode de codage presentee precedemment pour coder les numeros des
sous-quantificateurs.
M. N.
Tout d'abord on doit trouver tous les leaders en verifiant la contrainte V, z, = —1
U l 4
et ensuite on construit avec eux un tableau dans 1'ordre lexicographique. L'algorithme
decrit au paragraphe 3.2.1 nous permet d'effectuer Ie codage des numeros des sous-
quantificateurs.
En fait. Ie nombre de bits utilises pour la quantification n'est pas toujours
exactement egal a Nq bits. Autrement dit, les composantes du vecteur z ne verifient pas
M_ JV^.
forcement la contrainte ^ z^ = —1. Si ce nombre de bits est superieur a Nq bits, on reduit
i=i 4
les M vecteurs par un facteur d'echelle. Dans Ie cas inferieur a Nq bits, la structure
encastree des dictionnaires nous permet de remplacer de petits numeros de sous-
quantificateur par des numeros relativement eleves, afin que la somme des M numeros
N.




Liste des leaders absolus utilises dans 1'approche encastree

































































































































































































































Dans un systeme de codage par transformee, d'une part, cette methode algebrique
permet de faciliter beaucoup Ie processus de codage par rapport au codage entropique
comme on Ie verra. D'autre part, elle realise 1'allocation adaptative de bits. Pour un debit
donne, les sous-vecteurs d'energie forte sont toujours quantifies sur un nombre de bits
eleve.
3.2.4 Codage entropique
Soit un ensemble d'evenements distincts Xi, x^, .... XL dont les probabilites
d'apparition sont respectivement pj, pz, ..., PL- Shannon [42] a demontre que pour decrire




Cette quantite H est appelee 1'entropie.
L'entropie d'une source est positive ou nulle. Elle est nulle lorsque cette source
prend certatne valeur avec une probabilite proche de un. Et elle est maximale et vaut logs L
lorsque tous les L evenements possibles sont equiprobables. Done, on a
(XH^logzL. (3.7)
En codage entropique, un algorithme optimal permet de coder en principe un
evenement de probabilite d'apparition p sur logg — bits. La methode de codage de Huffman
p
est une technique tres connue [43] et est souvent utilisee pour coder un ensemble de
symboles qui decrit 1'information a comprimer. L'algorithme de codage de Huffman
consiste a construire progressivement un graphe oriente en forme d'arbre binaire afin
d'assigner des codes binaires a chaque symbole source. Ainsi, les symboles sont codes
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avec des valeurs de longueurs binaires variables. On code les symboles qui ont une
occurrence tres faible sur une longueur binaire superieure a la moyenne et les symboles
tres frequents sur une longueur binaire tres courte. Une propriete du codage de Huf&nan
est que Ie code est uniquement decodable, car aucun mot de code valide n'est un prefixe
d'un autre mot de code valide.
A titre d'exemple la figure 3.5 montre un arbre de codage de Huffman pour un
ensemble de six symboles, a, b, c, d, e et^ avec les probabilites respectives 0.5, 0.17, 0.15,










































Le codage de Huffman permet de foumir la solution optimale dans la cas d'un
codage direct. Si toutes les probabilites des symboles d'une source sent les puissances
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entieres negatives de 2, Ie nombre de bits necessaires en moyenne est egal a 1'entropie de la
source. Mais dans la pratique, cela n'est pas Ie cas general. Par consequent. Ie fait que
chaque symbole source doit etre code avec un nombre entier de bits puisse etre un
important desavantage du codage de Huffman, surtout pour les situations dans lesquelles
un symbole possede la probabilite presque egale a unite.
Une methode alternative, appelee Ie codage arithmetique, a ete developpee ces
annees demieres [44] [45] [46] [47] et est appliquee a la compression de texte [46] [48] [49]
ainsi qu'a la compression d'image [50] [51].
Le codage arithmetique est optimal au sens de 1'entropie et permet generalement
d'apporter les performances superieures a celles obtenues par Ie codage de Huffman
codant chaque donnee individuelle [461 [47}. Les meilleures performances obtenues sont
liees au fait que cette methode de codage ne necessite pas un nombre entier de bits par
symbole. De plus, cette technique se prete aisement a une approche adaptative ou la
frequence d'apparition des symboles est estimee et mise a jour de maniere continue en
cours de codage. Cette propriete permet de separer la modelisation de la source de la
conception de 1'algorithme de codage. Ainsi Ie meme algorithme peut s'appliquer a
differentes sources.
Le codage arithmetique est une procedure recursive qui code (decode) un symbole a
chaque iteration. A chaque iteration, 1'algorithme reduit la largeur d'un intervalle de
nombres reels compris initialement entre zero et un. Cette reduction est fonction de la
probabilite du nouveau symbole a coder. Elle est d'autant plus faible que Ie symbole est
probable, d'ou une production d'un nombre de bits de specification qui est une fonction
inverse de cette probabilite.
Initialement, a chaque symbole de 1'alphabet de la source est attnbuee une portion
de 1'interyalle [0, 1) de largeur equivalente a sa probabilite - connue a priori ou estimee
d'apparition. Le codage du premier symbole du message revient done a identifier Ie sous-
intervalle qui lui correspond. A 1'iteration suivante (codage du deuxieme symbole du
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message), cet intervalle partiel est lui-meme subdivise selon les memes regles de partition
et un sous-sous-intervalle est identifie. La procedure se repete ainsi jusqu'a la fin du
message qui doit etre indiquee par un symbole convenu.
Le message est reconstruit, a partir de la sequence binaire correspondante, en
cherchant par comparaisons successives a simuler Ie fonctionnement du codeur qui 1'a
produite.
L'algorithme de codage arithmetique pour un fichier de symboles se resume
comme suit [47]:
Etape 1: On definit initialement 1'intervalle [0, 1) comme "1'intervalle actuel".
Etape 2: Pour chaque symbole du fichier, on efifectue les trois sous-etapes suivantes:
(a) On subdivise 1'intervalle actuel en sous-interyalles dont chacun
correspond a un symbole possible. Les largeurs des sous-intervalles
sont proportionnelles aux probabilites des symboles.
(b) On trouve Ie sous-inter^alle correspondant au prochain symbole et on
Ie choisit comme nouveau "sous-intervalle actuel".
(c) Si Ie nouveau sous-intervalle actuel n'est pas situe entierement dans un
1. . 1 3» . . 1
des intervalles suivants [0, —), [—, :-) et [—, 1), cette sous-etape se
2' '4 4' '2
termine. Autrement on repete les traitements suivants:
(1) Si Ie nouveau sous-inter^alle est situe entierement dans
1'intervalles [0, -^), on transmet "0" et tous les "bits suivants" qui
proviennent des symboles precedents et prennent la valeur "1" dans
ce cas; ensuite on double la largeur du sous-intervalle en
agrandissant 1'intervalle [0, -^-)jusqu'a [0,1);
(2) Si Ie nouveau sous-intervalle est situe entierement dans
1'intervalles [-^, 1), on transmet "1" et tous les "bits suivants" qui
proviennent des symboles precedents et prennent la valeur "0" dans
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ce cas; ensuite on double la largeur du sous-intervalle en
agrandissant 1'intervalle [-^, l)jusqu'a [0,1);
(3) Si Ie nouveau sous-intervalle est situe entierement dans
1 3
I'inten^alles [—, ::-), on retient ce fait a la sortie prochaine en4' 4'
ajoutant un "bit suivant"; ensuite on double la largeur du sous-
1 3
intervalle en agrandissant 1'intervalle [—, —)jusqu'a [0,1).





Figure 3.6 Processus d'expansion des intervalles dans Ie codage arithmetique.
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Etape 3: On transmet assez de bits afin de distinguer Ie "demier intervalle actuel"
d'autres "demiers intervalles" possibles.
Prenons 1'exemple d'un fichier compose de quatre symboles "bbbc" et supposons
connues les probabilites pa == 0.4, pij = 0.5 et pc = 0.1. Le detail de la procedure de codage est


























































On remarque que Ie traitement "suivre" consiste a faire suivre Ie bit de sortie
prochain par son oppose.
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Dans la pratique, 1'intervalle actuel est presente par des nombres entiers au lieu de
decimaux ou fractionnaires afin de faciliter les operations arithmetiques. On utilise
egalement des entiers pour enregistrer les frequences d'apparition des symboles avec
lesquelles on estime la probabilite des symboles. Le processus de subdivision consiste a
choisir des inter^alles sans recouvrement dont les largeurs sont approximativement
proportionnelles aux nombres d'apparition des symboles.
Reprenons 1'exemple montre dans Ie tableau 3.5 et utilisons un inter/alle initial
410 ^ 512
[0, 1024). Les probabilites sont estimees respectivement par pa = 77^:—" 0.4, pb = ,1^. = 0.5
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Dans cet exemple, les subdivisions ne sont pas tout a fait pareilles que celles
montrees dans Ie tableau 3.5 parce que les mtervalles obtenus sont arrondis aux nombres
entiers les plus proches.
Les deux approches proposees plus haut sont evaluees dans ce paragraphe et leurs
performances de quantification sont comparees avec celles d'une approche statistique.
On choisit 1'en'eur quadratique moyenne comme mesure de distorsion.
La simulation est basee sur une source gaussienne a moyenne nulle de variance
unite. On fait vingt tirages aleatoires de 10000 vecteurs a huit dimensions pour generer Ie
signal d'entree des quantificateurs vectoriels. Pour chaque ensemble de 10000 vecteurs,
une erreur quadratique moyenne est calculee. Et la distorsion totale de quantification est
la moyenne des vingt erreurs quadratiques moyennes obtenues.
La figure 3.7 illusbre Ie schema de principe de la simulation. Dans un premier
temps, un vecteur d'entree x est quantifie par un des sous-quantificateurs sans
recouvrement ou sous-quantificateurs encastres. Alors on obtient deux quantites:
1'indice i du mot de code et Ie numero n du sous-quantificateur utilise. Dans un deuxieme
temps, on code Ie numero n en utilisant Ie codage arithmetique et 1'on obtient Ie mot de









Figure 3.7 Schema de principe de la simulation sur les approches algebriques proposees.
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On remarque que dans la simulation, les vecteurs d'entree sont ajustes en
amplitude par un facteur d'echelle fixe en fonction du debit specific. Le tableau 3.7 donne
les resultats obtenus pour differents debits.
TABLEAU 3.7
Performances de quantification

































Une approche statistique est aussi utilisee dans la simulation decrite a la figure
3.7 pour etablir une comparaison des perfonnances avec les deux approches algebriques
proposees. Cette approche statistique consiste a utiliser un ensemble de six sous-
quantificateurs vectoriels a deux dimensions sans recouvrement. Les dictionnaires des
sous-quantificateurs comprennent respectivement 1, 2, 4, 8, 16 et 32 mots de code qui sont
obtenus par 1'emploi de 1'algorithme de K-moyennes sur 50000 vecteurs gaussiens. La
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Figure 3.8 Dictionnaires des sous-quantificateurs statistiques.
La figure 3.9 permet de comparer les resultats montres dans Ie tableau 3.7 avec
ceux obtenus par 1'approche statistique ainsi que les limites predites par la theorie de
1'information [1].
En conclusion, on obtient presque les meme resultats en terme d'erreur
quadratique moyenne dans la simulation en utilisant les deux approches algebriques. De
plus, a mesure que Ie debit augmente, les performances de quantiflcation des approches


























Figure 3.9 Comparaison des performances de quantification entre les
approches algebriques et I'approche statistique (1'approche
complementaire: 'o'; 1'approche encastree: '+'; 1'approche
statistique: '—'; la limite superieure theorique: '—').
3.3 Application au codage de la parole en bande elargie
A 1'aide d'un codeur TCX, nous appliquons 1'approche encastree proposee
precedemment au codage de la parole en bande elargie (50 - 7000 Hz) pour un debit de
16 kbit/s. Un groupe de quantificateurs vectoriels algebriques encastres est utilise pour
quantifier Ie signal dit "cible" dans Ie domaine frequentiel.
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3.3.1 Codeur TCX et proorietes de la cible
Le modele de codage TCX mentionne au paragraphe 3.1.2 est une technique hybride
combinant Ie codage par transformee et Ie codage predictif. Cette technique offre
1'avantage de permettre la quantification vectorielle sur Ie domaine frequentiel dans
lequel Ie masquage frequentiel est facilement mis a profit pour assurer Ie masquage du
bruit de quantification. Comme on Ie sait, Ie quantificateur vectoriel possede les
performances meilleures que Ie quantificateur scalaire des que la dimension du vecteur a
quantifier devient superieure a une valeur relativement faible. Les resultats donnes dans
la reference [36] montrent que Ie codeur TCX pennet d'obtenir une ta-es haute qualite pour
la parole en bande elargie (50 - 7000 Hz).
Dans notre application. Ie signal de la parole en bande elargie (50 - 7000 Hz)
echantiUonne a 16 kHz est code par un codeur TCX a 16 kbit/s dont Ie principe est montre
a la figure 3.2. Les valeurs des principaux parametres de ce codeur TCX sont donnees dans
Ie tableau 3.8 [38].
TABLEAU 3.8
Parametres du codeur TCX a 16 kbit/s
Parametre
Longueur de la trame
Ordre du filtre LPC
Facteur perceptuel (Filtre W[z))
Delai minimum du "pitch"
Delai maximum du "pitch"
Gain de saturation du "pitch"
Longueur de la fenetre d'analyse LPC
Valeur
96 ech. (6 ms)
16
0.75
30 ech. (533 Hz)
285 ech. (56 Hz)
1.2
320 ech. (20 ms)
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Pour chaque trame de 96 echantillons, il y a 96 bits disponibles. Le tableau 3.9
donne Ie plan de distribution des 96 bits sur une trame [38].
TABLEAU 3.9
Distribution des bits pour une frame de











On remarque que les 16 coef&cients du filtore LPC sont quantifies sur 48 bits toutes
les quatre trames (6 ms x 4 = 24 ms), c'est-a-dire 12 bits par trame.
On peut voir que la plupart des bits disponibles (jusqu'a 75%) sont utilises pour
quantifier Ie signal dit "cible" dans Ie domaine frequentiel. Par consequent, la
conception du quantificateur pour la cible Joue un role important dans 1'amelioration de
la qualite du codage.
Pour quantifier efficacement la cible, il est necessaire de connaitre les
caracteristiques statistiques du spectre de ce signal. Une analyse statistique detaillee sur
Ie spectre de la cible est decrite dans les references [38] et [52]. Les resultats de 1'analyse se
resument comme suit:
• L'enveloppe du spectre d'ampUtude de la cible presente une structure de formant et
les basses frequences sont beaucoup plus energetiques que les hautes frequences.
De plus, les spectres d'amplitude successifs de la cible sont fortement correles.
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• Les phases de la cible sont approximativement a distribution uniforme enta-e -n et
n et ne sont pas correlees d'une trame a une auti-e.
• Les coefficients complexes de la transformation normalises par les amplitudes
correspondants, appeles aussi la cible complexe normalisee, possedent une
distribution spherique qui s'approche de celle des sources gaussiennes.
En examinant 1'analyse statistique citee ci-dessus et les resultats experimentaux
obtenus au paragraphe 3.2.5, on voit que 1'approche encastree proposee precedemment est
un candidat ideal pour la quantification de la cible dans Ie domaine frequentiel.
3.3.2
La figure 3.10 montre Ie principe de 1'approche proposee pour la quantification de
la cible dans Ie domaine frequentiel et appliquee au codage de la parole en bande elargie
(50 - 7000 Hz) a 16 kbit/s.
X,










(i= 1,2. .... 12)
QS
Figure 3.10 Principe de la quantification de la cible dans Ie domaine frequentiel
pour Ie codage de la parole en bande elargie (50 - 7000 Hz) a 16 kbit/s.
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Apres transformee de Fourier discrete, Ie signal cible est represente par un vecteur
transforme x de dimension 96 (48 nombres complexes). Le vecteur x est ensuite
decompose en deux elements differents:
• la norme x^ (Ie gain global) de x;
• 1'orientation Xy (Ie vecteur normalise) de x.
On quantifie separement ces deux elements pour reduire la complexite de la solution.
La norme Xn est calculee par
(3.8)
et quantifiee par un quantificateur scalaire (QS). La version quantifiee de Xn, denotee x^,
est utilisee pour normaliser Ie vecteur x. Alors, on obtient 1'orientation XQ par
Xy=: — — . (.A
X.
L'orientation Xy est divisee en 12 sous-vecteurs a huit dimensions et chaque sous-
vecteur est quantifie par un groupe de quantificateurs vectoriels (QV) algebriques
encastres decrit au paragraphe 3.2.3. Un facteur d'echelle permet d'assurer que les sous-
vecteurs a quantifier se trouvent tous dans la region de support des dictionnaires des
sous-quantificateurs encastres. Finalement, les numeros des 12 sous-quantificateurs
utilises sont codes de fa<?on compacte.
Pour assurer de bonnes performances de quantiflcation, il est important d'allouer
convenablement les bits disponibles entre la norme x^ et 1'orientation Xy. Des
experiences montrent qu'une resolution entre 5 et 7 bits pour la quantification de la
98
Chapitre 3
norme x^ permet d'atteindre une qualite suffisante, c'est-a-dire qu'aucune degradation
perceptible n'est introduite. Tenant compte des tallies des dictionnaires des sous-
quantificateurs algebriques encasti-es (les tallies en bits sont des multiples de 4), les 72
bits disponibles pour la quantification de la cible sont alloues comme suit:
• 7 bits pour la quantiflcation de la norme Xn ;
• 65 bits pour la quantification de 1'orientation Xg, y compris un bit d'indication de
mode qui sera decrit ulterieurement.
La norme x^ represente la contour d'energie du signal de parole. Pour des raisons
d'ordre physiologique, elle intervient par Ie biais d'une echelle logarithmique. Plus
precisement, 1'oreille est tres sensible aux signaux de petite energie. Par consequent, nous
quantifions la norme x^ en utilisant un quantificateur logarithmique construit selon la
loi fi [16]. Les petites normes sont quantifiees avec plus de niveaux de quantification et les
grandes nonnes sont quantifiees avec moins de niveaux de quantification. Cela assure
un RSB essentiellement independant de la variance de x^ dans une gamme de normes
aussi large que possible. Done, la grande robustesse aux modifications de la statistique de
la nonne Xn est un avantage important de ce quantificateur. On peut aussi utiliser
d'autres techniques de codage telles que Ie codage A, Ie codage MICDA ainsi que la
quantification vectorielle pour quantifier la norme x^. Mais Ie quantificateur
logarithmique est de complexite moindre tout en offrant une qualite suffisante.
L'approche encastree proposee dans la section precedante est utilisee pour
quantifier chaque sous-vecteur de 1'orientation XQ. II y a deux modes de quantification
pour les 65 bits alloues a 1'orientation XQ. Dans Ie premier mode, les 12 sous-vecteurs de Xy
sont quantifies sur 44 bits et les 12 numeros des sous-quantificateurs utilises sont codes
sur 20 bits. Le deuxieme mode se base sur un resultat de 1'analyse statistique concemant
la quantiflcation des six demiers sous-vecteurs. Nous avons observe qu'une fois sur deux
les sue derniers sous-vecteurs sont quantifies par Ie vecteur zero (Qo). Dans ce cas, on
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concentre tous les bits disponibles sur les six premiers sous-vecteurs afin de les
quantifier avec une resolution elevee. Dans Ie deuxieme mode, on alloue 52 bits a la
quantification des stx premiers sous-vecteurs et 12 bits au codage des six numeros des
sous-quantificateurs utilises.
Nous codons les numeros des sous-quantificateurs en utilisant la methode
algebrique decrite au paragraphe 3.2.3 au lieu du codage entropique. Cette methode
realise un codage compact sans distorsion. Pour un nombre donne Nq de bits (Nq = 44 bits
dans Ie premier mode de quantification et Nq = 52 bits dans Ie deuxieme mode de
quantification), les numeros des sous-quantificateurs utilises forment un vecteur de
N,
composantes non negatives dont la somme est egale a —1 . Tous les vecteurs possibles
peuvent etre obtenus par permutation d'un certain nombre de leaders. Les tableaux 3.10 et
3.11 donnent ces leaders correspondant respectivement au premier mode de
quantification et au deuxieme mode de quantification.
Lorsqu'on quantifie 1'orientation Xy selon un des deux modes, il est possible que Ie
nombre de bits utilises ne soit pas egal a Nq bits. Si ce nombre de bits est superieur a Nq
bits, on reduit 1'orientation Xy en augmentant successivement la nomie quantifiee x^ par
laquelle Ie vecteur x est nomialise. La modification de x^ s'arrete aussitot que Ie nombre
de bits utilises est egal ou inferieur a Nq bits. Dans Ie cas inferieur a Nq bits, on represente
certains sous-quantificateurs de debit faible en augmentant leurs numeros selon la limite
N.




Leaders pour Ie codage des numeros des sous-quantiflcateurs










































































































































































































































































































































































































































































































Leaders pour Ie codage des numeros des sous-quantificateurs
























































































































































































































En resume, la quantification de 1'orientation Xy precede par les quatre etapes
suivantes:




Etape 2: Verifier les sue demiers sous-vecteurs quantifies. Si aucun d'entre eux n'est
quantifies par Ie vecteur zero (Qo), modifier la norme quantifiee x^ et
quantifier 1'orientation x.o selon Ie premier mode de quantification (avec 44
bits).
Etape 3: Coder les numeros des sous-quantificateurs utilises soit avec 20 bits pour Ie
premier mode de quantification (44 bits) soit avec 12 bits pour Ie deuxieme
mode de quantification (52 bits).
Etape 4: Indiquer Ie mode de quantification choisi par Ie bit d'indication de mode.
3.3.3 Performances et comparaison
Nous avons utilise 41 phrases-tests echantillonnees a 16 kHz, 20 phrases
prononcees par des hommes et 21 phrases prononcees par des femmes, pour evaluer
1'approche proposee au paragraphe precedant. Ces phrases-tests sont differentes. Elles
sont denuees de bruit de fond et constituent une tres bonne reference.
Dans Ie but de faire la comparaison, une approche complexe statistique decrite
dans la reference [38] est aussi appliquee sur ces 41 phrases-tests avec Ie meme codeur
TCX. Dans cette approche statistique, Ie vecteur transforme representant la cible est
egalement decompose en sa norme et son orientation. La norme est quantifiee
scalairement sur 7 bits et 1'orientation est quantifiee sur 65 bits. L'orientation se
compose de 48 nombres complexes. Le spectre d'amplitude des 48 nombres complexes est
quantifie vectorieUement sur 8 bits. Les 57 bits restants sont tous alloues aux 48 nombres
complexes normalises par les amplitudes correspondants. Avec une resolution entre 0 et
8 bits, chaque nombre complexe normalise est quantifie par un quantificateur vectoriel a
deux dimensions. Une allocation dynamique de bits est utilisee pour determiner la
resolution accordee a la quantification de chaque nombre complexe normalise. Tous les
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dictionnaires des quanUficateurs de cette approche statistique sont construits a 1'aide de
1'algorithme de K-moyennes decrit au chapiti-e 1.
Le tableau 3.12 donne les resultats de test obtenus, en terme de RSB total moyen
(RSB) et RSB segmentaire moyen (RSBseg), avec 1'approche algebrique proposee et
1'approche complexe statistique.
TABLEAU 3.12
Comparaison des performances entre 1'approche














On peut remarquer que 1'approche algebrique proposee obtient des resultats
objectifs legerement meilleurs que ceux de 1'approche complexe statistique. Les tests
subjectifs ont ete effectues par des ecoutes mformelles. Les deux approches permettent de
foun-dr une tres bonne qualite de parole et les differences entre les deux approches sont
difficilement perceptibles.
Cependant, 1'approche algebrique proposee offre des avantages importants en
matiere de stockage et de complexite de calcul par rapport a 1'approche complexe
statistique. Dans 1'approche complexe, les dictionnaires des quantiflcateurs statistiques
sont stockes dans un espace memoire de taille 13438. Et dans 1'approche algebrique, les
mots de code des dictionnaires sont generes par permutation des leaders et Ie stockage des
leaders et parametres correspondants necessite une capacite memoire totale de 3542. Une
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Chapitre 3
economic de 74% est done obtenue par 1'approche algebrique. De plus, la recherche du
plus proche voisin est tres rapide dans 1'approche algebrique car elle s'opere seulement au
niveau des leaders. A mesure que la longueur de la trame du codeur TCX augmente, les
avantages de 1'approche algebrique deviendront de plus en plus remarquables.
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De nouvelles techniques de quantification vectorielle algebrique ont ete
presentees dans cette these. Ces techniques efficaces et pratiques ont permis de reduire la
complexite (en stockage et en calcul) de la quantification vectorielle et done ont ete
appliquees au codage du signal de parole.
Les contributions importantes de cette these peuvent se resumer dans les points
suivants:
1. Quantification VectorieUe Alfiebriaue EUiosoidale
Nous avons propose des algorithmes rapides de codage pour les reseaux reguliers
connus As, D^ et Eg. En utilisant la technique du "shaping", on a construit
algebriquement des dictionnaires ellipsoidaux bases sur ces reseaux reguliers. Ce
quantificateur vectoriel algebrique ellipsoidal permet de quantifier efficacement des
signaux de distribution ellipsoidale, tels que les coefficients de transformee de Karhunen-
Loeve et de transformee en ondelettes dans Ie codage par transformee. En contraste avec
les approches de Fischer [15] et de Moureaux [18], nous avons resolu Ie probleme de
1'indexation des mots de code.
2. Quantification Vectorielle Alffebriaue des Paramfetres LSF
Une nouvelle methode de la quantification des parametres LSF a ete proposee.
Tenant compte des caracteristiques statistiques des vecteurs a quantifier, nous avons
developpe les quantiflcateurs vectoriels algebriques triangulaires et pyramidaux. Leurs
dictionnaires n'ont pas besoin d'etre memorises et la recherche et 1'indexation des mots
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de code sont tores rapides. En assurant une qualite transparente de la quantification des
parametres LSF, cette technique a realise une reduction de debit par rapport a la
quantification vectorielle statistique. De plus, elle a reduit considerablement la
complexite de la quantification.
3. Qtia»i1"»fication Vectorielle Algebrique Basee sur des Codes Spheriques
Une nouvelle technique de quantification vectorielle a debit variable a ete
developpee a partir des codes algebriques spheriques. Pour une source gaussienne, elle a
permis d'obtenir les performances meilleures que la quantification vectorielle
statistique a debit variable. A 1'aide d'un codeur TCX, nous avons applique cette
technique au codage de la parole en bande elargie (50 - 7000 Hz) pour un debit total de
16 kbit/s. Les resultats des tests ont montre qu'elle pennet d'offru- une tores bonne qualite
de parole synthetisee. D'autre part, la complexite de cette technique est moins grande. En
comparaison de 1'approche complexe statistique decrite dans la reference [38], une
economic de 74% en stockage est obtenue par la technique proposee et la recherche du plus
proche voisin est tres rapide a cause de 1'utilisation des algorithmes algebriques.
Des resultats obtenus dans cette etude ont conduit a la publication de trois articles
techniques [53] (54] [55] dans Ie journal IEEE Transactions on Speech and Audio
Processing et a la conference JE£E International Conference on Acoustics, Speech, and
Signal Processing.
Les travaux presentes dans cette these confirment que la quantification
vectorielle algebrique est une technique de quantification puissante. Outi-e Ie codage de la
parole, cette technique a de nombreuses applications dans la compression des signaux
sous toutes ses formes.
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A. Algorithme de Conway et Sloane [14]
Soit A un reseau regulier dans RN, m un nombre entier positif et a un vecteur dans
RN. Le code de Voronoi C^m, a) comporte mN vecteurs de A dans la region de Voronoi mA
autour du point a. Grace a une propriete de la region de Voronoi mA, les vecteurs indices
associes aux mNvecteurs de cette region sont tous distincts.
Soit G la matrice generat-ice de A, x un vecteur appartenant au code C/^m, a) et
k = [fcj, k:2, ..., kj^ (0 ^ ki < rr^ Ie vecteur indice associe a x.
A parttr de k, on peut obtenir x en effectuant les etapes suivantes:
• x'=kG.
•z=^.
• V = QA(Z)> °U la fonction Q^t') effectue la recherche du plus proche voisin dans Ie
reseau A.
• x=x" - my- a.
A partir de x. Ie vecteur indice k est calcule par les etapes suivantes:
•j=(jc+cQG-1 (= (x' - nw)G-1 =fc-nwG-1).
• fc=j(mod m).
B. Algorithme propose pour As
Soit m = [m.i, m^} un vecteur compose de deux composantes entieres positives et
C^(m, 0) un ensemble de vecteurs de Ag dans la region ellipsoidale centree sur 1'origine 0 et
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specifiee par m. Les composantes mj et m.2 ont la meme parite (toutes paires ou toutes
impaires). On suppose que Ie vecteur x appartient a C^{m, 0) et son vecteur indice k verifie
la relation 0 ^ fci < mf (i = 1,2).















v = QA^Z). A cause de 0 ^ ki< mi, la valeur de Ug est soit egale a 0 soit egale a -^-, et la
valeur de Uj est non negative.
• x=xf- [m.jUj, mzVz].
x->k:
• j= xG'1 =(xf- [rrijUj, mzV^Gr1 =k- [m.jUj, m^v^G'1
= k- [n-ijUj - ^-rnzUs, 2^-m2Vz}.
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• Sij"2 >: 0, alors v^ = 0. Selon la definition du reseau As [3], on a Uj = 0, 1, 2, ... . Done,
les indices sont calcules par
et
iq =j"j + mjUj =j"j (mod mj)
kz =j2 (mod mz).
Sij'2 < 0, alors v^ = -^- et Uj = -^, ^, ^,... . Done, on a
et
m.o . m, - m,
^1 =Ji + mjUj - -^- =jj +'"'i ^"^ (mod mj)
^2 =J2 + m2 =J2 (mod m^).
C. Algorithme propose pour Dyj
Soit m = [mj, m^, ..., m^] un vecteur compose de Ncomposantes entieres positives et
CD (m, 0) un ensemble de vecteurs de Djy dans la region ellipsoidale centree sur 1'origine 0
et specifiee par m. Les composantes mt(i=l,2,...,iV) ont la meme parite (toutes paires ou
toutes impaires). On suppose que Ie vecteur x appartient a C^ (m, 0) et son vecteur indice k
verifie la relation 0 ^ k^< m^ (i = 1,2, ..., -N).
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• u= Qojiz). A cause de 0 ^ fci < rrii, les valeurs de Ui (i = 2, 3, ..., N) sont soit egales a 0
soit egales a 1, et la composante Uj est un nombre entier non negatif.
• x=x'-[mjUj, rnzUz, .... nWy].
x->k:




=fc-[-^(mjUj - Smiui)> m2U2. •". mNUN}-
• Sij't >: 0 (i^ 1), alors Uf = 0; siji < 0 (i^ 1), alors Vi = 1.
N
• k=j+[^-(miVi - ^jrtiUi}, mzVs, ..., mjvUjv].
i=2
Puisque Ie vecteur v appartient au reseau Djy, la somme de composantes de v est un














=Jl + -^( S(ml " mi)ui ) + ml vl •
i=2
N
kl =Jl + -^ (s (mj - ^)Ui) (mod mj);
i=2
?q =J"t + THiVi =Ji (mod mi), i = 2, 3, ..., N.
D. Algorithme propose pour Eg
Soit m = [mi, m^, m-s, nn, mg, mg, my, me] un vecteur compose de huit composantes
entieres positives et C^jjn, 0) un ensemble de vecteurs de Eg dans la region ellipsoidale
centree sur 1'origine 0 et specifiee par m. Les composantes du vecteur m satisfont aux trois
contraintes suivantes:
• toutes les composantes ont la meme parite (toutes paires ou toutes impaires);
• la somme de composantes est un multiple de 4;
• uii^ms (i= 1,2,.... 7).
On suppose que Ie vecteur x appartient a C^(m, 0) et son vecteur indice k verifie la
relation 0 ^ fci < mi d = 1, 2. .... 8).




















































































-1 -1 -I -1 -1 -I 2
k —> x:
• x!=kG.
•^ V* V ^/ 1^/ v ^/* v
z= I nij' m^ ' TTig ' m^ ' rrig ' mg ' my ' rrig ^
• v = 0£g(z). A cause de 0 ^ kf < mi, les composantes Ui (i = 2, 3, .... 7) prennent leurs
valeurs dans 1'intervalle [-0.5, 2] et la composante Ug prend sa valeur dans
1'intervalle [-0.5, I], mais la valeur de Uj ne peut pas etre prevue.
• x=x:- [mjUj, mzVz, msVs, nz^, rrisVs, meUg. m/Uy. msUg].
x->k:
• j=x01 = (x'- [m^uj, mzV2, mgUa, m4U4, msU5, mgUe. mjVj, mgUgDG-1
= k- [mjUj, m2V2, m-sVs, r^v^ n^. meUe. m/u/. m«Ug]G-1
=fc-[^-(mjUj - ^m.iVi+ SmgUg), m^Us - nTgUg, 0^3 - mgUg, m4U4 - msVg,
moUs - mgUg, mgUg - ms^s. "^7^7 - msUs, SmgUgl.
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La valeur de Vg peut se deduire ci-dessous de la valeur dej'g
mg <jg





























k=j+ [-^(miVi - Smfuf+ 5msus). m2^2 - mgUg, ^31:3 - TTTgUg, m4U4 - mgUg,
TriQl^ - TTtQVg, TTteVQ - mgUg, m/u/ - mgUg, 2rnsU8].
Puisque Ie vecteur v appartient au reseau Eg, la somme de composantes de v est un











=J"2 + -^ ( X (m2 - mi)ut ) + 3mgUs + mj Uj
(=2
8
=J'J + ^-( Z (mi ' rni)ui ) + 3msUg + wm.j
(=2
avec w =
0, Ug = 0, 1




ki =J'i + -^( ^(mi - mi)Ut) + STrigUg + ujmj (mod mj;
i=2
kt =Ji + ViTrii - UgHig (mod n^, i= 2, 3,..., 7;
kg =Js + 2ugm8 =j"g (mod mg).
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