The time to extinction of a subcritical Galton-Watson branching process and the time of last mutation of its infinite-alleles version are maxima of independent random variables having an upper tail of geometric type, and hence they are not attracted to any extreme value distribution. It is shown that Anderson's asymptotic results for maxima of discrete variates are applicable, and this rectifies a false assertion made in respect to the infinite-alleles simple branching process.
, p. 45. The error in the Griffiths and Pakes proof occurs where they let i and n be such that i(1-fn(O))~x; this is not possible for all x.
The situation can be partially salvaged because (1) is necessary and sufficient for Anderson's (1970) Theorem 2 to be applicable. Recall that c > 1 and c < 00 iff A< 00.
Theorem 1. If m < 1 there is an increasing sequence of constants {b(i)} satisfying
When A< 00 then
Proof Since 11m = exp (-C) the limit assertion follows from Anderson's theorem and (1). It remains to derive the above expressions for b(i). Define h: N+~IR + by h(n) = -log PI(L > n) and the linear interpolation he : IR +~IR + by
As shown by Seneta (1974) , proof of Theorem 2,
where L(.) is non-decreasing, slowly varying at the origin and L(O+) = IIc. Then, with
and in principle b (i) can be determined by solving (4).
Clearly b(i)~00 and hence A([b(i)])/b(i)~O. The estimate (2) now follows. When A< 00 then A([b(i)])~log c and it follows that b(i) is given by the right-hand side of (3) apart from terms which are 0(1) as i~00. Omitting such terms does not disturb the limit assertion and hence we may take b(i) according to (3). The proof is complete.
We remark that the theorem applies to the extinction time T provided that in (3) where 0 < a~1 and L(.) is slowly varying at the origin, it is easy to use Gnedenko's characterisation of the domain of attraction of the extreme value distribution G 2 (x ) = exp (-x-a-) (Resnick (1987) , p. 54) and Slack's (1968) determination of the rate of decay of 1 -fn(s)(n~(0) to show that if a(i) = i a-/ aL(1/i) then lim P;(L~a(i)x) = G 2(x) ;-+00 and this also holds with T replacing L. The case where the offspring distribution has a finite variance is covered in Griffiths and Pakes (1988) , Theorem -3.1(i). In the case of the continuous-time Markov branching process with m < 1 and A< 00 the extinction time of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.2307/1427170 distribution is attracted to the Gumbel distribution. These things must surely be well known, although they seem not to have been put into print-but see Pakes (1989) for the continuous-time case.
From Theorem 4 of Anderson (1980) we obtain the following local counterpart of Theorem 1.
Theorem 2. For any sequence of integers k(i), lim P;(L = k(i)) -[Gt(x;) -Gt(x; -,)] = 0 ;---+00 where X; = '(k;(i) -b(i)) and Gt(x) = exp (-e-X ) is the Gumbel distribution function.
