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1 .はじめに
人間の知能のメカニズムを理解し，そのメカニズムを
計算機やロボットに実装することを目指して1956年に
はじまった人工知能(ArtificialIntelligence: AI)の研
究は，誕生からおよそ 60年が過ぎた。そして今，人工
知能が再び社会の注目を集め，また，社会に衝撃を与え
ている。 AI研究が再び注目を集めたのは， 2009年 4
月にIBMが開発したQ&Aシステム・ワトソン(Watson)
が，米国人気クイズ番組ジョバディ !で優勝した頃から
だろう。そして， 2012年 3月にGoogleが自動運転実
験を開始して以来， AI研究の成果が次々にメディアを
賑わせ，第 3次 AIブームが到来したと言われている。
実際のと ころ AI技術は既に実用レベルに達しており，
我々の身近なところで活躍している。例えば，インター
ネット検索，お掃除ロボット， カーナピの経路探索，音
声認識ソフト Siri，機械翻訳など，今では我々の生活に
無くてはならない存在である。
AI技術により生活が便利になる一方， 2013年に英国
オックスフォー ド大学・オズボーン准教授ら 1)は， AI 
やロボットの発展により多くの人が職を奪われると予
測して社会に衝撃を与えた。そして，最も衝撃的だ、った
のは，これまで高度な知識とスキルが必要とされた会計
士のような職まで含まれていたことである。
本稿の目的は，今話題のAIが本当に役に立つのか?
AIは本当に人々から職を奪うのか?そうであれば，
我々はAIとどのように付き合えばよいのか?という疑
問に少なからず答えを見つけ出すことである。そこで，
本稿ではAI研究の歴史を振り返り ，AIにできること/
できないことを考える。そして， AIの利点と課題を知
ることにより AIを上手く利用するヒントを紹介する。
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図 1 AI研究の動向
2. AI研究の歴史を振り返る
盟国
AI研究は 1956年に米国 ・ダートマス大学で聞かれ
たダー トマス会議において，人工知能としづ言葉がはじ
めて使われたことがはじま りだと言われている。AIの
研究領域は広く，図 1に示すように探索 ・推論，知識
表現・獲得，対話システム，画像・音声認識，機械学習，
進化計算など，様々な研究が進められている。そして，
これらの研究領域は互いに影響しながら進化してきた。
2. 1 古典AI:記号を用いた知能
初期のAI研究者は，コンビュー タに， 人のように記
号を用いて思考させよ うと考えた。そのため，第 1次
AIブームでは，決定木を用いた推論・探索などの研究
が中心であった。この研究の代表的な成果は，IBMが
1989年から開発したチェス専用の大型コンビュータ
Deep Blueである。DeepBlue は，人聞が設計した局
面ごとの評価を基に，探索アルゴリズムにより最も評価
の高い手を探索することができた。そして，1997年 5
月にDeepBlueは， 15年間世界チャンピョ ン保持者の
ガリル・カスパロフに戦いを挑み， 6戦中 2勝 1敗 3
引分で勝利した。この時， 人々はAIが人間の知能を超
える時代がすぐに来ると予想した。しかし， Deep Blue 
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はチェス専用のコンピュータであり，実世界の問題を解
けないことがわかると第 1次AIブームは去った。
第2次AIブームでは，人の持つ知識をコンヒ。ュータ
で扱えるようにすることが試みられた。この研究の代表
的な成果は， 1970年代にスタンフォード大学が5年の
歳月をかけて開発したエキスパートシステム (expert
system)である。エキスパー トシステムは，医者の専
門的な知識をif-then形式のルールとして記述し，推論
エンジンを用いて伝染性の血液疾患を診断して抗生物
質を推奨し，患者の体重により供与量を調節するという
ものであった。しかし，この時，医者から抽出されたル
ールはおよそ 500個であったが，人の知識をすべて定
式化することが困難であることがわかった。
そして，古典AIの研究を通して， AIが抱える大きな
二つの問題が明らかとなった。一つはフレーム問題
(frame problem)である。フレーム問題は， AIは有
限の情報処理能力しか持たないため，実世界のすべての
情報を処理できないという問題であり， 1969年にジョ
ン・マッカーシーとパトリック・へイズ (PatrickJ. 
Hayes)により示された。もう 一つは記号接地問題
(symbol grounding problem)である。 記号接地問題
は，計算機上の記号と実世界の事象・意味を結び、つける
ことが困難な問題であり， 1990年にスティーヴン・ハ
ルナッド (StevanHarnad)により示された。コンビ
ュータは，記号の意味を理解していないため，記号の操
作ができただけでは知能を実現できなかった。
2. 2 新しいAI:生物を模倣した知能
初期のAI研究で試行された記号を用いた推論や探索
による知能の実現には限界があることがわかった。その
ため，生物の持つ学習機能を模倣した知能の実現方法に
注目が集まった。その一つが，脳の神経回路網が持つ学
習機能をモデル化したニューラルネッ トワ ーク
(Neural Network) 2)である。ニューラノレネッ トワー
クは，1943年にマカロック (w.McCulloch)とピッツ
(W.J. Pitts)が神経細胞の単純な数学モデ、ルを提案し
たことがはじまりと言われている。その後，ドナルド ・
ヘッブ (DonaldO. Hebb)が， 1949年に「同時に発火
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図2 多層ニューラノレネッ トワーク
したニューロン聞のシナプス結合は強められる」という
仮説(へッブ則)を提唱し，1957年にフランク ・ロー
ゼンブラ ット (FrankRosenblatt)が学習認識できる
パーセプトロンを提案したことで爆発的なニューラル
ネットブームが巻き起こった。しかし，1969年にマー
ビン・ミ ンスキー (MarvinMinsky)とシーモア・パ
ノfート (SeymourPapert)が線形分離可能なものしか
学習できないことを示したことで，ニューラノレネットワ
ーク研究は冬の時代を迎えることになる。
その後も地道な研究が続けられ， 1986年にデビッ
ド・ ラメノレハート (DavidE. Rumelhart)とジェーム
ズ ・マクレラン ド (JamesL. McClelland)がパーセプ
トロンを多層化することで非線形分離可能な多層ニュ
ーラルネットワークを提案した。多層ニューラノレネット
ワークは，図 2のように入力層，中間層，出力層から
なり，各層にはニューロンが配置されている。各ニュー
ロンはネットワークで結合され，ニューロン聞の結合の
強さは結合荷重で表される。入力層のニューロンiは入
力 Xiに結合荷重 Wijを掛け，中間層のニューロンjに送
る。 ニューロンjは万ザ (LWijXi)を出力層のニューロンk
に送り，ニューロンkはZk=f('ZWjゅう)を出力する。多層
ニューラルネッ トワークは，入力に対して適切な出力を
出すように誤差逆伝播法 (BackPropagation)という
結合荷重を更新する新しい学習方法が提案されたこと
で飛躍的に識別能力が向上し，第 2期のブームが到来
した。しかし，当時の多層ニューラルネットワークは次
のような課題と抱えていた。
① 中間層のノード数や誤差逆伝播法の学習係数のメ
タパラメータの設定は，設計者の経験則に依存
② 入出力の高次元化やネットワークの多層化によ り
学習時聞が増大し，実時間で計算するのが困難
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③ 結合荷重の更新に必要な膨大な教師データ(正し
い入出力データの組)の用意が閤難
④ 多層パーセフ。トロンが獲得した知識を人が理解で
きる表現に変換するのが困難
⑤ 追加学習すると，前に学習した結合荷重が上書き
されるという問題
また，当時のコンビュータの能力では，扱える問題が
限られていたため，実用レベルの問題を扱うためには，
深層学習の発明と，高性能なコンピュータとインターネ
ットの誕生を待たなければならなかった。
3.深層学習
3. 1 深層学習の誕生
従来の誤差逆伝播法は， 4層以上の結合荷重を更新す
るのが困難であった。そのため， 2006年にジェフリー・
ヒントン (GeoffreyE. Hinton)らが提案した深層学習
(Deep Learning) 3)と呼ばれる 4層以上に多層化され，
高次元の入出力が扱えるニューラルネットワークの登
場と，オートエンコーダ (AutoEncoder)とし、う新しい
学習方法が提案されたことにより飛躍的な進歩を遂げ
た。オートエンコーダにより学習されたネットワークは，
例えば，様々な年齢，性別の人物の写真を入力し，人間
の特徴を学習させると，人の写真を入力したときだけ強
く反応するニューロンが生成される。すなわち， AIが
学習により人を識別できるようになったのである。
深層学習の発展は，我々を SFの世界へ一歩近づけて
くれた。例えば，深層学習により画像認識や音声認識が
向上したおかげで，我々はGoogleCarのような自動運
転や， Google Homeのように言葉で家電を操作できる
ようになった。また，深層学習の発展により AIがプロ
の将棋や囲碁の世界で存在感を高めている。次に，深層
学習により進化した将棋ソフトについて紹介する。
3. 2 プロ棋士に勝利したAI
将棋では棋士の選択肢は，チェスが 10120に対し，将
棋は 10220と言われており，その探索空間の広さから，
しばらくの間，AIが人を超えることはないと考えられ
ていた。では，プロ棋士は，この膨大な選択肢の中から
限られた時間の中で，どのように駒の動きを選択してい
るのだろうか?将棋界において史上初の永世七冠を達
成した羽生善治氏によると，まず，直感により一局で平
均 80通りの手から 2-3通りに絞り，次に，読みによ
り相手の行動を予測する。ただ， 10手先を直感で選ん
でも 1手につき 3通りの指し方があるとすると 310=約6
万通りを予測する必要がある。そのため，大局観により
局面を振返り今後の方針，戦略を思考し， 1手に絞り込
む。羽生氏によると大局観とは， 美的センス，つまり，
こういう形は嫌だ，おかしいという感覚を指す。
一方，将棋ソフトはどのように思考しているのだろう。
プロ棋士に勝った Bonanza4)という将棋ソフトには，プ
ロ棋士と同じ思考プロセスが組み込まれている。
Bonanzaは，プロ棋士の直感や読みを機械学習の枝刈
りや探索により行い，大局観を各局面の評価関数により
行っている。評価関数とは，ある局面で 2通りの指し
方がある場合，どちらの手の方がより良い手であるかを
評価する関数である。評価関数は，まず， (X)棋譜の中
から抽出した盤面， (y)棋譜通り 1手進めた盤面， (Z)Y 
の後，ランダムに 1手進めた盤面を用意する。次に，
深層学習にX，Y， Zを入力し，評価値j(X)，j(Y) ， j(Z) 
を算出する。そして，j(X) = j(Y) > j(Z)という仮定を満
たすようにネットワークの結合荷重を更新することで，
盤面を入力すると評価値を出力する評価関数/を作成す
る。将棋ソフトの場合，これまでに蓄積された膨大な棋
譜データを使って評価関数を生成するのである。
AIは深層学習により自動で評価関数を学習できるよ
うになったことで，人のような将棋を指せるようになっ
た。そのため，接戦の局面ではAIの評価関数が激しく
乱高下するといった振る舞いも見られた。一方， AIに
は大局観がないため，人のように指し手の形が悪くても
気にすることがなく，次々と新しい戦法を発見した。そ
のため，現在のプロ棋士は，特殊な局面で自分と AIの
評価を比較し，新しいセンスや発想を創造する道具とし
てAIを利用している。
3. 3 A 1の課題(問題の評価)
将棋や囲碁のAI研究から明らかになった課題は，ど
?
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のように評価関数を設計するかである。将棋の目的は相
手の王将を取ることであるが，実世界では単純な目的は
少ない。例えば，資産運用を考えた場合，収益，安定性，
将来性など様々な指標を考慮しなければならない。また，
プロジェクト管理では，最終目的に導くために複数のサ
ブゴールを設定し，進捗管理しなければならない。スポ
ーツでは，基礎練習，応用練習，実践練習など，段階的
に学習する必要がある。しかし，今のAI技術では，上
記のような多目的学習，タスク分解，多段階学習などを
自動で設計することはできない。
4.知識の獲得と体系化
深層学習は実世界の様々なモノを識別できるように
なった。しかし，深層学習は写真に写ったモノが，人か
どうかを識別しているだけであり，写真に写ったモノが
何であるのか，すなわち，モノの概念を理解しているわ
けではない。この事実を我々に突きつける事件が 2015
年に起こった。2015年5月にリリースされた新しいフ
ォトアプリ GooglePhotosは，アップロードされた写真
に対してAIが自動的にタグを付ける機能があった。 し
かし，黒人 2人組が写る写真に対し，ゴリラというタ
グを付けたのである。この事件は瞬く聞にネット上で話
題となり，深層学習が人という概念を獲得したわけでは
ないことを改めて示した。
4. 1 知識の獲得と体系化の歴史
エキスパートシステムの開発以降も実世界の知識の
獲得と体系化に関する研究が地道に続けられてきた。
1990年代にトム ・グ、パラパー (ThomasR. Gruber) 
によりオントロジー (ontology)という意味や概念を取
り扱うときに必要となる体系的な知識記述が示された。
その後，インターネットの発展とともに，ウェブ上で情
報を記述するために無くてはならない技術 HTML
(HyperText Markup Language)やハイパーテキスト
(Hyper Text)などが，ティム ・バーナーズニリー
(Timothy J. Berners. Lee)により 1990年代初頭に発
明された。当時，ウェブ上には様々な形式で記述された
情報が混在しており，コンピュータで扱うのは困難であ
った。そこで，彼はウェブ上の情報が何を意味するのか
を表すメタデータを一定の規則に従って付加し，コンピ
ュータが効率よく情報を収集・解釈できるようにするセ
マンティック・ウェブ (SemanticWeb)構想を 1998
年に提唱している。
2010年代に入ると，ウェブサイトごとで体系化され
ていた情報同士をリンクさせることで，さらにコンピュ
ータがウェブ上の膨大な情報を利用できるようにする
LOD (Linked Open Data) 5)という構想が提唱された。
LODと従来のハイパーテキストやセマンティック・ウ
ェブとの違いは，ハイパーテキストがHTMLによる人
間向けコンテンツ中心の文章のワェブであり，セマンテ
ィック・ウェブがXMLによるエージェント処理を前提
としたデータのウェブであったのに対し， LODは構造
化されたデータ同士をリ ンクするデータのワェブとい
う点が画期的であった。
4. 2 Q&Aシステム・ワトソン (Watson)
LODによるウェブ上の知識や情報の体系化が進む一
方，それらを扱う AI研究も進められている。その一つ
が，本稿の官頭でも紹介したワトソン 6)である。ワトソ
ンは自然言語処理と機械学習を組み合わせたAIシステ
ムであり，その学習メカニズムは次の通りである。まず，
質問文が入力されると質問文を解析し，検索キーワード
を抽出する。そして，インターネットなどから収集した
膨大な情報源を検索し，解候補を生成する。解候補の中
から正しい答えを選択するために，各候補が質問文に対
する回答である根拠を情報源の中から探す。すなわち，
情報源の中に問題文と合致する箇所がないか根拠を探
すのである。この時，合致させる基準を観点，マッチし
たものを根拠と呼ぶ。次に，発見した根拠に応じて解候
補に得点を付ける。この時，正解に関連性が高い根拠を
持つ解候補に大きな値が付くように各観点、に重みを付
ける。重みの計算のために過去データから正解率が最大
となるように観点、ごとの重みを学習させるのでる。
ワトソンは様々な分野に応用されており， 2016年 8
月に東京大学医科学研究所において， 2000万本の論文
を学習したワトソンが，特殊な白血病患者の病名を 10
? ???
A 1 (人工知能)って本当に役に立つの?-A 1にできること/できないこと
Is Artificial Intelligence Useful? -What AI can and cannot do -
山田和明
分で特定することで，病気の治療に貢献したことが報じ
られ，その有用性を世界に示した。
4. 3 情報の信頼性
情報の信頼性が決定的な場合を完全情報，情報の信頼
性が確率的な場合を不完全情報と呼ぶ。AIは情報の完
全性/不完全性により意思決定の仕方を変える必要が
ある。 AIがウェブ上の膨大な知識や情報を扱えるよう
になる一方，ウェブ上には玉石混交な情報が存在してい
るため，知識や情報の真偽を確かめることが重要になっ
ている。では，人はウェブ上の情報の信頼性をどのよう
に判断しているのだろう?
武田 7)は，ウェブページの情報の信頼性を判断する方
法として， 一次情報/二次情報に基づく方法を次のよう
に分類している。まず， 一次情報として， (1)情報内の
誰が(Who)，内容(What)，どこで(Where)，し、つ
(when) ，何故に (why)といった 5Wによる情報， (2) 
情報提供者(政府，公共機関，大手メディア，企業など)
の情報， (3)情報のコンテキスト，すなわち，情報が掲
載されているサイトや公開日，電子署名といった情報に
基づく信頼性を判断する方法を挙げている。上記の情報
から信頼性を判断できない場合，二次情報として， (4) 
ウェブページを利用している他のユーザ、の評判情報，す
なわち， Googleのページランクといった情報， (5)情
報提供者の評判情報，すなわち， Amazon.comの商品
の口コミ情報に基づく信頼性を判断する方法を挙げて
し、る。
このように，現在のAIは，インターネット上の膨大
な情報を収集して自律的に学習できるようになったが，
判断の根拠となる情報の真偽をまだ見分けられないの
が現状である。
4. 4 問題の表現方法
AIに解かせる問題の表現方法にも注意を払う必要が
ある。例えば，ハーパート・サイモン (HerbertA. Simon) 
が考えた sumto 15というゲームがある。これは， 1-
9までの数字が書かれた9枚のカードをテーブルの上に
表向きに並べ，先手のプレーヤから交互にカードを取っ
ていく。合計が 15になるように 3枚のカードを収集し，
同時に相手の組み合わせを阻止するというものである。
例えば，プレーヤAが5を選択し，プレーヤ Bが3を
選択すると，残りのカードは 1，2， 4， 6， 7， 8， 9と
なる。プレーヤAは5+3+7=15となるので 7を選べな
いため2を選ぶ。プレーヤBはプレーヤAが5+2+8=15
となるので合計が 15になるのを阻止するべく 8を選ぶ。
すると，残りのカードは 1，4， 6， 7， 9となる。プレ
ーヤAが4を選択し，プレーヤ Bが9を選ぶとプレー
ヤAは6を選んで勝ち，プレーヤ Bが6を選ぶとプレ
ーヤAは9を選んで勝ちとなる。このように，相手の
行動を考慮した計算が必要となり厄介である。しかし，
問題を次のように書き直すと，どうだろう?
これは魔方陣と呼ばれるもので，構造は三目並べと同
じである。このように人は問題の本質を捉え，解きやす
く工夫することで，複雑な計算を回避できるのである。
5. A 1にできること/できないこと
これまで述べてきたAIの課題をまとめると表lのよ
うに分類できる。
表 1 AIの課題
上田 8)は，環境情報と目的情報の完全/不完全を基に
人工システムの設計問題の難易度のレベルを表2のよ
うに分類している。
?
?
??
A I (人工知能)って本当に役に立つの?-A Iにできること/できないことー
Is Artificial Intelligence Useful? -What AI can and cannot do -
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表 2 人工システムの設計問題のレベル
レfくノレ 環境情報 目的情報 解法
クラス I frA己ヲ3ノヘ三、 frA己ヲ3ノ¥三 探索手法
クラスロ 不完全 完全 学習手法
クフスE 不完全 不完全 自己組織化
クラス Iは，設計者が環境情報と目的情報が完全に記
述できるため，これまでの探索手法により解くことがで
きる。また，コンピュータとインターネットの発展によ
り，クラス Iの問題は実用レベルで、扱えるようになった。
クラスEは， 設計者が目的情報を完全に記述できるが，
環境情報が不完全な問題のため，現在の AIで解くのは
難しい。クラスEは，環境情報と目的情報が不完全なた
め， AI自身が問題を解きながらこれらの情報を生成し
なければならず， AIには最も解くことが困難な問題で
ある。AIがクラスEを解くには， AI自身が解くべき課
題を定義し，目的や評価指標を設定する能力が必要にな
る。
では， AIを上手く利用するためにはどうすればよい
のだろう?まず，(1) AIの答えを鵜呑みにしないことで
ある。AIは教師データを基に学習し，新しいデータに
対して尤もらしい答えを出力する。そのため，教師デー
タが不充分な場合や間違っていると正しく学習できな
い。また，未学習なことには答えられない。そのため，
プロ棋士が将棋ソフトで新しい視点や気付きを得るた
めのツールとして利用しているように， AIを新しい視
点や気づき，発想、を得るためのツールとして利用するの
が良い。次に， (2) AIの適用領域を慎重に吟味すること
が重要である。技術の進歩により AIの適用範囲は格段
に拡大した。 しかし，上述のように環境情報や目的情報
が不完全な問題に AIを適用することはできない。AI
を使いこなすには，人が問題の本質を理解し， AIが扱
い易い形に問題を書き換える必要がある。また，人が目
的や評価指標を設定し，何を良いとするのかを明確にす
る必要がある。すなわち，人が AIを使いこなすには，
問題の本質を理解する能力や，独自の価値観(評価指標)
を養うことが必要である。そして何より， AIの得意・
不得意を正しく理解して利用することが重要である。
6.まとめ
本稿では，コンピュータとインターネットの発展によ
り第 3次 AIブームを迎えた人工知能(Artificial 
Inteligence: AI)研究の現状を紹介した。そして， AI 
研究の歴史を振り返り，今話題の深層学習 (Deep
Learning)の生い立ちから見えてきた AIにできること
/できないことを紹介した。そして， AIを使いこなす
ために，人がこれから修得しなければならない能力につ
いて述べた。今後，AIの進化により人々は単純労働か
ら解放され，よりクリエイティブな仕事をするよ うにな
るだろう。しかし， AIを使いこなすためには，我々は
新しい視点や独自の価値観，柔軟な発想を得るため，常
に新しいことに興味を持ち，吸収する旺盛な好奇心が重
要となる。そのため，今後， AI研究者は， AIを発展さ
せるだけではなく，これからの人達が AIを正しく理解
し， AIを使いこなすことで明るい未来を開拓できるよ
う人材養成にも力を注ぐことが必要である。
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