Wind power plays a crucial role in the secure conversion and management of the power system. Therefore, this study proposes a hybrid model for short-term wind power forecasting, which consists of the variational mode decomposition(VMD), the K-means clustering algorithm and long short term memory(LSTM) network.The combination model is conducted as follows: the VMD decomposes the raw wind power series into a certain number of sub-layers with different frequencies; K-means as a data mining approach is executed for splitting the data into an ensemble of components with similar fluctuant level of each sub-layer; LSTM is adopted as the principal forecasting engine for capturing the unsteady characteristics of each component. Eventually, the forecasting results would be generated by aggregating the predicted components.To evaluate the fitting capacity of the proposed model, seven different models including the back propagation neural network(BP) approach, the Elman neural network(ELMAN), the LSTM approach, the VMD-BP approach, the VMD-Elman approach, the VMD-LSTM approach and the VMD-Kmeans-LSTM approach are implemented on four wind power series for multiple scales. The experimental results demonstrate the best performance in favour of the proposed model.
I. INTRODUCTION
With In keeping with the fact that the traditional fossil fuels are depleting with an irreversible trend, high share of renewable energy integration will be one of the basic characteristics of the future power system [1] . Among all the involved renewable energies, wind energy has attracted significant attentions due to the abundance and the cleanness. At the end of 2017, the total installed capacity of wind power in China is 170.9GW [2] and has reached 514GW in the worldwide [3] . However, the highly stochastic and intermittent features of wind energy would create great challenges in the stability, robustness and resilience of the power system. To mitigate these negative effects, wind power forecasting technology has The associate editor coordinating the review of this manuscript and approving it for publication was F. R. Islam. been applied as a imperative tool for improving its integration into the microgrid and designing the dispatching plan.
In recent decades, tremendous efforts have been made to develop an effective wind power forecasting model at multiple scales. Based on the time horizon, these models can be classified into very short-term and short-term forecasting, medium-term forecasting and long-term forecasting. These models can be further divided into four categories based on computational methods including physical models, statistical models, intelligent models and hybrid models [4] .
Physical models would establish a specialized scenario considering the meteorological parameters to convert the weather prediction into wind power forecasting without the need of considerable historical data. For physical models, the numerical weather prediction(NWP) [5] model had been widely adopted to infer the future wind power. A Kalman filter was utilized to produce the output of the NWP model VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ for the wind speed forecasting [6] . A hybrid model for wind power forecasting integrating the NWP method and an artificial neural network(ANN) was proposed to enhance the performance in the long horizon [7] . An regional wind power forecasting system was established by aggregating several wind farm predicted power using their own NWP data [8] . However, this model requires a complex computing process and has a poor applicability owing to the elements of the specific conditions [9] . Statistical models, based on the historical data over a appropriate time period, builds the mathematical functions to make an extrapolation of the future time-series. The conventional models are autoregressive(AR) model, moving average(MA) model and the autoregressive integrated moving average(ARIMA) model from the field of statistical forecasting [10] - [12] . The autoregressive fractional integrated moving average(ARFIMA) model was applied to conduct the hourly wind speed prediction and obtained a comparison with the meteorological forecasts [13] . Colak et al. [14] focused on utilizing above statistical algorithms to model the multitime scale wind speed or wind power series. Nevertheless, these methods can not always facilitate the competitive predictions when handling the nonlinear patterns.
With the ability of modeling the nonlinear features, intelligent models can infer the wind power series by applying the artificial intelligence algorithms. As the core component in the intelligent model, the multifarious artificial neural networks(ANN) are the most prevalent predictors for the time series. A comparison between an improved radial basis function neural network(RBFNN) for short term wind speed forecasting and four ANNs were conducted by Chang et al. [15] . The numerical results verified that the improved method provided the best performance. Three different ANNs including a back propagation(BP) neural network, a radial basis(RBF) neural network and an adaptive linear element(ALE) neural network for hourly wind speed forecasting were employed and evaluated on three metrics by Li and Shi [16] . As we can see from the results, no single ANN can outperform the other models universally in terms of all evaluated metrics. Short term wind speed forecasting was carried out by a two hidden layer BP neural network [17] . A multi-model wind forecasting methodology was established based on the neural network(NN), the support vector machine(SVM) and the gradient boosting machine(GBM). Numerical results were obtained by providing hourly ahead wind speed forecasting at several locations [18] . To get the higher forecasting performance, the deep learning algorithms are gradually developed for inferring the future wind power and wind speed series. Inspired by the promising results in the field of computer version and speech signal processing [19] , a novel model combining the improved complete ensemble empirical mode decomposition adaptive noise (ICEEMDAN) and grey wolves optimisation (GWO) algorithms was developed for short term wind speed forecasting. Through the comparative results between the proposed model and four benchmark models, the proposed model is definitely superior to other conventional models [20] . A hybrid model for wind speed causality processing and short-term wind speed forecasting was adopted by combining causality processing strategy and LSTM to obtain high-precision wind speed predictions [21] .
The conventional single ANN model has the drawbacks of falling into local minimum and over-fitting. Therefore, the hybrid models have been widely utilized to provide satisfactory performance. As a significant data pre-processing step, several signal decomposing and data mining algorithms have been a new tendency in constructing the hybrid models. A hybrid model integrating the Wavelet Transform(WT), Singular Spectrum Analysis(SSA) and the Elman neural network(ENN) was proposed to infer the future wind speed series [22] . The original wind speed series were firstly decomposed into certain sub-layers consisting of a high frequency sub series and several low frequency sub series by the WT technology. The SSA further processed the highest frequency sub series instead of getting rid of it. The fitting effects were verified by comparison results with the persistence model, AR model, BP neural network and the Empirical Mode decomposition (EMD)-ENN model. Based on the deep quantitative analysis, WT, Genetic algorithm and the SVM, a novel wind speed forecasting method was proposed by Liu et al. [23] . A case study of a real wind farm in China demonstrated that the proposed model outperformed the benchmark models including persistence method and SVM-GA method. The decompose performance of WT is strongly dependent on the selection of mother wavelets, which would make restrictions to the professional application. Naik et al. [24] presented a non-iterative EMD and kernel ridge regression(KRR) for short-term wind power and wind speed forecasting. The experimental results investigated that the EMD algorithm is in favour of eliminating the mutual effects among sub-series. The decomposed performance of ensemble EMD(EEMD), complementary EEMD(CEEMD) and complete EEMD with adaptive noise(CEEMDAN) had been presented by being coupled with SVR and ANN for the 1h, 3h and 5h wind speed forecasting [25] . The significant drawback of the EMD is the frequent appearance of mode mixing, which easily creates the fuzziness of the intrinsic mode functions(IMFs). It can be seen from recent researches that data mining algorithms have received considerable attentions for forecasting wind speed and wind power. Lorenzo et al. [26] combined the K-means clustering algorithm and multilayer perceptron for wind power forecasting. Zhang et al. [27] adopted the wind speed and wind direction as the clustering samples and utilized ARMA to deduce the volatility of the wind power series.
In this study, a novel hybrid model based on VMD decomposition, K-means clustering and LSTM principal computing is successfully present for predicting short-term wind power. The main contributions of the paper are explained as following aspects: (a) Owing to the extremely unsteady and volatile of the wind power series, the VMD decomposition as a novel signal technology is employed to precisely detect the non-linear and non-stationary features and decompose The rest of the paper is structured in the following way. Next section presents the main characteristics of the related methodology including the VMD decomposition, the K-means clustering analysis, the LSTM network and the specific structures used in this paper. Four cases are effectively implemented to evaluate the performance of the proposed model in section 3. Section 4 closes the paper by giving the conclusions on the work carried out.
II. THE HYBRID VMD-KMEANS-LSTM MODEL A. THE PROCEDURE OF THE PROPOSED MODEL
The framework of the VMD-Kmeans-LSTM model in this paper is illustrated in Fig. 1 . The specific details are demonstrated as given below.
(1) The VMD algorithm decomposes the complicated wind power data into a finite stationary IMFs. The procedures of the VMD algorithm are presented in Section II.B.
(2) Each stationary IMF is unfolded into the trajectory matrix. K-means is applied to partition the trajectory matrix into a set of clustering samples. The procedures of the K-means algorithm are presented in Section II.C.
(3) Based on the theory ''Offline clustering, Online Mapping'', LSTM models are established by training the clustering samples. The procedures of the LSTM algorithm are presented in Section II.D.
(4) The distances between the clustering centers and the testing samples are computed and the optimal LSTM model is selected with the corresponding minimum distance to forecast the testing data of each sub-layer. The predictions of all sub-layers are constructed to get the final result.
(5) To investigate the generalized ability of the provided VMD-Kmeans-LSTM approach, seven different approaches including the BP approach, the ELMAN approach, the LSTM approach, the VMD-BP approach, the VMD-Elman approach, the VMD-LSTM approach and the VMD-Kmeans-LSTM approach are employed in performance evaluation.
B. VARIATIONAL MODE DECOMPOSITION
The VMD is a newly introduced signal technology that decomposes the original time series into an ensemble of band-limited components u k owing specific sparsity properties.
The VMD algorithm applies the Hilbert transform to obtain an analytic frequency spectrum of each mode m k , the Am k (t) is:
where δ denotes the Dirac distribution, j represents the imaginary unit and meets the condition: j 2 = −1. The frequency spectrum will be tuned to the baseband by mixing the center frequency into the analytic time series, the Bm k (t) is:
where the w k denotes the centre pulsation.
The construct constraint variational model is as shown
where {m k } = {m 1 , . . . , m K } and {w k } = {w 1 , . . . , w K } represent the set of all modes and respective centre frequencies.
In order to solve the abovementioned constraint variational problem, the parameters consisting of quadratic penalty α and Lagrange multipliers λ are introduced. Then, the constraint variational problem is rendered into an unconstraint optimization problem as
The alternate direction method of multipliers (ADMM) is adopted to settle the optimal m k , w k and λ, which can be written asm
whereẑ(w),m i (w) andλ(w) represent the Fourier transforms of each variable, n is the number of iteration. The complete details of VMD are explained as follows:
Step 1 : Initialize the {m 1 k }, {ŵ 1 k },λ 1 and n, where n = 0;
Step 2 : Update the m k , w k and λ according to the formulas(5)-(7);
Step 3: Given a threshold ε, if the condition is met:
2 ) < ε, stop the iteration else repeat step 2 to 5.
In order to train the predictor engine, the wind power series should be unfolded into the column vectors of a matrix as follows:
The argument L is referred as the observation period determining the dimension of the input to the predictor, which is set to 4h [28] .
C. K-MEANS CLUSTERING ANALYSIS
As an unsupervised approach, K-means algorithm partitions the large amount of data sets into a predefined number of clusters in terms of computing the distance function, which can judge the similarity between the clustering samples. The common distance function is Euclidean distance, the formula can be written as :
The implementation procedure of the K-means algorithm is as follows:
Step 1 : K samples are randomly selected as the initial clustering centers.
Step 2 : The distances between the clustering centers and the remaining objects are measured by the Euclidean distance and applying each object to the closest center.
Step 3 : Calculate the mean vectors of each cluster as the new cluster centers, the formula is as follows:
where u j denotes the center vector of the jth cluster; data k i represents the ith data in the cluster k; N k is the number of samples in the respective cluster.
Step 4 : The iterative method is repeated between step 2 and step 3 until the clustering centers don't change any more or the maximum number of iterations is reached.
K-means algorithm is conducted on the unfolded matrix P of each sub-layer to classify the training samples into a certain number of categories. LSTM is further procured to capture the future and past context of each cluster to increase the divergence among the single learners. In the testing procedure, under the premise of the classification, the mapping LSTM would be selected from the cluster which each testing point falls into.
D. LONG SHORT TERM MEMORY NETWORK
LSTM constitutes an extension of Recurrent neural network(RNN) for learning to bridge long time steps by carrying out the constant error carousel(CEC) in the core components called memory cells. The extent to which such potential can be developed is determined by the training procedures of the multiplicative units: the input gate, the forget gate and the output gate. These nonlinear units update the state of the memory cells by gathering the internal and external information of the block.
For the forward learning of the LSTM model, the input gate value would be evaluated by the time sequence, the former output of hidden layer and the value of previous memory cells. At the time t, the input and output of the input gate is
where x t i is input of the wind power series at time t, y t n is the nonlinear output of the cell at time t, s c is the cell state, w il , w hl , w cl are the connecting weights of the input gate, I, H, C denotes the size of the input layer, hidden layer and output layer, respectively. a t l is the input of the input gate. Referred as the output of the input gate, b t l is expressed by the unit activate function f (·).
The forget gate controls the degree to which state information is transferred at the last moment, the input and output is
where w iφ , w hφ , w cφ are the connecting weights of the forget gate.
The input and output of the memory cell is regulated as
where g(·) denotes the hyperbolic tangent function, as the following shows:
The output gate controls the information obtained from the memory cell, the corresponding input and output are calculated as
As mentioned in the above context, the output of the memory cell is determined by the output gate, that is
In terms of describing the back propagation process of the LSTM model, the auxiliary variables should be first defined as
where L is the loss function, k denotes the symbols of three gates, then the values of k are l, φ, w.
The residual errors occur in correlation with the memory cell, input gate, forget gate and input gate. 
In this way, the gradient can be calculated and all the weights would be adjusted by applying the random gradient descent method. Finally, repeat the iterative procedures to facility the LSTM model. 
III. CASE STUDY
where x(t) is the actual data, x r is the rated value,x(t) is the predicted data, N is the number of forecasting samples.
C. EXPERIMENT 1: COMPARISON AND ANALYSIS WITH DIFFERENT WIND TURBINES
In the proposed model, VMD algorithm is adopted to decompose the original wind power series into a certain number of wind power subseries, which is set 5 in this study. The 15-min wind power series of wind turbine #1 is chosen to prove the decomposed results of the VMD technique, which is illustrated in Fig. 3 . In this part, seven different approaches consisting of the the BP approach, the ELMAN approach, the LSTM approach, the VMD-BP approach, the VMD-Elman approach, the VMD-LSTM approach and the VMD-Kmeans-LSTM approach are employed to conduct the 15-min, 1-h and 2-h power forecasting of two wind turbines. The forecasting results of two wind turbines are shown in It can be observed from the Figures 4-9 and Tables1-2 that the forecasting results share the same characteristics. To further display the improvements of the provided method, PMRE and PRMSE are introduced to obtain the comparison between the proposed model and the benchmark models. Table 3 -8 reveal the contrast results between the VMD-Kmeans-LSTM approach and the benchmark models for the wind turbine #1. The same metrics are conducted for the wind turbine #2, as the tables 9-14 shown.
From the results given in Tables 1-14 and Figures 4-9 , the following considerations can be given that:
(1)The LSTM approach can provide more comprehensive understandings of the wind power series than the other two single models in the involved two cases. For the wind turbine #1, from 15 
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.08 compared to the ELMAN model.This point indicates that deep learning methods can achieve the superior forecasting accuracy and plausibility to traditional artificial intelligence algorithms owing to avoiding the local minimum and over-fitting problems. (2)The VMD-LSTM approach exhibits slightly superior forecasting accuracy and stability to the LSTM model. For the wind turbine #1, from 15-min to 2-h predictions, the VMD-LSTM model can improve the MRE by 0.005, 0, 0.009 and the RMSE by 4.73, 11.21, 8.7 compared to the LSTM model. In terms of the wind turbine #2, from 15-min to 2-h predictions, the VMD-LSTM model can improve the MRE by 0.002, 0.009, 0.004 and the RMSE by 2.21, 4.06, 8.18 compared to the LSTM model. This peroration suggests that the VMD algorithm can further promote the generalized ability of the predictor. Limited by the inherently drawbacks, the other involved single models don't benefit from the decomposing technology significantly. (4)Compared with the ELMAN model, the hybrid VMD-Kmeans-LSTM produces significantly close results to the actual value. For the wind turbine #1, from 15-min to 2-h predictions, the MRE improved performance of the ELMAN approach by the proposed model are 72.22%, 65.76% and 66.67%, respectively. The improved performance of the RMSE index of the ELMAN approach by the the proposed model are 63.98%, 62.32% and 55.80%, respectively. In terms of the wind turbine #2, from 15-min to 2-h predictions, the MRE improved performance of the ELMAN approach by the the proposed model are 56.45%, 16.87% and 37.65%, respectively. The improved performance of the RMSE index of the ELMAN approach by the the proposed model are 49.07%, 34.24% and 40.49%, respectively.
(5)Compared with the LSTM approach, the hybrid VMD-Kmeans-LSTM produces significantly close results to the actual value. For the wind turbine #1, from 15-min to 2-h predictions, the MRE improved performance of the LSTM approach by the the proposed model are 50.00%, 33.33% and 55.91%, respectively. The improved performance of the RMSE index of the LSTM approach by the proposed model are 38.08%, 39.16% and 46.24%, respectively. In terms of the wind turbine #2, from 15-min to 2-h predictions, the MRE improved performance of the LSTM approach by the proposed model are 10.00%, 2.82% and 40.00%, respectively. The improved performance of the RMSE index of the LSTM approach by the proposed model are 6.49%, 12.44% and 35.98%, respectively. In terms of the wind turbine #2, from 15-min to 2-h predictions, the MRE improved performance of the VMD-BPNN approach by the proposed model are 10.00%, 53.38% and 33.77%, respectively. The improved performance of the RMSE index of the VMD-BPNN approach by the proposed model are 27.67%, 59.78% and 30.40%, respectively. (7) Compared with the VMD-ELMAN model, the hybrid VMD-Kmeans-LSTM produces significantly close results to the actual value. For the wind turbine #1, from 15-min to 2-h predictions, the MRE improved performance of the VMD-ELMAN approach by the proposed model are 69.23%, 66.07% and 67.72%, respectively. The improved performance of the RMSE index of the VMD-ELMAN approach by the proposed model are 58.91%, 60.65% and 58.04%, respectively. In terms of the wind turbine #2, from 15-min to 2-h predictions, the MRE improved performance of the VMD-ELMAN approach by the proposed model are 67.47%, 47.33% and 50.00%, respectively. The improved performance of the RMSE index of the VMD-ELMAN approach by the proposed model are 63.36%, 51.31% and 47.74%, respectively. In terms of the wind turbine #2, from 15-min to 2-h predictions, the MRE improved performance of the VMD-LSTM approach by the proposed model are 3.57%, 13.75% and 32.00%, respectively. The improved performance of the RMSE index of the VMD-LSTM approach by the proposed model are 3.55%, 10.10% and 32.80%, respectively. (9)The evaluations on the above forecasting results indicate that the LSTM model can provide more attractive results than the other single models. Benefiting from the data preprocessing of the VMD decomposed technology and K-means clustering analysis, the validation of the forecasting machine had been further strengthened. To assess the universality of the proposed model, The experiment 2 based on the wind power series of two wind farms are carried out in the next section
D. EXPERIMENT 2: COMPARISON AND ANALYSIS WITH DIFFERENT WIND FARMS
In the proposed model, VMD algorithm is also employed to decompose the original wind power series into several components of wind power subseries, which is also set 5 in this study. The 15-min wind power series of wind farm #1 is chosen to prove the decomposed results of the VMD technique, which is illustrated in Figure 10 .
By yielding the data of two wind farms, all the involved approaches consisting of the the BP approach, the ELMAN approach, the LSTM approach, the VMD-BP approach, the VMD-Elman approach, the VMD-LSTM approach and the VMD-Kmeans-LSTM approach are employed to conduct the 15-min, 1-h and 2-h power forecasting of two wind farms. The forecasting results of two wind farms are shown in It can be observed from the Figures 11-16 and Tables15-16 that the forecasting results provide the similar bahavior with the wind turbine. To further display the performance improvements of the proposed model, PMRE and PRMSE are introduced to obtain the comparison between the proposed model and the benchmark models. The contrast results between the VMD-Kmeans-LSTM approach and the BPNN approach for the wind farm #1 are revealed in table 17 . The contrast results between the VMD-Kmeans-LSTM approach and the ELMAN approach for the wind farm #1 are revealed in table 18 . The contrast results between the proposed model and the LSTM approach for the wind farm #1 are revealed in table 19 . The contrast results between the VMD-Kmeans-LSTM approach and the VMD-BPNN approach for the wind farm #1 are revealed in table 20. The contrast results between the VMD-Kmeans-LSTM approach and the VMD-ELMAN approach for the wind farm #1 are revealed in table 21. The contrast results between the VMD-Kmeans-LSTM approach and the VMD-LSTM approach for the wind farm #1 are revealed in table 22 . The same metrics are conducted for the wind farm #2, as the tables 23-28 shown.
From the results given in Tables 15-28 and Figures 11-16 , the following points can be considered:
(1) The forecasting precision and reliability of the LSTM approach are higher than the other two single models in the involved wind farm output power series. For the wind 27, 1996 .31 compared to the ELMAN model. As we can see from the Figure 11 , the BPNN network presents obviously over-fitting phenomenon, which is the mainly reason for the decrease of forecasting accuracy.
(2) The forecasting precision and reliability of the VMD-LSTM model are higher than the LSTM approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the VMD-LSTM model can improve the MRE by 0.001, 0.003, 0.008 and the RMSE by 14.71, 219.27, 698 compared to the LSTM model. In terms of the wind farm #2, from 15-min to 2-h predictions, the VMD-LSTM model can improve the MRE by 0.025, 0.003, 0.008 and the RMSE by 1780.13, 107.64, 541.14 compared to the LSTM model.
(3) The forecasting precision and reliability of the the proposed model are higher than the BPNN approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the MRE improved performance of the BPNN approach by the proposed model are 95.65%, 51.52% and 37.78%, respectively. The RMSE improved performance of the BPNN approach by the proposed model are 91.93%, 50.63% and 39.51%, respectively. In terms of the wind farm #2, from 15-min to 2-h predictions, the MRE improved performance of the BPNN approach by the proposed model are 86.49%, 51.11% and 52.63%, respectively. The RMSE improved performance of the BPNN approach by the proposed model are 84.52%, 50.59% and 55.26%, respectively.
(4) The forecasting precision and reliability of the proposed model are higher than the ELMAN approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the MRE improved performance of the ELMAN approach by the proposed model are 80.56%, 58.97% and 61.64%, respectively. The improved performance of RMSE index of the ELMAN approach by the proposed model are 68.06%, 48.07% and 54.97%, respectively. In terms of the wind farm #2, from 15-min to 2-h predictions, the MRE improved performance of the ELMAN approach by the proposed model are 92.65%, 76.34% and 66.04%, respectively. The improved performance of RMSE index of the ELMAN approach by the proposed model are 91.88%, 76.09% and 63.18%, respectively.
(5) The forecasting precision and reliability of the proposed model approach are higher than the LSTM approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the MRE improved performance of the LSTM approach by the proposed model are 53.33%, 23.81% and 33.33%, respectively. The improved performance of RMSE index of the LSTM approach by the proposed model are 30.34%, 18.90% and 36.48%, respectively. In terms of the wind farm #2, from 15-min to 2-h predictions, the MRE improved performance of the LSTM approach by the proposed model are 83.87%, 46.34% and 44.62%, respectively. The improved performance of RMSE index of the LSTM approach by the proposed model are 83.39%, 49.86% and 46.59%, respectively.
(6) The forecasting precision and reliability of the proposed model are higher than the VMD-BPNN approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the MRE improved performance of the VMD-BPNN approach by the proposed model are 85.71%, 38.46% and 37.78%, respectively.
The improved performance of RMSE index of the VMD-BPNN approach by the proposed model are 73.28%, 20.75% and 42.98%, respectively. In terms of the wind farm #2, from 15-min to 2-h predictions, the MRE improved performance of the VMD-BPNN approach by the proposed model are 89.58%, 45.00% and 46.27%, respectively. The improved performance of RMSE index of the VMD-BPNN approach by the proposed model are 87.08%, 47.16% and 49.78%, respectively. (7) The forecasting precision and reliability of the proposed model are higher than the VMD-ELMAN approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the MRE improved performance of the VMD-ELMAN approach by the proposed model are 80.00%, 79.22% and 59.42%, respectively. The improved performance of RMSE index of the VMD-ELMAN approach by the proposed model are 66.19%, 72.68% and 53.65%, respectively. In terms of the wind farm #2, from 15-min to 2-h predictions, the MRE improved performance of the VMD-ELMAN approach by the proposed model are 89.80%, 75.28% and 61.70%, respectively. The improved performance of RMSE index of the VMD-ELMAN approach by the proposed model are 88.99%, 74.32% and 63.03%, respectively.
(8) The forecasting precision and reliability of the proposed model are higher than the VMD-LSTM approach in the involved wind farm output power series. For the wind farm #1, from 15-min to 2-h predictions, the MRE improved performance of the VMD-LSTM approach by the proposed model are 50.00%, 11.11% and 24.32%, respectively. The improved performance of RMSE index of the VMD-LSTM approach by the proposed model are 29.29%, 4.65% and 22.39%, respectively. In terms of the wind farm #2, from 15-min to 2-h predictions, the MRE improved performance of the VMD-LSTM approach by the proposed model are 16.67%, 42.11% and 36.84%, respectively. The improved performance of RMSE index of the VMD-LSTM approach by the proposed model are 9.04%, 47.91% and 39.17%, respectively.
IV. CONCLUSION
In this paper, the hybrid VMD-Kmeans-LSTM model is proposed to conduct short-term wind power forecasting on multiple scales. The VMD technology is employed to decompose the raw wind power series into several sub-series. Based on the theory of ''Offline clustering, Online Mapping'', Kmeans algorithm is adopted construct the optimal groups of each sub-series. The LSTM network is executed as the predictor engine for the clustering samples. Finally, all the forecasting values of each sub-layer are summed to get the final result. To validate and compare the forecasting capacity of the proposed model, seven different models consisting of the BPNN approach, the ELMAN approach, the LSTM approach, the VMD-BPNN approach, the VMD-Elman approach, the VMD-LSTM approach and the VMD-Kmeans-LSTM approach are implemented on two experiments for multiple scales. From the forecasting values, it can be concluded that : (a) LSTM can provide superior understandings on the fluctuation and randomness of the wind power series to the BPNN and the ELMAN network; (b) the VMD technology can promote the wind power forecasting reliability and precision of the aforementioned single models; (c) Clustering analysis by Kmeans algorithm can further enhance the inferential ability of the VMD-LSTM model significantly; (d) Among all the implemented approaches, the hybrid VMD-Kmeans-LSTM approach illustrates the best fitting ability on multiple scales.
