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Tato práce se zabývá metodami pro detekci anomálií v síťovém provozu. V úvodu je uve-
den krátký přehled jednotlivých kategorií a zástupců těchto kategorií pro detekci anomálií.
Následně jsou popsány jednotlivé tři porovnávané metody, tedy EWMA, Holt-Winters a me-
toda založena na vlnkové transformaci. Dále jsou popsány vygenerované útoky do vstupních
dat, které spolu s již objevenými byly použity pro vyhodnocení detekce jednotlivých po-
rovnávaných metod. Kromě uvedení ideálních parametrů jsou zde zmíněny i další nalezené
nedostatky metod včetně navrhnutých vylepšení pro odstranění daných nedostatků.
Abstract
This thesis focuses on methods for detection of network traffic anomalies. The preamble
contains a short overview of all categories along with their corresponding examples. The
next part details the three methods chosen for comparison: EWMA, Holt-Winters and
the wavelet-based method. Furthermore are described generated input data attacks that
were, along with the already discovered ones, used for rating of the compared methods
detection abilities. Finally, optimal parameters are described along with other discovered
flaws including suggestions for improvement.
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V současné době stále dochází k rozmachu počítačů a tedy i samotných počítačových sítí.
Jedním z příkladů je vyčerpání adresových bloků IPv4 adres 3. února 2011. S vzrůstajícím
využitím sítí je stále důležitější také otázka bezpečnosti jak před vnějším světem, tak i od
uživatelů uvnitř sledované sítě.
V dnešní době se používá pro zabezpečení sítí či konkrétních počítačů firewall, který
poskytuje pouze základní ochranu. Provoz, který vyhovuje pravidlům, stále může obsahovat
jednotlivé útoky pro narušení dané sítě (například DoS nebo DDoS útoky na webový server).
Je tedy potřeba přijít s jiným nástrojem, který tyto nedostatky odstraní a tím jsou systémy
pro detekci průniků.
Systémy pro detekci průniků (angl. intrusion detection system, IDS) se dělí do dvou
hlavních kategorií: detekce signatur (vzorů) a detekce anomálií. Kromě jednotlivých rozdílů
těchto dvou kategorií popsaných níže je také rozdíl v tom co detekují. Jedna kategorie
detekuje útoky, druhá anomálie. Útok je definován jako posloupnost operací, která klade
bezpečnost systému v nebezpečí a anomálie je pouze událost, jenž je podezřelá z hlediska
bezpečnosti [7].
Systém založený na detekci signatur identifikuje jednotlivé útoky vyhledáváním vzorů
v datech ze síťového provozu. Mezi hlavní výhody tohoto přístupu patří detekce jednotlivých
známých útoků s nízkým výskytem falešných poplachů. Při detekci útoku tedy okamžitě
víme, o jaký se útočník pokoušel. Další výhoda spočívá v okamžité možnosti detekce při
nasazení. Tento přístup má i své nevýhody. Je potřeba uchovávat jednotlivé signatury pro
každý typ útoků a tím pádem je potřeba se starat i o jejich aktualizaci. Pokud danou
signaturu nemáme uloženou, nemůžeme daný útok zaregistrovat [10].
Systém založený na detekci anomálií spočívá ve vytvoření si modelu normálního chování.
Pokud se daný záznam určitou mírou liší od vytvořeného modelu chování, je detekována
anomálie. Výhodou je, že na rozdíl od systémů detekce signatur dokáže detekovat i tzv.
”
zero day“ útoky, tedy nové či pozměněné útoky, které detekce signatur nezaznamená. Je
to dáno tím, že dané útoky se mohou odchylovat od normálního provozu systému. K nevý-
hodám patří vysoký výskyt falešných poplachů a nemožnost okamžité detekce při nasazení
z nutnosti vytvořit si daný model chování [10].
Dále také existují hybridní systémy výše zmíněných kategorií, které kombinují jednotlivé
přístupy a tedy i jejich výhody a nevýhody. Seznam některých hybridních systému lze nalézt
v práci [10].
Na IDS systémy navazují systémy pro prevenci průniku (angl. intrusion prevention sys-
tem, IPS), které umožňují reagovat na zachycené útoky například blokováním čí filtrováním
provozu.
3
Cílem této práce je porovnání tří metod pro detekci anomálií nad reálnými daty ze
síťového provozu. V následující kapitole 2 jsou shrnuty dostupné typy metod a technik pro
detekci anomálií. Kapitola 3 se zaobírá NetFlow, tedy jedním způsobem pro získání potřeb-
ných dat pro práci takovýchto systému. Kapitola 4 obsahuje popis jednotlivých použitých
metod v této práci. Následující kapitola 5 pojednává o původu vstupních dat a entropii,
tedy jedním přístupem zpracování dat, ve kterém jsou vyhledávány anomálie. Předposlední
kapitola 6 popisuje výsledky daných porovnávaných metod nad reálnými daty, také je zde




Přehled metod pro detekci
anomálií
Jednotlivé metody detekce anomálií lze rozdělit do několika základních kategorií podle
principu, ze kterého vycházejí. Všechny metody přesto mají společnou tu vlastnost, že
musí projít trénovací fází před zahájením detekce.
Trénovací fáze spočívá ve vytvoření si modelu chování dané sítě. Tato část je důležitá
z toho důvodu, že pokud by byl model chování špatně vytvořen, následná detekce by nemu-
sela být příliš efektivní. Po vytvoření tohoto modelu je možné začít se samotnou detekcí,
tato fáze se nazývá testovací. V této fázi je potřeba také aktualizovat samotný model, neboť
charakteristika provozu se časem může měnit.
Přehled jednotlivých metod v této kapitole je čerpán z prací [7, 10, 12].
2.1 Statistické metody
Statistické metody pro detekci anomálií v první fázi sbírají informace o provozu na síti a ze
získaných dat vytváří model jejich chování. Typicky jsou ukládány dva modely, aktuálně
vytvořený a dříve vytvořený. Postupem času se aktuální naměřené hodnoty přidávají do
aktuálního profilu, který se následně porovnává s již dříve vytvořeným. Pokud se aktuální
profil výrazně odchyluje od vypočítané předpovězené hodnoty, je detekována anomálie.
Tato kategorie metod má tu výhodu, že pro fungování systému nepotřebujeme znát
bezpečnostní chyby či samotné útoky, které nás mohou ohrozit, neboť se počítá pouze
s naměřenými hodnotami ze síťového provozu. Další výhodou je, že můžeme zachytit dlouho
trvající útoky, které se obvykle objevují po delší dobu času, typicky DoS útok.
Nicméně tato kategorie má i své nevýhody. První je, že jednotlivé metody mohou a také
mají mnoho parametrů nezbytných pro výpočet. Pokud jsou jednotlivé parametry špatně
zvoleny, dochází k vysokému počtu falešně pozitivních detekcí, tedy takových kdy je daná
událost označena za anomálii, přestože je to normální provoz. Dalším nedostatkem je, že
zkušený útočník si může postupem času přizpůsobit daný model chování tak, aby jeho útoky
nebyly zaznamenány. Posledně všechno chování nelze modelovat pouze pomocí statistických
metod. Většina metod vychází z předpokladu, že provoz je kvazistacionární, tedy takový,
jenž se často nemění.
Haystack je jednou z prvních statistických metod, která byla navržena v roce 1988. Jed-
notlivé parametry jsou definovány jako nezávislé náhodné Gaussovské proměnné. Haystack
definuje rozsah hodnot, které jsou považovány za normální hodnoty. Pokud daná hodnota
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přesáhne definovaný rozsah, je zvýšeno anomaly score, tedy míra abnormality. Zároveň po-
kud anomaly score přesáhne určitou mez, je detekována anomálie. Zásadní nevýhodou této
metody je, že byla navržena pro práci oﬄine. Pro samotnou detekci v reálném čase, tehdejší
systémy neměly dostatečný výkon.
Statisctical Packet Anomaly Detection Engine (SPADE) je jednou z dalších statistických
metod určená pro detekci skenování portů. V této metodě je použít frekvenční přistup pro
výpočet anomaly score paketu. Čím déle daný specifický paket nebyl zaznamenán, tím je
jeho anomaly score větší. Jakmile anomaly score přesáhne definovanou mez je detekována
anomálie. Tento přístup vede k vysokému počtu falešně pozitivních detekcí.
2.2 Strojové učení
Strojové učení lze definovat jako schopnost programu nebo systému se učit a zdokonalovat
svůj výkon v daném úkolu postupem času. Metody založené na strojovém učení na rozdíl od
statistických metod se nezaměřují na pochopení procesu generujícího data, ale na vytváření
systémů, které se neustále zdokonalují na základě dřívějších výsledků.
Mezi výhody takto založených metod patří flexibilita, přizpůsobivost a zachycení vzá-
jemných závislostí. K nevýhodám patří vysoké využití zdrojů.
2.2.1 Bayesovské sítě
Bayesovská síť je grafický model, jenž zachycuje vztahy mezi jednotlivými proměnnými.
Pokud je tato metoda použita spolu se statistickými metodami, tak přináší výhody pro
analýzu dat. Jelikož zachycuje vztahy mezi komponentami, dokáže se vyrovnat s chybějícími
daty. Také dokážou předvídat následky některých akcí.
Přestože Bayesovské sítě mohou být efektivní v některých situacích, získaný výsledek je
vysoce závislý na předpokladu o chování cílového systému a odchylka od takového předpo-
kladu vede k detekci chyb.
Jedním z příkladů pro detekci založené na naivní Bayesovské síti je práce od Valdes et
al. Navrhnutý systém dokáže detekovat distribuované útoky i takové, které u jednotlivých
sezení nejsou dostatečně abnormální, aby byly detekovány.
2.2.2 Markovovy modely
V této kategorii se používají dva přístupy, Markovovy řetězce a skryté Markovovy modely.
Markovův řetězec je množina stavů, které jsou propojeny prostřednictvím určitých pře-
chodových pravděpodobností, které určují topologii a schopnosti modelu. V průběhu testo-
vací fáze jsou pravděpodobnosti odhadovány z normálního chování systému. Detekce ano-
málií je následně prováděna porovnáváním anomaly score s jednotlivými pozorovanými
sekvencemi s pevným definovaným prahováním.
V případě skrytých Markovových modelů jsou jednotlivé zájmy předpokládány jako
Markovovy procesy, jenž jejich vztahy a přechody jsou nám skryté. Pouze takzvaná produkce
je zde pozorovatelná.
2.2.3 Analýza hlavních komponent
Typické datové sady pro detekci anomálií jsou velmi rozsáhle a často také mnoho dimen-
zionální. Pro řešení problému mnoho dimenzionálních dat, které jsou výpočetně náročné,
byla vytvořena technika pro redukci dimenzionality nazvaná Analýza hlavních komponent
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(angl. Principal component analysis, PCA). PCA je technika kde n závislých náhodných
proměnných je transformováno na d ≤ n nezávislých proměnných. Mnoho z těchto nových
proměnných lze obvykle zanedbat (zanese se tím jen velmi malá chyba) a tak lze výrazně
zredukovat počet dimenzí nutných pro reprezentaci dat.
2.3 Klasifikace
Klasifikací se rozumí metody, které rozdělují vstupní data do několika tříd podle defino-
vaných pravidel, vzorů či jiných technik. Systémy pro detekci anomálií většinou rozdělují
vstupní data do dvou tříd – normální data a anomálie.
2.3.1 Genetické algoritmy
Tato technika je používaná pro nalezení přibližného řešení a také k optimalizaci vyhledáva-
cích problémů. Mezi výhody takto založených systémů patří jejich flexibilita a robustnost.
Dále také vyhledávání konverguje k řešení z více směrů a je založena na pravděpodobnost-
ních pravidlech místo deterministických. K nevýhodám patří vysoké využití zdrojů.
2.3.2 Fuzzy logika
Fuzzy logika je odvozena od teorie fuzzy množin. Tato technika je pro detekci anomálií
používána primárně ze dvou důvodů. Za prvé na některé kvantitativní proměnné, které se
dají využít v kontextu detekce anomálií, například využití CPU, počet spojení, atd. lze
nahlížet jako na fuzzy proměnné. Za druhé, samotný koncept bezpečnosti lze označit za
neurčitý (fuzzy).
Ačkoli fuzzy logika se ukázala být efektivní hlavně proti skenování portů a neautorizo-
vaným pokusům o získání přístupu, jejich hlavní nevýhoda také spočívá ve vysokém využití
zdrojů.
Jedním z příkladů takovýchto technik je Fuzzy Intrusion Recognition Engine (FIRE).
Tato technika pomocí jednoduchého dolování dat zpracuje vstupní data, z nichž vygene-
ruje fuzzy množiny pro každou pozorovanou vlastnost. Následně jsou tyto množiny použity
k definování fuzzy pravidel pro detekci jednotlivých útoků. Tento systém si neuchovává mo-
del normálního chování. Jednotlivá pravidla jsou vytvářena ručně pro detekci specifických
útoků.
2.3.3 Shlukování a detekce outliers
Shlukování je sdružování pozorovaných dat do shluků podle příslušné podobnosti nebo
rozdílnosti. Mezi hlavní výhody shlukování patří schopnost se učit z dat a vyhledávat útoky,
přičemž není potřeba dodat popisy jednotlivých útoků.
Outliers jsou z pohledu shlukování objekty, jenž nepatří do žádného shluku dat a v kon-




Jednotlivé systémy pro detekci anomálií pracují s daty ze síťového provozu. Zejména se pou-
žívají dva přístupy pro získání potřebných dat [3]. První pomocí protokolu SNMP (Simple
Network Manegment Protocol), který lze použít například pro měření počtu přenesených
bajtů či paketů. Druhou možností je použít protokol pro sledování IP toků (angl. flow),
zejména velmi rozšířený otevřený protokol NetFlow [6] od společnosti Cisco Systems.
Obecně je tok definován jako jednosměrná sekvence paketů se stejnými vlastnostmi pro-
cházejícím pozorovaným bodem za určitý čas. Jednotlivými stejnými vlastnostmi se rozumí
stejná zdrojová a cílová adresa, zdrojový a cílový port a číslo protokolu. NetFlow tok je na-
víc definován i následujícími vlastnostmi: typ služby (Type of Service, ToS) a číslo rozhraní.
NetFlow kromě výše zmíněných dat obsahuje i další položky, dobu vzniku spojení, délku
jejího trvání, počet přenesených bajtů a paketů a další. NetFlow data neuchovávají obsah
jednotlivých paketů, což nám v tomto případě nevadí, neboť daný obsah nepotřebujeme
pro naše potřeby znát.
3.1 Architektura
Architektura NetFlow se typicky skládá z několika exportérů a jednoho kolektoru. Exportér
je síťové či softwarové zařízení, které monitoruje provoz na lince a vytváří záznamy o to-
cích (angl. flow records) z jednotlivých přijatých a zpracovaných paketů. Jednotlivý tok je
při vypršení časovačů nebo při jiné příležitosti (přeplnění cache nebo detekce konce toku)
exportován do kolektoru. Kolektor je zařízení, které přijímá jednotlivé NetFlow pakety z ex-
portérů a ukládá je do databáze či na disk. Nad těmito daty lze následně provádět grafickou
prezentaci nebo skriptové zpracování.
Tradiční architektura (obr. 3.1 vlevo) předpokládá, že roli jednotlivých exportérů za-
stupují směrovače, které kromě své vlastní činnosti zaznamenávají jednotlivé toky. Tato
architektura má nevýhodu v tom, že takový směrovač má vyšší pořizovací cenu a mrhá vý-
početním výkonem směrovače. Na vstupu se tedy aplikuje vzorkování, kde je zaznamenán
každý n-tý paket. Toto s sebou nese tu nevýhodu, že nemusí zaznamenat některé bezpeč-
nostní hrozby.
Z výše uvedených problémů se v poslední době objevují moderní architektury (obr. 3.1
vpravo), které využívají NetFlow pasivní sondy. Tato zařízení jsou specializována na moni-
torování provozu na dané lince a export získaných toků. Je možné je zapojit do libovolného
bodu v síti, přičemž tato zařízení nijak nezasahují do jednotlivých paketů. Exportovaná
data jsou následně poslána přes dedikovanou linku přímo do kolektoru.
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Obrázek 3.1: Vlevo: Tradiční architektura využívající směrovače jako exportéry. Vpravo:
Moderní architektura využívající jako exportéry pasivní sondy.[2]
3.2 Protokol
Existuje několik verzí NetFlow protokolu, z nichž nejrozšířenější jsou verze 5 a 9. Narozdíl
od verze číslo 5, může verze 9 zaznamenávat IPv6 toky. Na základě poslední zmíněné verze
vznikl nový protokol IPFIX (Internet Protocol Information Export)[5]. Jedná se vlastně
o NetFlow verze 10, které bylo prohlášeno jako nový standart IETF (Internet Engineering
Task Force). Jednotlivé záznamy z exportérů jsou do kolektoru posílány přes protokoly
UDP (User Datagram Protocol) nebo SCTP (Stream Control Transmission Protocol).
Každý jednotlivý NetFlow paket obsahuje záznamy jednoho čí více toků. Ve verzi Net-
Flow 5, která je použita v této práci, je struktura záznamu toku následující [1]:
• Číslo vstupního a výstupního rozhraní
• Čas začátku a konce IP toku
• Počet bajtů a paketů v toku
• Údaje z IP hlavičky
– Zdrojová a cílová IP adresa
– Zdrojová a cílová port
– Číslo protokolu
– Typ služby
• U TCP (Transmission Control Protocol) toků sjednocení všech TCP flagů daného
toku
• Směrovací informace
– Číslo autonomního systému zdroje a cíle
– Zdrojová a cílová maska sítě




Tato kapitola má za cíl seznámit čtenáře s jednotlivými vybranými metodami, které byly
použity pro detekci anomálií v této práci. První metoda je založena na exponenciálním
prokládání. Tuto metodu dále rozšiřuje sofistikovanější metoda Holt-Winters. Další z po-
rovnávaných metod je metoda založena na vlnkové transformaci.
4.1 EWMA
EWMA neboli exponenciální vážený klouzavý průměr je speciální příklad modelu exponen-
ciálního prokládání. Tato metoda pro detekci anomálií byla navržena v článku [11]. Metoda
je citlivá na změnu intenzity naměřených dat.
4.1.1 Exponenciální prokládání
Exponenciální prokládání (angl. exponential smoothing) je jednoduchý algoritmus pro před-
povídání následující hodnoty v časově řadě. Jeho z dalších funkcí je, že dokáže redukovat
vliv odlehlých hodnot. Nechť xt je naměřená hodnota v čase t a xˆt+1 značí předpokládanou
hodnotu pro čas t+1, tak předpovězená hodnota se vypočítá následovně
xˆt+1 = αxt + (1− α)xˆt (4.1)
Předpověď je tedy vážený průměr z předchozích naměřených hodnot. Předpoklad expo-
nenciálního prokládání je, že aktuální hodnota má největší informační váhu pro predikci
následující hodnoty. Hodnoty exponenciálně stárnou postupem času, tedy starší hodnoty
už nemají takový vliv na předpokládanou hodnotu jako nejnovější naměřené. Parametr mo-
delu α je v rozsahu 0 až 1, značí míru stárnutí hodnot. Čím menší je, tím více zohledňuje
i starší data.
4.1.2 Algoritmus metody
V této metodě se počítá EWMA statistika zt, což je vlastně exponenciálního prokládání s
tím rozdílem, že se nepředpovídá následující hodnota, ale využívá se předešlé vypočítané
hodnoty, která je následně použita pro jinou operaci.
zt = αxt + (1− α)zt−1 (4.2)
Jednokroková předpovídaná chyba je získána následovně:
et = xt − zt−1 (4.3)
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Pokud et je normální rozložení pravděpodobnosti, tak velikost chyby leží uvnitř kontrolních
hranic
P [−Leσe ≤ et ≤ Leσe] = 1− α (4.4)
Kde Le je horních α/2 percentil hodnot normálního rozložení. Zbývající parametr σe se dá
získat výpočtem prokládané variance chybovosti.
σˆ2e(t) = θee
2
t + (1− θe)σ2e(t− 1) (4.5)
Jako hodnoty θe se doporučují volit malé hodnoty v rozsahu 0 až 1 včetně.
Kontrolní limity, horní UCLx a dolní LCLx, je vzhledem k rovnicím 4.3 a 4.4 možné
vyjádřit
UCLx(t) = zt−1 + Leσe(t− 1) (4.6)
LCLx(t) = zt−1 − Leσe(t− 1) (4.7)
4.1.3 Trénovací a testovací fáze
Trénovací fáze se skládá z následujících kroků:
1. Vypočítáme průměr naměřených dat z trénovací množiny dat. Výsledek použijeme
jako počáteční hodnotu EWMA statistiky z0 v trénovací fázi a jako počáteční hodnotu
EWMA statistiky z0 v testovací fázi.
2. Pro každou naměřenou hodnotu trénovacích dat vypočítáme EWMA statistiku zt
podle vzorce 4.2.
3. Vypočteme průměr druhé mocniny předpovídané chyby e2t a použijeme ji jako počá-
teční hodnotu prokládané variance chybovosti σ2e(0) v testovací fázi.
Testovací fáze se skládá ze dvou kroků:
1. Pro každou naměřenou hodnotu v testovací fázi aplikujeme rovnici 4.2 pro výpočet
EWMA statistiky zt, rovnici 4.5 pro získání odhadované variance chybovosti σ2e(t)
a rovnice 4.6, 4.7 pro výpočet kontrolních limitů UCLx(t) a LCLx(t).
2. Pokud naměřená hodnota xt překročí kontrolní hranici UCLx(t) nebo LCLx(t) je
detekována anomálie.
4.2 Holt-Winters
Holt-Winters je sofistikovaný algoritmus, který slouží pro předpovídání budoucích hodnot
zkoumané časové řady, jenž byl navržen v článku [4]. Předpovídá hodnoty jak pro jeden
časový krok do budoucnosti, tak i pro několik následujících kroků, neboť obsahuje mechanis-
mus, který se vypořádá s chybějícími daty. Tato metoda vychází z premisy, že pozorovaná
časová řada může být dekomponována do tří komponent a to do základní úrovně, lineárního




Metoda předpokládá, že se jednotlivé komponenty v čase postupně rozvíjí pomocí aplikování
exponenciálního prokládání. Předpověď vypočítáme jako sumu tří komponent.
yˆt+1 = at + bt + ct+1−m (4.8)
Kde a, b, c značí jednotlivé komponenty, tedy základní úroveň, lineární trend, sezónní trend
a m značí časovou periodu sezónního cyklu.
Jednotlivé komponenty jsou vypočítány pro každý čas t následovně
at = α(yt − ct−m) + (1− α)(at−1 + bt−1) (4.9)
bt = β(at − at−1) + (1− β)bt−1 (4.10)
ct = γ(yt − at) + (1− γ)ct−m (4.11)
Konstanty α, β a γ se nazývají adaptačními parametry algoritmu, které mohou nabývat
hodnoty 0 až 1. Větší hodnota znamená, že se algoritmus rychleji přizpůsobí změnám,
tedy přikládá větší váhu novějším hodnotám. Menší hodnota přikládá větší váhu starším
naměřeným hodnotám a algoritmus se přizpůsobuje pomaleji.
Hranice odchylek se počítá pro každou hodnotu v časové řadě. Tento mechanizmus mo-
deluje sezónní proměnlivost hodnot. Výpočet odchylky vychází z váženého průměru abso-
lutní odchylky aktualizované pomocí exponenciálního prokládání a její vzorec je následující
dt = γ|yt − yˆt|+ (1− γ)dt−m (4.12)
Kde dt je předpokládaná odchylka v čase t. Vzorec pro výpočet předpokládané odchylky je
podobný výpočtu sezónního trendu viz vzorec 4.11. Sdílí mezi sebou adaptační parametr
γ, který má tedy vliv jak na výpočet sezónního trendu, tak i na předpokládanou odchylku
v daném čase.
Hranice odchylek se dá vyjádřit jako kolekce intervalů pro každý okamžik yt v časové
sérii.
LCLt = yˆt − |δ−.dt−m| (4.13)
UCLt = yˆt + |δ+.dt−m| (4.14)
Kde δ− a δ+ spolu s vypočítanou odchylkou určují výšku tolerované hranice odchylky. Často
je žádoucí, aby tyto dva parametry měly stejnou hodnotu. Vzhledem k teorii statistiky se
doporučuje jako rozumná hodnota v rozsahu 2 až 3. Čím nižší hodnota, tím je větší šance
na počet případných anomálií, tedy i falešných pozitivních detekcí.
4.2.2 Rozhodnutí o anomálii
Obvyklá metoda detekce anomálií spočívá v kontrole, zda daná naměřená hodnota přesahuje
tolerovanou hranici odchylky. Bohužel tento mechanismus často generuje i vysoké počty
falešně pozitivních detekcí. Jako robustnější mechanismus je v této metodě použito klouzavé
okno fixní délky. Pokud počet překročení hranice odchylek v pozorovaném klouzavém okně
přesáhne definovanou prahovou hranici, je detekována anomálie.
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4.2.3 Volba parametrů
Neexistuje žádná množina optimálních hodnot jak pro všechny tak i pro jednotlivé para-
metry. Je to vzhledem k tomu, že jednotlivé parametry vzájemně ovlivňují celkový model.
Přesto existují postupy jak nejlépe určit jednotlivé parametry podle požadovaných potřeb.
Alespoň jeden z parametrů α, β či γ by měl mít možnost se adaptovat na změny
v kratším časovém měřítku. Jelikož sezónní trend γ se aktualizuje každý sezónní cyklus
a cílem lineárního trendu β je zachytit pomalu se měnící se hodnoty, zůstává nám pouze
základní úroveň α. Tento parametr se dá určit následovně:






Pokud požadujeme zaznamenat posledních 45 minut v pětiminutových intervalech, tedy
n = 9 a přiřadit jim váhu 95 %, bude α = 0.28.
Využití parametru β je pro zachycení lineárního trendu delšího než jednoho sezónního
cyklu. K výpočtu je využito stejného vzorce jako pro parametr α.
Parametr γ se dá také vypočítat předešlým vzorcem, ale je potřeba dbát na to, že tento
parametr ovlivňuje jak sezónní komponentu, tak i výpočet odchylky.
Délka okna by měla pokrývat většinou jednohodinový interval. Tedy při pětiminutovém
intervalu sbírání dat se doporučuje hodnota mezi 9 a 12. Větší prahová hodnota má za
následek méně falešných pozitivních detekcí, ale je možné, že některý útok nemusí být
detekován.
4.2.4 Trénovací a testovací fáze
Model vyžaduje počáteční podmínky pro inicializaci všech tří komponent a odchylky. Toho
může být docíleno pomocí libovolného zadání, odvozeny z prvních dostupných dat nebo
vypočítány z delší historie, což je náplň následujících řádků pocházející z článku [8]. Při
tomto postupu je potřeba znát minimálně dva sezónní cykly pro ustanovení všech potřeb-
ných hodnot.
















Sezónní koeficienty pro prvních m hodnot jsou následující:





Hodnoty odchylky v čase 0 až m-1 jsou všechny nulové. Od času m do 2m-1 probíhá
výpočet komponent at, bt, ct a odchylky dt podle vzorců 4.9, 4.10, 4.11 a 4.12. Stejné
vzorce aplikujeme v testovací fázi navíc s tím rozdílem, že musíme vypočítat kontrolní
hranice 4.13 a 4.14.
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4.3 Metoda založena na vlnkové transformaci
Tato metoda pro detekci anomálií byla založena na diskrétní vlnkové transformaci (dále
DVT) navržené v článku [3].
4.3.1 Diskrétní vlnková transformace
Tento nástroj nám umožňuje organizovat data signálu do jednotlivých vrstev, tedy hie-
rarchií jednotlivých získaných signálů. Dolní vrstva uchovává velmi rozptýlené informace,
tedy přibližné koeficienty a horní velmi detailní koeficienty. Zpracování se skládá ze dvou
komplementárních částí. První analýzou/dekompozicí a druhou zpětným procesem, tedy
rekonstrukcí/syntézou.
Analýza
Cílem analýzy je získat z originálního signálu výše zmíněnou hierarchii signálů. Toho je
docíleno iterativním procesem. Každý výstupní signál je získán konvolucí 4.19 se speciálním
navrženým filtrem F.
Prvním filtrem je dolní L, který má za cíl vyhlazení/prokládání signálu. Druhým filtrem
je horní H, takovýchto filtrů může být více. Vstupem jednotlivých filtrů je signál x. Po
zpracování je dále výstupní signál dále podvzorkován v závislosti na použitém filtru.
y[n] = (x ∗ F )[n] =
∞∑
k=−∞
x[k]F [n− k] (4.19)
Syntéza
Druhým zmíňeným krokem je syntéza signálu. Každý vstupní signál (výstupní signál ana-
lýzy) je převzorkován v závislosti na použitém filtru a následně přes inverzní filtry L a M
je získán původní signál.
4.3.2 Využití DVT pro detekci anomálií
Pro účely detekce anomálií nám nestačí pouze koeficienty první úrovně, je potřeba kaská-
dovat jednotlivé filtry. Na výstupy dolních filtrů L se aplikují znovu jednotlivé filtry, čímž
dostaneme koeficienty dalších úrovní. Jednotlivé zapojení je demonstrováno na následujícím
obrázku, kde ↓ je operátor podvzorkování.
L








Obrázek 4.1: Kaskádování jednotlivých filtrů do třetí úrovně.
Samotný proces syntézy je totožný s tím rozdílem, že potlačíme jednotlivé koeficienty
úrovní, které nás nezajímají nebo jejich jednotlivé hodnoty spadají pod jistou mez tím, že
je vynulujeme.
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Pomocí syntézy rozdělíme koeficienty do tří jednotlivých částí signálu, nízké, střední a
vysoké frekvence. Každá jednotlivá frekvence má za cíl zachytit různě trvající anomálie.
• Nízká frekvence (angl. low-band), tedy část signálu získaná syntézou koeficientů od
9. úrovně a výše. Tato část má zachytit anomálie trvající několik dní. Je zde možnost
pozorovat probíhající trend v rámci dnů či týdnů.
• Střední frekvence (angl. mid-band) získaná syntézou koeficientů 6., 7. a 8. úrovně.
Tato část má zachytit anomálie v rámci jednoho konkrétního dne.
• Vysoká frekvence (angl. high-band) je získaná prahováním prvních pěti koeficientů,
tedy vynulování koeficientů, jejíž absolutní hodnota spadá pod definovanou mez. Po-
třeba prahování vychází z faktu, že většina dat v této části se skládá z krátkodobých
změn, které se považují jako
”
šum“ a pro detekci anomálií nás nezajímají. Tyto koe-
ficienty jsou následně syntetizovány. Cílem je zachytit krátkodobé anomálie.
Výše zmíněná syntéza jednotlivých koeficientů je použita, pokud je zkoumaný signál
delší jak 8 týdnů. Pro signál o délce jednoho týdne je syntéza pro vysokou část získána
z koeficientů 1., 2. a 3. úrovně. Pro střední část 4. a 5. úrovní, zbývající úrovně jsou určeny
pro nízkou část. Na obrázku 4.2 je možné spatřit jednotýdenní měření počtu přenesených
bajtů a jednotlivé nové získané části signálu.
Obrázek 4.2: Jednotlivé frekvenční pásma získaná ze vstupního signálu.[3]
4.3.3 Detekce anomálií
V této metodě se používá deviation skóre, které je získáno třemi kroky.
1. Je potřeba normalizovat střední a vysokou část signálu za pomocí rozptylu v délce
klouzavého okna o specifikované délce. Délka okna by měla pokrývat takový časový
úsek, ve kterém chceme hledat jednotlivé anomálie. Pokud označíme délku hledané
anomálie jako t0 a délku klouzavého okna jako t1. Tak v ideálním případě potřebujeme,
aby podíl jednotlivých délek byl zhruba stejný tedy t0/t1 ≈ 1. Pokud by byl podíl větší,
byli bychom zahlceni anomáliemi, které by pro nás nemuseli mít velkou důležitost.
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2. Aplikujeme vážený součet na střední a vysokou normalizovanou část signálu. Výsledek
této operace je V signál.
3. Na V signál aplikujeme prahování. Měřením šířky a výšky V signálu můžeme iden-




K samotnému testování jednotlivých metod detekce anomálií popsaných v předchozí kapi-
tole jsou použity záznamy o IP tocích z celé univerzitní sítě VUT do internetu. Jednot-
livé záznamy jsou exportovány v pětiminutových intervalech. Celkový rozsah dat pokrývá
7 týdnů. První dva týdny jsou u metod EWMA a Holt-Winters použity jako trénovací
množina dat. Samotné anomálie se u všech metod hledají až od třetího týdne.
Tato kapitola obsahuje popis entropie, tedy jeden z použitých přístupů, ve kterém jsou
anomálie vyhledávány. Dále popis vygenerovaných útoků do vstupních dat a vytvoření
samotných programů pro zpracování vstupních dat tak i samotných metod.
5.1 Entropie
Metoda založena na výpočtech entropie byla popsána v práci [9] od Lakhina et al. Vychází
z toho faktu, že většina různých druhů anomálií má společnou tu věc, že způsobují změny
v distribuci hodnot z hlaviček paketů, tedy zdrojových a cílových adres a portů. Následující
tabulka 5.1 popisuje, jak některé typy anomálií ovlivňují distribuci již zmíněných adres
a portů.
Pro výpočet entropie je nutné nejprve sestavit histogram X = {ni, i = 1, . . . , N}, kde












i=1 ni značí celkovou sumu všech dat v daném vzorku.
Entropie vrací hodnoty v rozsahu 0 až log2N . Nejvyšší hodnotu nabývá v případě,
kdy je distribuce nejvíce rozptýlená, tedy když jsou všechny hodnoty stejně časté. Nejnižší
hodnotu, pokud se ve vzorku dat vyskytuje pouze jedna hodnota.
5.2 Vygenerované útoky
Do vstupních dat bylo vygenerováno celkem 40 útoků, ve čtyřech kategoriích, které poslou-
žily jako částečná základní sada identifikovaných útoků v datech. Jednotlivé kategorie jsou
následující:
• DoS útok z jedné zdrojové adresy na cílový port 80. Každý DoS útok byl v délce půl
hodiny o různých intenzitách paketů za sekundu a to 500, 1000, 2000, 3000 nebo 4000
paketů.
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Anomálie Popis Ovlivněná distribuce
Alfa tok Neobvykle vysoký tok mezi dvěma body Zdrojová a cílová adresa
(eventuálně i porty)
DoS Odmítnutí služby (angl. Denial of Service)
jak z jednoho tak vícero zdrojů
Zdrojová a cílová adresa
Flash Crowd Neobvyklý nárůst provozu na jeden cíl.
Způsobeno například zájmem o novou slu-
žbu
Cílová adresa a cílový
port
Skenování portů Pokusy o zjišťování mnoha otevřených
portů na několika cílových adresách
Cílová adresa a cílový
port
Skenování sítě Pokusy o zjišťování několik otevřených
portů na vícero cílových adresách
Cílová adresa a cílový
port
Výpadky Změny provozu způsobení selháním nebo
údržbou síťových prvků
Hlavně zdrojová a cílová
adresa
Jeden na mnoho Provoz z jednoho zdroje na více cílů, na-
příklad distribuce obsahu
Zdrojová a cílová adresa




Tabulka 5.1: Vliv jednotlivých anomálií na distribuci adres a portů.[9]
• DDoS útok z 5, 10, 15, 20 nebo 25 zdrojových adres v délce půl hodiny na cílový port
80 o stejné intenzitě 2000 paketů za sekundu z každé zdrojové adresy.
• Skenování prvních 1024 portů z jedné zdrojové adresy na 100, 250, 500, 750 nebo 1000
cílových adres.
• Skenování vybraných 69 portů z jedné zdrojové adresy na 100, 250, 500, 750 nebo
1000 cílových adres.
Jednotlivé uvedené útoky byly generovány jak do příchozího tak i odchozího směru provozu.
5.3 Testovací software
Pro zpracování vstupních dat a vygenerování útoků zmíněných v předchozí podkapitole,
byl implementován program v jazyce C++ využívající převzatou knihovnu založenou na
zdrojových kódech programu nfdump1 sloužící pro zpracování NetFlow záznamů.
Pro implementaci samotných metod byl zvolen jazyk Python. Skript vlnkové metody







Anomálie jsou ve vstupních datech hledány celkem ve čtrnácti dimenzích. Počet přenesených
bajtů, paketů, toků, entropie zdrojové a cílové adresy, entropie zdrojového a cílového portů
a to v obou směrech provozu. Samotné metody pokud naleznou anomálii v alespoň jedné
dimenzi, tak v daném čase je detekovaná anomálie nahlášena. Přestože se nabízí možnost
aplikovat nahlášení anomálie, pokud dojde ve více dimenzích k detekci, v této práci je od
tohoto přístupu opuštěno, protože některé útoky se dají detekovat pouze v jedné dimenzi.
6.1 Reálné útoky v datech
V prvním průchodu samotných metod nad testovacími daty bylo zkontrolováno několik
časových intervalů, kde jednotlivé metody detekovaly anomálie. Celkem se podařilo najít
21 reálných útoků. Pro přehled uveďme několik z nich
• V celkové délce půl hodiny byl nalezen podezřelý provoz, pravděpodobně slovníkový
útok z jedné zdrojové adresy na stovky cílových adres s cílovým portem 3389 (Remote
Desktop Protocol) sloužící pro vzdálené připojení. V každém z pětiminutových inter-
valů celkový provoz odpovídá v průměru 200 tisíc toků, 10 gigabytů dat a 15 milionů
paketů. Na straně obětí celkový provoz odpovídá v průměru 500 toků, 37 tisíc paketů
a 25 megabytů dat.
• Téměř jednohodinový útok na port 22 (Secure Shell - SSH) z jedné zdrojové adresy
na stovky cílových adres čítající v průměru 1 milion toků, 3.3 milion paketů a 440
megabytů dat v každém z pětiminutovém intervalu. Na straně obětí celkový provoz
odpovídá v průměru 5500 toků, 20 tisíc paketů a 2.5 megabytů dat.
• Skenování portu 1433 (Microsoft SQL Server) z jedné zdrojové adresy na 64 tisíc cílo-
vých adres. Provoz vygenerovaný touto aktivitou sestává z 67 tisíc toků, 1.1 milionů
paketů a 728 megabytů dat.
• Dva zdrojové počítače uvnitř univerzitní sítě napadené pravděpodobně ZeroAccess
rootkitem využívající zdrojový port 21810 a 22292 pro odesílání informací přibližně
na 4500 cílových adres mimo univerzitní síť. Provoz touto aktivitou odpovídá zhruba
27 tisíc toků, 625 tisíc paketů a 37 megabytů dat.
Tyto nalezené útoky byly společně s již vygenerovanými útoky dále použity jako kom-




Tato metoda se ukázala jako nejefektivnější v počtu detekovaných útoků, za cenu velkého
počtu anomálií (většina tedy falešně pozitivních detekcí).
V následující tabulce 6.1 jsou uvedeny vybrané jednotlivé výsledky této metody. Dané
výsledky jsou získány bez navrženého vylepšení popsaného níže v této podkapitole. První
sloupec značí číslo řádku, další tři sloupce značí jednotlivé hodnoty použitých parametrů.
Následující sloupec značí celkový počet detekovaných útoku z celkového počtu 61 a výpadků
měřícího zařízení z celkového počtu 5 o různých délkách, jak v rámci několika minut, tak také
v řádech i více než jednoho dne. První hodnota tohoto sloupce značí celkový počet útoků
a výpadků, druhá část počet detekovaných vygenerované útoky, třetí počet skutečných
útoků a poslední část počet detekovaných výpadků měřícího zařízení. Předposlední sloupec
vyjadřuje celkový počet detekovaných anomálií, z toho druha část této informace značí počet
souvislých anomálií. Tedy pokud metoda detekuje anomálie v souvislém časovém bloku, je
dále označena jako jedna anomálie. Poslední sloupec značí poměr všech detekovaných útoků
a výpadků ku souvislým anomáliím.
Číslo
řádku
λ θe Le Počet detekovaných útoků
a výpadků
Počet anomálií Poměr
1 0.001 0.001 3 29/18/8/3 504/125 1:4.31
2 0.001 0.01 3 36/21/10/5 285/130 1:3.61
3 0.005 0.1 3 44/27/12/5 431/356 1:8.09
4 0.01 0.01 3 40/25/10/5 407/175 1:4.38
5 0.01 0.05 3 45/27/13/5 397/289 1:6.42
6 0.01 0.05 1.96 51/29/19/5 1728/940 1:18.4
7 0.01 0.1 3 46/28/13/5 477/383 1:8.33
8 0.05 0.2 3 54/31/18/5 939/762 1:14.1
Tabulka 6.1: Výsledky parametrů EWMA metody
Jednotlivé testování ukázalo, že čím je větší hodnota parametrů θe a λ, tím je deteko-
váno více anomálií. Na tento fakt má také velký vliv parametr Le z části určující velikost
kontrolních hranic.
Jako ideální parametry pro tuto metodu se ukázali takové, které detekovaly celkem 31
útoků a všechny výpadky (řádek č. 2 tabulky 6.1) za cenu nevelkého počtu detekovaných
anomálií. Pokud bychom přesto potřebovali detekovat více útoků, ideální parametry jsou
na řádku č. 4 za cenu zvětšení počtu detekovaných anomálií. Vzájemným porovnáním se
ukázalo, že u těchto parametrů došlo k detekci jednoho intenzivnějšího DoS útoku a také
část skenování portů byla zachycena.
Zásadní nevýhodou této metody je, že pokud dojde k výraznému poklesu či nárůstu
naměřených hodnot (typicky výpadek měřícího zařízení či DoS útok), tak jednotlivé kon-
trolní hranice se zvětší velkým skokem viz obrázek 6.1, kde jednotlivé kontrolní hranice
jsou znázorněny červeně, naměřené vstupní hodnoty modře a v místě, kde došlo k detekci
anomálii žlutým sloupcem. Následné postupné snižování této hranice je, jak už bylo řečeno
ovlivněno pouze parametrem θe. Pokud je tento parametr volen tak, aby docházelo k rychlé
redukci velikosti kontrolních hranic, tak se tím také vystavujeme většímu počtu detekova-
ných anomálií, což není žádoucí.



















































































Obrázek 6.2: Výsledek navrženého vylepšení pro rychlou redukci rozsáhlých kontrolních
hranic.
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výchto hranic pomocí modifikování parametru θe přímo za běhu programu. Pokud dojde k
detekci velkého nárůstu hranic, je původní parametr θe vyměněn za výrazně vyšší hodnotu.
Po minimalizaci hranic na přijatelnou úroveň je parametru vrácena jeho původní hodnota.
Chování takového vylepšení je možné shlédnout na obrázku 6.2, kde byl parametr θe změ-
něn z původní hodnoty 0.1 na novou hodnotu 0.7. Původní redukce hranic je znázorněna
na obrázku 6.1.
Toto vylepšení však má tu nevýhodu, že může dojít ještě k většímu nárůstu hranice, ale
to pouze v rámci malého časového intervalu. Dále také redukce hranic u dlouhodobějších
výrazných poklesů či nárůstů ve vstupních datech není tak efektivní jako u krátkodobých
rozsáhlých změn.
6.3 Holt-Winters
Časová perioda byla zvolena v této metodě jako interval jednoho dne. Ze vstupních dat
se vypozorovalo, že provoz jak v rámci jednotlivých dnů či týdnů není stejný. Je to dáno
z velké části tím, že se ve vstupních datech objevují velké množství alfa toků, které zásadně
mění fungování této metody. Tato metoda vychází z faktu, že provoz v rámci period bez
anomálií je stejný nebo mírně odlišný. Pokud není, samotná detekce není příliš efektivní.
V následující tabulce 6.2 jsou vybrané jednotlivé parametry a jejich výsledky na de-
tekci anomálií při maximální doporučené hodnotě parametru δ. V této tabulce není uveden
parametr β, ten byl pokaždé zvolen jako hodnota 0.0035. Jak je možné shlédnout, tato me-
Číslo
řádku





1 0.2 0.15 3 9/7 40/25/10/5 2389/79 1:1.98
2 0.2 0.25 3 12/9 33/22/7/4 2006/63 1:1.91
3 0.4 0.15 3 12/9 32/20/8/4 1900/49 1:1.53
4 0.4 0.3 3 12/9 30/18/8/4 1596/62 1:2.07
5 0.4 0.65 3 12/9 28/17/7/4 1437/74 1:2.64
6 0.5 0.6 3 12/9 23/14/6/3 1285/68 1:2.96
7 0.6 0.35 3 12/9 16/10/5/1 1191/45 1:2.81
Tabulka 6.2: Výsledky parametrů Holt-Winters metody při použití doporučené maximální
hodnoty parametru δ.
toda detekuje větší množství anomálií, ale na druhou stranu výrazně méně souvislých než
předešlá metoda. Jakmile dojde k detekci anomálie v daném klouzavém okně, je následně
celé toto okno označeno jako místo, kde byla detekována anomálie. Obecně malé hodnoty
parametru α detekují více anomálií, dále pokud neuvažujeme parametr β, δ a velikost oken
a spojené prahování, tak čím menší hodnota parametru γ tím méně detekovaných anomálií.
Z tabulky 6.2 nelze přímo říct, jaké hodnoty jsou pro daná vstupní data ideální za pou-
žití maximální doporučené hodnoty parametru δ. Pokud potřebujeme v co největší míře
detekovat DoS, DDoS útoky společně s rozsáhlejším skenováním portů nabízí se možnost
volit parametry, které jsou na 3. řádku. Jestliže bychom ale potřebovali snížit počet cel-
kových detekovaných anomálií za cenu, že se některé rozsáhlejší DoS útoky a skenování
nepodaří zachytit, je tu možnost volit parametry podle 4. řádku.
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Pro zmenšení počtu anomálií byl dále zvýšen parametr δ. Výsledky této změny lze
spatřit na několika vybraných kombinací parametrů v tabulce 6.3.
Číslo
řádku





1 0.3 0.5 5 12/9 20/15/3/2 585/33 1:1.65
2 0.3 0.7 4 12/9 25/15/6/4 920/45 1:1.8
3 0.4 0.55 5 12/9 17/13/3/1 473/30 1:1.76
Tabulka 6.3: Výsledky parametrů Holt-Winters metody při použití větších hodnot parame-
tru δ než doporučených maximálních.
Jak je možné vidět zvýšení hodnoty parametru δ snižuje jak počet detekovaných ano-
málií do téměř stejného počtu jako u EWMA metody, ale také snižuje i detekované útoky.
Z daných možností jednotlivých parametrů se nejvíce pro detekci anomálií hodí paramet-
ry posledního řádku, které dokázaly detekovat velkou většinu DDoS útoků a některé DoS
útoky společně se skenováním portů v odchozím směru.
Tato metoda kromě již výše zmíněných nedostatků obsahuje i další. Pokud se v datech
vyskytují velmi výrazné změny, například v rámci několika pětiminutových intervalů, je
také v následující periodě na daném časovém intervalu rozšířena kontrolní hranice. Ta dává
možnost případnému útočníkovy podniknout akci, která nemusí být zachycena. Další ob-
jeveným nedostatkem této metody je neschopnost detekovat krátkodobé výraznější změny
viz obrázek 6.3, kde naměřená hodnota je znázorněna modře a kontrolní hranice červeně.
To je dáno samotným fungováním metody, kde jak už bylo řečeno, pokud dojde překročení
určité meze n-krát v klouzavém okně je detekována anomálie.
Jednou z možností jak řešit tento nedostatek je implementace kontroly, zda daná hod-
nota nepřesáhla určitou mez od dané kontrolní hranice, pokud přesáhne je detekována
anomálie.
6.4 Metoda založená na vlnkové transformaci
Celkem byly vyzkoušeny dva rozsahy pohyblivého okna pro zachycení anomálií. Jeden roz-
sah v délce půl hodiny, protože vlastní vygenerované spolu s již existujícími útoky jsou z
velké části půlhodinové intervaly. Druhá délka byla stanovena jako jedna hodina. Rozdíl
mezi použitými délkami byl minimální, dále se pracovalo pouze s jednohodinovou variantou
pro omezení více falešně pozitivních detekcí.
Samotné prahování hodnot v části H nebylo uplatněno, neboť v týdenní variantě této
metody, která je použita, nebylo shledáno žádné velké uplatnění. Nelze dále jednoznačně
určit váhový poměr při konstrukci signálu, který je ideální. Při pokusech bylo zjištěno,
že nejmenší počty detekovaných anomálií detekují váhové části 0.6/0.4 nebo 0.7/0.3, kde
první hodnota je pro část M a druhá pro část H. Pokud preferujeme odhalit co nejvíce
krátkodobých anomálií, je dobré preferovat část H před částí M.
Jednotlivé výsledky na zvolené hodnoty prahování použité při signálu V je možné shléd-
nout v tabulce 6.4. První sloupec vyjadřuje jednotlivé váhy při konstrukci signálu V, první
část značí hodnotu pro část M, druhá hodnota část H. Dále následuje hodnota koeficientu,
pomocí kterého jsou vynásobeny hodnoty určené pro prahování signálu V. Tyto jednotlivé












































Obrázek 6.3: Nezachycení krátkodobých výraznějších změn u Holt-Winters metody.
• počet toků v obou směrech 5 ∗ 105
• počet bytů v příchozím směru 10 ∗ 109 a v odchozím směru 4 ∗ 109
• počet paketů v příchozím směru 10 ∗ 106 a v odchozím směru 5 ∗ 106
• entropie zdrojových adres v příchozím směru 1.20 a v odchozím směru 0.6
• entropie cílových adres v příchozím směru 1 a v odchozím směru 0.9
• entropie zdrojových portů v obou směrech 1
• entropie cílových portů v obou směrech 1
Přestože se může zdát i v této metodě větší číslo zachycených anomálií, je to dáno také tím,
že tato metoda detekuje přibližně 50 až 70 anomálií v závislosti na prahování, které jsou
způsobeny dvěma jednodenními výpadky měřícího zařízení.
Veškeré jednotlivé zachycené útoky mají společné to, že jsou v této metodě identifiko-
vatelné díky tomu, že mění velkým způsobem entropii adres a portů. Nelze dále říci, jaké
hodnoty pro prahování jsou ideálnější. Pokud potřebujeme zachytit útoky, jenž mění zá-
sadním způsobem entropii a zároveň nedetekují velké množství anomálií, nabízí se možnost
volit hodnoty prahování podle 4. nebo 3. řádku. Jestliže ale potřebujeme zachytit i některé
jiné útoky, které nejsou intenzivní ve změně entropie jako rozsáhlejší DoS, DDoS útoky či





Váhy Koeficient Počet detekovaných útoků
a výpadků
Počet anomálií Poměr
1 0.3/0.7 1.8 35/19/11/5 419/156 1:4.46
2 0.3/0.7 1.7 37/21/11/5 483/191 1:5.16
3 0.6/0.4 1.6 26/19/2/5 401/74 1:2.85
4 0.5/0.5 1.6 30/20/5/5 410/98 1:3.27
5 0.5/0.5 1.5 33/21/7/5 477/127 1:3.85
6 0.3/0.7 1.5 40/22/13/5 659/275 1:6.88
7 0.4/0.6 1 49/27/17/5 1266/464 1:9.47
Tabulka 6.4: Výsledky parametrů metody založené na vlnkové transformaci.
6.5 Vzájemné srovnání metod
Určení metody, která je ideální z výše porovnávaných nad univerzitními daty není jedno-
duché pokud vezmeme v úvahu i jejich nedostatky a to zda chceme detekovat co nejvíce
útoků nebo ne, v závislosti na celkovém počtu falešně pozitivních detekcí. Přesto samotná
Holt-Winters metoda se zdá jako nejméně úspěšná, neboť detekuje velmi mnoho anomálií
společně s málo útoky nebo velmi malé množství souvislých anomálií, přesto tyto anomálie
jsou rozsáhléjší. Jak už bylo zmíněno je to dáno tím, že provoz v rámci jednotlivých pe-
riod není stejný, protože se v něm objevují velké množství toků, které velmi zásadně mění
chování této metody.
Nebudeme-li uvažovat nedostatek EWMA metody, tak ve srovnání s vlnkovou meto-
dou se jeví jako více úspěšná, protože detekuje každou intenzivnější změnu a tedy i více
útoků v datech společně s výpadky za cenu většího počtu anomálií jak celkových tak sou-
vislých. Bližší prozkoumání zvolených nejlepších možností těchto dvou metod ukázalo, že
EWMA metoda detekovala prakticky skoro všechny vygenerované DoS a DDoS útoky a
velkou většinu skenování portů společně s již existujícími útoky. Vlnková metoda deteko-
vala pouze polovinu DoS útoků a skenování portů, dále také všechny DDoS útoky a malé
množství reálných útoků společně se všemi výpadky měřícího zařízení. Samotné skenování
sítě samotné metody u ideálních parametrů nedokázali detekovat, je to dáno tím, že pro-
voz vykonaný touto aktivitou nemění nikterak zásadně naměřené hodnoty. Přesto pokud
bychom uvažovali, že provoz je před takovými útoky stejný (konstantní), tak dané útoky
mohou detekovat pouze metody EWMA a Holt-Winters. Je to z toho důvodu, že pokud je
provoz v rámci kontrolních hranic, tak dané hranice obvykle stále klesají, následná změna
hodnot může způsobit detekci anomálie v provozu.
Přesto vlnková metoda se jeví jako lepší v případě, že chceme detekovat intenzivnější
útoky za cenu malého počtu souvislých anomálií. Metoda by mohla být úspěšnější v detekci,
pokud bychom měli delší množinu testovacích dat pro stanovení optimálních hodnot pro
prahování.
Tyto dvě metody se mezi sebou liší kromě použitých algoritmů pro výpočet také tím, že
EWMA používá kontrolní hranice, které se časem zvětšují či zmenšují v závislosti na pro-
vozu. Samotné proměnlivé hranice mají za nevýhodu tu, jak už bylo řečeno, že pokud dojde
k vygenerování provozu, který tyto hranice výrazně změní, tak útočník může podniknout
jinou akci, která nebude detekována.
Srovnání EWMA metody s Holt-Winters metodou se zvýšenou hodnotou parametru δ
ukázalo, že EWMA metoda detekuje větší počet anomálií, ale také i útoků a výpadků než
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Holt-Winters metoda. Druhá zmíněná metoda detekuje málo anomálií společně s málo útoky
a výpadky. Podrobnější prozkoumání ukázalo, že u Holt-Winters metody nelze jednoznačně
říci jaké typy útoků dokáže zachytit, protože hranice jsou velmi ovlivněny periodickým
provozem, který ve své podstatě není periodický, což značně omezuje detekční schopnosti.
V oblasti detekce anomálií se pro porovnávání metod používají také ROC křívky. ROC
křivka je nástroj pro vyhodnocení různých testů jednotlivých metod ve vztahu míry deteko-
vaných útoků/výpadků a míry falešně pozitivních detekcí. V nejlepším případě by měla me-
toda detekovat všechny útoky a žádné falešné pozitivní detekce. Ze vzájemného porovnání
pomocí tohoto nástroje se jako nejlepší ukázala EWMA metoda. Výsledky lze shlédnout na
obrázku 6.4.
Obrázek 6.4: ROC křivky s výsledky jednotlivých metod.
Časově nejnáročnější metoda z porovnávaných je vlnková metoda, kterou následuje Holt-
Winters metoda a nejméně časově náročná je tedy EWMA metoda. Je to dáno tím, že
analýza a syntéza spotřebovává nejvíce času v této metodě. Všechny metody se dají použít
i k online detekci, přesto vlnková metoda bude opožděná v detekci, protože pracuje s blokem
předchozích naměřených dat. Z hlediska paměťové náročnosti je pořadí stejné, tedy vlnková




V úvodu této práce byly popsány jednotlivé existující kategorie pro detekci anomálií spo-
lečně s krátkým popisem jednotlivých zástupců těchto kategorií. Dále byl popsán otevřený
protokol NetFlow, tedy jeden ze způsobů, jak jednotlivé metody získávají vstupní data,
se kterými dále pracují. Následně byly popsány jednotlivé porovnávané metody a jejich
vyhodnocení nad reálnými daty z VUT univerzitní sítě. Tato data obsahují již některé ob-
jevené útoky společně s vlastními vygenerovanými, nad kterými byly porovnávané metody
testovány.
Samotné vyhodnocení ukázalo, že některé metody mají i své další nevýhody, které ome-
zují detekci anomálií. K těmto nalezeným nevýhodám byly navrženy způsoby jak zefektivnit
samotnou detekci anomálií. Nešlo jednoznačně určit nejlepší metodu pro detekci, protože
dvě nejlepší metody, tedy EWMA a metoda založena na vlnkové transformaci fungují zcela
odlišně. Pokud přesto pomineme, jak jednotlivé metody fungují, nejlepší metodou se ukázala
EWMA metoda. Přestože je EWMA metoda nejjednodušší z porovnávaných a je zároveň
označena jako nejlepší, výsledky mohou být zkreslené tím, že testovací data nejsou ideální,
přičemž jiná data nebyla k dispozici.
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• Elektronická verze této bakalářské práce ve formátu PDF.
• Zdrojové texty této bakalářské práce pro sázecí systém LATEX.
• Zdrojový kód programu pro zpracování NetFlow záznamů.
• Skripty pro testování jednotlivých metod včetně zpracovaných vstupních dat.
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