The 3SUM problem is to decide, given a set of n real numbers, whether any three sum to zero. We prove that the decision tree complexity of 3SUM is Opn
Introduction
The time hierarchy theorem [16] implies that there exist problems in P with complexity Ωpn k q for every fixed k. However, it is consistent with current knowledge that all problems of practical interest can be solved inÕpnq time in a reasonable model of computation. Efforts to build a useful complexity theory inside P have been based on the conjectured hardness of certain archetypal problems, such as 3SUM, pmin,`q-matrix product, and CNF-SAT. See, for example, the conditional lower bounds in [15, 19, 20, 17, 1, 2, 21, 10, 23] .
In this paper we study the complexity of 3SUM and related problems such as linear degeneracy testing (LDT) and finding zero-weight triangles. Let us define the problems formally.
3SUM: Given a set S Ă R, determine if there exists a, b, c P S such that a`b`c " 0.
Integer3SUM: Given a set S Ď t´U, . . . , U u Ă Z, determine if there exists a, b, c P S such that a`b`c " 0.
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k-LDT and k-SUM: Fix a k-variate linear function φpx 1 , . . . , x k q " α 0`ř k i"1 α i x i , where α 0 , . . . , α k P R. Given a set S Ă R, determine if φpxq " 0 for any x P S k . When φ is ř k i"1 x i the problem is called k-SUM. Integer k-LDT could be defined analogously, by restricting S Y tα 0 , . . . , α k u Ă Z.
ZeroTriangle: Given a weighted undirected graph G " pV, E, wq, where w : E Ñ R, determine if there exists a triangle pa, b, cq P V 3 for which wpa, bq`wpb, cq`wpc, aq " 0. IntegerZeroTriangle can be defined analogously, by restricting w : E Ñ Z. (From the definition of love : a score of zero, one could also call this the LoveTriangle problem.)
These problems are often defined with further constraints that do not change the problem in any substantive way [15] . For example, the input to 3SUM can be three sets A, B, C Ă R and the problem is to determine if there exists a P A, b P B, c P C such that a`b`c " 0. Even if there is only one set, there is sometimes an additional constraint that a, b, and c be distinct elements.
It has been conjectured that 3SUM requires Ωpn 2 q time and that Integer3SUM requires Ωpn 2´op1time. These conjectures have been shown to imply strong lower bounds on numerous problems in computational geometry [15, 6] and dynamic graph algorithms [19, 2] . For example, the 3SUM conjecture implies that the following problems require Ωpn 2 q time.
-Given an n-point set in R 2 , determine whether it contains three collinear points [15] .
-Given two n-edge convex polygons, determine whether one can be placed inside the other via rotation and translation [6] .
-Given n triangles in R 2 , determine whether their union contains a hole, or determine the area of their union [15] .
Through a series of reductions, Pǎtraşcu [19] proved that the Integer3SUM conjecture implies lower bounds on triangle enumeration and various problems in dynamic data structures, even when all updates and queries are presented in advance. Some lower bounds implied by the Integer3SUM conjecture include:
-Given an undirected m-edge graph, enumerating up to m triangles (3-cycles) requires Ωpm 4{3´op1time [19] .
-Given a sequence of m updates to a directed graph (edge insertions and edge deletions) and two specified vertices s, t, determining whether t is reachable from s after each update requires Ωpm 4{3´op1time [2] .
-Given an edge-weighted undirected graph, deciding whether there exists a zero-weight triangle requires Ωpn 3´op1time [24] .
In recent years conditional lower bounds have been obtained from two other plausible conjectures: that the pmin,`q-product of two nˆn matrices takes Ωpn 3´op1time and that CNF-SAT takes Ωp2 p1´op1qqn q time. The latter is sometimes called the strong exponential time hypothesis (SETH). We now know that if SETH holds, no n opkq algorithm exists for k-SUM [20] and no m 2´Ωp1q algorithm exists for p3{2´ǫq-approximating the diameter of an m-edge unweighted graph [21, 10] . Williams and Williams [23] proved that numerous problems are equivalent to pmin,`q-product, inasmuch as a truly subcubic (Opn 3´Ωp1q q) algorithm for one would imply truly subcubic algorithms for all the others.
The evidence in favor of the 3SUM and Integer3SUM conjectures is rather thin. Erickson [12] and Ailon and Chazelle [3] proved that any k-linear decision tree for solving k-LDT must have depth Ωpn k{2 q when k is even and Ωpn pk`1q{2 q when k is odd. In particular, any 3-linear decision tree for 3SUM has depth Ωpn 2 q. (An s-linear decision tree is one where each internal node asks for the sign of a linear expression in s elements.) The Integer3SUM problem is obviously not harder than 3SUM, but no other relationship between these two problems is known. Indeed, the assumption that elements are integers opens the door to a variety of algorithmic techniques that cannot be modeled as decision trees. Using the fast Fourier transform it is possible to solve Integer3SUM in Opn`U log U q time, which is subquadratic even for a rather large universe size U . Baran, Demaine, and Pǎtraşcu [5] showed that Integer3SUM can be solved in Opn 2 {plog n{ log log nq 2 q time (with high probability) on the word RAM, where U " 2 w and w ą log n is the machine word size. The algorithm uses a mixture of universe reduction (via hashing), word packing, and table lookups.
New Results. We give the first subquadratic bounds on both the decision tree complexity of 3SUM and the algorithmic complexity of 3SUM, which also gives the first deterministic subquadratic algorithm for Integer3SUM. Our algorithms imply similar improvements for k-LDT, when k ě 3 is odd, and on the decision tree and algorithmic complexity of ZeroTriangle. We also obtain slightly improved bounds for Convolution3SUM (defined in Section 5), a simplified version of 3SUM. log nq and its randomized decision tree complexity is Opn 3{2 q. The Convolution3SUM problem can be solved deterministically in Opn 2 plog log nq 2 { log nq time. Theorem 1.1 disproves the strongest form of the 3SUM conjecture and arouses renewed skepticism that 3SUM's algorithmic complexity is Ωpn 2 { polyplog nqq or even Ωpn 2´op1q q. Theorem 1.1 also answers a question of Erickson [12] and Ailon and Chazelle [3] about whether pk`1q-linear decision trees are more powerful than k-linear decision trees in solving k-LDT problems. In the case of k " 3, they are. 1 Our algorithms borrow liberally from Fredman's 1976 articles on the decision tree complexity of pmin,`q-product [14] and the complexity of sorting X`Y [13] . Throughout the paper we shall refer to the ingenious observation that a`b ă c`d iff a´c ă d´b as Fredman's trick. In order to shave off polyplog nq factors in runtime we apply the geometric domination technique invented by Chan [8, 9] and developed further by Bremner et al. [7] . Chan [8] 
A Subquadratic 3SUM Decision Tree
Recall that we are given a set A Ă R of reals and must determine if there exist a, b, c P A summing to zero. We first state the algorithm, then establish its correctness and efficiency.
1. Sort A in increasing order as Ap0q . . . Apn´1q. Partition A into rn{gs groups A 0 , . . . , A rn{gs´1 of size at most g, where A i def " tApigq, . . . , Appi`1qg´1qu and A rn{gs´1 may be smaller. The first and last elements of A i are minpA i q " Apigq and maxpA i q " Appi`1qg´1q.
4. For k from 1 to n, 4.1. Initialize lo Ð 0 and hi Ð tk{gu to be the group index of Apkq.
Repeat:

4.2.1.
If´Apkq P A lo,hi , report "solution found" and halt.
4.2.2.
If maxpA lo q`minpA hi q ą´Apkq then decrement hi, otherwise increment lo.
4.3.
Until hi ă lo.
5.
Report "no solution" and halt.
Efficiency of the Algorithm.
Step 1 requires n log n comparisons. By [13] , Step 2 requires Opn log n`|D|q " Opn log n`gnq comparisons to sort D. Using Fredman's trick, Step 3 requires no comparisons at all, given the sorted order on D.
For each iteration of the outer loop (Step 4) there are at most rn{gs iterations of the inner loop (Step 4.2) since each iteration ends by either incrementing lo or decrementing hi. In
Step 4.2.1 we can determine whether´Apkq is in A lo,hi with a binary search, in log |A lo,hi | " logpg 2 q comparisons. In total the number of comparisons is on the order of n log n`gn`pn 2 log gq{g, which is Opn 3{2 ? log nq when g " ? n log n.
Correctness of the Algorithm. The purpose of the outer loop (Step 4) is to find a, b P A, for which a, b ď Apkq and a`b`Apkq " 0. This is tantamount to finding indices lo, hi for which a P A lo , b P A hi , and´Apkq P A lo,hi . We maintain the loop invariant that if there exist a, b for which a`b`Apkq " 0, then both of a and b lie in A lo , A lo`1 , . . . , A hi . Suppose the algorithm has not halted in Step 4.2.1, that is, there are no solutions with a P A lo , b P A hi . If maxpA lo q`minpA hi q ą´Apkq then there can clearly be no solutions with b P A hi since b ě minpA hi q, so decrementing hi preserves the invariant. Similarly, if maxpA lo q`minpA hi q ă´Apkq then there can be no solutions with a P A lo since a ď maxpA lo q, so incrementing lo preserves the invariant. If it is ever the case that hi ă lo then, by the invariant, no solutions exist.
A Subquadratic 3SUM Algorithm
We design a subquadratic 3SUM algorithm by combining the non-uniform algorithm from Section 2 with the geometric dominance technique developed by Chan [8, 9, 7] . The simplest application of this approach leads to an Opn 2 a plog log nq 3 { log nq time algorithm, described below. With further improvements it can be made to run in Opn 2 plog log nq 5{3 {plog nq 2{3 q time deterministically, or, with randomization, in expected time Opn 2 plog log nq 2 { log nq.
In the standard Opn 2 q 3SUM algorithm we first sort A and then implicitly form the Cartesian sum matrix pA`Aq i,j " Apiq`Apjq. We then search for each element of´A " t´a | a P Au, starting at position p0, n´1q in the top right corner of pA`Aq. Let plo, hiq be the current position in the search for some number c. If c " pA`Aq lo,hi then we have found it but will continue to search for more occurrences of c. If c ď pA`Aq lo,hi then we decrement hi, if c ą pA`Aq lo,hi then we increment lo, and if hi ă lo we halt. Note that this is exactly the nonuniform algorithm when g " 1, with the tiny difference that we do not halt upon finding c. The path taken through pA`Aq is called the contour of c.
Consider a truncated execution of the non-uniform algorithm of Section 2 where we do not perform Steps 2 or 3, and rather than perform the query of Step 4.2.1, we just record the tuple pk, lo, hiq in a list of queries to be performed later. A truncated execution takes Opn log n`n 2 {gq time. This algorithm can be viewed as computing an approximate contour for each´Apkq. Note that the sets tA i,j u form a partition of pA`Aq into gˆg contiguous submatrices. When we record the tuple pk, lo, hiq this means the contour for´Apkq intersected A lo,hi . The purpose of the comparison in Step 4.2.2 is to determine if the contour leaves A lo,hi at its left boundary or bottom boundary.
Our goal now is to compute the sorted order on each gˆg block A i,j . Once this is done we can perform the recorded queries pk, lo, hiq in Oplog gq time via binary search. For every possible permutation π " pπ x , π y q of rgsˆrgs we generate rn{gs red and blue points, one for each A i . (We use the notation rN s " t0, . . . , N´1u.) For a group A i we define the blue point p i and the red point q i as Figure 1 : A subset of a block defined by two search paths. The red and green are the two search paths for elements at position (3, 5) and (8, 6 ) respectively (yellow are shared points). The subset defined is the elements on the paths and the elements between them.
holds for each t P t1, . . . , g 2´1 u, that is, π is the sorting permutation of A i,j . If ties are broken consistently then exactly one permutation (red/blue dominating pair) will be returned for each block. By Lemma 1.5 the time for all pg 2 q! instances of red/blue dominance reporting is linear in pg 2 q!c
For ǫ " 1{2 and g " Θp a log n{ log log nq the first term is negligible. The total running time is Oppn{gq 2 q for dominance reporting and Opn 2 log g{gq " Opn 2 a plog log nq 3 { log nq for the binary searches. Since there are at most g 8g realizable permutations [13] , not pg 2 q!, we could shave off another ? log log n factor by setting g " Θp ? log nq. However, with a bit more work it is possible to save polyplog nq factors, as we now show.
Faster Algorithms
To improve the running time of the algorithm, we must reduce the size of the sets we need to sort. Our approach is to partition the blocks into layers and sort each layer separately. So long as each layer has size at most « log n, the cost of red/blue dominance reporting will be negligible. One difficulty is that we do not know where the natural boundaries are between layers.
Let P Ă rgsˆrgs be a set of positions. For each pl, mq P P , imagine searching for A i,j pl, mq in A i,j using the standard 3SUM algorithm, that is, starting at the top right corner of A i,j and wiggling downward and leftward until exiting the bottom or left boundary. These contours have several properties. For example, the contour for A i,j pl, mq necessarily passes through position pl, mq and although two contours for pl, mq, pl 1 , m 1 q P P may intersect in several places (see Figure 1) , they never cross. Furthermore, the area lying strictly between the two contours contains only elements that are strictly between A i,j pl, mq and A i,j pl 1 , m 1 q.
A contour is defined by at most 2g comparisons between the search element and elements of the block. Let τ " pτ x , τ y q be the purported contour in A i,j when searching for A i,j pl, mq. Here τ ptq is the tth position on the contour, so τ p1q " p0, g´1q. The contour is correct if, for all relevant t, A i,j pl, mq ď A i,j pτ ptqq if τ pt`1q " τ ptq`p0,´1q
This is equivalent to the statement that the red point q j dominates the blue point p i in every coordinate, where σptq P t`1,´1u is the proper sign, depending on whether τ pt`1q´τ ptq is p0,´1q or p1, 0q.
p i " pσp1qpA i plq´A i pτ x p1qqq, σp2qpA i plq´A i pτ x p2qqq, . . .j " pσp1qpA j pτ y p1qq´A j pmqq, σp2qpA j pτ y p2qq´A j pmqq, . . .q
One subtle point is that dominance varies by coordinate: at position t dominance is strict (ă) if σptq "´1 and relaxed (ď) otherwise. Our algorithm enumerates every pair of possible contours, less than 4 g in total. A pair of contours is legal if each contour passes through some position in P , no positions in P lie strictly between the two contours, and the set S of positions lying on or between the two contours has size at most some parameter s. For each legal pair of contours pτ, τ 1 q we enumerate every realizable permutation π on S. There are at most Γ " mints!, g 8g u such permutations [13] , which can be enumerated in polypΓq time. 2 We then form a set of points tp i , q i u 0ďiărn{gs in R 4g`s such that q j dominates p i if and only if τ and τ 1 are correct contours for two elements A i,j pl, mq and A i,j pl 1 , m 1 q, where pl, mq, pl 1 , m 1 q P P , and π is the correct permutation of the elements in A i,j at positions in S. The number of red/blue dominating pairs returned is at most |P |pn{gq 2 and the additional time needed to enumerate them only 4 g polypΓqc 4g`s ǫ p2n{gq 1`ǫ " g Opgq c 4g`s ǫ p2n{gq 1`ǫ . For ǫ " 1{2, g " Oplog n{ log log nq, and s " Oplog nq sufficiently small this additional time is negligible.
Call a block A i,j successful if the contours of elements in A i,j at positions in P divide the block into layers of at most s elements each. Successful blocks will be completely sorted in the algorithm above and we can proceed to perform all queries in Opn 2 log g{gq additional time as follows. When searching for c P A i,j , find the successor and predecessor of c among those elements at positions in P , in Oplog gq time. These P -elements define two contours with s " Oplog n{ log log nq elements between them. The permutation of these elements is represented in one machine word and allows, via table lookup, for random access into the sorted list, thereby enabling a binary search for c in Oplog gq time. Our deterministic algorithm ensures success in every block by choosing P to be an evenly spaced ? gˆ?g grid, say pk ? g, l ? gq P P for all k, l ď ? g. Notice that the area between a legal pair of contours is at most Opg 3{2 q " s, so we can afford to let g " Θpplog n{ log log nq 2{3 q. The total running time is then Opn 2 log g{gq " Opn 2 plog log nq 5{3 {plog nq 2{3 q.
To obtain a better bound with randomization we choose P to be a size-g sample of rgsˆrgs. Now there is the possibility that some block A i,j is unsuccessful, and if it is, we may need to perform searches in that block by brute force, in Opgq time rather than Oplog gq time. The expected number of elements between consecutive pairs of contours in A i,j is clearly Opgq. Straightforward calculations show that with probability 1´1{g, the area between every pair of consecutive contours in A i,j contains at most s " Cg log g elements for some constant C. The expected cost of a search in A i,j is therefore Oplog gq¨p1´1{gq`Opgq¨1{g " Oplog gq. Setting g " Θplog n{ log log nq gives a randomized algorithm with expected running time Opn 2 plog log nq 2 { log nq. 2 The brute force method suffices for our purpose. The set S is a fragment of the Cartesian sum matrix for X`Y where |X| " |Y | " g. We explicitly construct and enumerate all cells in R 2g defined by the hyperplanes txi´x k`yj´yl ď 0u pi,jq,pk,lqPS . There are at most g 8g such cells [13] .
Linear Degeneracy Testing
Recall that we are given a set S Ă R and a function φpx 1 , . . . , x k q " α 0`ř k i"1 α i x i , for some real coefficients tα i u. The problem is to determine if there is a point px 1 , . . . , x k q P S k where φ is zero. We use the notation α¨S def " tα¨a | a P Su. Begin by sorting the sets A " tα 0`a1`a2`¨¨¨`atk{2u | a i P α i¨S , for each i ą 0u and B " ta tk{2u`1`¨¨¨a2tk{2u | a i P α i¨S , for each iu If k is even then the problem is now tantamount to a 2SUM-type problem: deciding whether some number a appears in A and negated in B. This can be determined in Opn k{2 q time by scanning the lists. When k is odd we have effectively reduced k-LDT to an unbalanced 3SUM problem. Letting C be the set α k¨S , the problem is to determine if there exist a P A, b P B, c P C such that a`b`c " 0. Note that |A| " |B| " n pk´1q{2 whereas |C| " n. The standard 3SUM algorithm uses |C|¨p|A|`|B|q " n pk`1q{2 comparisons. A simple generalization of the algorithm of Section 2 (from one list to three) uses Opgp|A|`|B|q`g´1|C|p|A|`|B|q log gq comparisons, which is Opn k{2 ?
log nq when g " ? n log n. A similar generalization of the algorithms in Section 3 gives a randomized algorithm with a running time of Opn pk`1q{2 plog log nq 2 { log nq in expectation, and a deterministic algorithm running in Opn pk`1q{2 plog log nq 5{3 {plog nq 2{3 q time.
Zero Triangles
We consider a matrix product called target-min-plus that subsumes the pmin,`q-product (aka distance product) and the ZeroTriangle problem of [24] . Recall that rN s is defined to be the set t0, 1, . . . , N´1u. Given real matrices A P pR Y t8uq rˆs , B P pR Y t8uq sˆt , and a target matrix T P pR Y t´8, 8uq rˆt , the goal is to compute C " epA, B, T q, where Cpi, jq " min t Api, kq`Bpk, jq | k P rss and Api, kq`Bpk, jq ě T pi, jq u as well as the matrix of witnesses, that is, the k (if any) for which Cpi, jq " Api, kq`Bpk, jq. This operation reverts to the pmin,`q-product when T pi, jq "´8. It can also solve ZeroTriangle on a weighted graph G " pV, E, wq by setting A, B, and T as follows. Let Api, jq " Bpi, jq " wpi, jq, where wpi, jq def " 8 if pi, jq R E, and let T pi, jq "´wpi, jq if pi, jq P E and 8 otherwise. If Cpi, jq "´T pi, jq then there is a zero weight triangle containing pi, jq and the witness matrix gives the third corner of the triangle.
The trivial target-min-plus algorithm runs in Oprstq time and performs the same number of comparisons. We can compute the target-min-plus product with only Opprs 2`t s 2 q logprstq`rt log sq comparisons using Fredman's trick. Sort the set D " tApi, kq´Api, k 1 q, Bpk 1 , jq´Bpk, jq | i P rrs, j P rts, and k, k 1 P rssu.
From the sorted order of D we can clearly deduce the sorted order on Spi, jq " tApi, kq`Bpk, jq | k P rssu, for any pair pi, jq P rrsˆrts, and can therefore find Cpi, jq " minpSpi, jq X rT pi, jq, 8qq with a binary search over Spi, jq, using log s`Op1q additional comparisons.
Theorem 5.1. The decision-tree complexity of the target-min-plus product of three nˆn matrices is Opn 5{2 ? log nq. This product can be computed in Opn 3 plog log nq 2 { log nq time.
Proof. Choose a parameter g and partition A into A 0 , . . . , A rn{gs´1 and B into B 0 , . . . , B rn{gs´1 where A ℓ contains columns ℓg, . . . , pℓ`1qg´1 of A and B ℓ contains the corresponding rows of B. For each ℓ P rrn{gss, compute the target-min-plus product C ℓ " epA ℓ , B ℓ , T q and set Cpi, jq " min ℓPrrn{gss pC ℓ pi, jqq. This algorithm performs Oppn{gq¨ng 2 log nq comparisons to compute tC ℓ u ℓPrrn{gss and n 2 pn{gq comparisons to compute C. When g " ? n log n the number of comparisons is Opn 5{2 ? log nq. To compute the product efficiently we use the geometric dominance approach of Chan [8, 9] and Bremner et al. [7] . Choose a parameter g and partition A into nˆg matrices tA ℓ u and B into gˆn matrices tB ℓ u. For each permutation π : rgs Ñ rgs, we will find those triples pi, j, ℓq P rns 2ˆr rn{gss for which π is the sorted order on tA ℓ pi, kq`B ℓ pk, jq | k P rgsu. 3 Such a triple satisfies the inequality A ℓ pi, πpkqq`B ℓ pπpkq, jq ă A ℓ pi, πpk`1qq`B ℓ pπpk`1q, jq, for all k P rg´1s. By Fredman's trick this is equivalent to saying that the (red) point
dominates the (blue) point
in each of the g´1 coordinates. There are two points for each pair pi, ℓq P rnsˆrrn{gss. For each fixed π, we enumerate all red/blue dominating pairs. The total running time is linear in g!c g´1 ǫ p2n 2 {gq 1`ǫ and the number of pairs returned, which is exactly n 2 rn{gs. For g " Θplog n{ log log nq sufficiently small and ǫ " 1{3 the running time is Opn 3 {gq. We can now compute the target-min-plus product C ℓ " epA ℓ , B ℓ , T q in Opn 2 log gq time by iterating over all pi, jq P rns 2 and performing a binary search to find the minimum element in tA ℓ pi, kq`B ℓ pk, jq | k P rgsu X rT pi, jq, 8q. Since C " epA, B, T q contains the pointwise minima of tC ℓ u, the total time to compute the target-min-plus product is Opn 3 log g{gq " Opn 3 plog log nq 2 { log nq.
The trivial time to solve ZeroTriangle on sparse m-edge graphs is Opm 3{2 q. Such graphs contain at most Opm 3{2 q triangles, which can be enumerated in Opm 3{2 q time. Theorem 5.2 improves on this trivial algorithm. log mq and ZeroTriangle can be solved in Opm 3{2`p log log mq 2 { log m˘1 {4time.
Proof. We begin by greedily finding an acyclic orientation of the graph G " pV, E, wq. Iteratively choose the vertex v with the fewest number of still unoriented edges and direct them all away from v. Since every m-edge graph contains a vertex of degree less than ∆ " ? 2m, the maximum outdegree in this orientation is less than ∆. We now use E to emphasize that the set is oriented.
Select a random vertex coloring c : V Ñ rKs, where K will be fixed soon. The expected number of pairs of oriented edges tpu, vq, pu, v 1 qu Ă E having cpvq " cpv 1 q is less than m∆{K. Any coloring that does not exceed this expected value suffices; we do not need to choose c at random. We now sort the set D with Opm log m`|D|q " Opm log m`m∆{Kq comparisons [13] , where D " twpu, vq´wpu, v 1 q | u P V and pu, vq, pu, v 1 q P E and cpvq " cpv 1 qu.
For each edge pu, vq P E we try to find a v 1 such that pu, v 1 q, pv, v 1 q P E and´wpu, vq " wpu, v 1 qẁ pv, v 1 q, that is pu, v, v 1 q forms a zero-weight triangle. We can do this in Oplog ∆q comparisons per color κ via binary search since, by Fredman's trick, the sorted order on D uniquely identifies the sorted order on twpu, v 1 q`wpv, v 1 q | pu, v 1 q, pv, v 1 q P E and cpv 1 q " κu. 4 The total number of comparisons is therefore Opm log m`m∆{K`mK log ∆q, which is Opm 5{4 ?
log mq when K " a ∆{ log ∆ " Opm 1{4 { ? log mq. To solve ZeroTriangle efficiently we greedily orient the graph as before, stopping when all remaining vertices have degree at least ∆, where ∆ is a parameter to be fixed shortly. (The unoriented subgraph remaining is called the ∆-core.) For each vertex u and each pair of outgoing edges pu, vq, pu, v 1 q P E, we check whether pu, v, v 1 q is a triangle and, if so, whether it has zero weight. (Note that the edge pv, v 1 q, if it exists, may be in the ∆-core and therefore not have an orientation.) This takes Opm∆q time. It remains to check triangles contained entirely in the ∆-core. Since the ∆-core has at most 2m{∆ vertices we can solve ZeroTriangle on it in Oppm{∆q 3 plog log mq 2 { log mq time. The total cost is balanced when ∆ " ? m`plog log mq 2 { log mq˘1 {4 , for a running time of
Opm 3{2`p log log mq 2 { log m˘1 {4 q.
Using randomization we are able to shave another ? log n factor off the decision-tree complexity of ZeroTriangle, as well as the closely related problem of Convolution3SUM. Obtaining a similar improvement for 3SUM and k-LDT seems to be more difficult. Proof. We analyze the randomized decision tree complexity of the target-min-plus product of nˆn matrices A, B, and T . Fix g " r ? ns. We partition the indices rns at rlogpn{gqs`1 levels. Define I l,p " rpg2 l , pp`1qg2 l q to be the pth interval at level l. In other words, level-l intervals have width g2 l and a level-pl`1q interval is the union of two level-l intervals. Form a series of nested index sets rns " J 0 Ą J 1 Ą¨¨¨Ą J rlogpn{gqs , by including each member of J l in J l`1 with probability 1/2.
After generating the sets tJ l u the algorithm sorts D in time Opn 2 log n`|D|q [13] , where 
Once D is sorted we proceed to compute each Cpi, jq with Opn{gq comparisons in expectation. If K Ă rns is a set of indices, define κpKq to be the witness of the target-min-plus product restricted to K, that is, κpKq " argmin kPKsuch that Api,kq`Bpk,jqěT pi,jq pApi, kq`Bpk, jqq.
There may, in fact, be no such witness, in which case κpKq "K. Notice that by Fredman's trick we can deduce the sorted order on
without additional comparisons, for any l and p. We can therefore always compute κpJ l`1 X I l`1,p q with Oplog nq additional comparisons but we would like to do better. Suppose we have computed the level-pl`1q witness κpJ l`1 X I l`1,p q and wish to compute the level-l witnesses of the constituent sequences, namely κ l,2p " κpJ l X I l,2p q and κ l,2p`1 " κpJ l X I l,2p`1 q. Let κ 1 l,2p " κpJ l`1 X I l,2p q Because J l`1 was obtained by sampling elements of J l with probability 1/2, the distance between κ l,2p and κ 1 l,2p (according to the sorted order on S l,2p ) is a geometric random variable with mean 1. Using linear search, the expected number of comparisons to find κ l,2p from κ 1 l,2p and to find κ l,2p`1 from κ 1 l,2p`1 is Op1q. Once we have computed all the witnesses for level-0, tκ 0,p u pPrrn{gss , we simply have to choose the best among them, so Cpi, jq " mintApi, κ 0,p q`Bpκ 0,p , jq | p P rrn{gss and κ 0,p ‰Ku. The total number of witnesses computed for fixed i, j is at most 2n{g. In expectation, the total number of comparisons is therefore Opn 2 gq to sort D and Opn 3 {gq to compute all the witnesses and C. These terms are clearly balanced when g " ? n.
Pǎtraşcu [19] defined a simpler version of 3SUM called Convolution3SUM. The problem is to decide, given a vector A P R n , whether there exist indices i, j such that Apiq`Apjq " Api`jq. 5 Williams and Williams [24, Thm. 4 .2] gave a reduction from Convolution3SUM to ZeroTriangle, which shows that if the latter is solvable in T pnq time then the former is solvable in Op ? n¨T p ? nqq time. 6 Recall the statement of Theorem 1.4: Theorem 1.4. The decision tree complexity of Convolution3SUM is Opn 3{2 ? log nq and its randomized decision tree complexity is Opn 3{2 q. The Convolution3SUM problem can be solved deterministically in Opn 2 plog log nq 2 { log nq time.
Proof. (sketch) The decision tree bound is proved as in Theorem 1.1 and the randomized decision tree bound follows the sampling approach of Theorem 5.3. An algorithm with running time Opn 2 plog log nq 2 { log nq follows Chan's approach, as in the proof of Theorem 5.1. (Alternatively, a more complicated Opn 2 plog log nq 2 { log nq time algorithm is implied by Theorem 5.1 and the Williams-Williams reduction [24, Thm. 4.2] from Convolution3SUM to ZeroTriangle.)
Conclusion
Since the introduction of Fredman's [13] pmin,`q-product algorithm in 1976, many have become comfortable with the idea that some numerical problems naturally have a large gap (Ωp ? nq) be-5 Convolution3SUM is clearly reducible to 3SUM but no reduction in the reverse direction is known. Pǎtraşcu [19] gave a randomized reduction from Integer3SUM to IntegerConv3SUM. If the expected complexity of the former is Ωpn 2 {f pnqq, the expected complexity of the latter is Ωpn 2 {f 2 pnf pnqqq. 6 Note that this reduction preserves polylogarithmic improvements, but not polynomial improvements. In other words, if T pnq " Opntween their (nonuniform) decision-tree complexity and (uniform) algorithmic complexity. 7 From this perspective, our decision trees for 3SUM and ZeroTriangle (with depthÕpn 3{2 andÕpn 5{2 q) do not constitute convincing evidence that 3SUM and ZeroTriangle have truly subquadratic and subcubic algorithms. However, Williams's [22] recent breakthrough on the algorithmic complexity of pmin,`q-product should shake one's confidence that these ? n gaps are natural. To close them one may simply need to develop more sophisticated algorithmic machinery.
The exponent 3{2 has a special significance in Pǎtraşcu's program [19] of conditional lower bounds based on hardness of Integer3SUM and 3SUM. His superlinear lower bounds on triangle enumeration and polynomial lower bounds on dynamic data structures depend on the complexity of 3SUM being Ωpn 3{2`ǫ q, for some ǫ ą 0. In all other 3SUM-hardness proofs there is nothing sacred about the 3/2 threshold (or any other exponent). For example, if 3SUM requires Ωpn 1.05 q time then finding three collinear points in a set P Ă R 2 also requires Ωp|P | 1.05 q time [15] .
