Abstract: Many optimization problems are characterized by expensive objective and/or constraint function evaluations paired with a lack of derivative information. Direct search methods such as generating set search (GSS) are well understood and efficient for derivative-free optimization of unconstrained and linearly-constrained problems. This paper presents a study of heuristic algorithms that address the more difficult problem of general nonlinear constraints where derivatives for objective or constraint functions are unavailable. We focus on penalty methods that use GSS to solve a sequence of linearly-constrained problems, numerically comparing different penalty functions. A classical choice for penalizing constraint violations is 2 2 , the squared 2 norm, which has advantages for derivative-based optimization methods. In our numerical tests, however, we show that exact penalty functions based on the 1, 2, and ∞ norms converge to good approximate solutions more quickly and thus are attractive alternatives. Unfortunately, exact penalty functions are nondifferentiable and consequently degrade the final solution accuracy, so we also consider smoothed variants. Smoothed-exact penalty functions are attractive because they retain the differentiability of the original problem. Numerically, they are a compromise between exact and 2 2 , i.e., they converge to a good solution somewhat quickly without sacrificing much solution accuracy. Moreover, the smoothing is parameterized and can potentially be adjusted to balance the two considerations. Since our focus is on optimization problems that are characterized by expensive function evaluations, reducing the number of function evaluations is paramount, and the numerical results of this paper suggest that exact and smoothed-exact penalty functions are well-suited to this task.
Introduction
We consider the problem of incorporating nonlinear constraints in the generating set search (GSS) optimization method. GSS is a derivative-free optimization method. As a motivating application, consider the typical problem of parameter tuning for a partial differential equations (PDEs) simulation, where the goal is optimize the fit to experimental data or some design objective. We assume that the number of optimization variables is small, corresponding to the parameters of the PDE and not the state variables. Due to the complexity of the simulations, which involve mesh generators, iterative nonlinear and linear solvers, and so on, gradients may not be readily available even though the underlying infinite-dimensional objective and constraint functions are theoretically smooth. In our experience, furthermore, some simulation codes are too complex to apply tools for automatic differentiation and too noisy to approximate the gradients. In such cases, we need to use derivative-free optimization techniques such as GSS [20] .
To specifically motivate GSS as the direct search method of choice, we list three further challenges. First, problems that are based on large-scale simulations can require significant computation time on the order of minutes, hours, and even days. To make the solution time practical, therefore, we need to do multiple evaluations in parallel and do as few evaluations overall as possible. Second, the simulation time can vary from evaluation to evaluation. For example, suppose a black-boxed objective function is wrapped around a large-scale PDE simulation. These simulations typically require many linear solves, and the speed of these depends on how effective the preconditioner is, which can vary for different parameters. Third, real-world problems tend to be based on simulations that fail from time to time for unexplained reasons. Consequently, a practical solver must be robust to evaluations that fail to return any results.
Generating set search (GSS) [20] has proven to be a useful tool for these sorts of problems in the unconstrained and linearly-constrained cases. These methods are easily parallelized, meaning that multiple function evaluations can be performed simultaneously. Moreover, the evaluations in GSS can be done asynchronously, which has been shown to decrease overall solve time in several case studies [16, 19, 14] . Though asynchronous methods are not a primary focus of this study, we mention them as later motivation for the subproblem solver. Finally, GSS is robust in the presence of missing evaluations [19, 13, 14] . GSS is a family of methods that includes generalized pattern search [37, 22, 23, 3, 20] .
The goal of this paper is to extend parallel GSS methods to incorporate nonlinear constraints in a heuristic fashion. In this realm, only a few options exist in theory or practice, and none is implemented in parallel. Lewis and Torczon proposed an augmented Lagrangian method based on pattern search [24] and, with Kolda, later based on GSS [21] . The augmented Lagrangian method is expensive in terms of the number of function evaluations. Audet and Dennis have proposed a filter-like method for handling constraints in the context of pattern search [4] as well as mesh adaptive pattern search that uses semi-random search directions [2] . The filter-like method has some similarities to the approach described here in that, while no penalty parameter is used in a filter method, the smoothness of the choice of norm used to quantify constraint violations still plays a key role in convergence. More recently, building on concepts from their filter approach, a progressive-barrier approach is described in [1] that utilizes a filter to update a barrier parameter, relaxing the extreme barrier function and permitting large initial step-sizes.
Liuzzi, Lucidi, and Sciandrone [27] use compass search to solve a sequence of bound-constrained subproblems, incorporating vector norms of the form ρ c + (x)to penalize constraint violation for general constraints. Because such classes of penalty function are smooth, ρ may become arbitrarily large. Liuzzi and Lucidi [25] alternatively use smoothed approximations to the ∞ exact penalty function to handle nonlinear constraints, and GSS to explicitly handle linear and bound constraints. A marked benefit of this approach being that smaller values of ρ may be used, while all trial-points remain feasible with respect to the linear constraints. Whereas in the latter, linear constraint feasibility is approached only in the limit, for sufficiently large penalization. This paper focuses on penalty methods and is akin to approaches used in [24, 21, 25] in that a sequence of merit-function-based, linearly-constrained subproblems is solved. To give a more precise description, we establish the following notation. The nonlinear programming problem is
(1)
Here, f : R n → R is the objective function, c : R n → R m combines the m e equality and m i inequality nonlinear constraints with I ∪ E = {1, . . . , m = m e + m i }. The matrix A ∈ R p×n contains all linear constraints and we require only that l ≤ u (permitting equality constraints). Penalty methods transform constrained optimization problems into a sequence of unconstrained (or linearly constrained) subproblems, whose solutions converge to a solution of the original optimization problem. Consequently, (1) is reduced to a sequence of linearly constrained problems of the following form: min
The penalty function P : R n → R enforces feasibility in the limit, i.e., lim ρ→∞ P(x, ρ) = +∞ if any nonlinear constraint is violated, 0 otherwise.
The parameter ρ k is referred to as the penalty parameter and determines the severity of the penalty. See, e.g., Luenberger [28] and Fiacco and McCormick [10] for general discussions on penalty methods. Our focus here is on treating the nonlinear constraints as soft constraints, i.e., constraints that need not be satisfied at every iteration. For hard nonlinear constraints, we recommend an extreme barrier approach as in [4, 1] . Conversely, we treat the linear constraints as hard constraints because the search pattern in GSS can be adapted to conform to the polyhedral boundaries. The goal of this paper is to investigate the numerical suitability of different penalty functions in the context of derivative-free optimization. Before we continue, it is important to understand that for optimization in a simulation context, there is a hierarchy of goals, and the computation of an exact Karush-Kuhn-Tucker (KKT) point is not first on the list. Generally, the goal in optimization for real-world problems is improvement in the objective function and achieving feasibility with respect to the nonlinear constraints. Ideally, we want to find a KKT point; in practice, however, we must balance finding an accurate solution with getting a timely solution. So, preference goes to methods that find a good solution in a O(1000) evaluations rather than a perfect solution in O(100,000) evaluations. Note that O(1000) evaluations is typical in practice when the optimization code can parallelize the expensive function evaluations. For example, [35] used a parallel generating set search and performed over 4000 PDE-based function evaluations (using an extreme barrier approach for their nonlinear constraints due to a lack of alternatives at the time of their research) on a shape optimization problem with 38 optimization variables. Parallel genetic algorithms are frequently used in this domain as well; [41, 5] report over 4000 and 3000 function evaluations, respectively, for shape design optimization problems. Such a large number of function evaluations may be prohibitive in serial, but the run-times are greatly reduced in parallel. Even with parallelism, however, methods that "waste" evaluations over-solving a subproblem are not ideal. Ultimately, feasibility is paramount because an infeasible approximate solution, even with a very low objective value, is generally useless to the application. Thus, our primary goal, given a budget of evaluations, is that on exit we provide an approximate solution satisfying the user specified constraint violation tolerance. It is with these criteria in mind that we proceed to discuss various penalty functions.
To simplify descriptions of the penalty functions, we use the standard transformation to all nonlinear equality constraints by definingĉ :
Perhaps the most common penalty function is based on the squared 2 norm:
The 2 2 penalty function has the advantage of being smooth and having "simple" derivatives. For instance, if only equality constraints are present, then
where J(x) denotes the Jacobian of c(x) and π(x) = 2c(x). Thus, in derivative-based approaches, one may exploit the simple linear relationship between the Lagrange multipliers of (1) and c(x) [30] . More complex penalty functions mean that the relationship between c(x) and the corresponding π(x) would necessarily be nonlinear because the derivatives are no longer "simple". Our subproblem solver, GSS, requires the existence of derivatives for the convergence theory to apply; however, the specific structure of the derivatives is irrelevant because they are not used explicitly. Still, smoothness is important because non-smooth penalty functions can cause GSS to converge to a non-differentiable point rather than a KKT point; see, e.g., [20] . Consequently, the "simplicity" of the derivatives for the 2 2 penalty function is not important, but its smoothness is.
A major drawback to the 2 2 penalty function is the uneven way that it penalizes constraints. It places extreme emphasis on constraint violations larger than one and little emphasis on violations less than one. This means that ρ k has to be very large to enforce asymptotic feasibility. But larger values of ρ k force GSS to take a zig-zag route down steep constraint valleys using very small steps. Consequently, our experiences with the 2 2 penalty function and the closely-related augmented Lagrangian merit function,
have not been satisfactory because both require a large number of function evaluations.
Motivated by the problems we have observed in this context with the 2 2 penalty function, this paper considers the numerical benefits and disadvantages of alternative penalty functions in the context of getting a good approximate solution in a small number of evaluations. Exact penalty functions are attractive because there exists a finite penalty parameter ρ such that a minimizer of (2) coincides with the minimizer of (1) . In this paper we consider exact penalty functions based on the 1 , 2 , and ∞ norms. A difficulty with exact penalty functions is their inherent non-smoothness. However, since we are using GSS to solve the subproblem (2), gradients are not explicitly required. The primary drawback in our context is that the subproblem solver may not converge to a constrained stationary point of (2); instead, it may converge to a point of non-differentiability. Nonetheless, our computational experiments on a collection of CUTEr nonlinearly constrained test problems indicate that using exact penalty functions has several advantages. Overall, the number of function evaluations is significantly reduced; approximately 80% of the problems successfully terminate in 1000 function evaluations or less versus 63% for 2 2 . The quality of the final objective function did degrade somewhat, but approximately 84% of the problems were no more than 10% worse than the 2 2 final value (and some were better). In order to "fix" the non-smoothness of exact penalty functions, many authors have proposed smoothed variants, e.g., [6, 36, 9, 34, 33, 42, 26, 25] . We tested smoothed-exact penalty functions based on the 1 , 2 , and ∞ norms. Because these functions are smooth, i.e., twice continuously differentiable, the (parallel asynchronous) GSS subproblem solver is guaranteed to converge to a local optimum for (2) [15, Theorem 3.13] . In our computational experiments, the number of function evaluations was still reduced (compared to 2 2 ); approximately 73% of the problems successfully terminated in 1000 function evaluations or less. The quality of the final objective function improved as compared to the exact penalty functions; approximately 96% of the problems were less than 10% worse than the 2 2 final value. The outline of the paper is as follows. In §2, the general penalty method for solving (1) as a sequence of linearly-constrained subproblems is described as well as the testing environment. In §3, exact penalty functions based on the 1 , 2 , and ∞ norms are compared to the 2 2 penalty function. Smoothed variants of these exact penalty functions are examined in §4. Finally, §5 looks at related work on penalty functions, and §6 summarizes our findings. Detailed numerical results can be found in Appendix A.
Algorithmic framework
The basic framework in Algorithm 1 is the same for all penalty functions. At each iteration, we solve a linearlyconstrained subproblem of the form in (2) . The iterations to solve the subproblem are referred to as "minor iterations", while the iterations of Algorithm 1 are referred to "major iterations". Not all subproblems are solved to the same accuracy; instead, the accuracy is increased as the major iterations progress. Additionally, the penalty parameter is increased as the major iterations progress. The method continues until either the constraint violation is reduced to the desired level and the subproblem is solved to the desired accuracy, or the budget of function evaluations is exhausted.
The penalty function P(x, ρ, α) in Algorithm 1 has two parameters in addition to x. The parameter ρ controls the constraint penalization, as in (3). The new additional parameter α controls the degree of smoothing for the smoothed exact penalty functions discussed in §4. Higher values of α indicate more smoothing. It can be safely ignored for penalty functions that do not require it by initializing α 0 = 0.
At each major iteration, a linearly-constrained subproblem of the form in (2) is solved using asynchronous, parallel GSS (APGSS) for linearly-constrained problems as described in [14] . As inputs, it takes the solution of the last subproblem (x k ), the penalty-based objective function with ρ = ρ k and α = α k , the stopping tolerance (δ k ), and the maximum number of function evaluations allocated for the subproblem (S max ). The subproblem does a series of minor iterations until it converges or exhausts the function evaluations. It returns the best point found, x k+1 ; the number of function evaluations used, S; and a flag, state, indicating whether or not the subproblem solver exited successfully with all step lengths less than δ k .
An important factor is reducing the overall constraint violation, which is measured in terms of the maximum violation given by
Consequently, η(x) plays a role in the convergence of the algorithm. Algorithm 1 is considered to have exited successfully if the following three criteria are satisfied:
1. The subproblem stopping tolerance is less than the desired final tolerance δ . Note that δ k is allowed to drop below δ but not below δ min . 2. The subproblem is solved successfully, meaning that APGSS successfully exited with a step length tolerance of δ k ≤ δ . 3. The penalty parameter is large enough so that the maximum constraint violation, η(x k+1 ), is less than the specified threshold, η .
Note also that the penalty parameter ρ is not increased if η(x k+1 ) is sufficiently small. Though there are many options for controlling the reduction and growth rates of the penalty parameter, smoothing parameter, and stopping tolerance, we opted for a simple scheme because our primary goal at this point is to directly compare different penalty functions and not the fine tuning of a particular approach. Detailed results and algorithmic settings are provided in Appendix A, and summary results comparing the number of function evaluations and final objective values are discussed in the sections that follow. The test set comprised all CUTEr [12] problems with up to ten variables and between one and ten nonlinear constraints, for a total of 145 problems. A run for a given test problem and penalty function either terminates successfully (meaning, at a minimum, that η(x ) < η ) or unsuccessfully (e.g., because the number of function evaluations 
if δ k < δ , state is successful, and η(x k+1 ) < η then
exit (successfully)
end if
8:
T ← T + S Update total number of evaluations
exit (unsuccessfully)
11:
ρ k+1 ← min{2ρ k , ρ max } Increase penalty parameter 14: end if 15: α k+1 ← max{α k /2, α min } Reduce smoothing parameter 16: δ k+1 ← max{δ k /2, δ min } Reduce subproblem stopping tolerance 17:
18: end while was exhausted). The number of problems in the union of all successful terminations is 128, so we use this in computing percentages of problems solved within a given number of function evaluations. Conversely, the number of problems in the intersection is 98, and we restrict ourselves to these when comparing the relative accuracies. Note that since the subproblems are solved using the asynchronous method APGSS, we tested each penalty function multiple times and averaged the results. A penalty function is only reported to have exited successfully if it did so on every run. Also, in comparing the number of function evaluations, note that APGSS caches the objective and constraint function values for re-use in future minor and even major iterations, which means the same point will never be evaluated twice in the same run. Efficient re-use of previously evaluated points is critical for applications where evaluations are expensive.
Exact penalty functions
Exact penalty methods are attractive because there exists a finite value of the penalty parameter ρ such that a minimizer of (2) coincides with a solution to (1); see, e.g., [28] . On the other hand, a drawback for exact penalty functions based on primal variables (as opposed to dual variables) is that they are necessarily non-smooth at an optimal point [30] . For an in depth analysis of the optimization of exact penalty functions, see Di Pillo and Grippo [8] and Di Pillo [7] . There are several definitions for exact penalty functions in the literature. To avoid ambiguity, we use the following definition from [8] :
Definition 3.1. The function P(x, ρ) is an exact penalty function for (1) with respect to a set Ω if there exists anρ > 0 such that for all ρ >ρ, a global (local) unconstrained minimizer of
is a global (local) minimizer for (1).
Di Pillo and Grippo [8] further show that if the extended Mangasarian-Fromovitz constraint qualification is satisfied on Ω, then
is exact with respect to Ω for 1 ≤ q ≤ ∞. In this paper we explore properties of the following exact penalty functions:
Figure 1 shows two-dimensional contour plots for the 1 , 2 , ∞ and 2 2 penalty functions, corresponding to two constraints. Dark blue indicates areas where the constraint violation penalty is very small. The bigger this area is, the larger the penalty parameter has to be in order to reduce the constraint violation. Note that this dark blue area is relatively large for 2 2 and much smaller for the three exact penalty functions. Conversely, the areas in red denote large penalties. Functions with more red restrict the possible steps that the algorithms can take to obtain decrease until the penalty parameter is very small. Once again, the 2 2 penalty function is the worst in this respect. Overall the exact penalty functions are more attractive in that they allow larger steps for the GSS subproblem solver and do not require that the penalty parameter be increased very quickly to sufficiently reduce the constraint violation. For example, consider the 1 penalty function. Because it is linear in the constraint violation, it is possible to take relatively large steps yet decrease the objective value. Furthermore, being linear in the constraint violation means that the penalty parameter does not have to get asymptotically large to enforce constraint feasibility, once again enabling larger steps. Thus, exact penalty functions permit GSS methods to take larger steps than would be permitted by 2 2 . The downside, as Audet and Dennis [4] demonstrate, is that GSS methods applied to objective functions with exact penalty functions can and do get stuck at points of non-differentiability.
The question is, how often does this happen in practice? Detailed numerical results for a collection of 145 CUTEr test problems are presented in Appendix A. Exact penalty functions were pitted against the 2 2 penalty function. Recall from §2, that the general framework emphasizes constraint satisfaction overall with η(x k+1 ) < η being required, at a minimum, for a successful exit. In these tests, η = 10 −3 . Figure 2 presents summary results showing how many problems were solved to the specified convergence tolerances for a given number of function evaluations; Table 1 lists how many problems were solved in total. As mentioned previously, the number of function evaluations should be as small as possible. Here we see that the exact penalty methods are able to exit successfully in 1000 function evaluations or less for approximately 80% of the test problems. In contrast, The number of function evaluations does not tell the entire story. Because of the constraint satisfaction requirement in the general framework, we are only comparing problems that have achieved sufficient feasibility, i.e., η(x) < η = 10 −3 . But there are no explicit requirements on the objective function value. Figure 3 shows the relative difference between the final objective function values for the 98 test problems that all methods were able to solve. The relative difference is calculated as
where x is the solution obtained using the 2 2 penalty function, and y is the solution obtained using the exact penalty function. Values greater than zero indicate that the exact method did better, whereas values less than zero indicate that the 2 2 method was better. Table 2 shows the percentage of problems that have the specified relative difference or better. Observe in Figure 3 that the exact penalty functions found better optima on a few problems. Moreover, the exact methods obtain an objective value that was no more than 10% worse than 2 2 on 84% of the test problems. Thus, we may be able to achieve lower overall objective values with 2 2 , but at a higher cost in terms of the number of function evaluations. Though there is the danger of the subproblem solver failing to find a KKT point, it appears that exact penalty functions obtain, on average, good approximate solutions using fewer evaluations than 
Smoothed exact penalty functions
Because GSS methods are derivative-free, they are naturally resilient to the non-smooth nature of an exact penalty function in that there is no problem in executing the method. Yet, GSS methods do not guarantee global convergence to KKT points unless sufficient smoothness is present, perhaps explaining why the final objective values for the exact penalty functions are not as good as those obtained by The motivation for using smoothed penalty functions comes from the fact that the theory of GSS methods (used to solve the linearly-constrained subproblems) requires that the objective function be continuously differentiable. Thus, it is hoped that a continuous objective function will improve overall performance.
The smoothed version of the 1 penalty function used in this paper is based on Chen and Mangasarian [6] , who exploit the properties of the sigmoid function from neural networks to approximate the sign function, integrating the sigmoid function to obtain a smooth approximation to the 1 penalty function. Their focus is on handling linear and convex inequalities. Spellucci [36] uses this same penalty function for the linear constraints in quadratic programming. The smoothed 1 penalty function is defined as
where θ(t, α) = α ln(2 + 2 cosh(t/α)), ψ(t, α) = α ln(1 + exp(t/α)).
The equality and inequality constraints are treated separately, though θ(t, α) is just ψ(t, α) + ψ(−t, α). Spellucci [36] proves the following bounds:
This implies
since e −|ρci(x)|/α ≤ 1 for all i (recall α > 0).
The smoothed version of the 2 penalty function used in this paper relies on a positive shift parameter to smooth the square-root function as in [9, 31, 38, 18, 40, 34] , though of these only [9, 34] used this technique in the context of smoothing the 2 norm as described in §5. The smoothed version of the 2 penalty function is given by
It is straightforward to show that
The smoothed version of the ∞ penalty function used in this paper was also used by [33, 42, 26, 25] . Note that Liuzzi and Lucidi [25] and Liuzzi et al. [26] explore properties of this function in the context of derivativefree optimization, and they also handle linear constraints explicitly. The smoothed version of the ∞ penalty function is given by
Observe that this can be rewritten as
Xu [42] (see also Liuzzi and Lucidi [25] ) prove the following error bound for the smoothing of the maximum violation norm:
Note that by definition of the ∞ norm, ĉ(x) ∞ = max{max i∈E {|ĉ i (x)|}, max i∈I {|ĉ i (x)|}}. The first term corresponding to the equality constraints is equivalent to max i∈E (max{c i (x), −c i (x)}), so it is not necessary to list both the positive and negative versions of c i (x). Also note that max i∈E {|ĉ i (x)|} ≥ 0. The second term corresponding to the inequality constraints is always nonnegative sinceĉ i (x) = max{0, c i (x)} for i ∈ I. If c i (x) is negative for any value of i ∈ I, it is necessarily dominated by the first term corresponding to the inequality constraints. Again, the question is, how do smoothed methods compare to Figure 4 shows summary results comparing the number of function evaluations required to successfully exit, and Table 3 shows how many problems were solved in total by the method. With the smoothed penalty functions, the method exited successfully in less than 1000 function evaluations on approximately 73% of the test problems. In general, smoothing increased the number of function evaluations as compared to the exact penalties, but this is to be expected as a smooth problem potentially prevents the GSS subproblem solver from exiting early at a non-stationary point. Overall, however, the number of evaluations is still less than In exchange for the increase in the number of function evaluations, the objective function value improves. Recall that we are only comparing problems that have achieved sufficient feasibility, i.e., η(x) < η = 10 −3 . Figure 5 shows the relative difference (as in (8)) between the final objective function values for the 98 problems that all methods were able to solve. Table 4 shows the percentage of problems that have the specified relative difference or better. The smoothed-exact penalty functions found even more improved optima than the exact penalty function (these are reflected as positive relative differences in the graph). Moreover, the smoothed-exact methods obtain an objective value that was no more than 10% worse than Smoothed-exact penalty functions offer a potential compromise between obtaining a good objective value and reducing the number of function evaluations. The smoothing parameter can be adjusted to give a better solution or fewer function evaluations, depending on the preferences of the user.
Related Work
In §4 we described a particular choice of smoothing the 1 penalty function using integrals of the sigmoid function for neural networks proposed by Chen and Mangasarian [6] in the context of handling convex inequalities and linear complementarity problems. A nice feature of this approach is that the level of differentiability of the unconstrained problem is maintained. That is, the degree of differentiability of the merit function f (x) + P(x, ρ, α) is determined by the degree of differentiability of f (x) and c(x). Another popular choice for smoothing 1 is the use of linear-quadratic approximation such as the Huber penalty function [17] which is popular in the statistics community. Variants of piecewise linear-quadratic penalty functions are explored in the context of nonlinear programming in [39, 31, 32] . Wesolowsky and Love [38] , Kaplan [18] and Xavier [40] smooth the 1 penalty function using hyperboloid approximation techniques, t 2 + α and t + t 2 + α, to approximate |t| and max{0, t} respectively. (In §4, properties of this function are also used to smooth the square-root term in the 2 norm.) Using a different smoothed variant of the 1 penalty function, Gonzaga and Castillo [11] have shown convergence for a general family of smooth approximations to the 1 exact penalty functions having the form P(x, ρ, α) = ρα m i∈I θ ci(x) α
. They make only mild assumptions on the base function αθ(t/α) such as convexity, smoothness, and point-wise convergence to t + . Under the assumption thatf k (x, ρ k , α k ) = f (x) + P(x, ρ k , α k ) is bounded below for each choice of ρ k and α k , the authors proved that for a sequence of exact minimizers {x k } off k (x k , ρ k , α k ), any accumulation point of {x k } is a solution to the original nonlinear programming problem.
In §4, we describe a smooth approximation for the 2 norm. Eyster, White, and Wierwille [9] use a similar strategy for minimizing a sum of Euclidean distances of the form
in the context of solving the Euclidean Multifacility Location problem. Further properties of this function in this context are explored by Rosen and Xue [34] . Also of note is the algorithm proposed by Meng, Dang, and Yang [29] for using first and second order smoothing of the square-root exact penalty function,
in the context of inequality constrained optimization.
The last smooth penalty function described in §4 approximates the ∞ function and has been used in [33, 42, 26, 25] . Qin and Nguyen [33] first proposed using this smoothing in the context of nonlinear programming. Xu [42] later used this penalty function to solve finite minimax problems. Perhaps the closest work is that of Liuzzi and Lucidi [25] which develops convergence theory for the smoothed-∞ penalty function for nonlinear inequality constraints in the context of a particular pattern search method that also handles the linear constraints explicitly. Their analysis is similar in nature to that of [21] in that they explicitly adjust the search direction to conform with the linear constraints. A significant difference in their approach (as opposed to that used in Algorithm 1 and in [21] ) is that the penalty parameter ρ and smoothing parameter α are updated after each iteration of generating set search, as opposed to only updating them after converging to a specified weak tolerance. Moreover, they use a variation of pattern search in which the step length may be increased or decreased after every function evaluation.
We also explored a pseudo-smoothing of the 1 function using dynamic scaling:
Recall that η(x) is the maximum constraint violation (4). The function ξ i (x) = 0 ifĉ i (x) = 0, and ξ i (x) = 1 if c i (x) = η(x), the maximum violation norm. An alternate formulation is given by
Hence this function grows like ∞ for the largest constraint violations while damping the importance of less violated constraints. This penalty function seemed effective for some of the more difficult equality constrained problems, but on average it did not perform as well as the penalty functions described in §4.
Conclusions
This paper focused on developing practical heuristic algorithms for solving nonlinear programming problems where the computational cost of each evaluation makes it prohibitive to perform large numbers of function evaluations. The emphasis is on algorithms that are constraint-centric; i.e., methods that quickly find and retain feasibility (within the specified tolerance) are preferred so that the method will find a feasible point within a limited number of function evaluations. We explored a variety of penalty methods in the context of derivative-free optimization using APGSS to solve the subproblems on a parallel computer. These methods were tested on a collection of CUTEr test problems with nonlinear constraints, as described in §2. The 2 2 method has the best theoretical properties in that it is smooth; however, it requires a large number of function evaluations relative to the other penalty functions.
The exact penalty functions discussed in §3 are not smooth and so GSS may converge to a point of nondifferentiability in the subproblem solution. But numerically, the exact penalty methods successfully terminated (according to the stopping criterion specified in the appendix) on more problems than the other methods. Successful termination means, among other things, that the constraint violation is small. The final objective values were not always as good, however, as 2 2 . The smoothed-exact penalty functions discussed in §4 required slightly more function evaluations than exact penalty methods, but still less than 2 2 . The trade-off is improved final objective values that are nearly always as accurate at 2 2 . The smoothing parameter can be adjusted to decide whether accuracy or efficiency is more important.
In conclusion, our numerical results suggest that derivative-free penalty methods are a viable method for solving nonlinear programming problems. Using a penalty function that emphasizes constraint feasibility above all yields good solutions with much less work than finding an exact KKT point.
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A Detailed numerical results
Tables 5-6 contain detailed numerical results for comparing the seven merit functions discussed in this paper. The code was run on five parallel processors (one controller plus four workers) on Sandia's Institutional Computing Cluster (ICC) with 3.06GHz Xeon processors and 2GB RAM per node. Because we were using an asynchronous algorithm to solve the linearly constrained subproblems, we ran each algorithm 5 times on each problem and averaged the results.
The following parameters were used for Algorithm 1:
• The starting point x 0 is the default value given by CUTEr if it is feasible with respect to the linear constraints. Otherwise, it is the solution to a feasibility problem with respect to the linear constraints as in [13] , • S max = 1000, • T max = 100, 000,
Additionally, the number of outer iterations was restricted to 1000. Default values were used for APGSS, except for those parameters that are part of the algorithm; i.e., the starting point was set to the last outer iterate, the stopping tolerance for the step length was set to δ k , and the maximum number of function evaluations was set to S max . The columns for Tables 5-6 are as follows. The first column lists the problem name and its characteristics using the notation from (1). The second column lists the best objective value found by any method that exited successfully. Note that a successful exit means that the constraints are nearly satisfied, i.e., η(x ) < η = 10 −3 . The remaining seven columns list averaged results for each merit function. The first number is the relative difference as compared to the best minimum achieved by any of the seven methods, i.e., ∆f = f (x ) − f min max{1, |f (x )|, |f min |} where f (x ) denotes the best objective value obtained by the corresponding method. The second value (nf ) is the number of objective/constraint function evaluations. Recall that APGSS caches both objective and constraint values and reuses them across inner and outer iterations in the same run. Thus, these counts reflect unique points evaluated in the parameter space.
The seven merit functions that are compared are:
• ∞ : see (7) • s ∞ : see (13)
Altogether, of the 145 problems, 128 were solved by at least one merit function, and 98 were solved by all. 
