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ABSTRACT
A photometric redshift sample of Luminous Red Galaxies (hereafter LRGs) obtained from The DE-
Cam Legacy Survey (DECaLS) is analysed to probe cosmic distances by exploiting the wedge approach
of the two-point correlation function. Although the cosmological information is highly contaminated
by the uncertainties existing in the photometric redshifts from the galaxy map, an angular diam-
eter distance can be probed at the perpendicular configuration in which the measured correlation
function is minimally contaminated. An ensemble of wedged correlation functions selected up to a
given threshold based on having the least contamination was studied in the previous work (Sridhar
& Song 2019) using simulations, and the extracted cosmological information was unbiased within this
threshold. We apply the same methodology for analysing the LRG sample from DECaLS which will
provide the optical imaging for targeting two-thirds of the DESI footprint and measure the angular
diameter distances at z = 0.69 and z = 0.87 to be DA(0.697) = (1499 ± 77 Mpc)(rd/rd,fid) and
DA(0.874) = (1680± 109 Mpc)(rd/rd,fid) with a fractional error of 5.14% and 6.48% respectively. We
obtain a value of H0 = 67.59 ± 5.52 km/s/Mpc which supports the H0 measured by all other BAO
results and is consistent with ΛCDM model.
Keywords: large-scale structure of universe — distance scale — observations — galaxies: high-redshift
— galaxies: photometry — methods: statistical
1. INTRODUCTION
Measuring the expansion history of the Universe is
of paramount importance in the field of modern cos-
mology. It can be revealed by diverse cosmic distance
measures in tomographic redshift space, such as cosmic
parallax (Benedict et al. 1999), standard candles (Fernie
1969) or standard rulers (Eisenstein et al. 1998, 2005).
Corresponding author: Srivatsan Sridhar
srivatsan@kasi.re.kr
To date the best constraints come from the distance-
redshift relation and imply that the expansion rate has
changed from a decelerating phase to an accelerated one
(Riess et al. 1998; Perlmutter et al. 1999). As most on-
going observations support the ΛCDM model with the
presence of the cosmological constant, but to confirm
it with high precision or to possibly find any deviation
from it still remains an interesting observational mission.
One of the most robust methods for measuring distance-
redshift relation is to use the baryon acoustic oscillation
feature that is observed as a bump in the two-point cor-
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relation function or as wiggles in the power spectrum.
The tension between gravitational infall and radiative
pressure caused by the baryon-photon fluid in the early
Universe gave rise to an acoustic peak structure which
was imprinted on the last-scattering surface (hereafter
BAO) (Peebles & Yu 1970). The BAO feature has been
measured through the correlation function (Eisenstein
et al. 2005), and the most successful measurements in
the clustering of large-scale structure at low redshifts
have been obtained using data from SDSS (Eisenstein
et al. 2005; Estrada et al. 2009; Padmanabhan et al.
2012; Hong et al. 2012; Veropalumbo et al. 2014, 2016;
Alam et al. 2017). The Dark Energy Spectroscopic In-
strument (DESI) is an upcoming survey (DESI Collab-
oration et al. 2016) which will be launched to probe
the earlier expansion history with greater precision us-
ing spectroscopic redshifts. However, the photometric
footprint for DESI has already been completed by the
Legacy Imaging Surveys (Dey et al. 2018). Photomet-
ric surveys provide more observed galaxies compared
to a spectroscopic survey even at deeper redshifts (Eu-
clid Collaboration et al. 2019), but the uncertainty on
the redshift obtained from photometric surveys is larger
compared to the uncertainty on the redshift obtained
from spectroscopic surveys. Although these photomet-
ric redshifts are measured with a much poorer resolu-
tion and an unpredictable damping of clustering at small
scales and a smearing of the BAO peak is caused by the
photo-z uncertainty (Estrada et al. 2009), possible BAO
signatures that have not been washed-out by the redshift
uncertainty might still be present.
We investigate the optimised methodology to extract
the cosmic distance information from the photometric
datasets and provide a precursor of cosmic distance in-
formation which will be revealed by the follow up spec-
troscopy experiment much later on. We apply the wedge
approach (Kazin et al. 2013; Sa´nchez et al. 2013, 2014;
Sabiu & Song 2016; Ross et al. 2017; Sa´nchez et al.
2017; Sridhar & Song 2019) to probe the uncontam-
inated BAO feature by binning the angular direction
from the perpendicular to radial directions, and recover
the residual BAO peak that has survived and get con-
straints on the angular diameter distance DA and H
−1.
It has also been shown recently by Ross et al. (2017) that
the statistics obtained using wedge correlation function
are about 6% more accurate compared to the angular
correlation function. Thus, using ξw(s, µ) not only adds
more information compared to w(θ), but also overcomes
the above disadvantages.
Recently, some improved methodologies have mea-
sured the Hubble constant in great precision, which re-
veal a tension among measurements. This tension draws
attention to the community as a possible presence of
new physics or unknown systematic uncertainties that
need to be fixed. The Hubble constant is indirectly
measured by the highest resolution cosmic microwave
background maps provided by the Planck satellite ex-
periment (The Planck Collaboration 2006) and they find
it to be H0 = 67.4 ± 0.5 km/s/Mpc (Planck Collabo-
ration et al. 2018). The Hubble constant can also be
directly probed by classical distance ladder using type
Ia Supernovae samples (Scolnic et al. 2019). The lat-
est value from Riess et al. (2019) give us a constraint
of H0 = 74.03 ± 1.42 km/s/Mpc with a few percent
marginal error. Both efforts leaves a huge discrepancy
in the H0 measurement, with the values being 4σ apart,
which needs to be resolved.
While the current analyses of most cosmological ob-
servations at low redshift support the H0 measured by
Planck, next generation survey programs such as DESI
will be launched in the near future. DESI will probe
the earlier expansion history with greater precision us-
ing spectroscopic redshifts. However, by using the DE-
CaLS data, which provides us constraints on the angu-
lar diameter distance and by using the information of
the sound horizon from Planck, we get constraints on
H0. Our analyses uses a fiducial cosmological model
with the following parameters: Ωm = 0.31, Ωb = 0.049,
h ≡ H0/(100 kms−1Mpc−1) = 0.676, ns = 0.96 and
σ8 = 0.8. The paper is organised as follows. In Section
2, we describe the DECaLS DR8 data data including
the magnitude cuts we employ for our sample. Section
3 describes the clustering measurements and the fitting
procedure used. We present our cosmic distance con-
straints obtained in Section 4 and discuss our overall
results and conclusions in Section 5.
2. THE DATA
In this section, we describe the DESI Legacy Imaging
Survey DR8 data used in this paper along with the Dark
Sky simulation data used for testing and validating our
results.
2.1. DECaLS DR8 data
The DESI Legacy Imaging Surveys will provide the
target catalogue for the upcoming DESI survey. One
among the 3 imaging projects conducted for the Legacy
Survey is DECaLS (Dey et al. 2018) which covers the
South Galactic Cap region at DEC ≤ 34◦. The data
makes use of three optical bands (g,r, and z ) to a depth
of at least g = 24.0, r = 23.4 and z = 22.5, which
is 1-2 magnitude deeper than SDSS. We use the DE-
CaLS data from the Legacy Surveys eighth data release
(DR8), which is the first release to include images and
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catalogues from all three of the Legacy Surveys in a sin-
gle release. The Legacy Surveys also processed some of
the imaging data from the Dark Energy Survey (DES,
The Dark Energy Survey Collaboration 2005), and we
include the DES imaging with DEC ≥ -30◦ in our analy-
sis. In addition to the optical imaging, 4 years of Wide-
Field Infrared Survey Explorer (WISE) (Wright et al.
2010; Meisner et al. 2017) data in the W1 and W2 bands
are also included, which provide additional colour infor-
mation.
For the parent LRG sample in this study, we use a non-
stellar cut of (z−W1)−0.8∗(r−z) > −0.6, a faint limit
of z < 20.41, a colour cut of 0.75 < (r − z) < 2.45 and
a sliding magnitude-color cut of (z− 17.18)/2 < (r− z).
These selection cuts are motivated by the current DESI
LRG target selection cuts (DESI Collaboration et al.
2016).
We also apply masks to get the final footprint for our
parent sample using the “MASKBITS” column in the
DR8 catalog 1. Objects (and randoms) with following
bits are removed: 1 (Tycho-2 and GAIA bright stars), 8
(WISE W1 bright stars), 9 (WISE W2 bright stars), 11
(fainter GAIA stars), 12 (large galaxies) and 13 (globu-
lar clusters). Imaging datasets often suffer from system-
atic effects, and one such major contribution towards the
systematic contamination comes from correlation with
stellar density (Rezaie et al. 2019). A more detailed test
on this effect on the large-scale structure correlation is
explained in Section A.
After applying the magnitude cuts and masking
scheme, we use random forest-based (Breiman 2001)
photo-z’s from Zhou et al. (2020) to obtain the final
photometric redshifts. The dispersion on the redshift is
usually approximated by,
σz ≡ σ0 × (1 + ztrue), (1)
where σ0 denotes the dispersion at redshift z = 0
and ztrue is the true redshift or the spectroscopic red-
shift. The mean redshift uncertainty for the DECaLS
DR8 sample within the range 0.3 < zphot < 1.2 is
σ0 = 0.0264. The angular distribution of the parent
LRG sample after applying the masking and selection
cuts is plotted in the left panel of Figure 1, with higher
density regions denoted by a darker shade. The red-
shift distribution of the parent sample within the range
0.3 < zphot < 1.2 is plotted as blue filled histogram in
the right panel of Figure 1. For comparison, we also
overplot the forecasted dN/dz LRG redshift distribu-
tion from DESI for a sky coverage of 9000 deg2 (given
1 http://legacysurvey.org/dr8/bitmasks/#maskbits
by the green solid line) and 14000 deg2 (given by the
orange solid line). The DECaLS DR8 sample has a sky
coverage of ≈ 9500 deg2, which more than two-thirds of
the 14,000 deg2 DESI footprint.
2.2. Dark Sky simulation data
In order to test and validate the results we obtain,
we also need to analyse the clustering from a realistic
mock catalogue based on numerical simulations that cal-
culate the non-linear evolution of structure and predict
the dependence of survey observables on cosmological
parameters. We use the publicly available Dark Sky
simulation set as described in Skillman et al. (2014) for
this purpose. The simulation has been generated using
particle numbers varying from 20483 to 102403 and in a
comoving cosmological volume varying from 100h−1Mpc
to 8h−1Gpc box on a side. The objects have been
placed in the simulation using a simple (time-evolving)
Halo Occupation Distribution (HOD) assuming spheri-
cal, Navarro-Frenk-White (Navarro et al. 1996), halos
for the satellite. To identify dark matter halos and
substructures, the ROCKSTAR halo finder (Behroozi
et al. 2013) has been used. The halo-finding approach is
based on an adaptive hierarchical refinement of friends-
of-friends groups in both position and velocity. From
the set of simulations (with varying particle numbers),
we make use of the ds14 a simulation which has 102403
particles and a particle mass of 3.9×1010h−1M. These
specific mocks contain only RA, DEC and true redshift
information for objects pre-identified to be LRGs and
do not contain color or luminosity information.
To validate our results on photometric redshifts, we
generate a set of photo-z’s using the true redshift in-
formation available. In reality, the statistical nature of
the photo-z error is more complicated to be specified
with any known distribution function, but it is assumed
that the error propagation of photo-z uncertainty into
cosmological information is mainly caused by the dis-
persion length (Arnalte-Mur et al. 2009). Thus a simple
Gaussian function of statistical distribution is chosen for
generating the photo-z uncertainty distribution, and we
apply the photo-z error dispersion σz as defined in Eq.
1 (a more detailed description is given in Section 3.3).
In reality, the precision is dependent on many factors
such as magnitude and spectral type, but here only the
redshift factor is counted in Eq. 1 in which the coherent
statistical property determined only by z is applied for
all types of galaxies in the simulation.
Table 1 summarises the number density information
from both the DECaLS data and the Dark Sky data for
the entire redshift range and for the two redshift cuts
used in this paper. It can be seen that the number
4 Sridhar et al.
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Figure 1. Left panel: The angular distribution of the LRGs from the DECaLS DR8 photometric sample after applying the
masking scheme and selection cuts. The density variations are shown using a normalised “grayscale” colormap, with darker
regions denoting the high dense regions. Right panel: The photometric redshift distribution of the DECaLS DR8 parent sample
(blue filled histogram) obtained using the random forest method. The green and orange solid lines are the forecasted dN/dz for
LRG galaxies achievable by DESI (DESI Collaboration et al. 2016) for a sky coverage of 9000 and 14000 deg2 respectively.
Redshift range Ngals V (Gpc
3) σ0
0.3 < zphot < 1.2 5193078 7.64 0.0263
DECaLS 0.6 < zphot < 0.8 2083394 1.74 0.0262
0.8 < zphot < 1.0 1074916 2.25 0.0352
0.3 < zphot < 1.2 2781896 6.51 0.0284
Dark Sky 0.6 < zphot < 0.8 1271670 1.65 0.0282
0.8 < zphot < 1.0 560749 2.16 0.0341
EZmock 0.6 < zphot < 0.8 2058906 1.65 0.0263
0.8 < zphot < 1.0 963673 2.16 0.0342
Table 1. Number of LRGs, volume for the sample within the
range 0.3 < zphot < 1.2 (also for the two redshift cut samples
used in this paper) and the mean redshift uncertainty within
the redshift range (σ0) for the DECaLS, Dark Sky mock and
the EZmock sample (average values from the realisations).
The Ngals quoted is the total number of LRGs used in the
large-scale clustering analysis.
density in all the three redshift ranges for the mock is
smaller than the DECaLS sample. Thus, the comparison
in the clustering between the two samples should only be
looked into as a consistency check rather than a precise
validation of our results.
2.3. EZmock simulation data for covariance matrix
To compute the error on ξw(s, µi), we make use of 100
EZmock (Chuang et al. 2015) simulations all of which
have the DESI expected sky coverage. To match the
DECaLS DR8 footprint, we cut the EZmock samples
within −30◦ < DEC < 34◦. The EZmock sample after
the DEC cut has an area of ≈ 9300 deg2, which is similar
to the are of the DECaLS DR8 parent sample that we
use in this paper. The mocks contain RA, DEC, zcosmo
and dzrsd information. Thus, we need to generate pho-
tometric redshifts for the mocks so that they can be used
to obtain the covariance matrix, and we do so using the
Gaussian approximation following Eq. 1.
To generate the photo-z’s for our sample, we obtain
σz’s randomly from the parent DECaLS sample, but
by restricting to galaxies of similar redshifts that are
within a redshift range of ±0.1 zphot which ensures that
the dependence of errors on redshift is included. For
example, for N number of EZmock galaxies that are
within 0.6 < zcosmo < 0.7, N σz’s from the DECaLS
data within 0.6 < zphot < 0.7 are randomly selected.
This process is repeated over the entire redshift range.
Once we generate the photo-z’s, they are diluted ac-
cording to the DECaLS N(z) to make sure that they
are consistent. The number of galaxies, volume within
the redshift range and the σ0 for the two redshift cuts is
mentioned in Table 1. Our detailed analysis comparing
the ξw(s, µ) between the EZmock sample and the DE-
CaLS sample are explained in Section B and shown in
Figure A1.
3. METHODOLOGY
In this paper, we follow the same methodology and
formulation that was applied in Sridhar & Song (2019)
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to simulated photometric galaxy catalogues to get cos-
mological distance constraints. We explain in detail the
clustering measurements obtained from the wedge cor-
relation function and the comparison between the DE-
CaLS and Dark Sky mock data.
3.1. Clustering measurements and fitting procedure
The excess probability of finding two objects relative
to a Poisson distribution at volumes dV1 and dV2 sep-
arated by a vector distance r is given by the two-point
correlation function ξ(r) (Totsuji & Kihara 1969; Davis
& Peebles 1983). The galaxy distribution seen in red-
shift space exhibits an anisotropic feature distorting ξ(r)
into ξ(σ, pi) along the line-of-sight (LOS) where σ and pi
denote the transverse and radial components of the sep-
aration vector r. Acoustic fluctuations of the baryon–
radiation plasma of the primordial Universe leaves the
signature on the density perturbation of baryons. This
standard ruler length scale, set by the acoustic wave,
propagates until it is frozen at decoupling epoch to re-
main in the large scale structure of the Universe. The
threshold length scale of the acoustic wave is called the
sound horizon, which is given by,
rd =
∫ ∞
zdrag
cs(z)
H(z)
dz (2)
where cs is sound speed of the plasma. This scale is
imprinted on the correlation function as a peak and is
imprinted on the matter power spectrum as a series of
waves. Assuming standard matter and radiation con-
tent in the Universe, the Planck Collaboration et al.
(2018) measurements of the matter and baryon den-
sity determine the sound horizon to 0.2%. By mea-
suring the BAO feature using an anisotropic analysis,
one can separately measure DA(z) and H
−1(z). But
adjustments to the cosmological parameters or changes
to the pre-recombination energy density can alter the
value of rd (Alam et al. 2017). So, the BAO measure-
ments constrain the combinations DA(z)/rd, H
−1(z)rd.
The sound horizon for this fiducial model is rd,fid =
147.21 Mpc as obtained from Planck Collaboration et al.
(2018). The scalings of rd with cosmological parameters
can be found in detail in Aubourg et al. (2015). The
distance constraints quoted in this paper are in units of
Mpc and with a scaling factor, e.g., DA(z)× (rd,fid/rd),
so that the numbers provided are independent of the
fiducial cosmological parameters used.
The Landy & Szalay estimator (hereafter LS) in (s, µ)
coordinates is best suited to calculate the two-point
correlation function (Farrow et al. 2015; Sridhar et al.
2017) and extract BAO information from photometric
redshift galaxy maps (Sridhar & Song 2019). The ra-
dius to shell s and the observed cosine of the angle the
galaxy pair makes with respect to the LOS µ are given
by s2 = σ2 + pi2 and µ = pi/s respectively, where σ and
pi denote the transverse and radial separation between
the galaxy pairs.
It is common practice to separate the random sample
distributions into the angular and redshift components
separately. We make use of the random catalogue pro-
vided in the DR8 data release 2 by the Legacy Survey,
which gives us the angular component. These randoms
have been downsampled to the surface density of 10000
/deg 2 and requiring +2 exposures in g, r and z bands.
The number of objects are usually twice or more than
the data catalogue to avoid shot noise effects. In our
case the random catalogue has 5 times more objects
than the data catalogue. For the redshift component,
we extract redshifts randomly from the data catalogue
within the chosen redshift range (see Ross et al. 2012,
2017; Veropalumbo et al. 2016; Sridhar & Song 2019,
for more info). The same number of exposure require-
ments, footprint cuts, and bright star masks are applied
on the randoms as used in constructing the LRG sample.
We use the publicly available KSTAT (KD-tree Statistics
Package) code (Sabiu 2018) to calculate all our correla-
tion functions.
We pay attention to the usefulness of exploiting the
wedge correlation function to separate the radial con-
tamination from the BAO signal imprinted on perpen-
dicular configuration pairs. The wedge correlation func-
tion ξw is given by,
ξw(s, µi) =
∫ µmaxi
µmini
dµ′W (µ′ : µcut = µmaxi )ξ(s, µ
′), (3)
where µi is the mean µ in each bin (we will refer to
the mean value of the µ bin using µ¯ hereafter), and
µmini and µ
max
i are the minimum and maximum values
of µ, and W is a window function within the chosen
minimum and maximum limits of µ. Using too many µ
bins will complicate the covariance matrix and by using
very few µ bins we will not be able to separate the error
propagation along the LOS clearly (Sabiu & Song 2016).
Thus, we choose 6 bins in the µ direction with ∆µ = 0.17
between µ = 0 and 1 with µ → 0 corresponding to the
transverse plane and µ → 1 corresponding to the LOS
plane.
In the case of photometric redshift samples, the noise
on the pairs increases along the radial configuration and
thus causes a smearing of the BAO peak (Estrada et al.
2009). This smearing not only increases with increas-
ing photometric uncertainty but also increases along the
2 http://legacysurvey.org/dr8/files/
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LOS for a given σ0. These noisy pairs can be removed
using a cutoff µ¯. It has been shown in Sridhar & Song
(2019) that using a cutoff µ¯ = 0.42 for photometric red-
shift samples can remove most of the contaminated pairs
and thus we use a cutoff µ¯ = 0.42 in this paper. The
empirical model that we use to fit the correlation func-
tion and obtain the BAO peak location is similar to the
one proposed by Sa´nchez et al. (2011, 2012) and is given
by,
ξmod(s) = B +
(
s
s0
)−γ
+
N√
2piσ2
exp
(
− (s− sm)
2
2σ2
)
,
(4)
where B takes into account a possible negative corre-
lation at very large scales, s0 is the correlation length
(the scale at which the correlation function ' 1) and
γ denotes the slope. The remaining three parameters,
N , σ and sm are the parameters of the Gaussian func-
tion that model the BAO feature and, in particular, sm
represents the estimate of the BAO peak position. This
empirical model can be used to accurately extract the
BAO peak position (Sa´nchez et al. 2011; Veropalumbo
et al. 2016; Sridhar & Song 2019) when the correlation
function is provided.
The likelihood on sm from previous BAO studies is
either obtained by using a 1d grid on sm where the χ
2 is
minimized at each grid point or from the marginalized
posterior from a Monte Carlo Markov Chain (MCMC)
analysis. In this study, the fitting is performed by ap-
plying the MCMC technique (we make use of the emcee
Python package (Foreman-Mackey et al. 2013)) , using
the full covariance matrix obtained using Eq.7. The fit-
ting parameter space is given by,
xp = (B, s0, γ,N, sm, σ) (5)
and we place flat, wide priors on all the 6 parameters.
For the first three parameters, the range of the priors
are 0.0 < B < 1.0, 0.0 < s0 < 3.0 and 0.0 < γ < 3.0
and for the remaining three parameters of the Gaussian
function, the range of the priors are 0.0 < N < 1.0,
85.0 < sm < 130.0 and 0.0 < σ < 35.0. Several varia-
tions of the range of these priors were tested, especially
the range of the prior on sm and σ. A smaller range
for the sm affects posterior distribution and we miss
most of the information at high s(h−1Mpc). A simi-
lar effect is seen when we use a smaller range for the
σ prior, which eventually amplifies the BAO peak. We
have also tested several ranges within which to perform
the fit and we fit the correlation function within the
range 30.0 < s(h−1Mpc) < 130.0 after experimenting
with other ranges. We find that there is a maximum
shift of 1% in the BAO peak when we vary the range
of the fit. This 1% shift is negligible compared to the
error on the BAO peak point we obtain (as discussed in
Section 3.3) and thus we believe it is subdominant. The
constraints on the BAO peak sm for the wedge corre-
lation function is obtained after fully marginalising all
other parameters in xp. We adopt a standard likelihood,
L ∝ exp(−χ2/2) where the function χ2 is defined as,
χ2µi(xp) =
∑
s,s′
(ξmod(s)− ξw(s, µi))C−1s;s′(µi)
(ξmod(s
′)− ξw(s, µi)) (6)
where ξmod(s) is the model correlation function as given
by Eq. 4, ξw(s, µi) is the observed correlation function
for the ith µ¯ bin and C−1 is the inverse covariance ma-
trix.
3.2. Covariance matrix from EZmock samples
A random catalogue that is approximately 20 times
the mock data is provided for the EZmock samples, but
contains only the angular component (RA,DEC). Since
the density of the DECaLS randoms is only 5 times the
data catalogue, we dilute the EZmock randoms to the
same density to ensure consistency in our results. For
the redshift component, we follow the same method of
randomly extracting σz from the data catalogue.
We calculate the covariance matrix which is given by,
Cijw (ξ
i
w, ξ
j
w) =
1
N − 1
N∑
n=1
[ξnw(~xi)−ξw(~xi)][ξnw(~xj)−ξw(~xj)],
(7)
where the total number of simulations is given by N .
The ξnw(~xi) represents the value of the wedge correlation
function of ith bin of ~xi in the n
th realisation, and ξw(~xi)
is the mean value of ξnw(~xi) over all the realisations. Due
to the limited number of mock samples (100) that we
have, we use 12 bins in s. We obtain the correlation
matrix as,
Cij =
Cov(ξi, ξj)√
Cov(ξi, ξi)Cov(ξj , ξj)
(8)
which is plotted in Figure 3.
The number of realisations exceeds the number of
(s, µ) bins of 72 bins (12(sbins)×6(µbins)), and the in-
verse of Cij is well defined and thus does not require any
de-noising procedures such as singular value decompo-
sition. Additionally, we also count the offset caused by
the finite number of realisation (Hartlap et al. 2007) as,
C−1 =
Nmocks −Nbins − 2
Nmocks − 1 Cˆ
−1 , (9)
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where Nbins denotes the total number of i bins. As
mentioned in Section 3.1, we fit the correlation function
within the range 30.0 < s(h−1Mpc) < 130.0. Thus, the
number of s bins in this range is 9. As the final 3 µ bins
along the LOS do not contain any BAO information, we
perform the fitting by ignoring them. Thus, the shape
of the matrix is 27×27 and for 100 mock realisations,
the factor in Eq. 9 becomes 0.71. Apart from the above
correction factor, an additional correction to the inverse
covariance matrix is proposed by Percival et al. (2014),
which is given by,
m1 =
1 +B(nb − np)
1 +A+B(np + 1)
(10)
where nb is the number of bins used for the two-point
correlation measurements, np is the number of param-
eters measured and the A and B terms are given by,
A =
2
(ns − nb − 1)(ns − nb − 4) (11a)
B =
(ns − nb − 2)
(ns − nb − 1)(ns − nb − 4) (11b)
where ns is the number of simulations used for the co-
variance matrix calculations. Applying the square root
of this expression to the measured standard deviation
should take care of the extra correction. For our bin-
ning scheme as mentioned above (with 100 mock realisa-
tions), we get
√
m1 = 0.89 which is significantly smaller
than the correction factor we already apply. The BAO
peak position sm of the wedge correlation function is
found by fitting the phenomenological model by consid-
ering full covariance using Cij .
3.3. DECaLS and Dark Sky mock acoustic-scale
measurements from wedge correlation function
From the parent DECaLS DR8 sample within the red-
shift range 0.3 < zphot < 1.2, we choose two redshift
cuts between 0.6 < zphot < 0.8 and 0.8 < zphot < 1.0 for
our analysis. The reason for choosing these two redshift
ranges is because the redshift distribution of the sam-
ple peaks at zphot ≈ 0.7 as it can be seen from Figure 1.
Thus, we expect to have the maximum number of galax-
ies around this redshift range. The redshift uncertainty
scales with redshift, so we quote the mean values for our
two redshift cut samples in Table 1. The wedge corre-
lation functions are calculated using Eq. 3 by using 6
µ bins of thickness ∆µ = 0.17. The ξw(s, µi) calculated
from the first three µ bins for the two redshift samples is
shown in Figure 2. We fit ξw(s, µ) using Eq. 4 by follow-
ing the MCMC procedure described in Section 3.1 and
the values of the BAO peak sm from the fit is provided
in Table 2.
One can observe that for both the redshift samples,
the BAO signal is diluted as µ increases, and is also
more clearly visible for the first redshift sample com-
pared to the second redshift sample. This is due to the
fact that the photometric redshift errors scale propor-
tional to σ0 × (1 + z), and thus the isotropy along the
LOS is destroyed more strongly for the high redshift
sample compared to the low redshift one. It can also be
seen from Table 2 that for the same reason, the BAO
peak appears at greater s at greater µ for both the red-
shift samples. This trend is more strongly observed for
the first redshift sample with sm increasing from 109.7
h−1Mpc to 111.0 h−1Mpc from µ¯ = 0.08 to 0.42. The
errors on sm gradually increase with increasing µ¯ as ex-
pected.
For both the redshift ranges and all the 3 µ¯ bins
used, we fit the correlation function within the range
30.0 < s(h−1Mpc) < 130.0. When using log binning
instead of linear binning we note that the BAO peak re-
sults slightly shift to higher values. However, the effect
is of the order of 1%, which is well below the estimated
accuracy of the BAO peak position, which is between
4-10% for our samples. We use the χ2/dof goodness of
fit indicator to validate the performance of our empirical
model to fit the correlation function. The overall fit to
the 0.6 < zphot < 0.8 sample yields a χ
2/dof = 12/9 ,in-
cluding all cross-covariance between µ¯ bins. We obtain
a χ2/dof = 15/9 for the 0.8 < zphot < 1.0 sample.
It has been shown from previous studies (Ross et al.
2012, 2017) that data from the different µ bins is ex-
pected to be correlated and that the results from split-
ting the clustering by µ show a slight decrease in the
BAO information content with increasing µ. Thus, we
perform the fit using the full data vector including all
the µ bins. By performing the fit using the full covari-
ance matrix, we make sure that the correlations between
the different µ bins that exist are taken into account.
The one and two dimensional projections of the poste-
rior probability distribution of the sm parameter from
the MCMC chains for the two redshift samples is shown
in Figure 4. The marginalized distribution for each sm
value from each µ¯ bin is shown independently in the
histograms along the diagonal and the marginalized two
dimensional distributions in the other panels. We find
that the correlation between the sm values obtained at
the different µ bins for both the redshift samples to be
minimal.
For validating our clustering results obtained on the
DECaLS data, we use the LRGs from the Dark Sky
mock catalogue. For mimicking the photometric red-
shifts from the DECaLS data, we use the same proce-
dure followed for generating photo-z’s for our EZmock
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Figure 2. The correlation function ξw(s, µ) (multiplied by s
2) calculated by splitting into wedges of µ for the 0.6 < zphot < 0.8
sample (given by blue dots) and for the 0.8 < zphot < 1.0 sample (given by red dots). The first, second and third columns in
the figure represent µ¯ = 0.08, 0.25 and 0.42 bins respectively. The dashed black lines in each plot show the best-fit (maximum
likelihood) obtained from the empirical model by applying the MCMC technique. The error bars plotted are the square root of
the diagonal elements of the full covariance matrix as mentioned in Eq. 7.
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Figure 3. The correlation matrix for the 0.6 < zphot < 0.8
sample using 12 bins in s and 6 bins in µ computed using
Eq. 8.
sample. We obtain σz’s randomly from the parent DE-
CaLS sample, but by restricting to galaxies of similar
redshifts. To compare the correlation function results
obtained from the two redshift samples of the DECaLS
catalogue, we compute ξw(s, µ) from the Dark Sky pho-
tometric redshift catalogues with the same redshift cuts
Redshift range µ¯ bin sm (h
−1Mpc)
0.08 109.7+3.6−3.4
0.6 < zphot < 0.8 0.25 107.1
+5.8
−5.0
0.42 111.0+7.8−4.3
0.08 111.2+5.3−4.9
0.8 < zphot < 1.0 0.25 111.4
+9.1
−9.4
0.42 112.0+6.4−5.8
Table 2. Results of fitting the correlation function (plot-
ted using the dotted lines in Figure 2) for the two redshift
samples and in the 3 µ¯ bins using Eq. 4. The sm is the
BAO peak point obtained from the fit and the units are in
h−1Mpc.
and use the same binning scheme. We find that by us-
ing the true values of ξw(s, µ) for the two photometric
redshift samples from the Dark Sky mocks, the ampli-
tudes of ξw(s, µ) do not match with the ξw(s, µ) from
the DECaLS data. However, by adding a constant
value of 0.0005 and 0.0010 to the ξw(s, µ) obtained from
the Dark Sky mocks for the 0.6 < zphot < 0.8 and
0.8 < zphot < 1.0 samples, we see that the amplitudes
match well. The results are presented in Figure 5.
There are two key features that we are interested in
when comparing the data and the mock catalogue. One
is the amplitude of ξw(s, µ) and the other is the location
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Figure 4. Left panel: The marginalised posterior distribution of the peak point sm obtained from the MCMC analysis using
Equation 4 for all the 3 µ bins in the redshift range 0.6 < zphot < 0.8. The covariances between the different sm values is shown
in the contour plots and the orange circle encompasses all points within the 1σ region. The marginalised distribution for each
sm independently is shown in the histograms along the diagonal. Right panel: The same for the 0.8 < zphot < 1.0 sample.
of the BAO peak. We find that the amplitude of the
clustering measurements from the Dark Sky mock cat-
alogue (given by solid blue line) match with the ampli-
tude of the clustering measurements from the DECaLS
sample (given by the red scatter points) for both the
redshift samples in all the 3 µ¯ bins after adding the con-
stant values to our redshift samples as described above.
To statistically compare the linear correlation between
the two samples, we use the non-parametric two-sample
Kolmogorov-Smirnov test (KS test). The null hypothe-
ses for the KS test is that the distributions are the same
and to reject the null hypotheses we require a p-value
less than 0.05. For the 0.6 < zphot < 0.8 sample, in
all the three µ¯ bins, the minimum p-value we obtain is
0.45. For the 0.8 < zphot < 1.0 sample, in all the three µ¯
bins, the minimum p-value we obtain is 0.48. These re-
sults show that the ξw(s, µ) obtained from the Dark Sky
and the DECaLS samples are similar. We repeat the
MCMC procedure to obtain the BAO peak for the Dark
Sky sample and find that the location of the BAO peak
from the Dark Sky samples for both the redshift ranges
agree with the DECaLS sample, at least within 1σ. A
similar result has been obtained by Ross et al. (2017) by
doing a comparison between mock samples and model
curves using mock photometric data.
We also verify the internal consistency of the BAO
peaks obtained from the Dark Sky photometric cata-
logue by comparing it with the BAO peaks obtained
from the true redshift (zpec, cosmological redshift with
peculiar velocity added) catalogue for the same µ¯ bins.
The wedge correlation functions from the three µ¯ bins
are calculated using Eq. 3 and the sm values obtained
from the two samples are plotted in Figure 6. For all
the three µ¯ bins, it can be seen that the sm values from
the photometric samples are within 1σ compared to the
sm values from the zpec sample, with the 1σ errors on
sm being larger for the zphot sample.
4. MEASURED COSMIC DISTANCES
In the previous section, we measured the BAO peak
position sm for our DECaLS sample at different µ¯ bins.
In this section, we explain the theoretical model which
we use to obtain the theoretical correlation function
ξth(s, µ). The ξth is a function of both s and µ, which
can then be used to translate our measured BAO peak
positions to physical distances.
The volume distance at a redshift is given by,
DV (z) =
[
(1 + z)2DA(z)
2cz/H(z)
]1/3
(12)
and is measured through the BAO by exploiting the
monopole correlation function (ξ0). It has been shown
from previous studies (Estrada et al. 2009; Sridhar &
Song 2019) that for photometric redshift samples, the
BAO peak is smeared out in ξ0. Thus, using the wedge
approach, both the transverse and radial cosmic dis-
tances can be separately measured.
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Figure 5. Top panel: ξw(s, µ) (multiplied by s
2) calculated for the DECaLS data (dotted points in red, same as in Figure 2)
compared with ξw(s, µ) calculated for the Dark Sky simulation (solid lines in blue) within the redshift range 0.6 < zphot < 0.8
for the three µ = 0.08, 0.25, 0.42 bins from left to right. Bottom panel: Same plot for the samples within the redshift range
0.8 < zphot < 1.0. A constant value of 0.0005 and 0.0010 has been added to the ξw(s, µ) from the Dark Sky mocks for the
0.6 < zphot < 0.8 and 0.8 < zphot < 1.0 samples respectively so that the amplitudes match with the ξw(s, µ) from the DECaLS
data. The error bars are the square root of the diagonal elements of the full covariance matrix as mentioned in Eq. 7. The error
bars for the Dark Sky sample are represented by the shaded blue region.
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Figure 6. The x-axis denotes the 3 µ¯ bins we have used
and the y-axis denotes the value of sm obtained from the
empirical fit for the Dark Sky zpec sample (black dots) and
the Dark Sky zphot sample (blue dots) within the redshift
range 0.6 < zphot < 0.8. The µ¯ bins for the zphot sample
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4.1. Theoretical model for the correlation function
We compute the theoretical correlation function
ξth(s, µ) in redshift space exploiting the improved power
spectrum based upon the TNS model as,
ξth(s, µ) =
∫
d3k
(2pi)3
P˜ (k, µ′)eik·s
=
∑
`:even
ξ`(s)P`(µ) , (13)
with P being the Legendre polynomials. Here, we define
µ = pi/s and s = (σ2 + pi2)1/2. The moments of the
correlation function, ξ`(s), are defined by,
ξ`(s) = i
`
∫
k2dk
2pi2
P˜`(k) j`(ks) . (14)
The multipole power spectra P˜`(k) are explicitly given
by,
P˜0(k) =p0(k),
P˜2(k) =
5
2
[3p1(k)− p0(k)] ,
P˜4(k) =
9
8
[35p2(k)− 30p1(k) + 3p0(k)] ,
(15)
where we define the function pm(k):
pm(k) =
1
2
4∑
n=0
γ(m+ n+ 1/2, κ)
κm+n+1/2
Q2n(k) (16)
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with κ = k2σ2p. The function γ is the incomplete gamma
function of the first kind:
γ(n, κ) =
∫ κ
0
dt tn−1 e−t . (17)
The Q2n is explained below.
The observed power spectrum in redshift space
P˜ (k, µ) is written in the following form;
P˜ (k, µ) =
8∑
n=0
Q2n(k)µ
2nGFoG(kµσp) , (18)
where the velocity dispersion σp is set to be a free pa-
rameter for FoG effect, and the function Q2n are given
by,
Q0(k) =Pδδ(k),
Q2(k) = 2PδΘ(k) + C2(k),
Q4(k) =PΘΘ(k) + C4(k), (19)
where Cn includes the higher order polynomials caused
by the correlation between density and velocity fluctu-
ations, and PXY (k) denotes the power spectrum in real
space. The standard perturbation model exhibits the
ill-behaved expansion leading to the bad UV behaviour.
In this manuscript, we use the resummed perturbation
theory RegPT which is regularised by introducing UV
cut-off Taruya et al. (2012). The auto and cross spectra
of PXY (k) are computed up to first order, and higher or-
der polynomials are computed up to zeroth order, which
are consistent in the perturbative order.
Although cosmic distances are estimated using the
BAO at linear regimes, there are smearing effects at
small scales which need to be computed. These small
scale corrections are included to make the final precise
constraints on the BAO (Taruya et al. 2010). We make
use of an improved model of the redshift-space power
spectrum (Taruya et al. 2010), in which the coupling
between the density and velocity fields associated with
the Kaiser and the FoG effects is perturbatively incorpo-
rated into the power spectrum expression. The resultant
includes nonlinear corrections consisting of higher-order
polynomials (Taruya et al. 2010):
Pˆ (k, µ) =
{
Pδδ(k) + 2µ
2PδΘ(k) + µ
4PΘΘ(k)
+A(k, µ) +B(k, µ)
}
GFoG (20)
Here the A(k, µ) and B(k, µ) terms are the nonlinear
corrections, and are expanded as power series of µ.
Those spectra are computed using the fiducial cosmo-
logical parameters. The FoG effect GFoG is given by the
simple Gaussian function which is written as,
GFoG ≡ exp [−(kµσp)2] (21)
where σp denotes one dimensional velocity dispersion.
Thus the theoretical correlation function ξth(s, µ) is
parameterised by,
xth = (DA, H
−1, Gb, GΘ, σp) (22)
wherein Gb and GΘ are the normalised density and co-
herent motion growth functions. When working with
photo-z samples, the effect of the photo-z error on the
correlation function is incoherent. Thus, an extra pa-
rameter is needed for the theoretical template to model
ξth(s, µ) as a function of the photo-z error, but it is not
well understood. So, we use Eq. 4 instead to fit our
observed ξw(s, µ) . This functional form only assumes
a power-law at small scales and a Gaussian function to
fit the BAO peak at large scales and seems to model
ξw(s, µ) quite well as we can see from Fig. 2.
In our previous work (Sridhar & Song 2019) we have
verified that the BAO feature from the theoretical corre-
lation function is weakly dependent on the growth func-
tions and σp. We have verified that changing the value
of σp by ±10% does alter the location of the BAO peak,
but only by less than 0.1% for samples at µ¯ close to
0 and less than 1% for samples at µ¯ close to 1, which
is negligible. Thus, when we fit the cosmic distances,
we fix σp. To find the best-fit σp, we vary it within
3.0 < σp(h
−1Mpc) < 6.0 (by fixing DA and H−1 to
their fiducial values), compute the theoretical correla-
tion function ξth(s, µ) and use the σp for which ξth(s, µ)
matches best with our measured ξw(s, µ) . The best fit
σp used in this works is σp = 4.8 h
−1Mpc, and we fix it
for both the redshift ranges.
Note that we apply the TNS model for computing the
theoretical BAO peaks to fit the measured data. It has
been shown in Sridhar & Song (2019) that using a simple
coordinate transformation to transform the theoretical
BAO peaks from one cosmology to another results in
incorrect values of the BAO peak especially at high DA
and H−1 values. Thus, the TNS model is adopted to de-
termine the theoretical BAO points rather than a simple
coordinate transformation.
4.2. Cosmic distance measurements
In Section 3.3, we obtained the sm values for our two
redshift samples from the DECaLS data. In this section,
we explain how we use a two-step process to go from sm
to measured cosmic distances DA and H
−1. As men-
tioned in the previous section, ξth is a function of s and
µ and depends on 5 parameters as mentioned in Eq.
22. Since ξth(s, µ) is weakly dependent on the growth
functions (Gb and GΘ) and σp, we vary the tangential
and radial distance measures from the fiducial values of
DA and H
−1 for the two redshift samples when we fit
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Figure 7. Left panel: The DA(z) × (rd,fid/rd) measurements obtained from the two redshift samples are plotted in red along
with the values of DA(z)×(rd,fid/rd) measured by other surveys (as colour coded in the legend and mentioned in the text). The
solid black line corresponds to the theoretical predictions for DA(z) as a function of redshift obtained using the cosmological
parameters measured from Planck Collaboration et al. (2018). Units are in Mpc. The normalised likelihood L = exp(−∆χ2/2)
for DA(z) obtained for the 0.6 < zphot < 0.8 (solid red line) and the 0.8 < zphot < 1.0 sample (dotted red line) is plotted in the
inset plot. Right panel: The value of H0 obtained using the likelihoods from our DA measurements (on top) compared with H0
measurements from different probes with 1σ error bars. The 1σ error from the Planck Collaboration et al. (2018) (constraints
including BAO) is plotted in light green and the 1σ error from Riess et al. (2019) is plotted in light blue. From bottom to
top, enumerated on the vertical axis, Trster et al. (2020) (BOSS DR12 constraints from anisotropic clustering measurements),
Colas et al. (2019) (SDSS/BOSS DR12 constraints using effective field theory), Domı´nguez et al. (2019) (γ-ray attenuation),
Abbott et al. (2017) (LIGO binary black hole merger GW170817), Ferna´ndez Arenas et al. (2018) (HII galaxies), Yu et al. (2018)
(cosmic chronometers + BAO), Yuan et al. (2019) (TRGB calibrated SNIa), Wong et al. (2019) (H0LiCOW, gravitationally
lensed quasars), Abbott et al. (2018) (DES clustering + weak lensing).
the cosmic distances. We use a 13 × 13 grid for vary-
ing DA and H
−1 and both DA and H−1 are sampled
within 0.6(paramfid) < paramfid < 1.4(paramfid),
where param is either DA or H
−1. For each of these
parameter set we obtain a ξth(s, µ) for the given µ. We
then fit each of our ξth(s, µ) function using Eq.4 to ob-
tain the theoretical sm values. We then compare the
ξth(s, µ) with our measured ξw(s, µ) and compute the
χ2 values using the sm values from the DECaLS data
and the theoretical templates for the first 3 µ¯ bins (as we
find that the BAO peak is washed-out for the last three
µ¯ bins) taking into account the covariance between the
sm values between the different µ¯ bins that exist.
The uncertainty on the redshift determination pre-
vents us from accessing the radial cosmic distance,
and thus the BAO peak is not clearly visible for the
ξ(s, µ¯ > 0.5) correlation functions. Thus, we do not
get tight constraints on H−1(z). However, even after
fully marginalising over H−1(z), the transverse cosmic
distance DA(z)× (rd,fid/rd) is measured with good pre-
cision for both the redshift samples. The fiducial values
of DfidA for our cosmology at the two mean redshifts is
DfidA (z¯ = 0.697) = 1514 Mpc and D
fid
A (z¯ = 0.874) =
1638 Mpc and the measured values are:
DA(0.697) = (1499± 77 Mpc)
(
rd
rd,fid
)
, (23)
DA(0.874) = (1680± 109 Mpc)
(
rd
rd,fid
)
, (24)
These values correspond to distance measures of 5.14%
and 6.48% precision for the two redshift samples respec-
tively. The 0.2% statistical error on rd based on the
Planck Collaboration et al. (2018) measurements only
make a negligible contribution when added in the above
equations. We compare our results with previous stud-
ies in Figure 7. The constraints using four spectro-
scopic redshift surveys, i.e. Blake et al. (2011) (Wig-
gleZ), Alam et al. (2017) (DR12 BOSS), Chuang et al.
(2017) (DR12 CMASS) and Bautista et al. (2018) (DR14
eBOSS) are plotted in yellow, green, blue and black re-
spectively. The constraints using the DES photometric
redshift survey (The Dark Energy Survey Collaboration
et al. (2017)) is plotted in brown. The solid black line
corresponds to the theoretical predictions as a function
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of redshift obtained using the cosmological parameters
from Planck Collaboration et al. (2018).
The cosmological concordance model with the cosmo-
logical constant is assumed to be a cause of cosmic ac-
celeration, with the Hubble constant unknown. The
measured angular diameter distance at the two red-
shifts from the DECaLS sample and the prior infor-
mation of the sound horizon size and wm ≡ Ωmh2 =
0.1430 ± 0.0011 as determined by the Planck experi-
ment (Planck Collaboration et al. (2018)) are used to
get constraints on H0. The χ
2 values from DA(z) along
with the χ2 values from wm are cumulatively summed
up to get the final constraint on H0. We fit for the
three parameters (Ωm,Ωmh
2, H0) using flat, wide priors
which extend well beyond the regions of high likelihood
and have no effect on the cosmological fits and obtain a
value of H0 = 67.59± 5.52 km/s/Mpc.
We also make a comparison plot with H0 measure-
ments obtained from recent works using different probes
in the right panel of Figure 7. Our H0 value is measured
with 8.1% precision, whereas some of the estimates from
other probes plotted in Figure 7 have a better precision.
To quote a few, the HII galaxy data (Ferna´ndez Are-
nas et al. 2018) delivers a σH0/H0 = 4.9%, the DES
+ BAO + BBN data delivers a σH0/H0 = 1.8%. The
reason for our conservative estimate is because we only
use the likelihoods from our DA(z) measurements which
have been obtained from photometric redshift samples.
We have used the prior information of the sound hori-
zon scale and wm from Planck like other BAO studies.
We believe that the photo-z error is subdominant com-
pared to the error that we get from cosmic variance.
The DESI catalogue and the DECaLS catalogue share
the same footprint and so the cosmic variance will be
minimal, however, due to the photo-z uncertainty, the
error on the H0 value we obtain increases. It can be
seen that our mean value of H0 = 67.59 km/s/Mpc is
well within 1σ of the Planck18 + BAO value.
5. DISCUSSION AND CONCLUSIONS
We provide a statistical methodology to extract cos-
mic distance information using BAO peaks only from the
DECaLS DR8 LRG photometric galaxy sample. Com-
mon practice to extract the BAO peak from photometric
redshift catalogues is by measuring the incomplete angu-
lar correlation function. In this manuscript, we make use
of the wedge correlation function, wherein we split the
sample into small wedges and include the BAO informa-
tion from all the wedges in which they are still present
(µ¯ < 0.5, above which there is noticeable contamina-
tion). Transverse cosmic distance DA(z) is measured
with good precision for both the redshift samples giving
us values of DA(z¯ = 0.69) = 1499 ± 77 Mpc(rd/rd,fid)
and DA(z¯ = 0.87) = 1680 ± 109 Mpc(rd/rd,fid) with a
fractional error of 5.14% and 6.48% respectively. The
values that we obtain have been compared with the the-
oretical prediction for DA(z) as a function of redshift
obtained using the cosmological parameters measured
from Planck Collaboration et al. (2018) and are well
within the 1σ region.
We have also compared our results with the results of
DA(z) obtained from other similar surveys (both spec-
troscopic and photometric) and find them to be consis-
tent with each other. Since most radial information is
contained at the µ¯ > 0.5 bins which are contaminated by
the photometric redshift uncertainty, we are not able to
extract information on the radial cosmic distance. This
is the first time that DA(z) is constrained at such a high
redshift (z¯ = 0.87) using LRGs.
Most of the recent works (Sa´nchez et al. 2011; Carnero
et al. 2012; Seo et al. 2012) have used the angular cor-
relation function w(θ) to get cosmic distance measures
using several narrow redshift slices. Since radial binning
blends data beyond what is induced by the photomet-
ric redshift error, the full information that is present
is not utilised. Another important aspect that is often
ignored when calculating w(θ) is the cross correlation
between the different redshift bins used along with the
complications that it brings with calculating the covari-
ance matrix, i.e. the computing time increases with the
number of bins in θ and number of redshift slices used.
The full spectroscopy DESI galaxy catalogue will be
available around 2025 and will cover the footprint ob-
served by DECaLS, but with higher precision. Here we
try to probe the cosmological signature imprinted in this
photometric footprint map. Most BAO measurements
(Anderson et al. 2012; Alam et al. 2017; Chuang et al.
2017) at low redshifts have supported the H0 measure-
ment by the Planck experiment, and it becomes inter-
esting to see whether DESI will provide a similar result
or not. By using the information obtained on the angu-
lar diameter distance from the DECaLS samples at the
two median redshifts along with prior information of the
sound horizon from Planck, we try to provide a precursor
for the H0 value expected from DESI. Although precise
information of H0 is not possible from photometric red-
shift catalogues, we obtain a value of H0 = 67.59± 5.52
km/s/Mpc with a fractional error of 8.16%. Our value of
H0 supports the H0 measured by all other BAO results
and is consistent with the ΛCDM model.
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Figure A1. First row: Comparison of the correlation function ξw(s, µ) (multiplied by s
2 ) for µ¯ = 0.08, 0.25, 0.42 (from the
0.6 < zphot < 0.8 sample) between the DECaLS data (given by red dots) and the mean ξw(s, µ) of the 100 EZmock samples
(given by the solid blue line) generated by the Gaussian approximation method. The photo-z’s for all the EZmock samples
have been created by extracting a random σz from the parent DECaLS sample. The ξw(s, µ) from all the 100 samples are
plotted as lighter blue lines in the background. Note: We have added a constant value of 0.0020 to the EZmock ξw(s, µ) for the
0.6 < zphot < 0.8 sample for the amplitudes to match. Second row: The same as above, but for the 0.8 < zphot < 1.0 sample.
We have added a constant value of 0.0015 to the EZmock ξw(s, µ) for the 0.8 < zphot < 1.0 sample for the amplitudes to match.
APPENDIX
A. SYSTEMATIC CONTAMINATION FROM STELLAR DENSITY
Systematic effects are often present in an imaging dataset such as the DECaLS dataset, which can lead to spurious
fluctuations in the target density and in turn to changes in the shape of the redshift distribution. One such major
contribution towards systematic contamination in the data comes from correlations with stellar density (Rezaie et al.
2019). To check for this systematic effect, we compare our DECaLS LRG density and the density of the random
catalogue with the density of Gaia stars. First, we convert the sky coordinates (RA and DEC) from our data and
random catalogue into HEALPIX pixels using the same nside = 256 as used for the Gaia stellar density maps. We
then use the Pearson correlation coefficient (PCC) to assess the linear correlation between the two datasets. For two
variables X and Y , the PCC is defined as,
ρX,Y =
cov(X,Y )√
cov(X,X)cov(Y, Y )
(A1)
where cov(X,Y ) is the covariance between X and Y across all pixels. We get a value of ρX,Y = −0.0416 for X and
Y being the Gaia stellar density and DECaLS LRG density and ρX,Y = −0.0443 for X and Y being the Gaia stellar
density and random catalogue density, which shows that there is almost no strong positive or negative correlation
between the two datasets separately.
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Redshift range µ¯ bin sm (h
−1Mpc)
0.08 106.7+3.1−3.5
0.6 < zphot < 0.8 0.25 111.4
+3.9
−4.2
0.42 114.4+5.9−4.7
0.08 107.6+5.0−4.8
0.8 < zphot < 1.0 0.25 107.9
+5.1
−4.3
0.42 112.3+6.0−5.1
Table B1. Results of fitting the EZmock correlation function for the two redshift samples and in the 3 µ¯ bins using Eq. 4.
The sm is the BAO peak point obtained from the fit and the units are in h
−1Mpc.
B. COMPARISON OF THE CLUSTERING RESULTS BETWEEN DECALS AND EZMOCK
As mentioned in Section 2.3, we generate photo-z’s for the EZmock samples from random σz values obtained from
the DECaLS data by restricting to galaxies of similar redshifts. We calculate ξw(s, µ) for the 100 EZmock samples
separately using the same s and µ binning scheme as mentioned in Section 3.3 and the mean ξw(s, µ) for both the
redshift samples is plotted as the solid blue line in Figure A1. We find that by using the true values of ξw(s, µ) for
the two redshift samples from the EZmock, the amplitudes of ξw(s, µ) do not match. However, by adding adding a
constant value (0.0020 for the 0.6 < zphot < 0.8 sample and 0.0015 for the 0.8 < zphot < 1.0 sample) to the ξw(s, µ) ,
we see that the mean ξw(s, µ) of the obtained from the EZmock photo-z’s created by randomly selecting σz’s from
the DECaLS sample match closely to the DECaLS ξw(s, µ) , especially at the BAO scales as shown in Figure A1.
To statistically measure the significance of the similarity, we use the KS test on both the redshift samples. The null
hypotheses for the KS test is that the distributions are the same and to reject the null hypotheses we require a p-value
(significance) less than 0.05. For the 0.6 < zphot < 0.8 sample, we obtain a p-value of 0.78 and 0.18 for the µ¯ = 0.08
and 0.25 samples respectively. For the µ¯ = 0.42 sample, we however obtain a p-value of 0.004 which rules out the null
hypotheses. We however, believe that this should not have a significant impact on the covariance matrix obtained and
should be conservative. For the 0.8 < zphot < 1.0 sample, the minimum p-value we obtain from all the three µ¯ bins is
0.48, which does not rule out the null hypotheses. When adding the constant, we assume that there is some bias in
the data, but we do not expect that it would change the covariance matrix.
As a further test, we fit the mean ξw(s, µ) from the 100 EZmock samples for the two redshift bins using the MCMC
technique with the same fitting parameter space as given by Eq.5. We apply the same priors to all our samples as
mentioned in Section 3.1. The values of sm obtained from the MCMC fit for the two samples are given in Table B1.
First we compare the sm value obtained from the EZmock samples with the same obtained from the DECaLS data.
It can be seen that the common trend of sm increasing with µ¯ bin is also observed for the EZmock sample in both the
redshift ranges considered. The errors obtained on sm for the EZmock samples are similar to what we have obtained
for the DECaLS sample in both the redshift ranges, with the error on sm increasing with µ¯.
The obtained sm values from the EZmock samples are converted to physical distances using the same methodology
as explained in Section 4.2. For the 0.6 < zphot < 0.8 and 0.8 < zphot < 1.0 samples we obtain values of DA(0.69) =
1507± 58 Mpc(rd/rd,fid) and DA(0.87) = 1616± 84 Mpc(rd/rd,fid). These values correspond to distance measures of
3.88% and 5.2% precision for the two redshift samples respectively. It can also be noted that the recovered values
of DA for the EZmock samples are a good match to the expected values D
fid
A from the fiducial cosmology we use.
The fiducial values of DfidA for our cosmology at the two mean redshifts is D
fid
A (z¯ = 0.697) = 1514 Mpc (0.4% higher
than the recovered value) and DfidA (z¯ = 0.874) = 1638 Mpc (1.3% higher than the recovered value). Given the overall
precision, these values are well within the expected limits.
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