To generate a seamless mosaic of a Forward-Looking Sonar (FLS) video sequence, this study proposes a novel fusion method for FLS image mosaic, which includes two main steps from coarse to fine. In the coarse fusion step, the source images are first decomposed into multi-scale sub-bands using the Non-Subsampled Contourlet Transform (NSCT), then the sub-bands of the source images are merged, based on the Gabor energy and the local contrast for low and high frequency sub-bands respectively, to generate the fused sub-bands which are used to produce the fused image by inverse NSCT. In the fine fusion step, a decision map is used to choose the pixels of the fine fused image from the coarsely fused image or one of the source images. This decision map is first constructed by measuring the similarity of the coarsely fused image to the source images, and then processed by a morphological post-processing technique to ensure its continuity and smoothness. Extensive experiments on FLS image fusion and mosaic have been conducted to demonstrate the effectiveness and the superiority of the proposed technique using both a subjective evaluation and objective metrics.
Introduction
Two-dimensional Forward-Looking Sonar (FLS) [1, 2] has become one of the most effective tools for the exploration of turbid waters, in which low visibility restricts the application of optical cameras. FLS can provide acoustic images at high frame rates similar to videos. However, due to the limited number of transducer beams, the azimuth field of view of an FLS image is too narrow. In some practical applications such as underwater structure inspection and wreckage detection, only a small portion of large objects (e.g. bridge and ship wreckage) can be detected in a single narrow frame. It is not convenient for visualization or computer techniques to deal with a partial view of an object in a frame or an object spanning across multiple frames. It is therefore important to integrate multiple frames, with overlapping regions, into one composite image that offers an overall view of the field of interest. This integration technique is referred to as image mosaic.
One of the earliest works on image mosaic can be traced back to [3] . The typical workflow of such a technique has three main blocks: image pre-processing, image registration with global alignment, and image fusion. This technique has been widely adopted in a number of image processing applications, including the FLS images [4, 5, 6, 7] . However, these works [4, 5, 6, 7] for FLS image mosaic have issues with sharp transitions along the boundaries between the overlapping images. These sharp transitions, caused mainly by the inhomogeneity (see Section 2) between the corresponding images, produce obvious seams and therefore adversely-affect the quality of the mosaic. To deal with this problem, image fusion techniques are applied to suppress the differences along these boundaries. In [8] , a weighted average based fusion approach is used to eliminate the seams. To improve the Signal to Noise Ratio (SNR) of the mosaic, the weight values are distributed according to the pixels' insonification intensities. However, because the mosaic is created by a small number of fully overlapping frames, the field of view of the mosaic is not enlarged. To solve this problem, Li et al [9] use the Scale Invariant Feature Transform (SIFT) features with the RANdom Sample Consensus (RANSAC) method for sonar image registration. After registration, the input frames are integrated to generate a panoramic image containing the integral object. Meanwhile, a fusion algorithm based on a weighted threshold and the Canny edge detector is used to distinguish between the image boundaries and the edges of the objects in the images. If a pixel is determined as the boundary of a source image, it will be excluded and replaced by the corresponding pixel from another source image to ensure smoothness in the transitions. Another mosaic based FLS image fusion scheme is proposed in [10] . A saliency mask obtained by computing the standard deviation of the local regions is used to remove the useless areas of an FLS image. Then, the remaining regions are smoothed using Gaussian convolution and fused by taking the average of the useful regions from all the images. These fusion methods improve the smoothness of the transitions by a simple averaging of the input images, which however, brings undesirable impacts such as a reduced contrast [11] . Moreover, neither the scale nor the directional information of the source images is taken into consideration by using the average calculation. To overcome these problems, multiscale transform (MST) based fusion methods are proposed in [12, 13, 14, 15, 16] .
The main steps of MST-based image fusion can be summarized as follows. First, the source images are decomposed into several sub-bands in different scales and directions using MST tools. Then the elements of the subbands are merged by the fusion rules, resulting in the calculation of fused sub-bands. Finally, the fused image is reconstructed by inverse MST using the fused sub-bands.
The image information with different scales and directions can be represented from the decomposed sub-bands. The MST-based fusion method originates from [12] , in which the source images are decomposed and reconstructed using the Laplacian Pyramid Transform (LPT). Then the Gradient Pyramid and some Wavelets, such as the Discrete Wavelet Transform (DWT) are successively used for image fusion [13, 14, 15, 16] . However, these MST tools with limited directions cannot effectively represent the discontinuities along the edges and contours of the objects in the image [17] . Furthermore, due to sampling during image decomposition and reconstruction, the pseudo-Gibbs phenomenon which exhibits artefacts around the pixels with high gradients, such as object edges and image boundaries, affects the quality of the fused image. To overcome these problems, the work in [17] proposes the Contourlet Transform (CT), which employs the LPT to find the discontinuities and uses Directional Filter Banks (DFB) to represent the anisotropy in the image. But it fails in suppressing the pseudo-Gibbs phenomenon since it involves the up and down sampling as well. As an improved version of CT, the Non-Subsampled Contourlet Transform (NSCT) [18] successfully eliminates the pseudo-Gibbs phenomenon using non-subsampling for the decomposition and reconstruction, making it more suitable for MST-based image fusion [19] . However, MSTbased image fusion has not been widely applied in FLS sonar image fusion. It is difficult to determine appropriate fusion rules due to the properties (such as the lack of features, high noise level and inhomogeneity) of FLS images. In addition, it is inevitable to lose useful information of the source image in the process of decomposition and reconstruction by MST [20] . Another group of image fusion methods, namely spatial-based fusion [21] , can retain the complete information of the source images without using any decomposition and reconstruction. Instead, they divide the images into several blocks, and then select the blocks from the source images to the fused image according to some clarity measurements. These techniques are likely to produce blocky artefacts due to the inappropriate block division [22] , thereby influencing the quality of the fused image. In this paper, a novel fusion method, combining the advantages of the spatial-based methods and the MST-based methods is proposed for FLS image fusion. The main contributions of this work are listed below.
(1) A novel algorithm for the fusion of FLS images is introduced, which is composed of a coarse fusion using NSCT and a fine fusion based on the determination of the useful regions. (2) Our method achieves a higher performance with respect to metrics such as mutual information, edge based similarity measure, and signal to noise ratio. Higher quality can also be visually verified from our results in Figures 5-9. (3) A post-processing method based on morphology guarantees the continuity of the finely fused image. This also allows for a higher tolerance to image registration errors. The rest of this paper is structured as follows. The motivation of FLS image fusion and the related background are presented in Section 2. Section 3 describes the methodology of the proposed fusion method. Experimental results and analysis are reported in Section 4, while the conclusions are provided in Section 5.
Background
In an FLS imaging system, the sound waves are first emitted from the transducer arrays. After insonification and scattering, the echo signals are received by the receiving arrays. The received signals are then sampled accordingly with the spatial orientation in polar coordinates, and transformed into a fan-shaped image in Cartesian coordinates. Similar to optical images, the FLS images represent the reflection energy distribution in the image plane. However, the limited number of arrays restricts the field of view of the FLS images. For example, some of the FLS data in this work is recorded by the ARIS sonar [1]. There are 96 or 128 transducers where each beam has a width of 0.1-0.3 degree and 1500-2000 samplings. The horizontal field of view is approximately 28 degrees, which makes it difficult to detect large structures, such as bridges, dams and ship hulls, in a single frame. Therefore, it is necessary to integrate multiple overlapping frames to generate a mosaic that provides an overall field of view. Due to the high frame rate of FLS devices, a high overlap percentage is common between consecutive and nearconsecutive frames. However, some inherent properties of FLS imaging may influence the quality of the mosaic.
As shown in Fig.1 , FLS images suffer from inhomogeneity caused by the nonuniform sensitivity of the acoustic lens [4, 23] . This property leads to sharp transitions and seams along the boundaries of multiple frames in the mosaic. To improve the quality of the mosaic, the seams caused by the inhomogeneity of different frames need to be eliminated. One of the most commonly used solutions is to take the average of the overlapping regions. But this will lead to undesirable influences, such as reduced contrast since the pixels with high contrast usually contain useful information [24] . In addition, objects that are near the focused regions appear brighter and clearer while objects at a distance from the focused area appear darker and blurred. The change of viewpoint in detection leads to a phenomenon where the same object appears bright and clear in some frames but dark and unclear in some other frames. For further applications, the clear regions are expected to be included in the mosaic to improve the brightness and clarity of every object, for which a simple averaging is obviously not suitable. Based on the above analysis, a fusion method should pay more attention to the combination of the complementary information from the source images to generate a seamless mosaic.
CT consists of LPT and DFB. An image is decomposed into one low-frequency and several highfrequency sub-images, and each high-frequency sub-image can be also divided into different directional sub-bands, enhancing CT with a more comprehensive representation of the image. However, the up and down sampling operations during the decomposition and reconstruction cause the pseudo-Gibbs phenomenon, which translates as artefacts around the objects edges and the boundaries of the image, making it not perfect for image fusion. As a nonsubsampling scheme of CT, NSCT is proposed to suppress these artefacts. NSCT is composed of Non-Subsampled Pyramid Filter Banks (NSPFB) and Non-Subsampled Directional Filter Banks (NSDFB). NSPFB is a two-channel non-subsampled filter bank. The input image can be decomposed into one low-frequency and one high-frequency sub-image by NSPFB. By iteratively using NSPFB to divide the low-frequency component k times, the image can be decomposed into 1 k + levels of sub-images, including one low-frequency and k high-frequency sub-images. The bandpass of the low-frequency sub-image on the th k′ decomposition is [ 2 , 
The NSDFB is a two channel non-subsampled directional filter bank that is composed of directional fan filter banks and DFB. With an l level decomposition, one high-frequency sub-band can be decomposed into 2 l directional sub-bands using NSDFB as shown in Fig.2a . These enable NSCT to represent effectively the multi-scale and anisotropy of the image. With the help of the non-subsampled structure, the pseudo-Gibbs phenomenon can successfully be overcome by avoiding the up and down sampling during the decomposition and reconstruction using NSCT. In addition, the non-subsampled scheme maintains the same size for all of the sub-bands with the input image. This makes it convenient to build fusion rules for the corresponding sub-bands of the source images and thereby, making the NSCT more suitable for image fusion. As shown in Fig.2b , for two source images A and B, the steps of NSCT-based fusion method [24] are summarized as follows: (1) Source images A and B are decomposed in K scales and L directions using NSCT, resulting the sub-bands of the source images, { , } H are the high-frequency sub-bands at scale 
Methodology
The proposed fusion method includes three steps: pre-processing, the coarse fusion and the fine fusion. The coarse fusion is based on NSCT. The coarsely fused result is then used to create a decision map which is used to select the pixels for the fine fused image from the coarsely fused image or one of the source images. 
Pre-processing
It can be seen that FLS images suffer not only from inhomogeneity but also from low contrast [10, 25] . Their gray values are restricted to a small dynamic range. To enhance the contrast, the distribution of the intensity levels needs to be more expanded. In this work, a weighted threshold histogram equalization [26] scheme is used for contrast enhancement. The probability density function (PDF) of the input FLS frame is denoted as
where
is the gray level of the pixel, and n k is the number of the pixel with a gray value equal to k. Then the equalization scheme is designed based on the following rule ( )
where max ,
and max P is the highest probability in the PDF of the input image. The role of v is to restrict the highest probability of new PDF to be less than
P is the threshold and any value of the probability which is lower than l P is set to 0. The parameter
is used to enlarge the dynamic range of the gray values by relocating the original probability to the interval [ , ] . 
Finally, using the CDF, the histogram equalization is given as ( , ) ( 
and in W are the dynamic ranges of the equalized and original images respectively. G max is set to 2.5-3.5. M adj is used to compensate for the difference between the images' mean value after equalization. An example of the results to illustrate the contrast enhancement is shown in Fig.3b . It can be seen that compared to the original image, the object, shadow and background become more distinguished due to a more enhanced contrast.
Before fusion, the source frames should be spatially aligned to avoid inconsistencies in the results. Two datasets are used in this paper. The first FLS video sequence is recorded by the ARIS series sonar rotating around the AR2 rotator [27] , which precisely records the rotation. The second dataset consists of some frames in the presence of translation. This dataset is acquired using DIDSON series. Conventional GPS and differential GPS (DGPS) receivers do not work underwater and the localization equipment cannot provide accuracy up to a pixel level [28] . Therefore image registration is conducted to align these frames. For FLS images registration, the intensity based methods usually outperform the feature based methods since FLS images do not usually exhibit highly distinctive features and therefore do not correctly match the features [4, 5, 6, 10, 29] . Although intensity based methods are sensitive to the spatially varying intensities between FLS frames [30] , they can still perform satisfactorily in the registration of consecutive frames whose intensities can be approximately regarded as homogeneous. Then the near-consecutive frames can be aligned by accumulating the consecutive registration results without introducing significant errors. We use the Fourier based registration method [4] , which calculates the rotation by first calculating the translation between the FLS frames in polar coordinates and then calculates the translation in the Cartesian coordinates. The result is shown in Fig. 3c and d. 
Proposed Coarse FLS Image Fusion based on NSCT
The proposed coarse fusion is based-on NSCT and the flowchart of the coarse-fusion is shown in Fig.2b . In general, the elements of fused sub-bands are selected from the corresponding sub-bands of the source images through specific rules. Hence, a key step of the NSCT-based fusion method is the establishment of fusion rules, which should be designed according to the characteristics of the useful information in the source images. Typically, parameters such as the gradient and the spatial frequency, which measure the details in the image, are regarded as important for optical images [31] , since they have rich features and low noise. In contrast, FLS images are usually featureless and noisy, which makes the mentioned parameters not suitable to represent the useful information of FLS images. Therefore, some other parameters need to be considered to set up the fusion rules for FLS images. 
Fusion Rule of Low-Frequency Sub-band:
An FLS image expresses the intensity distribution of the echo spatially and the clear regions usually represent a high reflected energy. Since most of the image energy is retained in the low-frequency sub-band, parameters which represent the image energy should be used to guide the fusion rule for the low-frequency sub-band. Gabor energy is an effective tool to describe the energy distribution in an image [32] . It also exhibits a satisfactory performance in FLS image applications [33] due to the superior invariance to noise and transformation. Hence, the Gabor energy is suitable for the low-frequency sub-band fusion. Gabor transform can be originated from [34] . 
The fusion rule of the low-frequency sub-bands based on the Gabor energy is constructed as
.
is the weighted value,
A g E and B g E are the Gabor energy of the lowfrequency sub-bands of the source images. L A , L B and L F are the low-frequency sub-bands of the source images A, B and the fused image F, respectively. T is a threshold which is set to 4 in our experiments. When there is a big difference between the sub-bands of the source images (i.e., when the absolute difference is larger than the threshold) the fused elements are directly chosen from the source images. When the difference is less than the threshold, the fused elements are calculated by the weighted averaging to ensure the stability of the fused image.
Fusion Rule of High-Frequency Sub-bands:
The high-frequency sub-bands represent the sharp features in images, such as corners, edges and contours. Generally, the rule of the maximum absolute value is used for the highfrequency sub-bands fusion to retain the details of the image. However, in addition to these image details, image noise is also enclosed in the high-frequency sub-bands. Especially for FLS images, the noise of the original images can be introduced to the fused high-frequency sub-bands using the maximum absolute value rule. In addition, the maximum absolute values rule does not consider the relationship between the low-frequency and high-frequency sub-bands. According to the human visual system (HVS) characteristics, humans are more sensitive to contrast than illumination [24, 35] . Hence, the fusion rule for the high-frequency sub-bands should only consider the contrast. The contrast R of the image is defined as [36] :
where L is the gray value of the local region and B L is the brightness of the background, namely the low-frequency sub-band, and therefore L ∆ denotes the high-frequency subbands. Then the local directional contrast ( , ) kl R x y of pixel ( , )
x y at k scale and l orientation is defined as [37] ( , )
,
In Equation (10), the ( , ) kl H x y is the high-frequency subbands at k scale and l orientation at pixel ( , )
x y , and ( , ) L x y is the average of the low-frequency sub-bands in the local region: 
H x y R x y R x y H x y H x y R x y R x y
Here, the elements with a larger contrast are regarded as useful information and are selected for the fusion.
To suppress noise which is usually isolated and randomly located, a region consistency check is performed on the fused sub-bands. The consistency decision map M of the fusion is given by
According to this map, if the element at pixel ( , )
x y came from source image A with the majority of its neighbours being from image B, then the fused element will convert to the element from image B.
Once the fused elements of the low-and highfrequency sub-bands are obtained, the coarsely fused image can then be generated using the inverse NSCT on the fused sub-bands.
Proposed Fine Fusion Based on Useful Regions Determination
The proposed fusion method based on useful regions determination is described in detail in this section. The 5 fusion scheme can be divided into two steps: useful regions determination and image fusion based on the selected regions.
Useful Regions Determination:
Although the coarse fusion has obtained the complementary information from the source images, it still loses some important information in the processing of the decomposition and reconstruction by NSCT. The most effective solution to address this problem is to directly copy the pixels from the source images to the fused image. Therefore, it is necessary to determine which regions between the source images are more useful in order to use these regions for the fused image. In addition, the fused results should not contain any seams or other artefacts that are introduced by differences between the source images. For the source images, the gray values of the important pixels should be similar to the corresponding pixels in the coarsely fused image. The Root Mean Square Error (RMSE) metric [38] can be used to measure the similarity between the source images and the coarsely fused image pixel by pixel. The RMSE of each pixel between the source images and the image is calculated as follows FMAP x y will be set to 1, indicating that pixel ( , )
x y of image A is similar to the corresponding pixel in the coarsely fused image. It is then considered to be more useful than the corresponding pixels from image B. Otherwise the corresponding pixel in image B is considered to contain more important information. Therefore, the useful regions can be determined by this binary fusion decision map FMAP.
However, this decision map cannot be directly applied for the fine fusion. Because of the coarse quality of the FLS images, some narrow breaks and small spots appear around the boundaries of the black and white regions in the map, causing discontinuities in the fine fused image. To improve the fusion quality, we propose a morphological post-processing to remove these defects. It consists of the following steps: Step1: Suppress the thin structures that are lighter than their surroundings and connect to the boundary. This step is first used to remove the small white spots and narrow white bands around the boundary, guaranteeing the continuity of the black regions of the binary map.
Step2: Erase the small black holes in the white region to improve the smoothness of the white region.
Step3: The morphological opening and closing operations are iteratively used to eliminate the narrow breaks and thin protrusions along the boundary, making the boundary as smooth as possible.
Finally, the ultimate decision map UMAP is made to show the useful regions of the source images.
Fine Fusion Based on Useful regions Determination:
The proposed FLS image fusion method is, in essence, a spatial-based method. It takes advantage of the MST-based fusion method to generate a coarse fusion result to guide the partition of the source images. The fusion algorithm based on the useful regions determination consists of the following steps.
Step1: Perform coarse FLS image fusion based on NSCT. Meanwhile, the Gabor energy and the local contrast are used for the fusion rules to merge the low-and high-frequency sub-bands: Step2: Following the coarse fusion, the similarity between the coarse fused image and the source images is measured using RMSE to generate a binary matrix. This matrix is then modified using morphological operations to guarantee the continuity of the partitioned regions.
Step3: The fine fused image is obtained using the pixels from the source images or the coarsely fused image according to the decision map UMAP. The process of generating the fine fused image 
where ( , ) T x y is the sum of the neighbours surrounding the pixel ( , )
x y in the decision map and the neighbourhood was set as 3×3 in our experiments. ( , ) (2 1)(2 1) T x y M N = + + implies that the value of the neighbouring pixels of ( , )
x y are all equal to 1, indicating that the pixel from A I can be regarded to be more useful. The corresponding pixel value ( , ) FF I x y is accordingly set to ( , ) .
illustrates that the pixels ( , )
x y from B I contain more useful information and should be selected to be included in the fine fused image. Besides, 0 ( , ) (2 1)(2 1)
represents that some values of the neighbours of pixel ( , )
x y are 1 and the others are 0. Therefore, these pixels can be considered to be located around the boundary of the regions, and their values are assigned by the coarse fused image F I to keep a smooth transition region.
Experimental Results and Discussions

Evaluation Metrics
Image fusion should not only transmit the complementary information from the source images, but also effectively suppress any artefacts in the fused image. The adverse-effects of artefacts can be observed and subjectively measured by a subjective observation, while the amount of information transmitted to the fused image is measured using objective measures. We use three popular metrics for objective evaluations of the results.
Mutual Information (MI) [39] : MI measures the similarity of the gray level distributions between the source and the fused images. It reflects how much information the source images deliver to the fused images. Therefore, a larger value of MI denotes better fusion results.
Edge based Similarity Measure (Q AB/F ) [40] : Q AB/F assesses the fusion effects by measuring the edges similarity between the source and fused images. Therefore, a larger Q AB/F denotes a better fusion result. Peak Signal to Noise Ratio (PSNR) [41] : PSNR is the ratio which measures the maximum possible power of a signal, and the power of the noise which affects the fidelity [19] . A larger PSNR of an image means a better endurance to noise. So the larger PSNR is, the better the fusion result is.
Experimental Results of FLS Frames Fusion
Experiments were carried on two conditions, namely the fusion with perfect and imperfect registration of FLS images. Examples of two pairs of the source images are shown in the Fig.4 . To show the advantages of the proposed FLS image fusion method, the proposed method is compared with three fusion schemes, LPT with maximum absolute value rule, NSCT with Sum-Modified-Laplacian (SML) rule [31, 42] (NSCT_1), NSCT with the proposed rules (NSCT_2) in Section 3.2. SML method extracts the image details using the second derivatives, making it popular for optical fusion.
FLS Image Fusion with Perfect Registration:
The FLS video used in the experiment was recorded by ARIS series [1] . The sonar was mounted on a tripod and the rotation was obtained from the rotator pan. So the source images can perfectly be aligned spatially. Fig.4a shows the overlapping regions of 338th and 368th frames, which act as the source images A and B. It can be seen that the left object is clear while the right objects are blurred in source image A. Conversely, the left object looks unclear while the right object appears clear in source image B. An image of which the two objects are both clear should be generated by the fusion of the source images.
In order to show the improvement, the fusion results are subtracted from the source image B, which results in the difference images. Fig.5a-d show the results, the difference images and the enlarged zoom-in around the right object generated by the LPT, NSCT_1, NSCT_2 and the proposed methods. The LPT methods produce extra artefacts, namely the pseudo-Gibbs phenomena at the edge of the objects and the fan-shaped boundaries of the FLS images, which are clearly visible in the difference images. Compared with the LPT results, the two NSCT-based methods effectively suppress the pseudo-Gibbs phenomena, so NSCT is more suitable for image fusion than LPT. However, due to the inappropriate fusion rules, the intensity is severely uneven. In addition, there remains a considerable amount of gray values at the object position in Fig.5b , illustrating that the useful information of source image B cannot be effectively conveyed into the fused image. NSCT with the proposed rules (NSCT_2) in Fig.5c and the proposed method as a whole in Fig.5d produce better subjective results compared to other techniques. There is only a little gray information left in the right region, while most of the remaining information is located in the left region in Fig.5c , which is corresponding to the condition that the right area is clear and the left is blurred in source image B. Therefore, the proposed fusion rules are more suitable for FLS image fusion. To avoid information loss during the decomposition and the reconstruction, the proposed method addresses the problem by directly copying the pixels from the source images to the fine fused image. There is no information left in the right region in the difference image in Fig.5d . For the proposed method, the coarse decision map is shown in Fig.7a and the final map after morphological processing is shown in Fig.7b . As shown in Fig.7b , the fine map has continuous regions and smooth boundary, ensuring that the fused image is visually stable and seamless.
The objective assessment is given in Tables 1. It can be observed that the metrics of the proposed method are the best compared to other methods. For instance, for the fusion of 338th and 368th frames, our proposed algorithm produced an MI value of 4.2034 which is superior to 2.2530, 3.5978 and 3.6834 generated by the other methods. Similarly, the proposed algorithm produced better results in terms of Q AB/F and PSNR. Therefore, the proposed method can obtain more useful information from the source images, leading to better fusion results. The algorithms are coded in Matlab and implemented using an Intel i7 at 2.60GHz. For the fusion of two 750×500 images, it takes approximately 1 min, including about 59s to decompose and reconstruct images by NSCT, 0.93s to implement the proposed rules, and 0.50s to implement the morphological post-processing respectively. In total, we tested a video of 1020 pairs of frames and the average of the objective evaluations are reported in Table 2 . As shown in the table, our proposed algorithm consistently achieved the best fusion results for all three metrics. Fig.5b shows two mis-registration FLS images, which are subject to a small rotation. The fusion results, the difference images and local enlarged zoom-in are shown in Fig.6 , and the decision maps are shown in Fig.7b . It can be seen that the MST-based fusion methods fail to handle this misregistration. Since the identical object in the source images is not perfectly aligned, the object projections in the two source images are selected repeatedly as the useful information and conveyed into the fused image simultaneously, leading to these artefacts. Conversely, the proposed method successfully avoids the artefacts which appear in the fused image. As shown in the coarse decision map in Fig.7b , there are breaks due to the misalignment in the white region. When morphological operations are applied, the discontinuities in these regions are removed, eliminating the artefacts caused by mis-alignment.
FLS Image Fusion with Imperfect Registration:
The work in [43, 44] has demonstrated that the projection matrix H between two frame points p and p' follows an affine transformation. The elements of H vary across the image depending on the range and the unknown elevation angles. For the registration of consecutive and near-consecutive frames, the projection can approximately be simplified to a rigid transformation [4, 5, 6, 10] , which is composed of a rotation along the z axis and translations along the x and y axes in the plane, since the influence caused by elevation, and roll-and-yaw motion of sonar can be neglected due to the large scope of FLS images. Although the simplified rigid model can satisfy most of the conditions for the case of consecutive and near-consecutive frames registration, it may lead to mis-registrations of FLS frames in some regions, which are subject to local non-rigid transformations. For example in Fig.8a and b, the initial frames show an elongated shadow and as the sonar gets closer the shadow becomes shorter. This leads to a local mis-registration of some regions, such as the shadows when using a rigid transformation. Fig.8c and d correspond to the decision map and the fusion result respectively, using the proposed method. It can be seen that the object and its shadow are both from Fig.8a , which avoids the artefacts introduced by the mis-registration appearing around the shadow. Finally, we provide the mosaic of multiple FLS images. The mosaic of an FLS video sequence is generated from its every 30th frames since they provide complementary information and they simultaneously enlarge the field of view. The mosaic is generated by fusing the frames incrementally one by one. For example, we use the 338th and the 368th frames to produce the first mosaic. Then the result of first mosaic and the 398th frame act as the source images to produce the next mosaic. In summary, the current mosaic is generated from the previous mosaic result and the subsequent 30th frame. Fig.9a and b are the mosaic results using the NSCT_1 and the proposed method. As shown in Fig.9a , the result of NSCT_1 is severely uneven, which influences the clarity of the objects and the smoothness of the mosaic. It can be demonstrated that the SML method is not suitable for FLS image fusion, since it cannot describe the properties of the useful information of the clear regions in FLS images. In contrast, Fig.9b is seamless and does not show any sharp transition, and the azimuth field of view is also widened. The objects and regions in the mosaic are all clear for visualization and can be readily used for further processing. In Figure 9b , the dark regions at the top and bottom of the mosaic cannot be eliminated since there is no obvious translation between frames. Another mosaic is produced to demonstrate that the proposed method is able to fuse the frames with translation. Fig.9c gives the mosaic result of 272 frames of a ship hull search on two different horizontal tracklines using the proposed method. It can be seen that the darkness in the bottom and top regions in each source frame has been effectively eliminated without leaving obvious seam. There are visible and dark un-illuminated regions in one frame and the visible regions are conveyed to the resulting mosaic by using the proposed method, which guarantees that the mosaic can avoid the dark regions. The metrics comparison is provided in Table 3 , which shows that the proposed method achieves superior results compared to other methods. In addition, the proposed method is used to fuse the partly overlapping frames. In practical applications, the sonar is sometimes kept idle and the recorded frames are therefore totally overlapping. For these frames, their contrasts are almost the same while the noise is randomly located in each frame. In this case, we take the average of these totally overlapping frames as opposed to directly fusing the images one by one since taking the average can suppress the randomly located noise without reducing the contrast of the fused image. Then the averaged image can further be used in the fusion to produce a mosaic with the other partly overlapping frames. 
Conclusion
In this paper, a novel fusion method for FLS image mosaic is proposed. The overall algorithm involves coarse and fine fusion methods. The coarse fusion is based on NSCT, which can effectively suppress the artefacts introduced by the up and down sampling during the decomposition and reconstruction process. In addition, Gabor energy and local contrast have shown to be more suitable for the establishment of the fusion rules for low-and high-frequency sub-bands of FLS image fusion. Based on the coarse results, the importance of the source images can be measured by RMSE to generate a decision map, which determines the useful regions of the coarsely fused image and the source images. Finally, the useful regions are directly copied to the fused image. The proposed method produced superior fusion and mosaic results compared to existing methods.
Acknowledgments
