ABSTRACT
Let f(x) be a polynomial of degree 2N -1, then 
(2.14) (see [3] for explicit expressions for the matrices)
Scalar Hyperbolic Equation
In this Section we consider the scalar initial-boundary value hyperbolic equation
with the initial condition
and tile boundary condition
The Chebyshev-Collocation (Pseudospectral) method involves seeking all Nth degree
with the boundary condition
UN(1,t)=UN(Xo,t)=g(t)
(:3.5)
where x, are determined in (2.3) (x0 = 1).
Note that the equation is satisfied at all the grid points except at the boundary point x = 1 where the boundary condition is satisfied.
In general, the term _uu(x, t) is evaluated at all the grid points, with tile use of either FFT or matrix-vector multiplication using the matrix De. Equation (3.4) is then advanced at all the grid points. The value of the solution at the boundary is then updated using (3.5).
Ill [5] a penalty type method was introduced.
In that approach we still use equation (3.4) for the inner points xj, 1 <_ j < N, however instead of using (3.5) for the boundary, the following equation is satisfied
where r is determined from stability considerations.
In particular it had been found that stability follows if
Equations ( (
The main difference between the penalty method (3.7) and the usual Chebyshev method given in (3.4) 
In the C-L method we seek a (3.9) let UN(X, t) be the solution of (3.9). Let wj be the weights of the Gauss Lobatto Legendre quadrature formula and yj the nodes of the same quadrature fornmla. Let g(t) = 0 in (3.3) and (3.9), then for
tile (_-L method is stable in the L2 llorm. More specifically,
It follows from (3.9) that
This is because both sides of (3.9) are polynomials of degree N that agree at N + 1 points, namely at the Chebyshev collocation points xj, 0 <_ j <_ N.
We now read (3.11) at the Lcgcndrc points yj to get
Since the Gauss-Lobatto-Legendre quadrature formula is exact for polynomials of degree The estimate (3.13) follows from (3.10) upon substituting (3.14) for the values of uN(yi, t).
Tile theorem is proven. 
g_(xk) = __, __, gj(yt)h't(y,,,)h,,,(xk) 1=0 m=O
The theorem is thus proved.
We will show now that tile differentiation matrix induced by tile C-L method "DCL is similar to the differentiation matrix Dcp induced by the Legendre penalty method (3.8 ).
This will demonstrate the fact that the C-L method is the realization of the Legendre method on the Chebyshev grid. 
ho(X_) = (1+ x_)pk(x_) 2P_,(_)
and since y0 = x0 = 1 gj(yo) = _j,0 so the right hand side of (3.23) is exactly the salne as this of (3.22).
Thus (3.20) is established.
The proof is completed.
Parabolic Equations
In this Section we present the Chebyshev-Legendre method for the parabolic equation
with Robin boundary condition
au(1, t) + flu_:(1,t) = g+(t) 7u(-1,t)+3u_(-1,t) =g-(t). (4.2)
We will assume that a,/3, 3' are non-negative and 3 is non-positive.
This assures the time decay (or non-growth) of u(x,t).
We note that by now there is a very limited stability ti_eory for the Chebyshev method.
In fact stability had been proved first for the Dirichlet case/3 = 0, ,6 = 0, (see [7] ) and then 
av(1,t) + flvx(1,t) ",/v(-1,t) + Sv_:(-1,t).
The numbers r0, rN will be determine later to assure stability. We define also the following scalar product
where yj,wj are the Legendre points and weights respectively. 
Ov(_j,t) 02V(X_ Ox_t)lx=_' -R(_, t)
Ot where xj are Chebyshev collocation points.
Note that again, the work is done on the Chebyshev points xj, the penalty values
Q+(xj),Q-(x3)
are computed by (2.8) and are nonzero for any xj.
To prove the stability of (4.6), we set g+(t) = g-(t) = 0. In the following lemma, we will find conditions on r0 and rN such that the operator A to be semi bounded. Proof :
Since the Gauss Lobatto Quadrature formula (2.6) is exact for polynomials of degree
2N -I and since v(x, t) is a polynomial of degree N, we have
using the standard integration by parts technique.
Using again the Gauss Lobatto formula, one would get
j=o j=o
v_(1)_o + V_(--I)wNv(1)v_(1)+ v(-l)v_(-1)
Thus making use of (4.10) we Call write We are now ready to state the stability theorem for the C-L method when applied to parabolic equations with Robin boundary conditions :
,nation to u(x,t), obtained by (4.6). Assuming that g+(t) = .q-(t) = 0, v(x,t)satisfies the energy estimate
where the scalar product (f,g)N is defined in (:3.5).
Proof :
Since (4.6) holds for j = 0, ..., N and since v, vx_ and R are polynomials of degree at most N, we conclude that both sides of (4.6) are equal not only at the grid points but also for
where
Noting the definition of A in (4.3), we get We stress again that the Legendre collocation points yj are "ghost points", which are never used in the computations but only in tile proof of the stability. Actually we could restate the proof in terms of tile Chebyshev collocation points xj as in Theorem 3.1.2.
Numerical Results

Case
1: Linear scalar PDE
In this Section, we will considersomenmnerical examplesthat verify our claims stated in previous Sections.Considertile scalarlinear initial-boundary value hyl)erbolic PDE
with initial condition U(x,0) = sin (2,_k.) and boundary condition at x = 1
u(1,t) = .q(t)= sin(>_k(1+ t))
We seek an N degree.z-polynomial v(x, t) that satisfies 
Let denote v_'_) = v(xj,t,,)
and At be the time step increment, then for j = 0,..., N,
we would advance the system of ODE (5.2) in time by the third order Heun Runge Kutta scheme that has the following form :
. (o)= .q(0)
For j = 0, 1,...,N, and vj 
However, as shown in Table  I that this procedure would lead to reduction of accuracy in time as N increases. 
We shall denote this procedure as (XBC). Table I indicated that the order of time accuracy for this procedure is third order for all N. 
with initial condition
and boundary condition at x = 1
This PDE has an exact solution given as U(x,t)= 2 + sin(27rk(x + t)). 
