A popular method for coevolutionary inference is cophylogenetic reconstruction where the branch length of the phylogenies have been previously derived. This approach, unlike the more generalized reconstruction techniques which are NP-Hard, can reconcile the shared evolutionary history of a pair of phylogenetic trees in polynomial time. This approach while proven to be highly successful requires a high polynomial running time. This is quickly becoming a limiting factor of this approach due to the continual increase in size of coevolutionary data sets. One existing method which combats this issue proposes a trade-off of accuracy for an asymptotic time complexity reduction. This technique in almost 70% of cases converges on Pareto optimal solutions in linear time. We build on this prior work by proposing an alternate linear time algorithm (RASCAL) that offers a significant accuracy increase, with RASCAL converging on Pareto optimal solutions in 85% of cases and unlike prior methods can ensure, with high probability, that all optimal solutions can be recovered, provided sufficient replicates are performed.
Background
Coevolutionary interrelationships are a strong driver of evolutionary variation [Ricklefs, 2010] . These relationships may be of mutual benefit where each species provides an evolutionary advantage for all parties involved, such as the reproductive dependence between fig trees and their pollinator wasps [Anstett et al., 1997] , or alternatively, may be parasitic, where only a subset of the participants benefit, such as parasitic pinworms' exploitation of primates [Ronquist, 1997] .
Often coevolutionary interactions are studied at a macro scale and consider a pair of phylogenetic trees, the host (H) and parasite (P ), and the degree of congruence that exists between these phylogenies based on the known associations (ϕ) between their extant taxa [Charleston and Libeskind-Hadas, 2014] . One common technique for identifying the congruence between H and P is cophylogeny mapping [Charleston, 2002] . This approach, similarly to the duplication, transfer and loss (DTL) model used to infer species trees from gene trees [Page and Charleston, 1997] , aims to map P (a gene tree) into H (a species tree) where the associated cost is minimised [Bansal et al., 2013] .
Mapping P into H requires four recoverable events: codivergence, duplication, host switch and loss [Page and Charleston, 1998 ]. These four events are capable of reconciling all possible coevolutionary permutations as seen in Figure 1 , where parasites are restricted to only inhabiting a single host [Ronquist, 1995] ; the permutation of the problem considered herein.
Reconciling a parasite's evolutionary history with respect to its host requires an input set which consists of a pair of bifurcating trees, the host, H, and parasite, P , the associations between their extant taxa, ϕ, and a set of costs for each coevolutionary event, known as an event cost vector, V = (C, D, S, L). The output consists of a map, Φ, which includes the frequency of each evolutionary event induced by the map, often described as an event count vector, N = (α, β, γ, δ) . To reconcile biological representative maps, cophylogeny mapping algorithms often aim to minimise the cost, E, of the resultant map, Φ, where E is defined as:
Parsimony or event-cost methods are often less preferable to maximum likelihood techniques, in particular when using arbitrarily chosen cost vectors. An approach that applies a cost vector, however, holds the potential of reconstructing the most likely evolutionary history, if the cost vector is derived from the negative log likelihood probabilities of each of the associated events [Arvestad et al., 2003] . As a result, there is a strong driver for fast eventbased methods which can then be integrated into a coevolutionary likelihood framework [Charleston, 2003] .
Unfortunately the reconstruction of the minimum cost map where all four events are permitted, the cophylogeny reconstruction problem, is NP-Hard [Ovadia et al., 2011 , Tofigh et al., 2011 . Due to the computational intractability of this problem a number of heuristics have been proposed. One such heuristic, ignores the relative ordering of the parasite's evolutionary history as defined by the divergence events in P [Merkle and Middendorf, 2005] . Ignoring the relative ordering of the divergence event in P provides an estimation of the cophylogeny reconstruction problem in polynomial time [Merkle et al., 2010 ]. An alternate approach favours fixing the internal node ordering of the host tree reducing this problem to the dated tree reconciliation (DTR) problem which can be solved in polynomial time [Libeskind-Hadas and Charleston, 2009] . This approach, however, is forced to consider a potentially exponential number of internal node orderings to guarantee optimality [Libeskind-Hadas, 2011 ].
Both of these approaches face limitations to either the accuracy or the expected running time. When ignoring the relative ordering of the internal nodes in P it is possible to reconstruct a map, Φ, where the order of evolutionary events as inferred from Φ contradict the initial ordering as defined by the parasite's phylogenetic history. Such a map is often referred to as time-inconsistent or biologically infeasible [Doyon et al., 2011a,b] . While it has been shown that such solutions are uncommon [Arvestad et al., 2003] , in cases where this does occur this technique is often unable to recover a biologically feasible alternative [Doyon et al., 2011b, Drinkwater and Charleston, 2014b] .
The desire to ensure that recovered maps are time-consistent has led to a strong focus on improving the computational complexity of algorithms which solve the DTR problem. These approaches often apply dynamic programming to reconstruct an optimal map in polynomial time [Libeskind-Hadas and Charleston, 2009] . Early implementations using this approach ran in O(n 7 ) [Conow et al., 2010] which was a limiting factor, but subsequent algorithms continued to decrease their asymptotic complexity making this approach more feasible [Doyon et al., 2011b , Yodpinyanee et al., 2011 , Bansal et al., 2012 .
While the running time of algorithms for the DTR problem have continued to decrease, this approach is still limited due to there being, in the worst case, an exponential number of internal node orderings possible for a bifurcating tree [Libeskind-Hadas and Charleston, 2009] . Most methods mitigate this to a degree by applying a metaheuristic to traverse only a subset of the exponential search space terminating in a fixed period of time [Conow et al., 2010] . While this approach ensures that recovered maps are time-consistent, it cannot guarantee optimality. This approach, however, has proven popular due to its ability to converge on reasonable maps in a short period of time for the majority of coevolutionary data sets.
While this approach has successfully been used to analyse instances with up to 200 taxa [Cruaud et al., 2012] , it is infeasible for the analysis of cases of Wolbachia and their insect hosts which have upwards of 1.2 million taxa [Novotny et al., 2002 , Hilgenboecker et al., 2008 . To avoid relying solely on algorithms that may provide biologically infeasible solutions, a significant reduction to the associated running time for the DTR problem must be achieved.
This has led to a new field of algorithmic development which aims to further reduce the time complexity of DTR problem from the current bound of O(n 2 log n) [Bansal et al., 2012] .
One previously proposed method, TreeCollapse, applies a linear time greedy algorithm which trades off accuracy for speed, while still guaranteeing that the recovered maps are timeconsistent [Drinkwater and Charleston, 2014b] . This algorithm has been shown to report optimal maps in 69% of cases while achieving more than a O(n) speed up compared to existing algorithms.
We continue this inquiry, but rather than solving the DTR problem greedily, we propose a modification to the existing Improved Node Mapping algorithm [Drinkwater and Charleston, 2014a] by applying random sampling of mapping sites for a given node in P when constructing the dynamic programming matrix. This updated algorithm, which we call RASCAL (RAndomised Sampling for Cophylogenetic AnaLysis), only maintains a subset of the dynamic programming matrix. We show that with enough repeated runs within a genetic algorithm, even a small random selection of mapping sites can result in RASCAL inferring highly accurate maps.
Methodology and Implementation
The algorithm we describe herein is a modification of the existing Improved Node Mapping algorithm which solves the DTR problem optimally in O(n 3 ) [Drinkwater and Charleston, 2014a] . We prove that by reducing the number of mapping sites (sub solutions), Φ(p i ), stored for each parasite node p i ∈ P to a value k which is strictly less than O(n) results in a asymptotic time and space decrease.
To reconstruct the optimal mapping sites for p i , Φ(p i ), requires that O(n 2 ) mapping sites be reconstructed for each node p i where n in this context is the number of mapping sites stored for each of p i 's children. Once the O(n 2 ) mapping sites are recovered only a subset needs to be retained [Drinkwater and Charleston, 2014a] . This subset of O(n) mapping sites contains the minimum cost sub solutions associated with each node in the host tree [Libeskind-Hadas and Charleston, 2009] .
The recovery of all coevolutionary events stored in Φ(p i ) can be recovered in constant time (see proof in [Drinkwater and Charleston, 2014a] ). As a result, the time complexity of this algorithm is directly bounded by the number of mapping sites stored for each node
This result is part of a larger proof which demonstrated that for a subset of tree topologies that asymptotically less than O(n) mapping sites are required to solve the DTR problem optimally [Drinkwater and Charleston, 2015] . It is this characteristic that we aim to further exploit to reduce the time and space complexity bound for the DTR problem using random sampling for all tree topologies.
Conversely, while this technique does offer the potential for a time complexity reduction for Improved Node Mapping, it cannot be applied to Bansal et al.'s [2012] asymptotically faster algorithm. This is due to the O(n log n) preprocessing step required for each parasite node which is independent of the number of mapping sites stored. Therefore, while Bansal et al. 's [2012] solution is more efficient when solving the problem optimally, its design prohibits any asymptotic time complexity decrease by reducing the number of sub solutions that are retained at each iteration [Drinkwater and Charleston, 2015] .
Using random sampling
The Node Mapping algorithm's computational complexity is directly proportional to the number of mapping sites, Φ(p i ), stored for each parasite node p i ∈ P [Doyon et al., 2011a, Libeskind-Hadas and Charleston, 2009] . Our solution proposes that only a subset of these mapping sites Φ(p i ) ⊆ Φ(p i ) be retained at each iteration where |Φ(p i )| ≤ k and k is asymptotically less than O(n).
Although there are many techniques that may be applied to the selection of the subset, Φ(p i ), our proposed method uses random sampling. Random sampling, unlike greedy approaches, has the advantage that while offering no guarantee that recovered solutions are optimal it can in principle, ensure, with high probability, that all optimal solutions can be recovered, provided sufficient repetitions are performed. This complements its use within a metaheuristic framework involving repeated executions of this underlying algorithm in an attempt to infer the global optima.
Storing k random samples
The selection of a random subset of mapping sites, Φ(p i ), requires an update to the Improved Node Mapping algorithm [Drinkwater and Charleston, 2014a] , in particular, providing an adaptive data structure which allows for a random subset of size k to be retained for each node p i , along with a method to procure the random subset at each iteration. This functionality has been integrated into the RASCAL algorithm as seen in Figure 2 .
Node Mapping algorithms have traditionally stored the minimum cost mapping sites in a two-dimensional matrix of size O(n 2 ) [Yodpinyanee et al., 2011 , Bansal et al., 2012 .
While still possible to use a two-dimensional matrix, this time of size O(kn), we have instead stored the sub solutions within an array of lists. This is due to a recent result showing a logarithmic reduction in running time is possible when using an array of lists for a select subset of tree topologies [Drinkwater and Charleston, 2015] . While this approach does not provide an asymptotic reduction for all tree topologies, it is expected to perform faster in practice compared to using the traditional two dimensional matrix.
The newly proposed update to the Improved Node Mapping algorithm ensures that only k items are retained for each node p i ∈ P and that this subset of size k is procured in linear time and therefore RASCAL's time and space complexity is defined as follows:
Definition 1 RASCAL reconciles a time-consistent map for the DTR problem in O(k 2 n) ∀ k ≥ 1, requiring O(kn) space.
Results and Analysis
We examined the accuracy and running time of Bansal et al.'s DTR algorithm, Improved
Node Mapping, TreeCollapse and RASCAL over a previously published catalogue of biological data sets along with two synthetically generated data sets produced using CoRe-Gen [Keller-Schmidt et al., 2011] . All existing algorithms incorporated in this analysis were implemented in Java to allow for a consistent evaluation. Java was chosen as the majority of coevolutionary analysis tools have been implemented in Java due to its excellent support for cross platform computation [Conow et al., 2010] . For consistency, the one algorithm which does not have a Java implementation, Bansal et al.'s [2012] DTR algorithm incorporated in RANGER-DTL was reimplemented in Java to provide an unbiased running time comparison.
To evaluate RASCAL's accuracy it was compared to two algorithms that are able to solve the DTR problem optimally, along with the greedy algorithm TreeCollapse. This comparison evaluated each algorithm's performance over two previously published data sets.
The first includes 953 previously generated synthetic coevolutionary systems [Keller-Schmidt et al., 2011] , while the second data set contains 102 previously published biological systems covering a wide range of coevolutionary scenarios such as, parasitism [Page et al., 2004] , plant-insect networks [McLeish et al., 2007] , mutualistic coevolution [Jackson, 2004] , both
Müllerian and Batesian mimicry [Cuthill and Charleston, 2012, Ceccarelli and Crozier, 2007] , and biogeography [Badets et al., 2011] . Both sets have been used previously to compare the accuracy of coevolutionary analysis tools Charleston, 2014b, 2015] .
To compare the running time performance of both RASCAL and the previously published algorithms included in this analysis required a new set of synthetically generated data specifically procured for this study. This set, unlike prior data sets, contains significantly larger tanglegrams including synthetic coevolutionary data sets with 5000 taxa, compared with existing data sets only containing tanglegrams with up to 400 taxa. A larger data set was essential for this analysis to provide a robust evaluation of how RASCAL's running time compares with these existing algorithms when reconciling the coevolutionary associations of large data sets. This data set, however, could not be used for an accuracy comparison as such an analysis would have required 28 years of computation for the slower algorithms included in this study to converge, when executed within a metaheuristic framework.
The analysis of RASCAL's performance in terms of accuracy and running time in practice is broken into three sections. The first compares RASCAL's accuracy using three random sampling parameters; √ n , log n and 4, against algorithms that solve the DTR problem optimally. RASCAL's linear time implementation is then compared against TreeCollapse, the most accurate linear time algorithm for solving the DTR problem. Finally, we compare the running time of RASCAL against these previously published algorithms providing a comprehensive analysis of how the worst case theoretical complexity of each algorithm compares to their practical running time performance.
RASCAL's accuracy
RASCAL is designed to run within a metaheuristic framework similar to other methods to estimate the cophylogeny reconstruction problem [Libeskind-Hadas and Charleston, 2009 , Conow et al., 2010 , Yodpinyanee et al., 2011 . The metaheuristic applied within this evaluation was a genetic algorithm applying a population size of 100 and executing 100 iterations for each problem instance. This configuration is consistent with previous coevolutionary analysis using tools such as Jane [Conow et al., 2010] .
Each method was rerun 100 times for each problem instance to provide a robust set of replicates to evaluate RASCAL's accuracy. The distribution of these replicates is recorded in Figure 3 along with noting the frequency that RASCAL converges on the best known solution in Table 2 .
These results demonstrate that RASCAL is able to recover robust reconstructions with a high degree of accuracy. Even in the case where k is a constant, RASCAL is able to converge on the optimal solution in 85% of cases, over the biological data set, where even algorithms which optimally solve the DTR problem converge on the optimal in only 98% of cases when solving the cophylogeny reconstruction problem. This performance is even more impressive when considering RASCAL's performance over the synthetic data set, where it was able to infer the optimal reconstruction in 96% of cases compared with the best known algorithms which are still unable to recover all the optimal solutions, even with an additional order of magnitude increase in their asymptotic complexity.
Comparing RASCAL and TreeCollapse
TreeCollapse is the only linear time algorithm prior to this work capable of reconciling time consistent solutions to the cophylogeny reconstruction problem. This approach is known to not always recover the optimal solutions, however, it can provide robust estimations in a short period of time. RASCAL, where k is set to a constant value such as 4, is the second such algorithm that can recover time consistent solutions. In this section we compare which of these methodologies provides the most accurate underlying linear time approach for solving the cophylogeny reconstruction problem within a metaheuristic framework, using the same data sets leveraged in the previous analysis.
It is clear from Table 3 and Figure 4 that RASCAL out performs TreeCollapse over both the synthetic (a) and biological (b) data sets. RASCAL converges on almost 40% more optimal solutions over the synthetic data set and almost 18% more optimal solutions over the biological data set compared to TreeCollapse. These results argue strongly that RASCAL is the most accurate linear time algorithm for solving the cophylogeny reconstruction problem.
In the following section we will show that RASCAL is not only more accurate but that it is also significantly faster in practice compared to TreeCollapse.
RASCAL's running time in practice
The data set used to evaluate the running time improvements provided by RASCAL was generated using CoRe-Gen [Keller-Schmidt et al., 2011] and included tanglegrams with up to 5000 leaves. Using significantly larger data sets compared to previous analyse can reveal how the asymptotic complexity improvements offered by RASCAL translate into actual improvements in running time, particularly as larger coevolutionary data sets require analysis. 
Conclusion
In this work we have introduced a new approach to solve the dated tree reconciliation problem (DTR). Our new approach, RASCAL, has been shown to perform particularly well at solving the cophylogeny reconstruction problem within a metaheuristic framework.
Our method has been shown to have an accuracy degradation of only 8% while reducing the asymptotic running time by more than a factor of n. Further, RASCAL's accuracy, when configured to only retain constant number of sub solution at each iteration, is the best known linear time algorithm capable of solving the DTR problem recovering almost 20% more optimal solutions compared to prior linear time implementations. What is even more impressive is that while prior linear time algorithms, such as TreeCollapse, are unable to solve certain problem instances due to being trapped in local optima, RASCAL is able to infer the optimal coevolutionary interrelationships for any system provided sufficient replicates are run, proving itself a valuable tool to assist in the inquiry of larger coevolutionary data sets that have previously been impossible to analyse. The rate at which RASCAL and the Optimal DTR algorithms converge on the best known biologically feasible solution for the cophylogeny reconstruction problem for both the synthetic and biological data sets. As 100 replicates were run for each data set there were 95300 samples for the synthetic data set and 10200 samples for the biological data set.
It is important to note that the optimal DTR algorithms will not always converge on the optimal solution over all possible node timings as a metaheuristic only searches a subset of the exponential search space. unique about this possible map, Φ, is that it is the only optimal map which consists of all four coevolutionary events, codivergence (node v and node z), duplication (node w), host switch (node y) and loss (edge (z, x) at host node c).
Φ is an array of lists which is worst case O(|P | × k) 2: L ← is a list of nodes in P 3: Sort the nodes in L by their distance from the root of
if p i is a leaf then 6: Figure 2 : An updated version of the Improved Node mapping algorithm which takes in a host tree (H), parasite tree (P ), the associations between there extant taxa (ϕ), the event costs for each evolutionary event (V ) and the sampling size (k). The updates to the algorithm can be seen on lines 14 to 17. By including lines (14-17) only k mapping sites are retained for each parasite node. This results in the asymptotic running time of lines 9 to 13 being reduced to O(k 2 ) compared to the running time of O(n 2 ) from the initial Improved Node Mapping algorithm. It is important to note in this updated algorithm that the data structure, Φ, is indexed first on the parasite node and then secondly on the host node. The array (indexed by parasite nodes) is always size |P | with the list (indexed by host nodes) of mapping locations bound to size k. Finally, the random shuffle step on line 14 is implemented using the FisherYates shuffle algorithm [Fisher et al., 1949] Biological Data
Figure 3: The degradation of accuracy for RASCAL for three different values of k ( √ n, log n and 4) run over both synthetic (a) and biological (b) data sets. Of note is that while for the synthetic data there is a higher rate at which RASCAL converges on the optimal (best known solution), it also has the largest variation in accuracy, with a number of reported solutions twice the optimal cost. This is compared with the biological data set where, while reconciling fewer optimal solutions, RASCAL was always able to ensure that it never reported a map which cost more than 40% that of the optimal. Over both the synthetic (a) and biological (b) data sets RASCAL outperforms TreeCollapse.
Of note is that not only does RASCAL find significantly more optimal solutions over both data sets (as also seen in Table 3 ) but that the distribution of solutions is skewed far more favourably to the left for RASCAL, demonstrating a significant accuracy increase when using the linear time version of RASCAL.
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