The annual percent change (APC) has been adopted as a useful measure for analyzing the changing trends of cancer mortality and incidence rates by the NCI SEER program. Difficulties, however, arise when comparing the sample APCs between two overlapping regions because of induced dependence (e.g., comparing the cancer mortality change rate of California with that of the national level). This paper deals with a new perspective for understanding the sample distribution of the test-statistics for comparing the APCs between overlapping regions. Our proposal allows for computational readiness and easy interpretability. We further propose a more general family of estimators, namely, the so-called minimum power divergence estimators, including the maximum likelihood estimators as a special case. Our simulation experiments support the superiority of the proposed estimator to the conventional maximum likelihood estimator. The proposed method is illustrated by the analysis of the SEER cancer mortality rates observed from 1991 to 2006.
a b s t r a c t
The annual percent change (APC) has been adopted as a useful measure for analyzing the changing trends of cancer mortality and incidence rates by the NCI SEER program. Difficulties, however, arise when comparing the sample APCs between two overlapping regions because of induced dependence (e.g., comparing the cancer mortality change rate of California with that of the national level). This paper deals with a new perspective for understanding the sample distribution of the test-statistics for comparing the APCs between overlapping regions. Our proposal allows for computational readiness and easy interpretability. We further propose a more general family of estimators, namely, the so-called minimum power divergence estimators, including the maximum likelihood estimators as a special case. Our simulation experiments support the superiority of the proposed estimator to the conventional maximum likelihood estimator. The proposed method is illustrated by the analysis of the SEER cancer mortality rates observed from 1991 to 2006.
Introduction
According to the World Health Statistics 2009, published by the World Health Organization, in 2004, the age-standardized mortality rate in high-income countries attributable to cancer deaths was 164 per 100,000. Cancer constituted the second highest cause of death after cardiovascular disease (its age-standardized mortality rate was equal to 408 per 100,000). For cancer prevention and control programs, such as the Surveillance, Epidemiology and End Results (SEER) in the United States (US), it is very important to rely on statistical tools to capture downward or upward trends of rates associated with each type of cancer and to measure their intensity accurately. These trends in cancer rates are defined within a specific spatial-temporal framework, that is, different geographic regions and time periods are considered.
Let r ki be the expected value of the cancer rate associated with region k and the ith time point in a sequence of ordered
. We shall assume that Region 1 starts with the earliest time. Each point represents an equally spaced period of time, for instance a year, and thus without any loss of generality, t 1i = i, i = 1, . . . , I 1 (any change in origin or scale with respect to time should not affect a measure of trend). The cancer rates are useful for evaluating either the risk of developing cancer (cancer incidence rates) or dying from cancer (cancer mortality rates) at a specific moment. Statistically, the trend in cancer rates is an average rate of change per year in a given relatively short period of time framework when constant change along time has been assumed. The annual percent change (APC) is a suitable measure for comparing recent family of estimators that generalize the maximum likelihood estimators (MLEs) are considered for the Age-stratified Poisson Regression model. In addition, a new point of view for computing the covariance between the MLEs of β 1k is introduced inside the framework of this family of estimators and this is the key for substantially improving the Z -test statistic for testing the equality of APCs for the Age-stratified Poisson Regression model. In addition, such a methodology provides explicit and interpretable expressions of the covariance between the estimators of β 1k . We evaluate the performance of the new proposed methodology in Section 4 through a simulation study and we also consider an application example to Breast and Thyroid cancer data from California (CA) and the US population, extracted from the SEER*STAT software of the SEER Program.
Finally in Section 5 some concluding remarks are given.
Models associated with the annual percent change (APC)
When non-overlapping regions are taken into account, there are basically two models which allow us to estimate the APC starting from slightly different assumptions, the Age-adjusted Cancer Rate Regression model and Age-stratified Poisson Regression model. The main difference between them is based on the probability distribution of D kji , number of deaths in the kth region, jth age group, at the time point t ki : while the Age-adjusted Cancer Rate Regression model assumes normality for log R ki with D kji having the same mean and variance, the Age-stratified Poisson Regression model assumes directly a Poisson random variable (r.v.) for D kji . The Age-adjusted Cancer Rate Regression model establishes log R ki = β 0k + β 1k t ki + ϵ ki , where 
i.e. log R ki ind ∼ N (log r ki , σ 2 ki ) with r ki = exp(β 0k ) exp(β 1k t ki ). (4) According to the Age-stratified Poisson Regression model [7] , D kji ind ∼ P (n kji r kji ) and for r kji it holds log r kji = β 0kj + β 1k t ki or log m kji n kji = β 0kj + β 1k t ki . (5) Observe that the parametrization of both models is essentially the same because the expected age-adjusted rate r ki in terms of (5) is equal to (4) , where exp(β 0k ) = J − j=1 ω j exp(β 0kj ), (6) and thus for both models it holds that
= exp(β 1k ). ( 
7)
The original estimators associated with the Age-adjusted Cancer Rate Regression model and Age-stratified Poisson Regression model are the Weighted Least Square estimators (WLSE) and Maximum Likelihood estimators (MLE) respectively.
The hypothesis testing for comparing the equality of trends of two regions, H 0 : APC 1 = APC 2 , is according to (2) , equivalent to H 0 : β 11 − β 12 = 0. Hence, the Z -test statistic for both models can be defined as
, (8) where  β 1k , k = 1, 2 are the estimators of β 1k associated with each region,  Var(  β 11 −  β 12 ) is the estimator of the variance of 
i=Ī+1
, or equivalently {t 2i }
, is the time series associated with the overlapping region (t 1i = t 2,i−Ī , i =Ī + 1, . . . , I 1 ). In Fig. 1 (9) where D (1) kji , i ∈ {1, . . . , I k }, is the number of deaths (or incidences) in the kth region, jth age group, at the time point t ki for the subregion where there is no overlap in space; D (2) kji , i ∈ {1, . . . , I k }, is the number of deaths (or incidences) in the kth region, jth age group, at the time point t ki for the subregion where there is overlap in space. Similarly, n kji = n (1) kji + n (2) kji and
Observe that when i ∈ {Ī + 1, . . . , I 1 }, r.v.s D (2) 1ji and D (2) 2j,i−Ī are associated with the same overlapping subregion. Revisiting the example illustrated in Fig. 1 , it should be remarked that in the y-axis (space) there are more points than those that represent one realization of all r.v.s D (b) kji in each time point, but grouping the points belonging to the same vertical line inside the portion marked in dash we are referring to one realization of them (for instance, for t 11 = 1 we have two groups of points associated with D (1) 1j1 , D (2) 1j1 respectively, while for t 1j5 = t 2j1 = 5 we have three groups of points associated with D (1) 1j5 , D (2) 1j5 or D (2) 2j1 , D (1) 2j1 ). Grouping points symbolize different extension in regions. In Fig. 1 and {m (2) 2ji (β 2 )}
are only equal when β 11 = β 12 (or equivalently, when β 1 = β 2 ). Now we can say thoroughly that under β 11 = β 12 , the reason why Cov(  β 11 ,  β 12 ) = 0 is not true inside Var(  β 11 −  β 12 ) = Var(  β 11 ) + Var(  β 12 ) − 2Cov(  β 11 ,  β 12 ) for overlapping regions is that {D 1ji } i=1,...,I 1 ;j=1,...,J and {D 2ji } i=1,...,I 2 ;j=1,...,J are not independent, because both regions share the same the set of r.v.s {D (2) 1ji } i=Ī+1,...,I 1 ;j=1,...,J with
We accept the case where n
Regarding the basic models considered in the papers dealing with overlapping regions, the Age-stratified Poisson regression model can be considered as the most realistic one, actually they have been constructed by successive improvements on the previous models so that initially normality assumptions were taken as approximations of underlying Poisson r.v.s. In the first paper concerned about trend comparisons across overlapping regions [7] , it is remarked that ''. . . the derivation of Cov(  β 11 ,  β 12 ), . . . , is nontrivial as it requires a careful consideration of the overlapping of two regions''. The assumption considered by them (which is based on Pickle and White [11] ) for the overlapping subregion is similar to the assumption considered herein in the sense that the overlapping subregion follows the same distribution considered for the whole region. A similar criterion was followed in [8, 7] .
Minimum power divergence estimators for an age-stratified Poisson regression model with overlapping
Let m s be the expected value of the r.v. of deaths (or incidences) D s associated with the sth cell of a contingency table with
In this section, we consider model (5) in matrix notation so that the triple indices are unified in a single one by following a lexicographic order. Hence, the vector of cell means
T of the multidimensional r.v. of deaths (or incidences)
is related to the vector of parameters β k = (β 0k1 , . . . , β 0kJ , β 1k )
where Diag(n k ) is a diagonal matrix of individuals at risk 
and thus the MLE of β k is
It is well known that there is a very close relationship between the likelihood theory and the Kullback-Leibler divergence measure [6] . Focused on a multinomial contingency table it is intuitively understandable that a good estimator of the probabilities of the cells should be such that the discrepancy with respect to the empirical distribution or relative frequencies is small enough. The oldest discrepancy or distance measure we know is the Kullback divergence measure, actually the estimator which is built from the Kullback divergence measure is the MLE. By considering the unknown parameters of a Poisson contingency table, the expected values, rather than probabilities and the observed frequencies rather than relative frequencies, we are going to show how is it possible to carry out statistical inference for Poisson models through power divergence measures. According to the Kullback divergence measure, the discrepancy or distance between the Poisson sample D k and its vector of means
Observe 
and the MLE of m k (β k ) functionally as m k (  β k ) due to the invariance property of the MLEs. The power divergence measures are a family of measures defined as
such that from each possible value for subscript λ ∈ R −{0, −1} a different way to quantify the discrepancy between D k and m k (β k ) arises. In case of λ ∈ {0, −1},
, and in this manner the Kullback divergence appears as special case of power divergence measures when
and on the other hand case λ = −1 is obtained by changing the order of the arguments for the Kullback divergence measure,
The estimator of β k obtained on the basis of (13) is the so-called minimum power divergence estimator (MPDE) and it is defined for each value of λ ∈ R as  β k,λ = arg min (14) and the MPDE of m k (β k ) functionally as m k (  β k,λ ) due to the invariance property of the MPDEs. Apart from the MLE (  β k or  β k,0 ) there are other estimators that are members of this family of estimators: minimum modified chi-square estimator,  β k,−2 ; minimum modified likelihood estimator,  β k,−1 ; Cressie-Read estimator,  β k,2/3 ; minimum chi-square estimator,  β k,1 .
These estimators were introduced and analyzed for multinomial sampling by Cressie and Read [12] , but for Poisson sampling were applied for the first time in [10] . The so-called minimum φ-divergence estimators are a wider class of estimator that contains MPDEs as special case (see [9] and [5] for more details) and this statistical problem could be easily extended for these estimators.
Taking into account that the asymptotic distribution of all MPDEs tend to be ''theoretically'' the same, including the MLE, we are going to propose an alternative method for estimating Var(  β 11 −  β 12 ) = Var(  β 11,0 −  β 12,0 ) that covers a new element for overlapping regions, Cov(  β 11 ,  β 12 ) = Cov(  β 11,0 ,  β 12,0 ). We postulate that for not very large data sets, the MLEs,  β 11,0 −  β 12,0 , might be likely improved by the estimation associated with λ = 1,  β 11,1 −  β 12,1 , when overlapping regions are considered.
In order to obtain the MPDE of (2),  APC k,λ = 100(exp(  β 1k,λ ) − 1), we need to compute the estimator of the parameter of interest by following the next result.
Proposition 2.
The MPDE of β 1k ,  β 1k,λ , is the solution of the nonlinear equation
and ψ kjs = D kjs n kjs exp(  β 1k,λ t ks ) .
Our aim is to show that  β 11,λ −  β 12,λ is asymptotically normal and to obtain an explicit expression of the denominator of the Z -test statistic (8) with MPDEs
, (15) when the random vectors of observed frequencies of both regions, D 1 and D 2 , share some components (those belonging to the overlapping subregion). Since (15) is approximately standard normal for min{N 1 , N 2 } large enough, we can test
, so that if the value of |Z λ | is greater than the quantile
), H 0 is rejected with significance level α. The following result is the key result for estimating the variances and covariance of the estimators of interest,  β 1k,λ , k = 1, 2. It allows us to establish a linear relationship between the parameter of interest and the observed frequencies under Poisson sampling when the expected total mean N k in each region (k = 1, 2) is large enough and the way that N k increases is given in Assumption 3.
where superscript 0 is denoting the true and unknown value of a parameter, o is denoting a little o function for a stochastic sequence (see Chapter 14 in [2] ) and
Theorem 5. The MPDE of β 1k ,  β 1k,λ , k = 1, 2, is asymptotically Normal, unbiased and with variance equal to (16).
Note that Theorem 5 would be more formally enunciated in terms of
is not constant as N k increases. We have avoided that in order to focus directly on the estimator of interest. Due to Assumption 3 and
Let N be the total expected value of the region constructed by joining regions 1 and 2. Note that N ≤ N 1 + N 2 , being only equal with non-overlapping regions. In order to establish the way that N increases with respect to N k , we shall consider throughout the next assumption. 
T are the vectors obtained joining D (2) k for k = 1, 2 and m 
That is, the covariance between  β 11,λ and  β 12,λ is given by
and the correlation by ρ 1,12 = Cor(  β 11,λ ,  β 12,λ ) = σ 11 σ 12 ξ 12 .
For the expression in the denominator of (15) 
An important advantage of this new methodology is that the expression of the denominator of (15) is explicit, easy to compute and can be interpreted easily. The term (20) determines the sign of (21). The structure of (20) is similar to the covariance proposed in the model of Li et al. [8] for WLSEs or as well as for the estimators in the model of Li and Tiwari [7] . We can see that if there is no time point shared by the two regions, i.e.Ī ≥ I 1 , then  σ 1,12,λ = 0 and we shall now investigate how is the structure of ξ 12 when the two regions to be compared share the whole period of time. 1986-1995, 1989-1998, 1992-2001, 1995-2004 and (1998-2007) for the other region (W or WC) in each of scenarios A ′ , B ′ , C ′ , D ′ and E ′ respectively. In Table 1 the percentage of expected deaths in the regions to be compared with respect to , 1, 1.5}, in order to compare the performance of minimum power divergence estimators. In Table 3 these results are shown for W vs. SW. From scenario B ′ to E ′ (i.e. when the overlapping percentage is increasing), the covariance is increasing, starts with negative values at B ′ (1 time point is shared), decreases at E ′ (4 time points are shared), later positive values but small are reached at F ′ (7 time points are shared) and finally at E ′ (10 time points are shared) ends with positive and high values. It seems that more or less the sign of the covariance changes in the middle of time points considered for each of the regions. In scenario A ′ the theoretical covariance is zero, actually the two regions do not share observations. By asterisk we have marked the variances and significance levels obtained by simulation which are greater than its corresponding theoretical values, in order to visualize them as the worst cases. From the results it is concluded the minimum power divergence estimators with λ = 1, that is the minimum chi-squared estimators provide empirically efficient estimators and their Z-test statistics have good performance with respect to the theoretical significance level in the sense that tend to be much smaller. We have omitted the results for SW vs. WC because we have seen that the space overlapping by itself do not affect much the covariances of  β k1,λ . That is, there were no remarkable difference among the covariances in case of choosing SW vs. WC rather than W vs. SW, because the sign of the covariances starts at the same scenario and it is just the value of the covariance what marks the difference between both of them. The behavior of minimum power divergence estimators is very similar too. Hence, in the simulation study that follows we are going to focus only on fixed overlapping percentages and one of them is going to be 100% and the focus of interest are going to be the MLEs and the MCSEs.
For studying the precision of the results when N k changes, we have considered three proportionality constants κ ∈ {1, From the same data sets we have taken β 0kj = log(κD kj1 /n kj1 ) − β k1 t k1 , focused on the Breast cancer for the first year of the time interval (i = 1). All these data were obtained from the SEER database and hence we are taking into account J = 19 age groups. Once the previous parameters have been established we can compute in a theoretical framework the individual variances of estimators  β k1,λ , σ 2 1k , covariance σ 1,12 and Var(  β 11,λ −  β 12,λ ) = σ 2 11 + σ 2 12 − 2σ 1, 12 . We can also compute the theoretical value of η k ≡ N k /(JI k ), the average expected value per cell, which is useful to see if the value of N k is large enough, these values are in Table 2 .
Since both regions share a common space, we have generated firstly its death counts by simulation and thanks to the Poisson distribution's reproductive property under summation, we have generated thereafter the death counts for each region by adding the complementary Poisson observations. In Tables 4, 6 and 8 are summarized the theoretical results as well as those obtained by simulation for the MLEs and in Tables 5, 7 and 9 for the MCSEs. The variances and covariances appear multiplied by 10 9 in all the tables. We have added tilde notation for those parameter that have been calculated by simulation with R = 22000 replications:
It is important to remark that such a large quantity of replications have been chosen in order to reach a reliable precision in the simulation study (e.g., it was encountered that R = 10000 was not large enough). The last column is referred to the Table 3 Minimum power divergence estimators with λ ∈ {−0.5, 0, 
where I() is an indicator function and z 0.975 ≃ 1.96 the quantile of order 0.975 for the standard normal distribution.
It can be seen as expected, that in Scenario 3 the covariance is positive in all the cases, while in Scenario 1 the covariance is negative. It is clear that the precision for  Var(  β 11,λ −  β 12,λ ) as well as forα λ gets better as κ increases. While for large data sets (κ = 1) there is no best choice regarding λ, for small data sets (κ = 1/300) the choice in favor of λ = 1 is clear because estimators  β 11,λ −  β 12,λ are more efficient, in fact  Var(  β 11,1 −  β 12,1 ) < Var(  β 11,λ −  β 12,λ ) <  Var(  β 11,0 −  β 12,0 ), and the exact significance levels or estimated type I error is less than for λ = 0 in all the cases (α 1 ≤α 0 ). Since perhaps type II error could be better for MLEs, the power functions for both estimators have been studied. In particular, for κ = 1/300 it was observed the same behavior as appears in Fig. 2 : in equidistant differences regarding β = β 11 − β 12 , when β 0 11 is fixed, if error II is better for MLEs when β > 0 (β < 0) then error II is better for MCSEs when β < 0 (β > 0). Hence, in overall Table 5 Scenario A: minimum chi-square estimators (λ = 1). terms we recommend using MCSE rather than MLEs for small data sets. This is the case of the study illustrated for instance in [13] where there are a lot of cases such that the value of
is quite low (moreover, several cases such that  η k < 12/19 appear without giving any estimation ''due to instability of small numbers'').
We have applied our proposed methodology to compare with real data the APC in the age-adjusted mortality rates of WC, WS and W (described at the beginning of this section) for different periods of time, 1969-1983, 1977-1991 and 1990-1999 respectively, with both estimators and for Thyroid cancer (rare cancer). The third one differs from the rest in the sense that it considers a shorter period of time for its study. The rates are expressed per 100000 individuals at risk. In Fig. 3 the fitted models are plotted and from them it seems at first sight that there is a decreasing trend for Thyroid cancer in WC and SW, and null or decreasing trend in W. The specific values for estimates and test-statistics Z λ , for λ = 0, 1, are summarized in Table 7 Scenario B: minimum chi-square estimators (λ = 1). Table 8 Scenario C: maximum likelihood estimators (λ = 0). Table 9 Scenario C: minimum chi-square estimators (λ = 1). Table 10 . Apart from the appropriate test-statistic, we have included naive test-statisticsZ λ , for λ = 0, 1 that are obtained by applying the methodology for non-overlapping regions. For Thyroid cancer there is no evidence for rejecting the hypothesis of equal APCs for WS and W but it is not clear WC and WS. Looking at the confidence intervals for each region, observe that for WC and WS the test-statistic has more power to discriminate differences than for WS and W, because the variability is less (the period of time considered for W is shorter). The hypothesis of equal APCs is rejected with 0.05 significance level for WC and WS when using the naive test, and cannot be rejected when using the proper test-statistic for overlapping regions (anyway, its p-value is close to 0.05). When dealing with common cancer types the same value of APC differences on the sample would probably lead to reject the null hypothesis. 
Table 10
Thyroid cancer mortality trends comparison among WC, SW and W during 1969-1983, 1977-1991 and 1990-1999 respectively: maximum likelihood estimators and minimum chi-square estimators. 
Concluding remarks
In this work, we have dealt with an important problem of comparing the changing trends of cancer mortality/incidence rates between two overlapping regions. Our new proposal allows us to correctly account for the correlation induced by the overlapping regions when drawing statistical inference. The better finite sample performance of the minimum chi-square estimators, in comparison with the maximum likelihood estimators, suggests the practical utility of the proposed methods especially when comparing the APCs of rare cancers. Not only do our results verify the claim of Berkson [1] that the efficiency of the maximum likelihood estimator is questionable for the finite sample size situations, they also encompass the Poisson models, for which the power divergence based theoretical results (in particular for the minimum chi-square estimators) have remained elusive. In this paper, we have mainly focused on comparing two regions. Extending the methods to accommodate more than two regions simultaneously is certainly worthy of future investigations.
), where
It can be seen that replacing m *
We shall now establish that Jacobian matrix 
Applying the Implicit Function Theorem there exist:
• and a unique, continuously differentiable function  β
Furthermore, from the properties of power divergence measures and because  β
By applying the chain rule for obtaining derivatives on F
The last expression is part of the Taylor expansion of  β
and hence
It is well known that for Poisson sampling
for N k large enough and thus according to the Implicit Function Theorem (
, and hence from (25)
, where e T J+1 = (0, . . . , 0, 1), we are going to show that
For that purpose we consider the design matrix partitioned according to 
It follows that
where
Proof of Theorem 5. Reformulating Theorem 4 we obtain
We would like to calculate the asymptotic distribution as a linear function of
Taking into account that o 
2 (β 0 )  , 
2ji (β 0 )(t 2i −  t 1j (β 0 ))(t 2i −  t 2j (β 0 )) 
kj (β 0 )), k = 1, 2, formula (20) can be rewritten as
2ji (β 0 )(t 2i −  t (2) 2j (β 0 ))
1j (β 0 ))(  t (1) 2j (β 0 ) −  t (2) 2j (β 0 ))
kj (β 0 )).
The last summand is canceled because
2ji (β 0 )(t 2i −  t 
kj (β 0 ))
2ji (β 0 )(t 2i −  t (2) 2j (β 0 )) and
2ji (β 0 )(t 2i −  t and it follows (23).
