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ABSTRACT
Given a convolutional dictionary underlying a set of ob-
served signals, can a carefully designed auto-encoder re-
cover the dictionary in the presence of noise? We introduce
an auto-encoder architecture, termed constrained recurrent
sparse auto-encoder (CRsAE), that answers this question in
the affirmative. Given an input signal and an approximate
dictionary, the encoder finds a sparse approximation using
FISTA. The decoder reconstructs the signal by applying the
dictionary to the output of the encoder. The encoder and
decoder in CRsAE parallel the sparse-coding and dictionary
update steps in optimization-based alternating-minimization
schemes for dictionary learning. As such, the parameters of
the encoder and decoder are not independent, a constraint
which we enforce for the first time. We derive the back-
propagation algorithm for CRsAE. CRsAE is a framework
for blind source separation that, only knowing the number of
sources (dictionary elements), and assuming sparsely-many
can overlap, is able to separate them. We demonstrate its
utility in the context of spike sorting, a source separation
problem in computational neuroscience. We demonstrate the
ability of CRsAE to recover the underlying dictionary and
characterize its sensitivity as a function of SNR.
Index Terms— Dictionary Learning, Convolutional
Sparse Coding, Auto-encoders, Source Separation, Spike
Sorting
1. INTRODUCTION
In Signal processing, dictionary learning is the de-facto
method to learn representations from data. KSVD [1],
alternating-minimization [2] algorithms, and Non-Negative
Matrix Factorization (NMF) are all examples of such learn-
ing. Here, our focus is on convolutional dictionary learning
(CDL), namely when the dictionary of interest has a block-
Toeplitz structure induced by a finite number of convolution
filters [3]. The authors in [3] provide a thorough review of the
state-of-the-art in CDL. Dictionary learning is a bi-convex
optimization problem. Given a set of training examples,
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existing approaches exploit this structure by alternating be-
tween a convex sparse-coding (approximation) step and a
convex dictionary-update step, until a convergence criterion
is met. While the sparse-coding step, termed convolutional
sparse coding (CSC), is embarrassingly parallelizable, the
infrastructure to make it seamlessly scalable to thousands
of examples has yet to be developed. The most popular ap-
proaches to CSC use variants of ADMM [4]. While efficient,
ADMM is an iterative optimization method that, at present,
lacks the infrastructure that would enable it to be deployed at
scale, and to exploit the parallelism offered by GPUs [5].
Recent work has explored the connection between CDL
and auto-encoders in deep learning [5, 6]. Framing dictionary
learning as training of a neural network opens the possibility
of exploiting the GPU-based infrastructure that has been de-
veloped for training neural networks, to reduce computational
requirements and decrease runtime. In this framework, the
encoder imitates the sparse coding step in dictionary learn-
ing, and the decoder reconstructs the input signal from the ap-
proximated sparse code, similar to the dictionary-update step.
In [5], the authors propose an auto-encoder to learn a convo-
lutional dictionary and apply it to image inpainting and de-
noising. The architecture fails to enforce the constraints that
relate the parameters of encoder and decoder. In the absence
of such constraints, the parameters lack the interpretability of
the convolutional filters in CDL. In addition, the focus in [5]
is on minimization of a given error metric between the input
of the auto-encoder and its output, not on the ability of the
architecture to learn an underlying convolutional dictionary.
We propose a constrained recurrent sparse auto-encoder
architecture (CRsAE) that a) learns true underlying convolu-
tional filters, b) is robust to noise, c) produces sparse codes
and performs source separation and d) is substantively faster
than approaches based on convex optimization and greedy
methods. The encoder in CRsAE is an unrolled recurrent
network [7, 8]. We derive the back-propagation for CRsAE
and demonstrate its utility in the context of neural spike sort-
ing, a source separation problem in neuroscience in which the
sources represent action potentials from different neurons.
The remainder of our treatment begins in Section 2 where
we introduce our notation and the CDL problem. In Section 3,
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we introduce the CRsAE architecture and the accompanying
learning algorithm. We show that CRsAE can learn an under-
lying true dictionary in Section 4 and apply it to neural spike
sorting. We conclude in Section 5.
2. CONVOLUTIONAL DICTIONARY LEARNING
2.1. Convolutional Generative Model
Continuous-time model. Consider a set (hc(t))Cc=1 of C ∈
N+ continuous-time filters. Let t ∈ [0, T0) and yt be the
continuous-time signal obtained as follows
yt =
C∑
c=1
Nc∑
i=1
xc,ihc(t− τci) + vt for t ∈ [0, T0) (1)
where vt is i.i.d Gaussian noise with variance σ2, Nc ∈ N is
the number of times hc appears in the signal, xc,i ∈ R, and
τci ∈ R+. This continuous-time observation model applies in
a number of signal processing applications where the filters
represent sources of interest. Here, we assume that the filters
are localized in time, i.e. with support much smaller than
T0. This is plausible, for instance, when the filters represent
extracellular action potentials, i.e. “spikes”, from a group of
neurons observed through an extracellular electrode [9].
Discrete-time model. In practice, we have access to a
discrete-time version yn of yt acquired at a sampling rate
fs. This leads to the following discrete-time observation
model.
yn =
C∑
c=1
Nc∑
i=1
xc,ihc[n− nci] + vn =
C∑
c=1
hc[n] ∗ xc[n] + vn
for n = 1, · · · ,
⌊
T0
fs
⌋
, nc,i =
⌊
τc,i
fs
⌋
(2)
where, for c = 1, · · · , C, xc[n] =
∑Nc
i=1 xc,iδ[n − nc,i]
and (hc[n])K−1n=0 is the discrete-time analog of hc(t). This
discrete-time model has attracted a great deal of attention in
the signal processing literature, particularly in the dictionary
learning literature [3]. In most applications of interest,K <<
N =
⌊
T0
fs
⌋
, owing to the locality of the filters, such as action
potentials in the spike-sorting context [9].
Linear-algebraic formulation of discrete-time model. For
c = 1, · · · , C, let xc = (xc[0], · · · , xc[N − K])T, hc =
(hc[0], · · · , hc[K−1])T, andNe = N−K+1 be the length of
each xc. Let Hc ∈ RN×Ne be the matrix such that Hc,r,` =
hc[r − 1 − ` − 1], r = 1, · · · , N ; ` = 1, · · · , Ne. Stated
otherwise, the columns of Hc consists of delayed versions
of the filter hc. With this notation, we can rewrite Eq. 2 as
follows
y =
[
H1| · · · |HC
] x1...
xC
+ v = Hx+ v (3)
Note that, for each c = 1, · · · , C, xc is an Nc-sparse vector
with support {nc,i + 1}Nci=1. This assumption is common in
dictionary learning [3]. In the spike-sorting setting, we can
justify this because the rate of neural spiking is small com-
pared to the length of the recording. In addition, we will re-
quire that only a small number of neurons emit action po-
tentials at the same time, a key condition for the ability to
separate the sources of interest [2].
In practice, the data y are usually divided into (e.g. non-
overlapping) windows of a given size W such that K <<
W << N . In what follows, we assume that Eq. 3 applies
locally to each window, i.e.
yj = Hxj + vj for j = 1, · · · , J. (4)
Remark: The linear-algebraic formulation is primarily for
notational convenience. In practice, the matrices involved are
large and never stored explicitly. Below we will refer to H
and the filters (hc)Cc=1 that generate the matrix interchange-
ably.
2.2. Convolutional Dictionary Learning
In CDL, the goal is to estimate (hc)Cc=1 by solving the follow-
ing optimization problem [3]:
min
(xj)Jj=1,(hc)
C
c=1
J∑
j=1
1
2
||yj −Hxj ||2 + λ ||xj ||1
s.t. ||hc||2 ≤ 1 for c = 1, · · · , C,
(5)
where λ > 0 is a regularization parameter enforcing spar-
sity. Starting with an initial guess for the filters, the method
of choice to solve Eq. 5 is to alternate between a CSC step,
which solves for the sparse codes (xj)Jj=1 given the filters,
and a step that solves for the filters given the sparse codes.
2.2.1. Convolutional Sparse Coding Update
Given the filters, the CSC problem is the solution to J in-
dependent convex optimization problems, i.e. it is separable
over j. The jth sparse code xj is the solution to
min
xj
1
2
||yj −Hxj ||2 + λ ||xj ||1 (6)
Eq. 6 can be solved efficiently through ADMM, as in [3]. At
present, ADMM lacks the infrastructure that would enable it
to be deployed at scale seamlessly, and to exploit the paral-
lelism offered by GPUs [5] to solve Eq. 6 for all J windows
simultaneously.
2.2.2. Dictionary Update
The updated filters are the solution to
min
(hc)Cc=1
J∑
j=1
1
2
||yj −Hxj ||2 s.t. ||hc||2 ≤ 1 for c = 1, · · · , C.
(7)
This is a convex optimization problem for which various
approaches have been proposed [3]. Irrespective of the ap-
proach, the filter update step is computationally expensive
and not parallelizable over the J training examples.
3. CONVOLUTIONAL, RECURRENT,
CONSTRAINED, SPARSE AUTO-ENCODERS
In this section, we introduce an auto-encoder architecture for
CDL. This auto-encoder has an implicit connection with the
alternating-minimization algorithm for dictionary learning
described in the previous section.
GivenH, the encoder produces a sparse code using a finite
(large) number of iterations of the FISTA algorithm [10]. To
reconstruct y, the decoder applies H to the output of the en-
coder. We call this architecture a constrained recurrent sparse
auto-encoder (CRsAE). The constraint comes from the fact
that the operations used by the encoder and decoder are tied
to each other through H. Hence, the encoder and decoder are
not independent, unlike in previous work [5]. The encoder
from CRsAE is an unrolled recurrent network for which all
of the steps share the same inputs [7, 8]. This recurrent be-
haviour is crucial to producing the sparse codes necessary for
successful dictionary learning [2].
Constraining the encoder and decoder as in CRsAE makes
the connection between auto-encoders and dictionary learning
more explicit. Indeed, CRsAE filters are directly interpretable
in terms of the model in Eq. 2. Moreover, CRsAE now has 13
of the number of parameters of the auto-encoder from [5].
3.1. Forward Propagation: CRsAE encoder
To simplify notation, and because the gradient of our objec-
tive function is separable with respect to j, we drop the sub-
script j.
Remark: For an arbitrary vector z ∈ RN , the vector zt refers
to the vector at the tth iteration of an iterative algorithm, and
zt,n to the nth entry of zt. This will be made clear when nec-
essary through the specification of the range of the indices.
FISTA is a fast and iterative procedure to find a sparse
solution to the noisy linear system from Eq. 6. Given the in-
put y, an initial guess x0, and letting x−1 = x0, T iterations
of FISTA will generate a sequence (xt)Tt=1 for which each
element in the sequence depends on the past two previous el-
ements. The last element xT corresponds to output of the en-
coder. We introduce a “state” vector zt =
[
z
(1)
t
z
(2)
t
]
=
[
xt
xt−1
]
that will simplify the derivation of the back-propagation al-
gorithm for computing the gradient of the loss function of the
auto-encoder with respect to h = (hT1, · · · ,hTC)T.
The encoder in CRsAE uses H and HT to perform T iter-
ations of FISTA. In our convolutional setting, H computes a
sum of convolutions as in Eq. 3, and HT : RN → RNeC per-
forms correlation between its input and (hc)Cc=1. The detailed
steps are given in Algorithm 1, where η : RNeC → RNeC is
the shrinkage operator that applies element-wise shrinkage to
its input. The shrinkage operator is defined by
η,n(z) = (|zn| − )+sgn(zn) (8)
Algorithm 1: Encoder in CRsAE
Input: y,H, λ, L ≥ σmax(HTH)
Output: zT
1 z0 = 0, s0 = 0
2 for t = 1 to T do
3 st =
1+
√
1+4s2t−1
2
4 wt = z
(1)
t−1 +
st−1−1
st
(
z
(1)
t−1 − z(2)t−1
)
=[(
1 + st−1−1st
)
INe | − st−1−1st INe
]
zt−1
5 ct = wt +
1
LH
T(y −Hwt)
6 zt =
[
η λ
L
(ct)
z
(1)
t−1
]
The decoder uses the sparse code from the last FISTA itera-
tion and H to generate a reconstruction of y as follows:
yˆ = Hz
(1)
T =
[
H|0N×NeC
]
zT (9)
At last, CRsAE minimizes the following loss function:
L(y, yˆ) = 12 ||y − yˆ||22 (10)
The block diagram of CRsAE is represented in Figure 1.
1
LH
T η λ
L
(.)
ct
z−1
st−1−1
st
I
I− 1LHTH
Repeat T times
y z
(1)
t
+
z
(2)
t
(1 + st−1−1st )I
+
−
wt
H
yˆ
Fig. 1. Block Diagram of CRsAE. Given a convolutional dic-
tionary, the encoder performs T iterations of FISTA. The de-
coder applies the convolutional dictionary to the output of the
encoder. The operator z−1 refers to the delay in discrete-time.
3.2. CRsAE Gradient Backpropagation
Estimating the dictionary with the afore-mentioned architec-
ture leads us to the following optimization problem
min
(hc)Cc=1
J∑
j=1
L(yj ; yˆj) s.t. ||hc||2 ≤ 1, c = 1, · · · , C. (11)
Algorithm 2 shows the back-propagation of CRsAE. Note that
there is only one set of filters (hc)Cc=1 that are shared by all
layers of the network. In other words, there are only K × C
trainable parameters in CRsAE, whereK is the length of each
filter hc and C is the number of filters. The derivation of
the back-propagation is provided in detail in Appendix. The
notation δ·, from [7], refers to the gradient of the loss func-
tion with respect to the variable that follows. We include this
derivation for completeness. In practice, we use Tensorflow’s
autograd functionality to compute the gradient.
Algorithm 2: Back propagation for CRsAE
Input: y, λ, L,h, Variables st,wt, ct, zT from
forward propagation.
Output: δh
1 δyˆ = yˆ − y, δh = 0K
2 δcT+1 =
∂yˆ
∂cT+1
δyˆ
3 δh = δh+ ∂cT+1∂h δcT+1
4 δzT =
∂cT+1
∂zT
δcT+1
5 for t = T to 1 do
6 δct =
∂zt
∂ct
δzt
7 δh = δh+ ∂ct∂h δct
8 δzt−1 = ∂ct∂zt−1 δct
4. APPLICATIONS OF CRsAE TO DICTIONARY
LEARNING AND NEURAL SPIKE SORTING
4.1. Can a sparse recurrent auto-encoder learn a convo-
lutional dictionary?
To address the question of whether CRsAE can learn a convo-
lutional dictionary, we simulated extracellular voltage record-
ings of C = 3 neurons obtained using an array of 4 electrodes
implanted in the brain. We let the correlation 〈hc,hc′〉 (c 6=
c′) between filters range between−0.087 and 0.455. For each
c = 1, · · · , 3, we assumed that the amplitudes (xc,i)Nci=1 of the
action potentials are i.i.d. N (µc, σ2c ), (µ1, σ1) = (362, 20),
(µ2, σ2) = (388, 25) and (µ3, σ3) = (360, 30). The units of
the simulated recordings are in mV .
4.1.1. Simulated data
Continuous-time model simulation. Each simulated record-
ing lasted T0 = 18 s. Consistent with the biophysics of neu-
rons [9], we picked the filters (action potentials) to last 1.5
ms. Due to the refractory period of neurons, whose length is
on the same order as the filter length, we simulated the data
such that the action potentials (filters) from the same neuron
do not overlap. We allowed the filters from different neurons
to overlap. We assumed each electrode is an independent re-
alization of the model from Eq. 1. We assumed an average
spiking rate of 30 Hz for each simulated neuron.
Discrete-time model simulation. Assuming a sampling rate
fs = 30 kHz, hc ∈ R45 and, for each of the electrodes, y ∈
R540,000. Assuming a window length of 0.1 s, yj ∈ R3000,
for j = 1, · · · , 720. With our assumptions on the spiking rate
of each neuron, xj is on average 3× 3 = 9 sparse.
4.2. Training parameters
For training, validation, and testing, we used 630, 70, and
20 windows respectively. We trained CRsAE using mini-
batch gradient descent back-propagation with the ADAM op-
timizer [11] for a maximum of 60 epochs. In cases when the
filters converged early, and the validation loss stopped to im-
prove, we stopped the training. We picked the learned dictio-
nary as the one with minimum validation loss. The number of
training parameters was K×C = 45× 3 = 135. The param-
eters to be tuned were λ, L, the learning rate of the ADAM
optimizer, the number of FISTA iterations T , and the mini-
batch size B. Below, we discussed how we selected each.
Regularization parameter λ. Let H0 denote the initial dic-
tionary estimate: yj = H0xj + (H−H0)xj + vj︸ ︷︷ ︸
nj
. The ob-
servations contain two sources of noise, namely observation
noise, and noise from lack of knowledge of H. For simu-
lated data, we can compute both quantities explicitly. If we
let σˆn = 1N ||nj ||2, we can use λ ≈ σˆn
√
2 log(C ×Ne) as
suggested in [12]. For real data, we can estimate ||vj ||2 from
“silent” periods. Assuming H0 is close enough, an assump-
tion well-justified by the dictionary learning literature [2], we
propose to estimate the cumulative noise by scaling this es-
timate by a constant factor of 1.1 to 2. In principle, this ar-
gument suggests we should decrease λ as the estimate of the
dictionary improved. The rate at which this occurs should de-
pend on the rate at which the dictionary estimate improves. To
our knowledge, there is no theory characterizing this. There-
fore, we do not decrease λ in the results we report.
Picking L and the learning rate. L must be greater than
the maximum eigenvalue of HTH [10]. We used an existing
collection of neural action potentials to estimate L. We set
L = 26. We varied the learning rate of the optimizer from
10−5 to 10−1 and chose the one associated with the sharpest
drop in the validation loss function as in [13].
Number of FISTA iterations T . The importance of the en-
coder producing sparse codes, even for approximate dictio-
naries, is theoretically well-known [2]. Therefore, we picked
a large number T ≈ 200 of FISTA iterations, which was suf-
ficient to produce sparse codes at the output of the encoder.
Along with the constraints on the encoder and decoder, we
believe this is why CRsAE is successful at CDL where other
approaches are not [5], as our results will demonstrate.
Batch size B. We chose B = 16. We found this to be a
choice for which the ADAM optimizer successfully avoided
local optima of the loss function.
Results. We used simulated data to assess the ability of CR-
sAE to recover an underlying convolutional dictionary in the
presence of noise. We trained CRsAE using the Keras frame-
work on AWS, with TenorFlow as a backend1. Let hˆc be the
estimate from CRsAE of the underlying dictionary. We mea-
1https://github.com/ds2p/crsae
sured accuracy using the following standard measure [2]
err(hˆc,hc) =
√
1− 〈hc, hˆc〉
2
‖hc‖22‖hˆc‖22
(12)
The smaller this measure, which ranges from 0 to 1, the closer
the learned dictionary to the true one. Figure 2 demonstrates
the ability of CRsAE to recover the filters used in the simu-
lation in the presence of noise. For each point in Figure 2,
we estimated the recovery error by averaging over 7 indepen-
dent simulations. We note that we only used 700 examples
per simulation, which took ≈ 1 hour on a GPU! Increasing
the number of simulations and the number of training exam-
ples would let the errors converge to values much closer to
0. Figure 3 demonstrates that, for one of the best simulations
with 16 dB SNR, the errors do converge to 0. We also com-
2 4 6 8 10 12 14 16
SNR (dB)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
er
r(
h c
,hˆ
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Initial
(h1, hˆ1)
(h2, hˆ2)
(h3, hˆ3)
Fig. 2. Error err(hc, hˆc) from CRsAE as a function of SNR.
pared the dictionary-learning performance of CRsAE to the
network in [5] where the encoder consists of 3 ISTA itera-
tions, and the decoder is linear and unconstrained. We term
this architecture LCSC(3). Figure 4 compares the true dictio-
nary to that estimated using LCSC(3) when the SNR is 16 dB.
We considered two cases for CRsAE. In the first, H0 was a
random perturbation of the true dictionary H such that the er-
ror (Eq. 12) was between 0.4 to 0.5. In the second, the entries
of H0 were assumed to be i.i.d. Gaussian. For LCSC(3), we
initialized the dictionary as in the first case for CRsAE. We
also allowed λ to be trainable as in [5]. In spite of the fact
LCSC(3) converged to a solution with small reconstruction
error, unlike CRsAE, it was not able to learn the true filters.
5. CONCLUSION
We proposed a constrained, recurrent, sparse, auto-encoder
architecture–CRsAE–whose parameters are interpretable in
the convolutional dictionary learning setting. In CRsAE, the
parameters from the recurrent layers of the encoder are tied to
one another, so are they tied to the parameters of the decoder.
The small number of trainable parameters enables CRsAE to
learn with a relatively small number of examples and training
epochs. We demonstrated its ability to reliably estimate action
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Fig. 3. Error err(hc, hˆc) from CRsAE as a function of the
number of epochs.
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Fig. 4. Learned Dictionary of CRsAE vs LCSC.
potentials (filters) from 3 neurons using simulated, 4-channel,
extracellular voltage recordings with varying levels of SNR.
We compared CRsAE to previous approaches that proposed
auto-encoder architectures for convolutional dictionary learn-
ing and found that these were unable to learn the underlying
filters, despite the small auto-encoder input-output error. We
attribute our success to two factors. The first is the explicit
enforcement of the constraint on the encoder and decoder pa-
rameters. The second is the depth of the encoder in CRsAE: a
deep encoder (large number of FISTA iterations) guarantees
close-to sparse codes, in the presence of noise and/or imper-
fect initial filters. In future work, we will generalize CRsAE
to dictionary learning for multi-dimensional signals.
6. APPENDIX
We give a derivation of the back-propagation algorithm for
CRsAE. For simplicity, we restrict the derivation to the case
of a single convolution kernel/filter. Note that we include the
derivation for completeness, but in practice, we use Tensor-
flow’s autograd functionality to compute the gradient.
Back propagation: Let h = (h[0], h[1], · · · , h[K − 1])T.
We can assume, without loss of generality, that J = 1 in
Eq. 10. We would like to evaluate the gradient of L(y, yˆ) =
1
2 ||y − yˆ||22 with respect to h:
∂L
∂h
=
T+1∑
t=1
∂ct
∂h
∂L
∂ct
=
T+1∑
t=1
∂ct
∂h
δct, (13)
where the notation δ·, from [7], refers to the gradient of the
loss function with respect to the variable that follows.
δct =
∂zt
∂ct
∂L
∂zt
=
∂zt
∂ct
δzt. (14)
If we could evaluate Eq. 14 for every t = 1, · · · , T , then we
can evaluate the second half of each term of Eq. 13. We will
compute the first half using the equations from Algorithm 1.
We can evaluate Eq. 14 through the following recursion
δzt−1 =
∂zt
∂zt−1
∂L
∂zt
=
∂ct
∂zt−1
∂zt
∂ct
∂L
∂zt
=
∂ct
∂zt−1
δct. (15)
We initialize the recursion with
δcT+1 =
∂L
∂cT+1
=
∂yˆ
∂cT+1
∂L
∂yˆ
= INδyˆ = yˆ − y. (16)
Finally, before we can evaluate the full gradient propagation
procedure, we need to specify ∂ct∂h (Eq. 13),
∂zt
∂ct
(Eq. 14) and
∂ct
∂zt−1
(Eq. 15).
∂cT+1
∂h
= Z
(1)
T∗ ,∈ RK×N . (17)
where
Z
(1)
T∗ =

z
(1)
T,0 z
(1)
T,1 z
(1)
T,2 . . . . . .
0 z
(1)
T,0 z
(1)
T,1 . . . . . .
...
... z(1)T,0
. . .
...
0 0 0 . . . . . .
 (18)
and if t = 1, · · · , T(
∂ct
∂h
)
m,n
=
1
L
∑
{|k|<K}
wt,n−1+k
∂
∂hm−1
chh,−k+ym−1+n−1.
(19)
wherem = 1, · · · ,K;n = 1, · · · , Ne, 0 ≤ n−1+k ≤ Ne−
1, and chh,k = hk ∗ h−k is the deterministic auto-correlation
function of (hn)K−1n=0 .
∂yˆ
∂cT+1
= IN
∂zt
∂ct
=
[
diag(η′λ
L
(ct))|0Ne
]
∈ RNe×2Ne , t = 1, · · · , T.
Finally,
∂ct
∂zt−1
=

[
HT
0Ne×N
]
∈ R2Ne×N , if t = T + 1[(
1 + st−1−1st
)
INe
− st−1−1st INe
] [
INe − 1LHTH.
]
, otherwise.
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