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With the development of computer network technology, network information has 
become more and more mass, but also more and more complex, people can whether 
find interesting News when they are browsing site is an important criterion of the 
merits of the discrimination the site, traditional is to rely on artificial means for web 
text classification, facing the huge amounts of information rely on manual 
classification scheme is impracticable, so automatic text categorization technology 
came into being at the historic moment. Also, because of the particularity of Chinese 
text relative to the English text, some of the traditional classification algorithm is not 
fully applicable to the Chinese text; Chinese text classification needs the necessary 
pre-processing before it carries out. Therefore it is necessary for Chinese Web text in 
the application research on theory and experiment. 
    This paper first introduces the background of text categorization, significance 
and the research status at home and abroad, then introduces the key technologies of 
Chinese text classification, including Web text preprocessing, the Chinese word 
segmentation and stop words  processing; several models of text representation are 
represented, as well as the similarity calculation formula between text vector; mainly 
introduces several feature selection algorithms, the experimental results show the 
superiority of the chi-square statistic algorithm in feature dimension reduction on the 
basis of the classification evaluation index. Next, this paper introduces several kinds  
of commonly used text classification algorithm and its characteristics, which 
describes the Naive Bayes algorithm (Naïve Bayes) in detail, and puts forward 
m-estimation of conditional probability to the algorithm, as well as improved formula 
of smoothing processing, and compares the document-type model and 
word-frequency model through the experiment; formula of K-Nearest Neighbor 
(KNN) algorithm is improved, the contrast experiment has proved that the improved 
















Because of the Support Vector Machine (SVM) algorithm is playing an 
increasingly important role in the field of machine learning, the theoretical basis of 
support vector machine (SVM) is introduced in detail, and then discusses the linear 
separable and linear inseparable problem, training methods, kernel function and 
parameter selection problem and multi-class classification problems. In addition 
several methods of constructing combined classifiers are given. Then proved by 
experiments different kernel function for SVM result in different classification results , 
through the contrast experiment proved that SVM classifier has great classification 
effect than other classifiers, and another experiment proved that the combined 
classifier can play a promote role for text classification. 
Finally, in view of an entertainment news article contains more than one theme 
and unrelated category information, for this particularity, automatic text 
categorization of Web Entertainment News and Commentary generation system is 
designed and implemented, and the validity of the classification algorithm is proved 
by experiments. 
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