Beach erosion has direct consequences for Hawaii's tourist-based economy, which depends on the attraction of beautiful sandy beaches. Within the last century, however, beaches on Oahu and Maui have been narrowed or completely lost, threatening tourism and construction development. In order for the counties and state of Hawaii to implement coastal regulations to prevent infrastructure damage, it is necessary to find a statistically valid methodology that accurately delineates annual erosion hazard rates specific to Hawaii. We compare the following erosion rate methods: end point rate (EPR), average of rates (AOR), minimum description length (MDL), jackknifing (JK), ordinary least squares (OLS), reweighted least squares (RLS), weighted least squares (WLS), reweighted weighted least squares (RWLS), least absolute deviation (LAD), and weighted least absolute deviation (WLAD). To evaluate these statistical methods, this study determines the predictive accuracy of various calculated erosion rates, including the effects of a priori knowledge of storms, using (1) temporally truncated data to forecast and hindcast known shorelines and (2) synthetic beach time series that contain noise. This study also introduces binning of adjacent transects to identify segments of a beach that have erosion rates that are indistinguishable. If major uncertainties of the shoreline methodology and storm shorelines are known, WLS, RWLS, and WLAD better reflect the data; if storm shorelines are not known, RWLS and WLAD are preferred. If both uncertainties and storm shorelines are not known, RLS and LAD are preferred; if storm shorelines are known, OLS, RLS, JK, and LAD are recommended. MDL and AOR produce the most variable results. Hindcasting results show that early twentieth century topographic surveys are valuable in change rate analyses. Binning adjacent transects improves the signal-to-noise ratio by increasing the number of data points.
INTRODUCTION
The coastal zone is one of the nation's greatest environmental and economic assets (OCEAN STUDIES BOARD, 1999) . In Hawaii, for example, over 60% of all jobs are related to tourism, which depends on the appeal of sandy beaches. Yet widespread beach erosion in the Hawaiian Islands threatens sand-dependent ecosystems and abutting coastal owners (FLETCHER, MULLANE, and RICHMOND, 1997; NORCROSS-NU'U and ABBOTT, 2005; ROONEY et al., 2003) .
Recognition of beach value led Maui County to approve and adopt in October 2003 the only science-based setback rules in Hawaii. These rules are based on erosion rates that are calculated by the reweighted least squares (RLS) method, which identifies and removes outliers before modeling the shoreline change trend with a straight line ROONEY, 2002; ROONEY et al., 2003) . The slope of the line represents the erosion (positive slope) and accretion (negative slope) rate of the beach.
Although comparisons of different shoreline change rate methods have been conducted along the continental East Coast of the United States, extensive research does not exist for beaches in Hawaii. Owing to fundamental differences between Hawaiian beaches and those of the continental main-land (e.g., sediment composition, seasonal signal, storm frequency, and storm impact), there is a need for studies specific to Hawaii. Additionally, previous studies have not comprehensively tested shoreline change rate methods.
Our goal is to compare published statistical shoreline change rate methods, including three statistical methods previously not used in calculating shoreline change rates. These comparisons are made using shoreline change data from the island of Maui. We first investigate the effects of outliers based on a priori knowledge (e.g., a devastating tsunami, hurricane, or storm event) on predictions that are based on shoreline change rates. We then compare different shoreline change rate methods using synthetically derived data. Finally, we examine the binning of adjacent transects to find beach segments that have indistinguishable change rates.
PREVIOUS WORK
Most studies of shoreline changes have been done on continental beaches of the eastern United States. We review these and other studies that determine the most appropriate method based on either a comparative approach or the prediction of known positions.
DOLAN, FENSTER, and HOLME (1991) compared long-term and short-term erosion rates with methods such as end point rate (EPR), linear regression (hereafter ordinary least squares, OLS), jackknifing (JK), and average of rates (AOR). By plotting the rates from one method vs. the rates of another method, they concluded that AOR is most variable, while OLS and JK share a high degree of similarity. They stressed that the best method depends on the objective and the temporal variables of the research.
In discussing beach erosion at Rincón, Puerto Rico, THIE-LER, RODRIGUEZ, and CARLO (1995) calculated erosion rates using EPR, OLS, JK, and AOR in the digital shoreline analysis system (DSAS, http://woodshole.er.usgs.gov/project-pages/ dsas/). They divided their study site into four separate areas and calculated an average shoreline change rate at each section for each of the four methods. All four methods resulted in similar rates, but AOR was identified as the most appropriate shoreline change rate method at Rincón. DEAN and MALAKAR (1999) considered three shoreline change rate methods-OLS, EPR, and AOR-in mapping Florida's hazard zones. They calculated correlation coefficients to compare the three methods. All three methods agreed with each other; however, EPR and OLS correlated better with each other than either did with AOR. The authors chose OLS as their preferred method.
FENSTER, DOLAN, and ELDER (1993) introduced a new method, minimum description length (MDL), as an alternative to existing methods. Based on the MDL modeling criterion of RISSANEN (1989) , this simplified version uses a complexity penalty to select the model that best fits the data (e.g., constant, linear, quadratic, etc.) with the fewest number of parameters. CROWELL, DOUGLAS, and LEATHERMAN (1997) compared predicted values from the MDL and OLS methods to actual values using sea-level data as a proxy for historical shoreline data. They concluded that OLS provides equal, if not better, results for shorelines without any physical modifications.
Differing from CROWELL, DOUGLAS, and LEATHERMAN (1997) , HONEYCUTT, CROWELL, and DOUGLAS (2001) compared EPR to OLS by predicting known historical shoreline data, not sea-level data, to determine the accuracy of the methods. Using a priori knowledge of major storms, they confirmed the findings of GALGANO, DOUGLAS, and LEATHER- MAN (1998) and GALGANO and DOUGLAS (2000) , which showed that the accuracy of shoreline change rates improves without storm-influenced data points. They concluded that OLS better predicts shorelines than EPR. A good method to identify the best predictor involves using an earlier subset of shoreline positions to test forecasting of later positions (i.e., cross-validating). Our forecasting and hindcasting procedures follow those of HONEYCUTT, CROWELL, and DOUGLAS (2001) . DOLAN, FENSTER, and HOLME (1991) provided an excellent overview of some of the published shoreline change rate methods. We expand upon their study to include other published methods, describing the advantages and disadvantages of each (Table 1 ). The two most frequently cited methods are EPR and OLS, although most researchers now prefer OLS (Figure 1 ).
ESTABLISHED EROSION RATE METHODS
Most shoreline change rate methods assume shoreline change is linear through time, with any nonlinearity attributed to mapping and measurement errors. Shorelines do not recede or accrete in a uniform manner, which raises questions about the appropriateness of linear models (DOUGLAS, CROWELL, and LEATHERMAN, 1998; FENSTER and DOLAN, 1994; FENSTER, DOLAN, and ELDER, 1993; MORTON, 1991) .
End Point Rate (EPR)
The EPR method uses only two data points to delineate a change rate-the earliest and most recent shoreline positions. Given that only the end data points are used, the information contained in the other data points is entirely omitted, preventing the observation of variations in rate through time. The main disadvantage of this method is that if one or both end points are erroneous, the calculated erosion rate will be inaccurate (CROWELL, DOUGLAS, and LEATHERMAN, 1997; CROWELL, HONEYCUTT, and HATHEWAY, 1999; DOLAN, FENSTER, and HOLME, 1991) .
Average of Rates (AOR)
Shoreline positions are often defined from various sources (e.g., topographic surveys, coastal monument and beach profiles, and aerial photographs), each with its own measurement uncertainty. For this reason, FOSTER and SAVAGE (1989) developed the AOR method to average the long-term change, excluding changes due to measurement errors. To do this, they created a minimum time criterion that filters out any changes due to short time spans or measurement errors. EPRs are determined between all data point pairs and are removed if the time interval is less than a specified minimum. All EPRs that pass the criterion are averaged to de- termine the shoreline change rate (DOLAN, FENSTER, and HOLME, 1991; FOSTER and SAVAGE, 1989) . One drawback is that the minimum time criterion can be affected by large errors or small EPRs, resulting in potentially misleading results (DOLAN, FENSTER, and HOLME, 1991) . AOR also gives more influence to EPR rates of short time spans (FENSTER, DOLAN, and ELDER, 1993) . For these reasons, FOSTER and SAVAGE (1989) recommend confirming AOR results with other shoreline change rate methods such as OLS.
Minimum Description Length (MDL)
Since short-term changes may affect long-term trends, FENSTER, DOLAN, and ELDER (1993) proposed a simplified form of the MDL method to help identify influential shortterm changes. Assuming Gaussian errors, MDL uses an error component and a complexity penalty to select the best model fit, whether it is a constant, line, quadratic, etc. If the resulting model is quadratic or higher, two lines are producedthe zero-weight line (MDL ZERO), which uses only recent data, and the low-weight line (MDL LOW), which assigns weights to older data. MDL rates based on nonlinear models tend to result in variable or highly inaccurate forecasts, though the MDL criterion can help identify physical changes within a beach (CROWELL, DOUGLAS, and LEATHERMAN, 1997) .
Ordinary Least Squares (OLS)
Least squares regression assumes independent Gaussian errors and estimates the trend of shoreline data by minimizing the sum of the squared residuals between the data and line. The estimated parameters (b 0 , or intercept; b 1 , or slope) are those that minimize i (
. The assumption of Gaussian errors is usually valid, since the sum of many sources of error, as occur in these studies, tends toward a Gaussian distribution. However, outliers that violate the Gaussian assumption will bias the apparent trend (SEBER and LEE, 2003) . A priori knowledge of non-Gaussian data points (e.g., storm points) can be used to eliminate such points. Ordinary least squares assumes homoscedasticity (e.g., KLEINBAUM et al., 1998) , which means that the variance of each Y component (shoreline position) is the same.
This method is easy to code, and many software companies include OLS as a tool in their spreadsheet programs. A number of statistical tests have been developed (e.g., analysis of variance [ANOVA] ) to determine the goodness of the fit and to calculate confidence intervals around the line, future position, and shoreline change rate. These tests require near Gaussian statistics, which are derived from data scatter rather than independent sources.
A linear fit provides a long-term trend over the years for which data are available, but shoreline change is not constant. Also, sediment supply and transport, presence of engineered structures, and storms may not result in Gaussian variations in the data (e.g., FENSTER, DOLAN, and ELDER 1993; GALGANO and DOUGLAS, 2000; GALGANO, DOUGLAS, and LEATHERMAN, 1998; HONEYCUTT, CROWELL, and DOUG-LAS, 2001 ). Clustering of data in time greatly affects the trend line by causing some points to have undue influence (DOLAN, FENSTER, and HOLME, 1991; FENSTER, DOLAN, and ELDER 1993) . Since the line fit does not incorporate the uncertainty of each data point, the uncertainties of future shoreline positions may not reflect the data accurately. For example, according to ROUSSEEUW and LEROY (1987) , this method is sensitive to outliers; often only one point is needed to distort the trend. If an outlier exists within a data set (e.g., storm point that violates the Gaussian assumption), the resulting line may be highly influenced by that one point. A priori knowledge is therefore important, yet controversial (e.g., FENSTER, DOLAN, and MORTON, 2001; GALGANO and DOUGLAS, 2000; GALGANO, DOUGLAS, and LEATHERMAN, 1998; HONEYCUTT, CROWELL, and DOUGLAS, 2001; ZHANG, DOUGLAS, and LEATHERMAN, 2002) .
Jackknifing (JK)
The jackknifing method uses multiple OLS fits to determine the shoreline change rate. A different point for each line is omitted, resulting in a different slope for each line. The slopes are averaged to provide a shoreline change rate. Jack- knifing has the advantage of decreasing the influence of clustered data and extreme data points. However, computing all possible linear trends is not efficient (DOLAN, FENSTER, and HOLME, 1991) .
Reweighted Least Squares (RLS)
RLS helps identify the true trend of shoreline change data by removing statistical outliers in the data. This two-step method first identifies outliers at a cutoff value ( ) using the least median of squares (LMS) regression (ROUSSEEUW and LEROY, 1987) . Points identified as statistical outliers are given a weight of 0, and all other points are assigned a weight of 1. An OLS fit then finds the trend with all data points of weights equal to 1. Unlike OLS, RLS is more robust and not as sensitive to outliers. RLS has a breakdown of 50% (that is, if 50% of the data are outliers, the trend of the data can still be identified accurately) (ROUSSEEUW and LEROY, 1987) . Since most shoreline studies have a limited data set, the removal of two or three points without any prior knowledge runs an undesirable risk of discarding good, but noisy, data. Also, adjacent transects along a beach (spaced 20 m in our case) do not always identify the same year as an outlier. This can lead to significant alongshore variations in modeled shoreline rates that are inconsistent with natural beach dynamics. Thus, this method probably works best with a large amount of data or if data from adjacent transects are binned (discussed later) so that true outliers are more evident.
NEW EROSION RATE METHODS
In addition to the established methods discussed above, we explore three new methods to calculate shoreline change rates. These methods are based on well-established theoretical frameworks and are more robust than the least square methods described above (Figure 2 ).
Weighted Least Squares (WLS)
Unlike OLS, WLS assumes heteroscedastic uncertainties. This means that the variance associated with each Y component (shoreline position) is not necessarily the same at each X component (time) (e.g., KLEINBAUM et al., 1998) . If the variances are the same, WLS reduces to OLS (GRAYBILL and IYER, 1994) . In many studies it may be difficult to quantify the uncertainties for WLS; however, if the variance ( 2 ) or standard deviation () for each Y component is known, the weight (w) is equal to 1/ 2 . In matrix form, solving for b, a column vector with unknown parameters of intercept and slope, results in
in which Y is a column vector containing shoreline positions, X is a matrix composed of a column of ones and a column of time data, and X T is the transpose of the matrix X, (e.g., DRAP-ER and SMITH, 1998). The weight matrix, W is
where w i ϭ 1/ and n is the total number of data points (e.g., 2 i GRAYBILL and IYER, 1994) . Data points with large variance will have less of an influence on the trend line than data points with smaller variance (GRAYBILL and IYER, 1994) . For example, early shoreline data have larger uncertainties associated with them than re- (KLEINBAUM et al., 1998) .
In order to apply this method, it is necessary for researchers to estimate all uncertainties associated with their study. As with OLS, this method is sensitive to outliers even if their weights are small. Hence, a priori knowledge is also important. The drawbacks of assuming a Gaussian distribution as discussed in the OLS section also apply to WLS. If the calculated uncertainties at each shoreline position do not accurately express the real deviations, then the resulting rate may underestimate or overestimate the true rate.
Reweighted Weighted Least Squares (RWLS)
RWLS is similar to RLS except that it takes into account the uncertainties of each shoreline position. After identifying and removing outliers using LMS, a WLS line is fit to the data. Like WLS, RWLS incorporates positional uncertainties into the rate.
Least Absolute Deviation (LAD)
Least absolute deviation is more robust with respect to outliers than least squares. Unlike the squared residuals of least squares, the sum of the absolute value residuals in LAD is minimized (i.e., misfit function is
Since the residuals are not squared, an extreme value has less effect in LAD than in least squares. The assumed distribution of measurement errors is a Laplace, or two-sided exponential, distribution rather than a Gaussian distribution, and the Laplace distribution's longer tails make it less sensitive to outliers (TARANTOLA, 1987) . In comparing robust estimators, ROUSSEEUW and LEROY (1987) stated that LAD is preferable to least squares methods when outliers are in the y direction, which is the case in nearly all historical shoreline analyses.
Calculating the LAD estimate is not as straightforward as it is with least squares. A grid search is performed to calculate a misfit over a range of slopes and intercepts. The best fitting line is the one whose slope and intercept minimize the misfit. For example, an intercept, b 0 , that ranges from Ϫ2 to 2 with increments of 0.5, and slope, b 1 , that ranges from 0 to 2 with increments of 0.25, identifies a minimum misfit of 3.65. The slope and intercept estimates are 0.50 and 0.00, respectively ( Table 2) .
The uncertainty calculation for the slope estimate is more difficult than that of least squares. To obtain a range of slopes at a certain percentile, we first calculate an estimator of standard deviation (analogous to the root mean square error in least squares) and use it to compute the likelihood function, which in this case is the joint probability density function (PDF) of both the slope and intercept. The marginal PDF of the slope is obtained by integrating the joint PDF over intercept. The marginal PDF then gives the slope range at the percentile of interest. Unlike least squares, the slope range is not necessarily symmetrical around the peak of the slope PDF.
The major advantage of LAD is its robustness with respect to outliers. Similar to WLS, weights can also be incorporated in LAD (weighted least absolute deviation, or WLAD). Since there are only two parameters, LAD is not difficult to code. Care must be taken in selecting a range of slopes and intercepts to search from when using the grid search. If the range is not broad enough, or point spacing not dense enough, the resulting estimates of slope and intercept might not reflect the data accurately; however, the algorithm can be made selfchecking and self-adjusting to overcome this minor difficulty.
HAWAIIAN DATA AND UNCERTAINTIES
To calculate shoreline change rates in Hawaii, we digitize the toe of the beach as our shoreline position on images taken in different years . The beach toe, which approximates the low water line, is a more accurate indicator for shoreline change analysis along Hawaiian coastlines when compared with the mean high water line (MHWL) (COYNE, FLETCHER, and RICHMOND, 1999; FLETCHER et al., 2003; ROONEY and FLETCHER, 2000) .
Several sources of error influence the delineation of shorelines. For example, aerial photographs taken at various tide levels influence the location of the digitized shoreline, which in turn influences the resulting shoreline change rate. For our data, FLETCHER et al. (2003) made a special effort to identify and quantify all errors in order to assess the 1 Ϫ uncertainty of a shoreline position. The errors are squared and summed to get a total positional uncertainty. We assume the total uncertainty follows a Gaussian distribution, since the central limit theorem states that the sum of multiple sources of uncertainty of arbitrary distributions tends toward a normal distribution (DRAPER and SMITH, 1998) .
We use two different types of images to generate our shoreline positions-topographic surveys (National Oceanic and Atmospheric Association T-sheets) and vertical aerial photographs. Only T-sheets that pass the National Map Accuracy Standards are used in this analysis . The original surveyors of these T-sheets designated MHWL as the shoreline position. We migrate the MHWL in T-sheets to the low water line based on seasonally collected profiles.
Following FLETCHER et al. (2003) and ROONEY et al. (2003) , we calculate the total positional uncertainty (U t ) using the equation 
METHODS

Shoreline Change Rate Comparisons
Forecasting and Hindcasting (Cross-Validation)
Following HONEYCUTT, CROWELL, and DOUGLAS (2001), we compare the shoreline change rate methods discussed earlier by predicting known shoreline positions. For each prediction we calculate the difference between the actual and predicted position for all nine methods. HONEYCUTT, CROWELL, and DOUGLAS (2001) refer to this difference as the error in prediction (EIP) and describe the mean absolute EIP (or mean ͦEIPͦ) as a way of representing the magnitude of the error. In comparing the mean ͦEIPͦ for all the methods, we perform an ANOVA test at a 95% confidence interval to identify the differences. To compare the results of differing beach dynamics on Maui, we make forecasting predictions on two types of beaches-those with and without engineered (or hardened) structures. We make hindcasting predictions to check the validity of our earliest T-sheet points.
We compare EIPs of predictions that include storm-influenced points to EIPs of predictions exclusive of these points. Determining storm-influenced points is difficult in an island setting where different parts of the island are exposed to varying weather conditions ROONEY, 2002; ROONEY et al., 2003) . We therefore classify three regions on Maui-Kihei, West Maui, and the North Shore-as each having its own distinct wave regime ROONEY et al., 2003) (Figure 3) .
We use previous research and historical accounts to determine a priori knowledge of storms. Tide gauge data are used to confirm storm events for the North Shore only. From tide data and historical accounts of a devastating tsunami, we consider the 1960 shoreline to be an outlier for the North Shore. We similarly conclude that the 1963 shoreline is an outlier for West Maui because of kona storms based on the work of EVERSOLE (2002) and is also an outlier in the Kihei region because of kona storms based on the study of ROONEY (2002) . Kona storms are low pressure systems that generate high winds and waves from the south and occur mostly in winter.
There are various difficulties associated with forecasting known positions. As HONEYCUTT, CROWELL, and DOUGLAS (2001) point out, predictions of the near future have lower uncertainty than predictions of the distant future. Also, if fewer data are available for a prediction, it will have large uncertainty. Another difficulty of forecasting analysis is that shoreline positions are not precisely known. Since all shoreline positions are subjected to errors inherent in aerial photogrammetry and T-sheets, the true positions are unknown. Instead, an estimate of the position is known and an estimate of the range of possible values is made. In comparing a measured position with a prediction, the uncertainties of each should be kept in mind. The predicted point might not equal the measured position but remains a good prediction because it falls within the uncertainty of the measured point. Hence, whether one method provides a better prediction over another is affected by random errors in the point being predicted.
Comparing Methods Using Synthetic Beach Time Series
Synthetic beach time series provide an alternative to hindcasting and forecasting. With synthetic time series, the calculated change rates of each method are compared with an assigned rate. To do this, we first assign a true slope and use this to calculate a database of synthetic shoreline positions at eight discrete years. We then introduce noise to the shoreline database and use this noisy data to calculate change rates using the various methods. We repeat this process 1000 times while keeping the true rate constant but varying the noise. Noise, in this case, is the scattering of the shoreline position based on the known uncertainties and an additional unknown factor. The unknown factor makes our knowledge of the shoreline position less certain. Hence, the generated noise in the synthetic analysis is greater than the uncertainty of the model in real data. Noise is created by sampling from a probability density function associated with each major uncertainty component. For example, we quantify a rectification uncertainty based on the aerial photo orthorectification process. This has several independent errors associated with it, such as lens distortion, camera tilt, Earth curvature, and terrain relief. We assume that a Gaussian distribution is the underlying distribution for the rectification error due to the central limit theorem (DRAPER and SMITH, 1998) and sample from this distribution to represent noise caused by the rectification process.
To account for any additional uncertainties that are not part of the shoreline analysis, we also generate noise from a Laplace distribution and add it to each shoreline position. We sample from each uncertainty distribution and add the samples together to get a total noise value for each synthetic data point. We calculate a change rate for every synthetic time series and make a histogram of all the calculated rates to see which method consistently is closest to the true value.
To compare the methods, we use the Kolmogorov-Smirnov test (hereafter K-S test) to determine whether two distributions of calculated change rates are significantly different (the Gaussian assumption is not needed to use the K-S test). The K-S test is sensitive to the mean, standard deviation, and shape of each distribution (SIEGEL, 1956) . Thus, this test shows whether different rate methods give statistically indistinguishable predictions. If more than one method has indistinguishable predictions, the choice of method is left to the discretion of the analyst. To test the methods at different noise levels, we calculate rates with synthetic data twiceone set of data with less noise and the other with more noise. In the less noise calculation, we sample from each uncertainty distribution that has a standard deviation that is equal to the average of the source of error plus a Laplace distribution with a standard deviation of 10 m. For the calculation of rates with more noise, we use the maximum value of each source of error component and the Laplace distribution with a standard deviation of 20 m.
We also compare methods when an extreme outlier exists, such as a storm-influenced shoreline. Since it is difficult to identify storm-influenced data points at specific beaches, we want to identify methods that best determine the actual rate with the inclusion of an extreme non-Gaussian point. We first add noise from a Laplace distribution with a standard deviation of 100 m to a middle data point (specifically, the fourth position) and then repeat the above process of calculating a change rate 1000 times. We then add extreme noise to the last point and repeat the above process. A K-S test is also performed on the resulting distribution of rates. As with the synthetic data without a storm-influenced point, we compute two different data sets-one with less noise and one with more noise.
Results of Rate Method Comparisons
The prediction analysis (forecasting and hindcasting) use real data to compare shoreline change rate methods. Although many caveats are associated with this analysis, forecasts and hindcasts suggest how well each rate method predicts future real data. On the other hand, the advantage of using the synthetic analysis is that the true synthetic rate is known, so the error of the predicted rate is also known. However, this analysis uses manufactured rather than real noise and assumes that errors are additive. Both prediction and synthetic results agree that MDL and AOR provide the least desirable results and OLS, WLS, RLS, RWLS, JK, and LAD are valid methods under certain conditions.
Forecasts
Excluding the North Shore, forecasts of positions with hardened structures have lower ͦEIPͦ than forecasts of positions free of hardened structures. The North Shore predictions (Table 3 ) with the 1960 storm position included in the analysis have considerably higher ͦEIPͦ, which can be attributed to one beach where predictions made from T-sheets and 1960 positions did not reflect actual positions (Figure 4) . Generally, predictions from OLS, WLS, RLS, RWLS, JK, EPR, and LAD are statistically not different and have the smallest ͦEIPͦ. AOR and MDL are continuously singled out as methods that are significantly different from other methods because they show appreciably higher ͦEIPͦ (Table 3) .
Predictions improve for all methods when storm-influenced shorelines are removed from the dataset. This improvement ranges from Ͻ0.1 m to 15 m. Geographically, the most improvement occurs on the North Shore with hardened structures. MDL and AOR improve more than other methods when outliers are removed (average not including North Shore ϭ 3.6 m). All least squares methods, JK and LAD, on the other hand, have minimal improvements when storm-influenced shorelines are removed for all regions (average improvement excluding the North Shore ϭ 0.7 m).
Hindcasts
The mean ͦEIPͦ for hindcasts is slightly larger than that of forecasts (Table 3) . This increase is due to a lack of detailed information that surrounds T-sheets. A shoreline position from a T-sheet is not as well constrained and has a larger uncertainty associated with it than a shoreline position from an aerial photo. Hindcasts of beaches with hardened structures have lower mean ͦEIPͦ than beaches without hardened structures (excluding the North Shore). The hardened structures consist of seawalls, groins, and revetments, which may stabilize the beach on a short-term basis. Similar to forecasts, MDL and AOR hindcasts have high mean ͦEIPͦ and generally do not reflect the results of all other methods.
Removing storm-influenced outliers improves hindcasts minimally. Hindcasts of West Maui improve by only 1 m when storms are removed. Hindcasts of the North Shore with hardened structures are less accurate by an average of 2.4 m without storm shorelines (individual beaches have even a greater negative difference). This decrease in accuracy could be attributed to the storm shoreline having no negative influence on the trend; hence, it is not a true storm outlier for that area. All other areas, however, show marked improvement when storm-influenced outliers are excluded. AOR has the biggest improvement in hindcasts when shorelines affected by storms are removed.
Synthetic Data
Three sets of synthetic data were generated-one with no storm shoreline, one with a storm shoreline in a middle position, and one with a storm shoreline at the last position. For each set, two runs were made-one with less noise and one with more noise. The significance of two standard deviations was also calculated for all rate methods using a SiegelTukey test. A method with a low standard deviation better identifies the true slope than a method with a higher standard deviation. 
Hawaiian Beaches and Binning of Shoreline Data
We calculate change rates from shore-normal transects spaced 20 m alongshore. Individual transects contain between five and nine unevenly spaced points spanning ca. 100 years. These datasets are typically limited and characterized by large data scatter. To reduce the effect of natural data variation from transect to transect and measurement errors, we bin data onto one plot from adjacent transects belonging to a contiguous stretch of beach and calculate change rates using the RWLS method. Since the whole beach does not necessarily behave in the same manner, we need to identify sections of the beach that are indistinguishable. Importantly, transects that have engineered structures and no beach fronting them are removed from this analysis because most coastal managers define these areas as having no erosion or accretion, and their inclusion will unduly influence rates calculated along the rest of the beach.
To identify which transects should be binned together and thus represent a section of beach where erosion rates are indistinguishable, we group adjacent transects and compare their combined rate to the combined rate of all other transects on that beach. The reader is referred to Figures 5-9 for a graphic illustration of the binning process. We start with a window spacing of four transects ( Figure 5 ) and group the first four adjacent transects together and then calculate the shoreline change rate. We compare this rate with the rate of a bin of the remaining transects using a Student's t-test (KLEINBAUM et al., 1998) at a 95% confidence interval to determine any disagreements ( Figure 5 , bottom). The window is then shifted over by one transect and a new t-test is performed. The window continues shifting by one transect until the last four transects are grouped together. Each time the window shifts, a t-test is calculated to compare the grouped transects within the window with the binned rate of the rest of the transects. The window size is then increased from four transects to six and the process of calculating a t-test is repeated. The window size is increased and the binning procedure is repeated until we reach a window size equal to (n transects)/2. When the binning procedure is complete, clusters of transects are identified by executing a Student's t-test on groups of transects that are found to be statistically different from the rest of the beach. Within each window size, a t-test is performed on any overlapping transects (Figure 6 ). If the overlapping transects are statistically not different, Figure 5 . Top-Shore-normal transects are spaced 20 m alongshore. In this example, transect window length is four. The erosion rate of the first four adjacent transects (1) is compared with the rate of all the other transects in this beach. Next, the erosion rate of the next four transects (2) is compared with the rate of all other transects. This continues throughout the beach (3 and 4) until the rate of the last four transects is compared with the rest of the beach. The window spacing then increases to 6, 8, 10, etc. transects. Bottom-Another visualization of transect binning at a window size of 4. The numbers 1, 2, and 3 correspond to the numbers in the figure above. R 1 is the binned erosion rate of four transects. R 2 is the binned erosion rate of the rest of the beach. A t-test examines whether R 1 is significantly different from R 2 . then they are grouped together as one bin ( Figure 7A ). If they are different, then they are grouped separately ( Figure 7B ). Another t-test is performed to determine whether the bins at each window size are statistically different from bins of other window sizes that have overlapping transects. Bins that are found to be statistically not different are clustered together, and a rate is calculated for that region (Figure 8 ). For visual purposes, each cluster is assigned a color and each transect within a cluster is allotted a shade (Figure 9 ). The shade depends on the frequency of windows that intersect a given transect-transects that contain a higher frequency of windows that belong to the same cluster will be a darker shade than transects that have a lower frequency of windows. For example, in Figure 8 , transect 57 has 27 windows that intersect it, while transect 51 has only three intersecting windows.
As a result, transect 57 will be darker than transect 51 (Figure 9) . Transects that encompass more than one cluster will have a mixed color value.
Results of Binning
Based on both the forecasting and synthetic time series results, we chose to bin data using the RWLS method. RWLS Figure 8 . Clusters of transects (or cells) are identified based on t-tests of all windows with common transects. For this beach, there are two distinct clusters (labeled 1 and 2). One side of the beach has significantly different long-term rates compared with the other side of the beach. Transects that are shared by both clusters are considered transitional zones. Figure 9 . Each cluster is assigned a color, and each transect within a cluster is given a shade of that color. Transect shade corresponds to the frequency of windows that intersect the transect. Transects with a higher frequency of windows will be darker than transects with a lower frequency of windows. Groups A and C represent two distinct clusters. Group B represents the overlap between groups A and C. Eastern and western sections of the beach are distinct is chosen because we are confident in our knowledge of the major uncertainties in our shoreline methodology and are not confident of the identification of storm-influenced shorelines. Binned rates and their uncertainties are better resolved than unbinned rates and their uncertainties. Eighty-four percent of the trends of binned rates are significant, whereas only 38% of the trends of unbinned rates are significant. There is a 0.1-m decrease in uncertainties with binned rates compared with unbinned rates. We perform the binning analysis on 15 beaches-eight from Kihei, four from West Maui, and three from the North Shore. The eight beaches of Kihei display two different patterns and are further categorized into two geographical groups within this study site-four central beaches and four southern beaches (Table 5) .
Kihei is sheltered from waves by Kahoolawe and Lanai islands but is subjected to south swells, refracted north swells, and kona storm waves. No fringing reef is present in our study area (FLETCHER et al., 2002 ; MAKAI OCEAN ENGI-NEERING AND SEA ENGINEERING, 1991; ROONEY and FLETCHER, 2005) . The central beaches in Kihei behave uniformly. Only one of these central beaches contains a seawall, but all four have significant erosion. The southern beaches depict distinct behaviors between their northern and southern sections (Table 5) .
West Maui beaches are affected by North Pacific swells, south swells, and kona storm waves. North Pacific swells do not severely affect this area because it is located in the shadow of Molokai Island FLETCHER et al., 2002) . Segments of the shoreline in this area contain fringing reefs, and only one beach has a seawall (EV-ERSOLE and FLETCHER, 2003; MAKAI OCEAN ENGINEERING AND SEA ENGINEERING, 1991). West Maui study sites depict a pattern of erosion at one end of each beach and either minimal erosion or accretion at the other end (Table 5) . North Shore beaches are influenced by North Pacific swells and tradewind waves. Fringing reefs are widespread in this area (FLETCHER et al., 2002 ; MAKAI OCEAN ENGINEERING AND SEA ENGINEERING, 1991). The North Shore study area illustrates distinct behaviors between eastern and western sections of each beach. Two of the three beaches have engineered structures-one has five groins and one has an offshore rock platform with an onshore revetment. These two beaches exhibit more erosion than the beach without any structures (Table 5) .
DISCUSSION
Comparisons of Rate Methods
Based on our synthetic work and forecasting analysis, we advise analysts to determine how well they understand the uncertainty in their methodology before picking the best erosion rate method. When uncertainties are mostly understood, weighted methods are recommended; conversely, if uncertainties are poorly understood, OLS, RLS, JK, and LAD are recommended. If doubt exists on the Gaussian nature of the uncertainty, LAD and WLAD are recommended. We are confident in our understanding of the major uncertainty components in our shoreline assessment study; however, we are not confident in our assessment of storm-influenced shorelines. As stated earlier, Hawaii is an island state and different beaches are affected differently by storms. The difficulty in identifying storm-influenced shorelines, together with the results from the synthetic storm analysis and the prediction analysis, is the basis for choosing RWLS as the most robust method for Hawaii.
Based on the K-S test results of synthetic time series with less noise, weighted methods are far superior to all other methods (Table 4 , columns A, C, and E). This superiority disappears as noise increases. As more noise is introduced to the data, the weights no longer reflect the uncertainty, and other methods that put more emphasis on the uncertainty in the model achieve better results (Table 4 , columns B, D, and F). OLS, RLS, JK, and LAD outperform weighted methods when noise is sampled solely from a Laplace distribution. If, however, the majority of uncertainty components are known, weighted methods reflect the true process better (Table 4 , column A).
Synthetic time series results vary when storm shorelines are added to middle and end positions. The bias created by the storm shoreline at the middle position is not as detrimental in finding the long-term trend as the bias with a storm shoreline at the end position. This is because an end point is a leverage point that can influence the trend of the model more than interior points. With the storm at the end position, WLS, OLS, and JK do not perform as well as RLS, RWLS, WLAD, and LAD (Table 4 , column E). Since WLS, OLS, and JK do not identify statistical outliers and the storm shoreline is at a leverage position, the storm shoreline unduly influences the results. RWLS and RLS remove statistical outliers, and LAD and WLAD are less susceptible to outliers in the y direction (ROUSSEEUW and LEROY, 1987) ; hence, they perform better than all other methods when a storm shoreline exists at the end position. When noise increases, however, all methods perform similarly, except for EPR, AOR, and MDL (Table 4 , column F).
Forecasting results show that in most cases, methods with the highest mean ͦEIPͦ are statistically different from methods with lower mean ͦEIPͦ. OLS, WLS, RLS, RWLS, EPR, and LAD consistently have the lowest mean ͦEIPͦ and are insignificantly different from each other.
MDL and AOR have the highest mean ͦEIPͦ. Their predictions also have the most improvement when storm shorelines are removed. Both methods remove data from the rate calculation. The end point rate combinations that incorporate storm-influenced shorelines strongly affect the AOR rate. Once the storm is removed from the data, AOR predictions improve. These are still less effective than the least squares methods, since AOR depends on the minimum time criterion, which decreases the number of EPRs available for averaging. The MDL ZERO line often discards early shoreline positions that do not fit the pattern of the most recent trend of the data. Predictions made with the most recent trend are more variable than predictions made with a longer term trend. Removing the storm-influenced shorelines influences the more recent trends and results in improved, yet still variable, predictions. The MDL LOW line has better predictions than the MDL ZERO line because it does incorporate the early shoreline positions, which agrees with the results of CROWELL, DOUGLAS, and LEATHERMAN (1997) . The predictions with the low-weight line do not always perform as well as the least squares because they still give more weight to the more recent data points.
In all forecasts, except for the North Shore with hardened structures, predictions exclusive of storm-influenced shorelines improve only slightly and are insignificant in most cases (Table 3) . For the North Shore with hardened structures, the mean ͦEIPͦ is extremely large (Ͼ20 m) when the 1960 storm (in this case, tsunami) shoreline is present. In examining individual beaches on the North Shore, the mean ͦEIPͦ for Kanaha does not show improvement when the 1960 tsunami position is removed; rather the predictions are worse (Table 6) . Kahului, on the other hand, is responsible for the large mean ͦEIPͦ. The Kahului analysis is composed of three early Tsheets (1899 Tsheets ( , 1912 Tsheets ( , and 1929 , and five later aerial photo positions. Forecasts made with three T-sheets and the 1960 aerial photo account for the large mean ͦEIPͦ. (Table 7) . When segmenting the study area into individual beaches, some beaches have no significant improvement at the 95% confidence interval when storm-influenced shorelines are removed, while other beaches do. This could be due to differing storm or tsunami effects. Some beaches are protected from the full force of the waves by surrounding islands or fringing reefs, while others are more exposed.
The EIPs for hindcasts are somewhat greater than those of forecasts. This is because T-sheet positions usually have greater uncertainties than aerial photos (Ϯ7-10 m). Hindcast predictions that are less than 10 m away from the true position are still within the uncertainty bounds of the true positions. We calculate a 95% confidence interval uncertainty around the predicted positions (Table 8 ). The minimum average uncertainty of the predicted positions is 15 m. By incorporating the uncertainties of both the true and predicted positions, even the North Shore predictions fall within the uncertainty bands. Also, removing storm-influenced shorelines does not improve the hindcasts. Thus, early twentieth century T-sheet positions are valuable in the shoreline change rate analyses.
Outliers
We investigated two types of outliers and their influence on the accuracy of predicting shoreline behavior: (1) a priori knowledge based on historical data, such as a tsunami, hurricane, or storm event and (2) outliers based on residual statistics.
The time necessary for a shoreline to recover from a major erosional event can vary (ZHANG, DOUGLAS, and LEATHER- MAN, 2002) , resulting in non-Gaussian behavior. ZHANG, DOUGLAS, and LEATHERMAN (2002) argue that storms are independent of any long-term trend and should be considered separately because beaches eventually recover to their prestorm positions. With limited data sets, such as individual transects that have only five to eight points, a storm-influenced shoreline may unduly bias any calculation of a longterm trend. ZHANG, DOUGLAS, and LEATHERMAN (2002) support the assertion of DOUGLAS and CROWELL (2000) that the most practical option is to remove these points. In our study, however, we identify two storm-influenced shorelines-the 1960 tsunami that affected the north shore of Maui and the 1963 kona storms. When we use the dataset to predict the position of a known shoreline at each beach, removing storm shorelines improves our prediction by an average of 1.1 m (least squares), with the exception of one beach that experienced accretion during a storm event. This improvement is minimal when compared with the results of HONEYCUTT, CROWELL, and DOUGLAS (2001) from U.S. East Coast beaches, which demonstrate an improvement of 15-30 m when storm shorelines are removed. We note, however, that carbonate beaches in general and Hawaiian beaches specifically tend to be much narrower than East Coast beaches. An improvement of 1 m may represent 5% of the dry beach width in many cases. The cost of removing outliers from small datasets, typically used in erosion analysis, is usually an increase in the uncertainty of the calculated long-term trend. In the end, an analyst must weigh the cost of increased un-certainty against the benefit of improved predictive accuracy. We conclude that storm-influenced shorelines need to be investigated at each study site before deciding on their treatment.
Most researchers currently do not remove outliers unless they can assign the points to some meteorological or geological factor. Statistical outliers, however, are critical components to consider when using least squares because of this method's susceptibility to outliers, especially for small datasets. A large deviation at a point causes a bias in the trend if there are few data points, and this can be amplified if the point is at a leverage position. Some studies have attempted to relate statistics, such as residuals, to outliers. Focusing on reducing the root mean squared error (RMSE), GALGANO, DOUGLAS, and LEATHERMAN (1998) state that storm-influenced residuals increase the error in the model fit and thus invalidate the model. They choose to use a priori information to remove these points, but the erosion rates with and without these points are not significantly different. FENSTER, DO-LAN, and MORTON (2001) identify outliers by calculating studentized residuals and compare them with known storm dates. They find that none of the statistical outliers correspond to any known storms and advise not to remove them as outliers. FLETCHER et al. (2003) and ROONEY et al. (2003) identify and remove statistical outliers differently. As mentioned earlier, the least median of squares (LMS) method is part of a two-step process involving RLS or RWLS that calculates residuals (ROUSSEEUW and LEROY, 1987) . They disregard a data point if a residual is greater than an assigned cutoff value. The cutoff value ( ) is an estimate of the true standard deviation of a population (), which is dependent on the sample size. For small sample sizes, there is less certainty in any estimate of the true , making the cutoff boundary less exact and causing the removal or retention of too many outliers. If the outlier analysis at adjacent transects identifies different points as outliers, the resulting erosion rates are also likely to differ, leading to the case where physically adjacent beach segments are assigned inconsistent long-term trends. In our dataset with an alongshore spacing of 20 m, we find that adjacent transects do not behave independently of each other.
One way to use LMS is to increase the number of points used in the calculation of a trend, which can be done by binning data from adjacent groupings of transects and calculating a trend. Binning will reduce the spread, or uncertainty, around the cutoff value, which will improve the identification of outliers. Therefore, we recommend using a relatively large sample size to increase the signal-to-noise ratio and improve the estimate of the spread of the data ( ) when removing statistical outliers.
Binning Analysis
Setbacks on Maui currently are based on erosion rates from transects spaced 20 m alongshore. Some adjacent transects have differing rates, which affect the setback location. Because only five to nine historical shoreline positions are available, the noise in the data can mask the signal. One advantage of binning is that by spatially increasing our points, we decrease the noise by averaging out the random errors. This decrease in noise allows us to better identify a region of a beach that has indistinguishable rates of change (i.e., sublittoral cells) and assign it one rate of shoreline change. Temporally, our data are unchanged-we can only increase the number of temporal positions by adding more photographs or T-sheets. Coastal planners will then be able to use one rate to determine the setback for that subcell of beach.
When comparing trends of all beaches, the four central beaches in Kihei behave similarly. All four beaches are relatively small pocket beaches with highly developed backshores. Their location, in the shadow of the islands of Molokai, Lanai, and Kahoolawe, protects them from large swells; however, kona storms have a history of inflicting great damage to this area ROONEY and FLETCHER, 2000, 2005) . In a study of net sediment transport on a stretch of armored beach just north of these beaches, ROONEY and FLETCHER (2000) conclude that tradewind waves cause southward movement of sediment, though a northward movement of sediment predominates due to kona storm activity. In actuality, we do not see such movement of sediment. Rather, a uniform manner of erosion is characteristic throughout each beach. This uniformity could be due to the relatively small size of the beach that is evenly affected by both kona storm waves and tradewind waves.
The southern beaches in Kihei are more susceptible to south swells and have more variability in binning results. These beaches are less developed and less eroded than their central counterparts. A cinder cone divides these four beaches into two northwest facing and two southwest facing beaches. A very small pocket beach situated within the south end of the cinder cone accretes uniformly. The cinder cone protects it from both north and south waves. The cinder cone interferes with sediment transport on the beaches directly north and south of it. The pocket beach directly south of the cinder cone exhibits extensive erosion near the headland. The pocket beach directly north of the cinder cone exhibits the most erosion in the central portion of the beach, while the northern section shows either minimal erosion or accretion. This follows the conclusion of ROONEY and FLETCHER (2000) of net sediment transfer to the north.
Two of the three beaches on the North Shore have engineered structures that influence the results. The North Shore is affected by strong North Pacific swells in the winter and strong, consistent tradewind waves throughout the year. One beach contains five groins-four successive groins at the western end and one groin at the easternmost point of the beach. The western end is less erosive than the eastern end. The groin at the easternmost point of the beach reduces the amount of sediment delivery to the beach directly west of it. The groins were installed to slow the alongshore sediment transport to the west (MAKAI OCEAN ENGINEERING AND SEA ENGINEERING, 1991) but have caused extensive erosion. Another beach has an offshore rock platform, and a revetment in the center of the beach that has caused considerable erosion.
We compare our binning results (Figure 10 ) to the sediment transport study of EVERSOLE and FLETCHER (2003) at Kaanapali Beach in Maui in order to relate annual transport to multidecadal observations. EVERSOLE and FLETCHER (2003) examine sediment transfer by longshore sand transport at the Kaanapali Beach littoral cell and conclude that transport of sand is northward in summer and southward in winter, although the net annual transport is northward. They identify an inflection point within the littoral system and demonstrate a seasonal volume shift at this position, which also approximates the net annual transport in this location. In our binned analysis, the same region is clustered together and identified as a group that is accreting. We find that this group differs from the southern portion of the beach, which is eroding long term at a much faster rate. Although we are not able to identify seasonal fluxes, we do observe erosive south and accretive north sections that agree with the observation of EVERSOLE and FLETCHER (2003) of net annual transport to the north.
Erosion Hazard Maps
Erosion hazard maps are important in identifying setbacks that are used by coastal planners. Based on the results of our study, we have produced erosion hazard maps that reflect the trend of shoreline movements more accurately than previously used maps (Figure 11 ). These new maps incorporate uncertainties of the shoreline change rate method and identify binned regions of a beach. The drawbacks of these maps include assumptions of a linear shoreline behavior, with no change in long-term effects of storms.
There are three major steps coastal managers need to take in order to produce erosion hazard maps (Figure 12 ). The first step is to identify a change rate method based on their data. The next step is to bin the data. For example, two bins are identified in Figure 11 -one on the eastern end of the beach and one on the western end. Finally, transects of each bin are grouped together and a 50-year predicted position with a 1 Ϫ uncertainty is identified by projecting the regression line into the future. The setback is calculated with 1 Ϫ confidence bands placed on either side of the setback, which creates a hazard zone. Maui County measures the setback from the certified shoreline. The vegetation line is most often used as a proxy for the shoreline and includes a 6.1-m (20-ft) buffer that is designed to partially compensate for method errors, storm and tsunami hazards, and nonlinear shoreline change. In our analysis, the 50-year predicted position is calculated from low water line data; consequently, a vegetation line offset and buffer are added to the future position before the setback is projected onto the map.
CONCLUSIONS
By comparing the shoreline change rate methods and investigating outliers, we make the following conclusions. (1) OLS, RLS, WLS, RWLS, JK, LAD, and WLAD are preferred methods based on results from synthetic time series and forecasts. If major uncertainties in a methodology are known and quantifiable, WLS, RWLS, and WLAD are preferred. If uncertainties are unknown or not quantifiable, LAD is preferred, although OLS, RLS, and JK can be considered. If effects of storms are unknown or storm-influenced shorelines are hard to identify, RLS, RWLS, LAD, and WLAD are preferred. (2) We choose to use RWLS on Maui as our method based on our knowledge of uncertainties and our lack of confidence in identifying storm-influenced shorelines. (3) MDL and AOR produce the most variable results. (4) Early twentieth century T-sheets are valuable in shoreline change rate analysis. (5) Hardened shorelines reduce variability of beach behavior. (6) Increasing the number of data points via binning neighboring transects in a RWLS or RLS analysis improves the estimate of spread in data when identifying statistical outliers.
We conclude from the binning analysis that (7) binning adjacent transects improves the signal-to-noise ratio. The re- sulting binned rates reflect long-term sand transport within a littoral cell.
