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The growing share of electricity production from variable renewable energy sources increases the
stochastic nature of the power system. This has repercussions on the markets for electricity.
Deviations from forecasted production schedules require balancing of a generator’s position within a
day. Short term products that are traded on power and/or reserve markets have been developed for this
purpose, providing opportunities to actors who can offer flexibility in the short term. The value of flex-
ibility is typically modelled using stochastic scenario extensions of dispatch models which requires, as
a first step, understanding the nature of forecast uncertainties. This study provides a new approach for
determining the forecast errors of wind power generation in the time period between the closure of
the day ahead and the opening of the first intraday session using Spain as an example. The methodology
has been developed using time series analysis for the years 2010–2013 to find the explanatory variables
of the wind error variability by applying clustering techniques to reduce the range of uncertainty, and
regressive techniques to forecast the probability density functions of the intra-day price. This methodol-
ogy has been tested considering different system actions showing its suitability for developing intra-day
bidding strategies and also for the generation of electricity generated from Renewable Energy Sources
scenarios. This methodology could help a wind power producer to optimally bid into the intraday market
based on more accurate scenarios, increasing their revenues and the system value of wind.
 2015 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In the European Union, the share of electricity generated from
Renewable Energy Sources (RES-E) has grown significantly during
the last decade. As a result the European Commission considers
RES-E to be an ‘‘important and growing player” and suggests that,
as a result of ongoing investments in RES-E, their share of total
energy supply would increase from 21% today to at least 45% in
2030 [1,2]. The growing share of electricity production from windand solar PV increases the stochastic nature of the power system
and thus has repercussions on themarkets for electricity. Case stud-
ies for power systems with a growing share of intermittent RES-E
highlight the importance of RES-E forecasting and market mecha-
nisms to react to deviations from forecasts in real time [3]. The
obligations to balance a production portfolio deviate significantly
between different power markets within the European Union. The
European Commission has issued a preference for RES-E generators
to bear balancing responsibility; however RES-E generators are
currently obliged to fully balance their production in only a few
markets [4,5].
Addressing RES-E forecast deviations is important for both the
power system as a whole as well as for the balancing responsible
party. The adjustments needed to balance power supply and
demand after the closure of the day-ahead market are typically
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system point of view, most of the adjustments would ideally be
done in the intraday market to avoid the use of the more expensive
reserve products. On the other hand, the existence of forecast
errors provides opportunities to actors who can offer flexibility in
the short term. Flexibility products (traded on intraday and reserve
markets) have been identified as an important source of income for
electricity storage in a number of studies [6].
Of all RES-E, wind power forecasts have the highest uncertain-
ties mainly due to the temporal and spatial variability and pre-
dictability of the wind field. The studies available in the
literature so far, are devoted to:
(1) Developing more accurate numerical and statistical wind
power forecasting techniques or,
(2) Studying the Wind Power Forecasting Error (WPFE) as a
single probability density function, describing the error
variability as a range from the lowest to the highest value
of the distribution in the historical records.
In the first classification, the cascade of uncertainties of the
wind power forecasting techniques comes from different parts of
the methodology and tools to obtain the forecasted wind power
(i.e. transforming a meteorological variable into wind power as
[7] highlighted). The main sources of uncertainty are:
 If the meteorological variable (in this case the wind field) is
selected from a Numerical Weather Prediction (NWP) model.
The NWP model performances add a bias in the wind fields
(at 10 m height or at other pressure levels) because the physical
parameterizations of the model do not perfectly simulate the
dynamics of the lower atmosphere.
 The selection of the wind fields at 10 m height or at other
pressure levels needs to be corrected to the hub height of the
wind farm. This interpolation method also contributes to the
uncertainty [8].
 The selection of the power curve is also a controversial issue
since each type of turbine has a different power curve. The area,
geographical position of the wind farm, and the number and
location of the turbines within the wind farm also play an
important role in the accuracy forecasting (see for example [9]).
A detailed review about the methods and advances in forecast-
ing wind power generation can be found in [10] and the recently
published [7] improved the probabilistic wind power forecasting
techniques applying an Analogue Ensemble method to the output
of an ensemble of NWP predictions. Further, Junk et al. [11]
explored several predictor-weighting techniques to improve the
analogue ensemble methodology.
In the second classification, WPFE can be addressed using
probabilistic techniques that identify probability distribution of
random variables and calculate their distribution parameters
based upon historical trends. Probability distribution functions of
WPFE have been studied for different purposes. Bruninx and
Delarue [12] and Bludszuweit and Dominguez-Navarro [13]
analysed the variability of the WPFE distribution for multiple
power systems from different countries, fitting the hourly time ser-
ies of the error to a specific distribution in order to improve the
probabilistic total reserve sizing. Schertzer [14] built a prediction
model to calculate the wind power uncertainty for the 24 h of
the following day and for the hour ahead for the French power
system. A detailed literature review of numerical (physical), statis-
tical and a combination of both wind power forecasting
approaches can be found in [15–17], respectively. For example,
Hodge et al. [18] investigated the WPFE variability for different
countries to understand the temporal variations and to help powersystem actors determine appropriate corrections beforehand. The
implications of integrating wind energy on day-ahead and intraday
markets and the related price fluctuations have been subject to
several studies in the last decade (e.g. [19–23]). Rahimiyan [24] pro-
posed a statistical cognitive model to assess the impact of wind
uncertainty on market behaviour in a pool-based day-ahead market.
Wang et al. [25] generated wind power scenarios for a unit commit-
ment model providing information about prediction errors by apply-
ing a Gaussian distribution to the time series. The short term
relationships between wind generation and electricity prices were
analysed by [26], who developed a model to derive optimal
day-ahead bids for wind power producers taking into account one
probabilistic density function of the WPFE. The study dealing with
the reduction of the time series uncertainties is done by [27] who
made an attempt to use short-term wind-power predictions using
forecasting techniques to provide quantitatively an uncertainty esti-
mate of the wind power output. They developed prediction risk
indices (five classes) to evaluate the weather stability and the proba-
bilities of the occurrence of high prediction errors according to the
index, but the research was limited to estimating the short-term
error as a function of the forecasted wind speed or other power mar-
ket variables such as the total load. Lange [28] focused on the WPFE
from the forecasted wind speed and evaluated the probability density
function (PDF) of deviations between the predicted and the measured
wind speeds. In addition, since the wind power prediction is not only
dependent on external wind conditions but also on the structural and
mechanical performance of the wind turbines systems, Tavner et al.
[29] quantified the uncertainty of overall wind energy potential prior
to the construction of a wind turbine. Kwon [30] studied the
uncertainty caused by the variability of natural wind and power
performance in the assessment of wind energy potential at a site.
As a consequence, these models and analyses are based on the
highest range of uncertainty observed; while not taking into
account that the wind error does not necessarily have the same
range in every moment in time. There is only very limited research
that explores the characteristics of the wind power forecast errors
and explores their dependency and influence on the power market
prices fluctuations and in the system actor decisions, before
building models or generating stochastic scenarios.
Moreover, despite the continuous improvement of wind power
forecasts, the uncertainty about predicting the absolute volume of
wind output day-ahead increases with growing wind penetration
[15–17]. Therefore, in the short-term, improved wind forecasts alone
or studies for the distribution of the errors will not be enough to deal
with the uncertainty involved in the power markets (day-ahead,
reserve and intra-day markets) – other options need to be consid-
ered for managing the forecast deviations deriving in more volatile
intraday prices and to balance the power supply and demand.
The novelty of our approach to deal with this issue consists in
assuming that the WPFE has different characteristics in each time
step, which allows us to classify them into different spreads as a
function of other variables (e.g. day-ahead and intraday price and
load), playing a key role in the power market bidding strategies.
The contribution of this study is to quantify the range of uncer-
tainty of the wind power forecasting used by a transmission oper-
ating system, assessing their influence on the power market prices
and therefore, the impact on the power system actor decisions. The
methodology presented in this study is used to reduce the wind
power forecasting uncertainty range when the wind power fore-
casting is performed in the time period between the closure of
the day-ahead market (11:00 h) and the first intraday bidding ses-
sion (20:00 h), having a direct link with other variables such as the
wind power generation and the total load. As a consequence, a data
driven diagnosis model is developed to capture the strong
influence that variability of the WPFE has on the fluctuations of
the intra-day price. The methodology is presented in three steps:
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Fig. 2. Example of the wind power forecast performed by SIPREOLICO forecasting
system, issued every day at 00 Local Time Zone, and the actual wind power
generation hourly time series for December 2013. Green circles show an example of
the difference between the actual and forecasted wind power.
336 I. González-Aparicio, A. Zucker / Applied Energy 159 (2015) 334–349 In the first step, a statistical analysis is applied to assess the
relationships of the wind power forecasting error variability
with other variables such as the wind speed, the total load
and the wind power forecast variability.
 Subsequently, after establishing relationships with explanatory
variables, a model-based clustering is applied to the WPFE. The
range of uncertainty is reduced and quantified by obtaining a
unique and characterised probability density function of the
error in each time step.
 Finally, using all information available at gate closure of the day
ahead market (date and time, day-ahead load and wind fore-
cast, day-ahead power price), an intra-day price forecasting
model is developed as a function of the deviations of the wind
power forecast in the day-ahead market: in other words, an
intra-day price model driven by the WPFE variability (obtained
in the first step).
This three-step methodology (Fig. 1) could help a wind power
producer to optimally bid into the intraday market based on more
accurate scenarios, increasing their revenues and the system value
of wind. Thereby, in the results, the methodology is tested with
data from the Spanish power market, one of the early adopters of
a market approach for the integration of wind energy. The regula-
tory framework with respect to RES-E gradually evolved from a
feed-in tariff with little obligations on the side of the RES-E produc-
ers and now includes the obligation to provide forecasts as well as
financial incentives for stabilising the grid [31,32]. Regardless of
the incentive scheme, which varies between a fixed feed-in-tariff
and a feed-in-premium with cap and floor, Spanish RES-E produc-
ers sell their electricity to the power market and get charged for
imbalances. Similar rules are currently in place in 11 other EU
Member States [5]. Therefore, considering different system actions,
the expected revenue is calculated as a probability density function
(PDF) depending on the estimated PDF wind uncertainty (first and
second step of the study) and on the estimated intra-day price PDF
(third step of the study).2. Data and methodology
2.1. Sources of datasets and software used
The data used in this study are hourly time series of the actual
and day ahead forecasts of total system load (in MW), wind power
production (in MW) and the prices of the day-ahead and intra-dayEstablishing
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Fig. 1. Flow chart of the two-step methodology presented in this study. The input time s
technique in order to estimate the probability density function of the wind power forec
calculate the probability density function of the intra-day price.markets (in EUR/MW h) as published by the Spanish transmission
system operator (TSO) Red Eléctrica de España (REE) [33].
The wind power forecasted time series are directly provided by
the REE. The Spanish TSO uses a wind power prediction tool,
named as SIPREOLICO, which predicts the total hourly wind pro-
duction for the following 48 h. The system receives predictions
from the HIRLAM numerical weather prediction model, mainly
from the European Centre for Medium-Range Weather Forecasts.
The forecasts are combining with the SIPREOLICO’s databases
which store information about every wind farm: geographic situa-
tion, type of wind turbine, theoretical or real power-speed curve,
historical generation series, etc. Also the system receives on-line
wind power measurements provided by wind farms to the Control
Centre of REE. Finally, the system uses an adaptive combination of
a set of statistical models. The output of this system is published in
the form of WPF time series and it is used for this analysis. The
WPF time series is compared with the real wind power generation
and as clearly seen, there is still an uncertainty (Fig. 2 shows an
example of the WPF and the actual wind power time series duringTemporal variables 
(y,m,w,d,h)
Intraday power price (PID)
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eries (WPF, WP, LF and L) for the period 2010–2013 are used to apply the clustering
asting error. As a second step, the PCA and the regression technique are applied to
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that the methodology presented aims to reduce.
As regards the Spanish market design, the Spanish intra-day
market is run by the market operator in the form of six sessions
that take place up to 4 h before delivery. Thus, this study considers
the final hourly price of the intra-day market in each of the
sessions. The data analysed correspond to the Spanish peninsular
system (excluding the Canary Islands and the Balearic Islands),
for the period 2010–2013.
The development of the methodology and the calculations has
been carried out using the statistical computing R-software version
3.1.2 including the following toolboxes (http://cran.r-project.org/)
under Windows and Linux Operating Systems: Ksiezopolska [34]
which provides comprehensive functionality to read, write and
format Excel data; Fraley et al. [35] for the Normal Mixture
Modelling fitted via Expectation-Maximisation (EM) algorithm
for Model-Based Clustering, Classification, and Density Estimation,
including Bayesian regularization; Peterson et al. [36] is a collec-
tion of econometric functions for performance and risk analysis,
and [37] includes on exploratory data analysis methods such as
principal component methods and clustering.Fig. 3. Annual load duration curve with and without wind integration and its associated
the points are the residual load calculated with the forecasted wind power.2.2. Statistical analysis: relationship between load and wind energy
generation
This section presents the statistical analysis that forms the basis
of the methodology: the relationship between the total load vari-
ability, the wind power forecasting and its error variability. Fig. 3
shows the residual load curves (defined as the system load minus
the amount of power generated from wind) calculated for the
actual values as well as the associated wind forecast error in each
hour (defined as the difference between the day ahead wind fore-
cast and the actual wind production) shown as red dots. The load
duration curves are divided into three intervals (high, medium
and low). Between 2010 and 2013 the installed wind capacity in
Spain has grown from 19,569 MW to 22,854 MW and the average
hourly wind power production has increased from 4900 MW h to
6500 MW h, pushing the residual load duration curve downwards
(Fig. 3 and Table 1) and making the residual curve steeper down-
wards. However, when the WPFE (calculated as the wind power
forecast minus the wind power production) is compared to the
residual load, it is observed that while the wind installed capacity
increases, the error does not show any clear trend for these fourerror for 2010–2013. Note that the hours are sorted in descending order by the load;
Table 1
Magnitude of the range of the wind error for different demand intervals each year.
Intervals of demand Percentile 2010 2011 2012 2013
Low Medium High Low Medium High Low Medium High Low Medium High
Averaged wind integration
(MW h)
4575.1 5033.9 5780.8 4222.5 4880.5 5644.5 4306.9 5660.4 6797.4 5241.3 6473.5 7305.1
Range of wind error (MW h) 10 45.7 61.7 70.3 51.2 62.6 77.7 73.9 77.9 98.0 56.2 64.0 79.2
50 349.2 410.2 478.1 377.3 461.1 527.6 407.2 446.6 520.5 334.2 458.1 496.7
90 1203.5 1323.6 1416.8 1296.4 1479.2 1609.1 1221.8 1356.0 1357.8 1133.5 1416.4 1800.9
100 3551.2 4381.7 2429.8 3954.6 4295.7 3133.8 4139.8 3501.5 3914.4 3313.5 4113.7 4512.0
% error with respect to the
wind infeed
10 1.0 1.2 1.2 1.2 1.3 1.4 1.7 1.4 1.4 1.1 1.0 1.1
50 7.6 8.1 8.3 8.9 9.4 9.3 9.5 7.9 7.7 6.4 7.1 6.8
90 26.3 26.3 24.5 30.7 30.3 28.5 28.4 24.0 20.0 21.6 21.9 24.7
100 77.6 87.0 42.0 93.7 88.0 55.5 96.1 61.9 57.6 63.2 63.5 61.8
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up to 70% of wind production. Thus, in order to deal with the rising
wind forecast error in absolute terms, the intraday flexibility needs
of the system have increased from 3400 MW in 2010 to 4500 MW
in 2013, respectively. Similar results of the wind power forecast
error analysis is found in [38] for Germany. The uncertainty
about predicting the absolute volume of wind output day-ahead
increases as wind penetration grows. Therefore, this requires
characterisation of the forecasted error variability by identifying
the explanatory variables as a first step.
The following analysis of time series variability shows that the
wind forecast error is related to the absolute level of the wind
power production and, at the same time, the wind power
production is related to the total load, both of which are linked
to meteorological conditions (see the table in the annex for
statistical correlations between the variables). In Fig. 4a, the hourly
wind production of the four years is classified according to differ-
ent intervals of total load; generating a probability distribution
function for each interval, visualised as boxplots. For the lowest
intervals, from 15 GW to 27 GW, the variability of wind production
has a smaller range (up to 10 GW h on average) than when the load
is between 27 GW and 40 GW (up to almost 20 GW h). In addition, if
the variability of the error is classified according to the same load
intervals, the observed behaviour is very similar: the variability of
the error and of the wind power production is spread at higher loads.Fig. 4. Boxplots of the hourly wind power forecast sorted by intervals of load (white boxp
(grey boxplots) and (b) calculated theoretical wind production from the wind speed (yeExplanations for the variability of wind power production could
theoretically be: (i) a preference for performing maintenance
activities during the hours with the lowest loads; (ii) a tendency
for curtailing wind energy in hours of low load (in case of very
low prices); or (iii) a direct link between the wind power produc-
tion and the total load variability derived from the meteorological
conditions. In order to verify the last explanation, the theoretical
wind production is calculated directly from wind speed data and
compared with the actual wind power production for the year
2012 (Fig. 4b).
The theoretical wind production is calculated from the wind
speed (ms1) datasets extracted from a reanalysis of model data
with historical observations [39] provided by the European Centre
for Medium-Range Weather Forecasts [40]. The data is available at
12  12 km spatial resolution, at 10 m from the surface, and at 6-h
frequency. Here, the data were interpolated to obtain hourly wind
speed at 100 m height, corrected using the surface roughness
provided by the global land cover database [41]. The wind speed
is spatially interpolated with the geographical location of each
wind farm [42]. That information is then combined with the
nominal installed capacity of each wind farm, yielding the hourly
wind capacity factor assuming an averaged power curve. The
averaged power curve is calculated as the weighted average in
terms of turbine sizes installed (in steps of 250 MW, up to
5000 MW) using the standard power curves from wind turbinelots) (a) provided by Red Electrica de España for 2010–2013 and its associated error
llow boxplots).
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each wind farm is aggregated over Spain for each hour.
Although the calculation of the theoretical wind power
(Fig. 4b – yellow boxplots) introduces a systematic bias, the
pattern of the wind power variability is smaller at lower loads than
at higher loads and it spreads more at higher loads. It can thus be
concluded that there is a positive relationship between wind
power output and electricity load, but that does not imply that
all demand hours experience the same behaviour. This result sug-
gests that there is a considerable difference in the characteristics of
the wind power production during different times, and hence, at
different levels of load. The same conclusion was presented in
[44] with similar analysis for the UK, intended to characterise the
relationship between the long-term patterns of the wind resource
and the electricity demand. As well, Nicolosi and Fürsch [45] found
in the German power market a relationship between the load and
the wind power which they also linked to weather conditions.
2.3. Modelled-based clustering of the wind power forecasting errors
As it has been mentioned in the introduction, the main
uncertainty contribution to the WPFE comes mainly from the
meteorological forecasting uncertainty, meaning that specific
weather conditions are not perfectly reproduced. Assuming that
the prediction errors are associated to different weather conditions
and that the wind power forecast error has a relationship with the
weather, the total load and the wind energy generation (as shown
previously), in this section, the goal is to find different types of
WPFE intervals with common characteristics which can be
described by the relationship with the total load and the wind
power production. This is carried out using a model-based cluster-
ing methodology [46,47] effective for large datasets, summarising
information into a determined number of clusters, and most
importantly, dealing with outliers [48]. This type of technique
has been used previously in the context of power systems, mostly
for generating stochastic wind power production scenarios [27];
analysis of time series of prices [49]; electricity customer classifi-
cation [50] and analysis of electric power grids [51].
The model-based clustering technique takes specific Gaussian
assumptions about the probability density functions of the sepa-
rate groups and then develops solutions that satisfy well-defined
minimum error criteria. The technique is based on modelling the
data as a mixture of multiple Gaussian distributions and each
Gaussian component corresponds to one cluster (i.e. one type of
WPFE interval). Let X ¼ fx1; x2; . . . ; xNg be N i.i.d. random vectors
with D dimensions that follow a K component Gaussian mixture
distribution with density:
Yn
i¼1
XG
k¼1
skf kðxijhkÞ ð1Þ
where f kðxijhkÞ is a Gaussian probability distribution with parame-
ters hk, and sk is the probability of belonging to the kth component
or cluster. The kth Gaussian component in the mixture is defined by
its mean lk, covariance
P
k, and the mixing coefficient ak (ak > 0
and
PK
k¼1ak ¼ 1):
f kðxijhkÞ¼£ xijlk;
X
k
 
¼ 2p
X
k
 12 exp 1
2
xilk
 TX1
k
ðxilkÞ
( )
ð2Þ
These parameters together are represented as the parameter vector
h ¼ ak;lk;
P
k
 K
k¼1 and the aim is to estimate model parameters h
given the data X [52].
The minimum error criterion for the estimation of the optimum
parameter is accomplished by the Expectation-Maximisation (EM)algorithm. The EM algorithm alternates between updating the
posterior probabilities that each data point was generated by
the Kth mixture component (called E-step) – which computes the
conditional probability that object i belongs to cluster k, given an
estimate of the components means lj, covariances
P
j and mixing
proportions sk and weighted maximum likelihood updates of the
parameters of each mixture component (M-step). Once the estima-
tion of the parameters comprising a specified number of mixture
components K;
zik ¼£ xi lk;
X
k
  XG
j¼1
£ xi lj;
X
j
 
,
ð3Þ
the suitable model order is computed as the Bayes Information
Criterion (BIC) which aims to optimally model accuracy by penalis-
ing for excessive numbers of parameters P ¼ 2K þ K þ 1 [53]
BICðhkÞ ¼ 2LðhkÞ þ P log N ð4Þ
After applying the model-based clustering, eight components are
obtained: that is, there are eight different types of WPFE intervals
characterised by different probability density functions (Fig. 5
shows the relationship between the WPF and its error for the four
years period before and after applying the clustering). The WPF
and the total forecasted load (and consequently, the temporal cycles
such as the day/night, week and the season) are the variables which
influence the mean, the standard deviation and the shape of each
WPFE interval. In addition, the eight components can be classified
in three main groups based on the WPF and at the same time in
other three sub-groups based on the total forecasted load (see
Fig. 6 and Table 2 for descriptive statistics of each cluster). The first
main group (clusters 1, 6 and 8) follows the daily load variability:
cluster 1 is more frequent from 0–6 a.m. and cluster 6 more fre-
quent from 7 a.m. to 23 p.m. (Fig. 7d) but there is no clear seasonal
pattern. The second main group (clusters 2 and 4) is characterised
by the seasonality (Fig. 7b): cluster 2 is more frequent in summer
time and in December, the cluster 4 is characterised by winter,
spring and autumn months. During the daily cycle (Fig. 7e); there
is strong difference between day and night hours: cluster 2 predom-
inates from 9 a.m. to midnight and cluster 4 frommidnight to 8 a.m.
In the third main group (clusters 3, 5 and 7), there is also a strong
seasonal pattern (Fig. 7c). They tend to be less frequent in summer
months (June, July and August) but this behaviour is more pro-
nounced in cluster 5 because it overwhelmingly occurs in Decem-
ber, January and February (winter months) with rare events in
spring, summer and autumn. Here, cluster 5 coincides with the
PDFs containing the highest load and the highest WPF showing that
both are correlated with the climatic conditions. Regarding the daily
cycle, cluster 7 occurs three times more frequent between 1 a.m.
and 3 a.m. than during other hours of the day, cluster 3 is more fre-
quent during afternoon night hours (4 p.m. to midnight) and cluster
5 only occurs from 7 a.m. to midnight. This is related with the load
variability during the day (Fig. 7f).
Note that in this analysis, the threshold considered to define a
cluster is the 95% Confidence Interval (CI) of the PDF. In some cases
the clusters overlap for the same intervals and the 80% CI of the
PDF is considered. In addition, the seasonality and the daily cycle
are also parameters characterised by different clusters (Fig. 7)
and this is because both WPF and the total forecasted load have
temporal cycles related to the meteorological conditions, as seen
in the previous section.
This result is in agreement with the conclusions offered by
authors studying factors influencing the Wind Power Forecasting
Error (WPFE). In particular, Schertzer [14] concluded that the
day-ahead forecasts computed using forecasted load factors and
the installed capacity of wind power production (and the hour of
delivery) were the variables that greatly influenced the standard
Table 2
Descriptive statistics of the clusters and intervals of the wind power forecast (WPF) and total forecasted load intervals in each cluster. Gaussian finite mixture model fitted by EM
algorithm VVV (ellipsoidal, varying volume, shape and orientation) model with 8 components.
Clusters 1 2 3 4 5 6 7 8
N 4893 5540 2599 9842 3065 4354 3155 1476
Mixing probabilities 12.39 16.08 9.5 26.02 9.3 11.59 11.3 3.79
Clusters Descriptive statistics
WPFE Mean 52.11 79.74 24.78 31.78 39.75 49.25 66.14 90.2
Standard deviation 397.72 622.83 702.23 576.45 936.61 266.72 936.63 239.38
Median 56.8 111.9 13.5 23.7 33 50.4 88.2 85.65
Median absolute deviation 423.73 620.84 678.88 600.16 911.21 281.18 895.79 247.59
Minimum 1058.2 2571.9 2158.3 1816.7 5541.3 750.9 5392.8 749.7
Maximum 1211.3 2059.5 2272.1 1980.8 3514.9 698.7 3337.2 557.8
Range 2269.5 4631.4 4430.4 3797.5 9056.2 1449.6 8730 1307.5
Skew 0.04 0.15 0.05 0.03 0.16 0.04 0.02 0.1
Kurtosis 0.47 0.07 0.1 0.25 0.82 0.4 0.64 0.32
Standard error 5.69 8.37 13.77 5.81 16.92 4.04 16.68 6.23
WPF intervals (GW h) Clusters
Min–4 From 4 to 6 6–max I II III
Min–23 Min–26 Min–29 8 2 7
Total forecasted load intervals 23–28 29–32 1 3
28–max 26–max 32–max 6 4 5
Fig. 5. (a) Scatter plot of the wind power forecast and its associated error before applying the clustering. (b) Probability density functions of the wind power forecasting error
in each cluster.
Fig. 6. Boxplots of the hourly wind power forecast and its error from 2010 to 2013 after applying the clustering classification to the wind power forecast, wind power
forecasting error and total forecasted load. Lower row are the box plots of the (a) wind power forecast, (b) total forecasted load and (c) wind power forecasting error
variability in each of the cluster.
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Fig. 7. Temporal patterns in each cluster for the monthly (upper row) and daily (lower row) variation.
I. González-Aparicio, A. Zucker / Applied Energy 159 (2015) 334–349 341deviation of WPFE and also the shape of the probabilistic distribu-
tion of such errors, for the French power market.
Therefore, after applying this technique, each hour is charac-
terised by one wind power forecasted error distribution (corre-
sponding to one of the eight components obtained), different for
the previous hour, named as PDFðwerrÞ) as shown in Fig. 8. In order
to demonstrate that the results are valid for other period different 
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Fig. 8. Probability density function of the wind power forecast errors (PDFðweto the period used for the clustering (2010–2013), a new period has
been used to test the performance of the clustering: hourly time
series for the first six months of 2014 (the latest information
publicly available at the time of this study). Fig. 9a and b shows
an example of the PDFðwerrÞ before and after applying the clustering
technique for a random week in 2014: in (a) the actual value of the
error (red dots in the figure) is compared with the distribution oftime (h)
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rrÞ) associated to the wind power forecast in the clustering classification.
Fig. 9. Wind power forecasting error distribution during the 15th to 21st of June 2014 (a) before applying the clustering using the error distribution of the period 2010–2013
and (b) after applying the clustering to the 2010–2013 time series. The red points are the real error occurred during this period. Figure (c) shows the binned skill (in terms of
the RMSE) during January–June 2014. The bins are computed each two weeks (i.e. 336 samples in each bin).
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the clustering. It is observed that the calculated PDFðwerrÞ is
different in each hour. The range of the expected distribution is
smaller than in the other case and all the actual values fall inside
each PDFðwerrÞ, reducing the range of the uncertainties.
The skill and spread of the forecasting during 2014 have been also
measured before and after applying the clustering. The averaged root
mean square error (RMSE), giving the standard deviation of the
model prediction error distribution (before and after the clustering)
with respect to the real observed error, is 511.2 MW and 209.2 MW,
respectively (Fig. 9c) and the averaged-standard deviation is
115.3 MW and 47.7 MW, respectively; showing an improvement
around the 50% in the skill-spread of the error distribution.
2.4. Impact of the reduced wind power forecasting errors on balancing
costs
In Section 2.2, the statistical analysis has shown that the load and
the wind power forecast variables have a direct link with the Wind
Power Forecasting Error (WPFE) and in Section 2.3 the application
of the model-based clustering has reduced the range of the WPFE
uncertainties. This section shows that the WPFE variability highly
influences the intra-day price fluctuations and consequently, it will
impact directly on the net revenues from a wind producers’ perspec-
tive. Therefore, in order to show that the WPFE influences the price
of the intra-day market, a model based on the WPFE fluctuations is
developed to diagnose the intra-day market prices.
There are several techniques extensively used to forecast the
day ahead and intra-day prices. Recently, some studies have shown
that the best performance is obtained using time series analysis
[14,54–56]. In particular, Conejo et al. [57] and García-Martos
and Conejo [55] showed that exponential smoothing models for
double seasonality (D-SARIMA) have the best performance for
the case of Spain. In addition, Cruz et al. [56] studied the effect of
wind generation and weekday on Spanish electricity spot price
forecasting and they evaluated a set of methods (univariate, multi-
variate, linear and nonlinear) for short-term forecasting Spanish
day-ahead electricity market in order to compare their perfor-
mance. They confirmed the D-SARIMA models were the best and
they also demonstrated that the inclusion of the electricity load
and wind generation forecasts provided the System Operator
significantly improves the predictive capabilities of the forecasting
methods in the Spanish electricity market.
However, these techniques are based on the analysis of the
evolution over time of the variable of interest (in this case, the intra-
day price) and the purpose of this analysis is to find a model whichallows identifying the dependency of the forecasted variable (intra-
day price, PID) as a function of the deviations of the day ahead (in this
case, the WPFE (PDFðwerrÞ) and other explanatory variables). Therefore,
aMultiple Linear Regression (MLR)model is applied because of being a
well-known and robust technique for this objective.
Under the MLR approach, the selection of the explanatory
variables is a key issue because irrelevant or noisy variables have
negative effects on the training process. Therefore, a principal
component analysis (PCA) [58] is applied for internal consistency
assessment and to check to what extent indicators within the same
component measure the same latent variable. Internal consistency,
which is related to the level of correlation or association amongst
indicators, if established, reduces the effect of different weighting
schemes on the final, aggregated measure [59]. In addition, to
ensure that the MLR approach is the suitable methodology, it has
been tested so that the input variables selected are linear (all of
them follow a normal distribution) and independent from each
other. Table 3 shows that the variables selected to build the MLR
model accounts for 85% of the variability in the dataset. The first
principal component (PC), explaining 31% of the variability, is a
combination of the hour, the total forecasted load and the price
of the day-ahead. In the second component, the main variability
is due to the forecasted wind and the month, which explain 22%
of the variability. The third component is due to the wind error,
which accounts for 17% of the variability. The fourth component,
accounting for the remaining 15%, is a combination of the month,
the forecasted wind, and the associated error. Note that since the
purpose of this research is to study the impact of the wind energy
forecasting on balancing costs, it is assumed that the prices of the
day ahead are perfectly forecasted. That means, for calculating the
intraday price distribution, the real day-ahead price is introduced
in the model as explanatory variable.
Following the analysis of the best MLR model performances by
[60]; a linear stepwise regression is applied, with interaction terms
following the Sawa’s Bayesian Information Criteria (INT-BIC). For
each of the independent variables, the F-statistic is calculated to
determine each variable’s contribution to the model. The stepwise
regression evaluates all of the variables already included in the
model and removes any variable that has an insignificant F. That
estimates a measure of the difference between a given model
and the ‘‘true” underlying model. The model with the smallest
BIC amongst all competing models is deemed the best model. Here,
the BIC is a function of the number of observations (n), the sum of
square errors (SSE), the pure error variance fitting the full model
(r2), and the number of independent variables (k 6 p + 1) where
k includes the intercept
Table 3
Contribution of the variables in the principal component analysis for the selection of the explanatory variables in order to estimate the price of the intra-day.
Bold values indicate the higher significance in each of the principal components.
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n
	 

þ 2ðkþ 2Þnr
2
SSE
 2n
2r4
SSE2
ð5Þ
The model is built selecting two different periods: the training (con-
sisting of 3 years) and the testing dataset (1 year). This process has
been carried out 4 times (each time considering one different year
for the testing period – from 2010 to 2013), and after that the best
model resulting from the iterations is selected.
PDFðPidÞ ¼ kþ a1  pda½  þ a2 windf½  þ a3 mon½  þ a4  PDFðwerrÞ
 
þ a5  hour½  þ a6  demandf½  þ a7  pda windf½ 
þ a8  PDFðwerrÞ mon
 þ a9  demandf mon½ 
þ a10  PDFðwerrÞ  demandf
 þ e ð6Þ
To measure the forecast accuracy it is considered that a good linear
model has a small RMSE and a high adjusted coefficient of determi-
nation (R2) close to 1, verified in the testing period. These coeffi-
cients evaluate the degree of agreement between modelled vs.
observed PID. R2 is the square of the correlation coefficient (R).
Table 4 presents the coefficients of the equations. The ‘‘residuals”
give the difference between the experimental and predicted signals.
The estimates for the model’s coefficients are provided along with
their standard deviation (‘std Error’) as well as the t-value and prob-
ability for a null hypothesis that the coefficients have values of zero.
At the bottom of the table is the standard deviation about the
regression (residual standard error), and the value of this measure
is very similar to the RMSE (= 8.7). The Mean Absolute Percentage
Error which measures the size of the error in percentage terms
(MAPE = 14%) is also calculated. An F-test result on the null hypoth-
esis (F-statistic = 9039 on 9 and 26,270 degrees of freedom) with
the correlation coefficient (R = 0.87) of the model is also included
in the analysis. Where K is the constant value of which e is the resid-
ual and ai are the coefficients for each independent variable.Table 4
Coefficients of the linear regression model to estimate the probability density function of th
8.559 on 26,270 degrees of freedom. Multiple R-squared: 0.7559. Adjusted R-squared: 0.7
Residuals Min 1Q
82.498 3.986
Coefficients (ai) Estimate
Constant value k 3.66E+00
Price day ahead (EUR MW h) pda 9.06E01
Wind forecasted (MW) windf 5.50E05
Total load forecasted (MW) demandf 7.25E06
PDF of wind error (MW) PDF(werr) 3.91E03
Month mon 3.84E01
Hour hour 9.40E02
Interaction between pda ⁄windf 8.20E06
Interaction between PDF(werr) ⁄mon 1.92E04
Interaction between demandf ⁄mon 1.95E05
Interaction between PDF(werr) ⁄ demandf 6.73E08Further, the expected distributions of the intra-day price have
been compared with the hourly intra-day price for a different per-
iod: six months, from the 1st of January to the 30th of June 2014,
data provided by REE. Fig. 10 shows an example of three weeks
randomly selected. It is compared to the PDFðPidÞ which is divided
into prediction intervals: the most probable mean, maximum and
minimum expected PDFs, defined as the 95th/5th percentile pre-
diction interval, respectively, with the actual price intra-day during
a week in winter, spring and summer 2014. The results indicate
that the actual values fall inside the intervals of the expected dis-
tribution and the pattern of the price variability is well-reproduced
over the six months: when the prices are very volatile, i.e. are the
highest/lowest prices, the values fall inside the maximum andmin-
imum prediction intervals. The predicted prices which are not
extreme fall inside the mean prediction distribution.3. Results
The methodology presented in this study is used to reduce the
wind power forecasting uncertainty when the prediction is per-
formed in the time period between the closure of the day-ahead
market and the opening of the first intraday session, having a
direct link with the wind power generation and the total load. As
a consequence, it has been proved that the variability of the WPFE
highly influences the fluctuations of the price of the intra-day
price, by developing a data driven diagnosis model. Therefore, in
this section, the methodology is applied to calculate the
probabilistic expected revenue considering different system actions
in the Spanish power market.
The example presented considers a perspective from the wind
producer interested in selling 100 MW h in the Spanish power
market. The system actor is interested in maximising the revenue,
which involves a strategy of combining the day ahead and thee intra-day price. ‘‘⁄⁄⁄”: 0.001 significance. ‘‘ ”: 1 significance. Residual standard error:
558. F-Statistic: 9039 on 9 and 26,270 DF. p-value: 2.2E16.
Median 3Q Max
1.116 4.692 50.352
Std. error t value Pr (>|t|)
6.46E01 5.66E+00 1.52E08 ⁄⁄⁄
7.93E03 114.26 <2E16 ⁄⁄⁄
4.84E05 1.138 2.55E01
2.09E05 0.346 7.29E01 ⁄⁄⁄
4.54E04 8.614 <2E16 ⁄⁄⁄
8.37E02 4.589 4.47E06 ⁄⁄⁄
9.22E03 10.197 <2E16
1.04E06 7.896 3.00E15 ⁄⁄⁄
2.29E05 8.377 <2E16 ⁄⁄⁄
2.76E06 7.095 1.33E12 ⁄⁄⁄
1.42E08 4.745 2.10E06 ⁄⁄⁄
Fig. 10. Probability distribution functions of the expected wind error (upper row) and price of the intraday market during the 15th to 21st of (a), (d) January, (b), (e) March
and (c), (f) June 2014. The boxplots indicate the mean prediction distribution and the intervals of the predictions. The red points are the actual price of the intra-day in each
hour.
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aggregated through a representative. Although aggregation
reduces energy imbalances, depending on the gate-closure time,
intermittent generation can still be subjected to significant forecast
errors. Therefore, these generators have an important incentive to
participate in the intra-day market.
The 100 MW h are by definition taken out of the entire portfolio
of Spanish wind turbines as the time series used in this study (pro-
vided by the TSO) are not regionally disaggregated. This is an
approximation of the situation in Spain, where many wind farms
are either owned or marketed by larger portfolio players. On the
Spanish power market, participants usually aggregate wind power
in programming units which are not necessarily linked to a precise
geographical location. Therefore, it is assumed that the error of the
entire Spanish system can be used as a proxy for a geographically
diversified portfolio.
Note that since the focus of the study is the wind energy uncer-
tainties, imbalances occurring in real time are only coming from
wind power production forecast errors and it is assumed that
system actors are price takers.
 In the test, the production to sell is 100 MW h. The probability
density function of the expected revenue (PDFðExpected revenueÞ) is
calculated considering two cases: at first, it is assumed that
producers sell the 100% of their production in the day-ahead
market (Eda) [Eq. (7)] and secondly, the 100% is sold in the
intra-day market [Eq. (8)].PDFðExpected revenueÞ ¼ PDA  Eda þ PDFðPidÞ  PDFðwerrÞ ð7Þ
PDFðExpected revenueÞ ¼ PDFðPidÞ  Eid þ PDFðPidÞ  PDFðwerrÞ ð8Þ Based on this, the optimal combination of the amount to sell
in the day ahead (Eda  X) and in the intraday market is
calculated to maximise the revenue. Thereby, a producer’s
revenue can be separated to two terms: the product of sales,
given by the amount of energy sold in the day-ahead market
times PDA; and the imbalance cost, positive or negative
depending on the probability density function of the
PDFðwerrÞ times the PDFðPidÞ. Where the actual wind produc-
tion WP =WPF  PDFðwerrÞ and X is the percentage of the
optimal amount to sell in the day ahead.
MAXðExpected revenueÞ ¼ PDA  Eda  X þ PDFðPidÞ  ½WP
WPF  X ð9Þ
Fig. 11 shows an example of the cases where 100% of the wind
energy is sold in the: (a) day-ahead market and (b) in the intra-day
market, for a random week of 2014. The results show that in the
first case the bias of the predicted distribution is closed to zero.
Comparing with the observations, all the observed results fall
inside the calculated PDFðExpected revenueÞ. In the case of not assuming
a perfect forecast of the PDA, the error could increase with the
uncertainty of the PDA forecasting. When all the wind energy is sold
in the intra-day market, the difference between the modelled and
the observed expected revenue has an average of 15%. This error is
considered acceptable if the purpose is to make a decision whether
to sell the wind energy in one market or in the other. In addition,
the performance of this model is in agreement with the results
from [61], who proposed a methodology for intra-day price predic-
tion with a percentage error around 15%, confirming the suitability
of the model for developing intraday bidding strategies.
Fig. 11. (a) Expected revenue assuming that 100% is sold in (a) the day-ahead market and (b) the intra-day market for the 15th to 21st January 2014.
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in the day ahead and in the intraday market to maximise the revenue
is calculated using the hourly actual values and the calculated PDFs
for the first six months of 2014. In most of the hours, the optimal
combination of the wind energy amount is obtained if 100% of the
energy is sold in the day ahead or in the intraday market. In 91% of
the hours, the maximised revenue is found when the wind energy
is sold in the day-ahead market and 8% in the intra-day market. Only
1% of the time has a combination between the two markets. The
model reproduces the same results with an averaged error of 2.5%.
Therefore, in order to identify the main driver for this result, the
difference of the revenues of the two markets (DREvs) is calculated,
assuming that the 100% of the wind production is sold in the day-
ahead (X ¼ 1) or in the intra-day market (X ¼ 0) and that the
Eda = WPF; that is,
DREvs ¼ MAXX¼0ðexpected revenueÞ MAXX¼1ðexpected revenueÞ ð10Þ
and taking into account that PDFDPID ¼ PDA  PDFðPidÞ and
WPF ¼ Eda þ PDFðwerrÞ then:
DREvs ¼ PDA  PDFðwerrÞ þ PDFDPID  Eda þ PDFDPID  PDFðwerrÞ ð11Þ
where the first term indicates the volume effect, the second term is
the price effect and the third term is the combination of both. Ana-
lysing the 8% of cases where the producers sell the energy in the
intra-day market, the common feature is that the most influencing
factor is the price effect. The ðPDFDPID Þ are the highest in the time
series: the PDA values are the lowest and the expected PDFðPidÞ is
the highest in the intra-day. In these hours, the volume effect
hovers around zero because the wind error is not characterised to
be high, being an averaged value around 500 MW h. This result sug-
gests that when the forecasted intra-day price is zero, producers sell
the wind energy in the intra-day because they expect higher prices
in the intra-day market and hence a higher probability to obtain
higher revenue.
4. Conclusions and further research
The methodology presented in this study is used to reduce the
wind power forecasting uncertainty when the prediction is per-
formed in the time period between the closure of the day-ahead
market and the opening of the first intraday session, having a
direct link with the wind power generation and the total load. As
a consequence, it has been proved that the variability of the WPFE
highly influences fluctuations of the intra-day price, through devel-
oping a data driven diagnosis model. The testing of the methodol-
ogy considering different system actions shows the suitability ofthe model to be used in developing intraday bidding strategies
with an averaged error of 15%. This methodology could help a wind
power producer to optimally bid into the intraday market based on
more accurate scenarios, increasing the system value of wind and
the revenues for the wind generator. In conclusion, the approach
provides a building block for the study of the market value of wind
energy. The authors suggest this approach for studying the impli-
cations of exposing RES-E to markets, as proposed by the European
Commission [4] such as e.g. the design of flexibility products.
In practice, this would entail the generation of more accurate
scenarios for power system models. The follow-up of this research
is devoted to implement this methodology in the JRC’s unit com-
mitment and power dispatch model, Dispa-SET 2.0 [62], which
optimises the European power system on a plant by plant basis
and an hourly time scale. The intraday fluctuations of wind power
could be part of a stochastic unit commitment model in order to
determine the flexibility needs within this timeframe [63].
Furthermore, the methodology could be combined with forecast
models for day-ahead prices and for reserve market prices, in order
to realistically assess the value of storage or other flexibility
options acting on several markets such as described in [64].
The model could be further improved by studying further
explanatory variables. A number of additional factors that can
impact the day-ahead and intra-day prices (e.g. errors in demand
forecast, fluctuating renewable energies other than wind, etc.)
would be of interest. In particular it would be of interest to develop
a similar model for the forecast error of solar power generation.
Such a model could be used for assessing the value of storage in
combination with PV-generation, as e.g. studied by [65].
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Correlation matrix between temporal variables, forecasted and
actual load and wind production and the wind power forecasting
error, grouped in different intervals based on the total load duration
curve. The relationships that are significant are underlined in bold.
Total load Mon Day Wday Hour A wind A demand F wind F demand Wind error
15–45 GW
Month 1.000000 0.009690 0.002099 0.001471 0.073733 0.144795 0.071775 0.121736 0.008000
Day 0.009690 1.000000 0.003055 0.000168 0.000775 0.002658 0.000845 0.006966 0.007812
Day of the week 0.002099 0.003055 1.000000 0.000232 0.003397 0.085079 0.006633 0.109606 0.015707
Hour 0.001471 0.000168 0.000232 1.000000 0.051162 0.573008 0.041758 0.555695 0.044424
Wind generation 0.073733 0.000775 0.003397 0.051162 1.000000 0.141361 0.978505 0.056992 0.084087
Total load generation 0.144795 0.002658 0.085079 0.573008 0.141361 1.000000 0.134132 0.951626 0.032133
Wind power forecasted 0.071775 0.000845 0.006633 0.041758 0.978505 0.134132 1.000000 0.053599 0.123214
Total forecasted load 0.121736 0.006966 0.109606 0.555695 0.056992 0.951626 0.053599 1.000000 0.015269
Wind power forecast error 0.008000 0.007812 0.015707 0.044424 0.084087 0.032133 0.123214 0.015269 1.000000
15–20 GW
Month 1.000000 0.992884 0.196105 0.501390 0.762729 0.019744 0.726360 0.390015 0.243627
Day 0.992884 1.000000 0.215640 0.496836 0.819565 0.065204 0.792741 0.351597 0.285214
Day of the week 0.196105 0.215640 1.000000 0.388448 0.050890 0.134363 0.510010 0.185299 0.898787
Hour 0.501390 0.496836 0.388448 1.000000 0.473497 0.098957 0.558811 0.224111 0.357543
Wind generation 0.762729 0.819565 0.050890 0.473497 1.000000 0.402413 0.855210 0.100957 0.133733
Total load generation 0.019744 0.065204 0.134363 0.098957 0.402413 1.000000 0.379082 0.216953 0.120614
Wind power forecasted 0.726360 0.792741 0.510010 0.558811 0.855210 0.379082 1.000000 0.179243 0.627996
Total forecasted load 0.390015 0.351597 0.185299 0.224111 0.100957 0.216953 0.179243 1.000000 0.191144
Wind power forecast error 0.243627 0.285214 0.898787 0.357543 0.133733 0.120614 0.627996 0.191144 1.000000
20–23 GW
Month 1.000000 0.253244 0.027066 0.046267 0.210423 0.120753 0.234753 0.066602 0.130846
Day 0.253244 1.000000 0.093197 0.016041 0.028896 0.013998 0.058923 0.090241 0.130481
Day of the week 0.027066 0.093197 1.000000 0.115593 0.004842 0.072835 0.016815 0.217063 0.090663
Hour 0.046267 0.016041 0.115593 1.000000 0.117584 0.024551 0.110340 0.048820 0.014752
Wind generation 0.210423 0.028896 0.004842 0.117584 1.000000 0.195723 0.971473 0.234150 0.014019
Total load generation 0.120753 0.013998 0.072835 0.024551 0.195723 1.000000 0.199921 0.294568 0.043986
Wind power forecasted 0.234754 0.058923 0.016815 0.110340 0.971473 0.199921 1.000000 0.213346 0.250746
Total forecasted load 0.066602 0.090241 0.217063 0.048820 0.234150 0.294568 0.213346 1.000000 0.056268
Wind power forecast error 0.130846 0.130481 0.090663 0.014752 0.014019 0.043986 0.250746 0.056268 1.000000
23–25 GW
Month 1.000000 0.089170 0.034817 0.071919 0.169076 0.044463 0.166215 0.051621 0.014640
Day 0.089170 1.000000 0.027643 0.057284 0.059530 0.002094 0.066218 0.007784 0.038972
Day of the week 0.034817 0.027643 1.000000 0.071966 0.085280 0.112291 0.085238 0.259252 0.013541
Hour 0.071919 0.057284 0.071966 1.000000 0.092344 0.011911 0.086915 0.053595 0.008999
Wind generation 0.169076 0.059530 0.085280 0.092344 1.000000 0.039411 0.973825 0.305783 0.045907
Total load generation 0.044463 0.002094 0.112291 0.011911 0.039411 1.000000 0.026516 0.360042 0.050326
Wind power forecasted 0.166215 0.066218 0.085238 0.086915 0.973825 0.026516 1.000000 0.299852 0.271765
Total forecasted load 0.051621 0.007784 0.259252 0.053595 0.305783 0.360042 0.299852 1.000000 0.023149
Wind power forecast error 0.014640 0.038972 0.013541 0.008999 0.045907 0.050326 0.271765 0.023149 1.000000
25–27 GW
Month 1.000000 0.022007 0.001116 0.045991 0.121502 0.035723 0.105256 0.043762 0.056411
Day 0.022007 1.000000 0.003275 0.000231 0.026045 0.036246 0.025536 0.052562 0.001281
Day of the week 0.001116 0.003275 1.000000 0.226987 0.030587 0.006461 0.019268 0.135324 0.046711
Hour 0.045991 0.000231 0.226987 1.000000 0.098338 0.067804 0.098541 0.151815 0.014391
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Appendix A (continued)
Total load Mon Day Wday Hour A wind A demand F wind F demand Wind error
Wind generation 0.121502 0.026045 0.030587 0.098338 1.000000 0.090171 0.974980 0.293855 0.024499
Total load generation 0.035723 0.036246 0.006461 0.067804 0.090171 1.000000 0.088525 0.328547 0.004956
Wind power forecasted 0.105256 0.025536 0.019268 0.098541 0.974980 0.088525 1.000000 0.292622 0.246114
Total forecasted load 0.043762 0.052562 0.135324 0.151815 0.293855 0.328547 0.292622 1.000000 0.034717
Wind power forecast error 0.056411 0.001281 0.046711 0.014391 0.024499 0.004956 0.246114 0.034717 1.000000
27–30 GW
Month 1.000000 0.020763 0.016211 0.155551 0.022417 0.007353 0.031941 0.116133 0.046848
Day 0.020763 1.000000 0.007472 0.012160 0.013102 0.003356 0.009432 0.056359 0.016415
Day of the week 0.016211 0.007472 1.000000 0.081003 0.004616 0.090316 0.003858 0.170942 0.003248
Hour 0.155551 0.012160 0.081003 1.000000 0.096088 0.132306 0.100049 0.207984 0.026020
Wind generation 0.022417 0.013102 0.004616 0.096088 1.000000 0.078535 0.977532 0.249754 0.031228
Total load generation 0.007353 0.003356 0.090316 0.132306 0.078535 1.000000 0.065570 0.452337 0.055565
Wind power forecasted 0.031941 0.009432 0.003858 0.100049 0.977532 0.065570 1.000000 0.241256 0.180156
Total forecasted load 0.116133 0.056359 0.170942 0.207984 0.249754 0.452337 0.241256 1.000000 0.021488
Wind power forecast error 0.046848 0.016415 0.003248 0.026020 0.031228 0.055565 0.180156 0.021488 1.000000
30–33 GW
Month 1.000000 0.005995 0.067652 0.101304 0.046371 0.027107 0.042210 0.083291 0.018134
Day 0.005995 1.000000 0.001121 0.000653 0.039931 0.016907 0.036454 0.028879 0.015122
Day of the week 0.067652 0.001121 1.000000 0.027852 0.043232 0.037687 0.028786 0.044950 0.065895
Hour 0.101304 0.000653 0.027852 1.000000 0.035994 0.178823 0.044744 0.183580 0.041466
Wind generation 0.046371 0.039931 0.043232 0.035994 1.000000 0.003585 0.976627 0.240075 0.083390
Total load generation 0.027107 0.016907 0.037687 0.178823 0.003585 1.000000 0.002026 0.497349 0.025924
Wind power forecasted 0.042210 0.036454 0.028786 0.044744 0.976627 0.002026 1.000000 0.230991 0.132754
Total forecasted load 0.083291 0.028879 0.044950 0.183580 0.240075 0.497349 0.230991 1.000000 0.036118
Wind power forecast error 0.018134 0.015122 0.065895 0.041466 0.083390 0.025924 0.132754 0.036118 1.000000
33–35 GW
Month 1.000000 0.026506 0.014311 0.063178 0.155881 0.040372 0.153117 0.116835 0.017592
Day 0.026506 1.000000 0.000184 0.024636 0.000087 0.011381 0.000246 0.010108 0.000762
Day of the week 0.014311 0.000184 1.000000 0.065406 0.008632 0.025981 0.000401 0.016509 0.039894
Hour 0.063178 0.024636 0.065406 1.000000 0.039308 0.069991 0.028614 0.068362 0.052604
Wind generation 0.155881 0.000087 0.008632 0.039308 1.000000 0.031421 0.978598 0.175960 0.130552
Total load generation 0.040372 0.011381 0.025981 0.069991 0.031421 1.000000 0.030434 0.321794 0.005616
Wind power forecasted 0.153117 0.000246 0.000401 0.028614 0.978598 0.030434 1.000000 0.149975 0.076260
Total forecasted load 0.116835 0.010108 0.016509 0.068362 0.175960 0.321794 0.149975 1.000000 0.130024
Wind power forecast error 0.017592 0.000762 0.039894 0.052604 0.130552 0.005616 0.076260 0.130024 1.000000
35–37 GW
Month 1.000000 0.034014 0.010004 0.070720 0.132478 0.044225 0.121607 0.019026 0.065064
Day 0.034014 1.000000 0.018596 0.047723 0.001057 0.021976 0.005132 0.031519 0.021284
Day of the week 0.010004 0.018596 1.000000 0.037363 0.033446 0.001537 0.025882 0.037651 0.041671
Hour 0.070720 0.047723 0.037363 1.000000 0.058768 0.056862 0.054354 0.233634 0.026725
Wind generation 0.132478 0.001057 0.033446 0.058768 1.000000 0.000127 0.982058 0.144135 0.155243
Total load generation 0.044225 0.021976 0.001537 0.056862 0.000127 1.000000 0.003069 0.311870 0.016752
Wind power forecasted 0.121607 0.005132 0.025882 0.054354 0.982059 0.003069 1.000000 0.122977 0.033833
(continued on next page)
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Appendix A (continued)
Total load Mon Day Wday Hour A wind A demand F wind F demand Wind error
Total forecasted load 0.019026 0.031519 0.037651 0.233634 0.144135 0.311870 0.122977 1.000000 0.119668
Wind Power Forecast error 0.065064 0.021284 0.041671 0.026725 0.155243 0.016752 0.033833 0.119668 1.000000
37–40 GW
Month 1.000000 0.040302 0.013108 0.044464 0.141199 0.125180 0.132273 0.071571 0.058694
Day 0.040302 1.000000 0.008251 0.025577 0.083387 0.028417 0.083134 0.017493 0.010138
Day of the week 0.013108 0.008251 1.000000 0.035630 0.000857 0.019716 0.002291 0.031541 0.006916
Hour 0.044464 0.025577 0.035630 1.000000 0.113161 0.082656 0.124766 0.180979 0.044617
Wind generation 0.141199 0.083387 0.000857 0.113161 1.000000 0.080155 0.979737 0.110859 0.205805
Total load generation 0.125180 0.028417 0.019716 0.082656 0.080155 1.000000 0.077768 0.506253 0.020225
Wind power Forecasted 0.132273 0.083134 0.002291 0.124766 0.979737 0.077768 1.000000 0.110611 0.005636
Total forecasted load 0.071571 0.017493 0.031541 0.180979 0.110859 0.506253 0.110611 1.000000 0.013051
Wind power forecast error 0.058694 0.010138 0.006916 0.044617 0.205805 0.020225 0.005636 0.013051 1.000000
40–42 GW
Month 1.000000 0.086085 0.008576 0.030734 0.124537 0.004157 0.117991 0.026606 0.024587
Day 0.086085 1.000000 0.154616 0.052444 0.086048 0.051295 0.096691 0.012690 0.063685
Day of the week 0.008576 0.154616 1.000000 0.026384 0.040251 0.020692 0.025742 0.001739 0.073869
Hour 0.030734 0.052444 0.026384 1.000000 0.006844 0.258237 0.015255 0.169802 0.116984
Wind generation 0.124537 0.086048 0.040251 0.006844 1.000000 0.035535 0.982172 0.242437 0.012655
Total load generation 0.004157 0.051295 0.020692 0.258237 0.035535 1.000000 0.045767 0.331835 0.057345
Wind power Forecasted 0.117991 0.096691 0.025742 0.015255 0.982172 0.045767 1.000000 0.236006 0.175541
Total forecasted load 0.026606 0.012690 0.001739 0.169802 0.242437 0.331835 0.236006 1.000000 0.014286
Wind power forecast error 0.024587 0.063685 0.073869 0.116984 0.012655 0.057345 0.175541 0.014286 1.000000
42–45 GW
Month 1.000000 0.141530 0.144447 0.070148 0.174904 0.146952 0.188377 0.176392 0.104712
Day 0.141530 1.000000 0.075362 0.064021 0.173123 0.020724 0.184233 0.016591 0.094485
Day of the week 0.144447 0.075362 1.000000 0.072585 0.081570 0.098700 0.095126 0.156088 0.078761
Hour 0.070148 0.064021 0.072585 1.000000 0.033924 0.253391 0.032753 0.095485 0.004736
Wind generation 0.174904 0.173123 0.081570 0.033924 1.000000 0.001315 0.970821 0.143165 0.161590
Total load generation 0.146952 0.020724 0.098700 0.253391 0.001315 1.000000 0.023734 0.332598 0.092629
Wind power forecasted 0.188377 0.184234 0.095126 0.032753 0.970821 0.023734 1.000000 0.132263 0.393529
Total forecasted Load 0.176392 0.016591 0.156088 0.095485 0.143165 0.332598 0.132263 1.000000 0.004541
Wind power forecast error 0.104713 0.094485 0.078761 0.004736 0.161590 0.092629 0.393529 0.004541 1.000000
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