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We introduce some new species into the zoo of stochastic volatility and dependence parameters. We start with average
absolute deviation and Gini index, which are elementary volatility parameters of ﬁrst and second order in spirit of dual
theory of choice under risk or rank dependent expected utility. Similar to classical covariance we introduce dual depen-
dence parameters and investigate them in connection with the copula of a bivariate distribution. It is argued that the dual
volatility and dependence parameters are better suited than the classical parameters for applications in ﬁnance and insur-
ance. From the technical point of view it is fascinating for a Choquet integrator to look at copulas, since for both theories
ordering and comonotonicity play important roles.
 2007 Elsevier Inc. All rights reserved.1. Introduction
Thanks to the work of Schmeidler [14], the dual or rank dependent expected utility theory is now well estab-
lished and applied in decision under risk and many other ﬁelds. Here dual means that not, like in the classical
models, the outcomes of the random variables are transformed, but their distributions. The present paper
applies the dual view to elementary volatility and dependence parameters. We survey the known ﬁrst and sec-
ond order dual volatility parameters, average absolute deviation and Gini index, and propose new rank based
dependence parameters.
The most common volatility and dependence parameters, standard deviation and correlation coeﬃcient,
are of the L2-type, i.e., related to the second moments. The product of the random variables entering the
respective formulas can hardly be interpreted directly in applications. We propagate parameters of L1-type
where the product is replaced by the min or a more sophisticated order or lattice relation, which had been
investigated by Grabisch [9] (see also Denneberg and Grabisch [5]). Our results apply to the copula of two
random variables and generate new concordance parameters.
The copula of a random vector is the essence of the common distribution of its components, obtained by
normalizing the margins to become uniformly distributed on the unit interval. It is invariant under monotone0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.03.014
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elaborated for continuous random variables. We propose a generalization or slight modiﬁcation, where it is
technically convenient to perceive distribution functions as interval valued functions if they are not continu-
ous, or to attribute the midpoint of the interval.
In insurance, independence of the diﬀerent claims had been, for a long time, a general assumption in the
mathematical models. Since in our complex social world the interrelation of diﬀerent risks increased, there
is a new interest in models coping with dependence of random variables. Similarly in ﬁnance those models gain
importance. During the last decade research on the copula and on concordance and discordance parameters
has been intensiﬁed. We hope to convince the reader that the dual moments and rank based dependence
parameters are better suited for certain applications than the classical parameters.
The results of this paper are in the framework of r-additive probability theory, but methods of non-additive
measure and integration come in quite naturally. First of all the dual view to distorted probabilities leads to
the Choquet integral. Next, comonotonicity of random variables plays a central role in both theories, for the
copula and for the Choquet integral. Finally, to use the techniques of the other area will be fruitful for both. In
probability theory and for the copula increasing distribution functions dominate, whereas for the Choquet
integral decreasing distribution functions are the natural tool. So we employ both and, for the sake of concise
formulations, perceive them as interval valued functions if they are not continuous.
2. Volatility parameters
In this section some basic notations are established and some facts about the less known volatility param-
eters average absolute deviation and Gini index are collected.
Throughout the paper we work on a probability space ðX;A; P Þ and denote with L1 ¼ L1ðX;A; P Þ the
Lebesgue space of random variables X : X! R with existing ﬁnite expectation (ﬁrst moment) and with
L2 ¼ L2ðX;A; PÞ the space of random variables with ﬁnite variance (second central moment). Further FX
denotes the increasing distribution correspondence1 of the random variable X,1 A c
is a fun
the lowF X ðxÞ :¼ ½P ðX < xÞ; P ðX 6 xÞ ð1Þ
and GX: = 1  F(X) the decreasing one. The usual right continuous increasing distribution function is the
upper selection of the distribution correspondence, F X ðxÞ ¼ P ðX 6 xÞ. Similarly the left continuous increasing
distribution function is the lower selection FX(x) = P(X < x). Let H denote the inverse correspondence of a
correspondence H, i.e., the graph of H is the graph of H after interchanging the coordinate axes (for the ex-
plicit formulas see e.g. [5, Section 3]). Again the pseudo inverse function of a distribution function is a selec-
tion of the inverse of the corresponding distribution correspondence.
Let H be an interval valued correspondence from an interval I  R to R. Suppose that it is sharply increas-
ing (respectively sharply decreasing), i.e., x1 < x2 implies y1 6 y2 (respectively y1P y2) for all yi 2 H(xi), i = 1,
2, and H(x1) \ H(x2) contains at most one point. Distribution correspondences and their inverses have this
property. The integral of H is deﬁned asZ
I
HðxÞdx :¼
Z
I
hðxÞdx; h a selection of H : ð2ÞThis deﬁnition is unambiguous since H is single-valued except an at most countable set in I. The latter derives
from the fact that on the real axis any family of disjoint open intervals is ﬁnite or countable.
For later use we recall the deﬁnition of the Choquet integral of a random variable X w.r.t. a monotone (not
necessarily additive) set function m :A! ½0; 1 with m(;) = 0, m(X) = 1,Z
X dm :¼
Z 1
0
Gm;X ðpÞdp; where Gm;X ðxÞ :¼ ½mðX P xÞ; mðX > xÞorrespondence is a set valued function, here all correspondences happen to be interval valued. A selection h of a correspondence H
ction with h(x) 2 H(x) for all x. If the values ofH are closed intervals, the upper selection ofH is HðxÞ :¼ Wfu j u 2 HðxÞg, similarly
er selection H is deﬁned. We use the lattice operators _ and ^ to denote max and min or sup and inf, respectively.
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(2). In case m = P we often employ the shorter notation GX = GP,X.
As usual EX :¼ R X dP ¼ R 1
0
F X ðpÞdp ¼
R 1
0
GX ðpÞdp denotes the expectation of X and MX :¼ F X ð:5Þ the
median. The median is an interval in general and the subsequent Eq. (3) is valid for any point in this interval.
Average absolute deviation of X 2 L1 from its median,sðX Þ :¼
Z
jX MX jdP ¼ kX MXk1; ð3Þis the ﬁrst absolute central moment of X, hence related to the Lebesgue space L1. Similarly, standard deviation
r(X) = k X  EXk2 is related to the L2-norm and variance var(X) = r(X)2 is the second central moment of
X 2 L2. Recall that MX minimizes kX  ck1 for all constants c 2 R like EX minimizes kX  ck2.
The normalized Gini index of X 2 L1 as used in welfare theory, measuring inequality of the income XP 0
with EX > 0 in a population X, is deﬁned asGiniðX Þ :¼ 2
Z 1
0
q ‘ðqÞdq; where ‘ðqÞ :¼ 1
EX
Z q
0
F ðpÞdpis the Lorenz function of X. In this paper we will use the non-normalized Gini index gini(X) = EXGini(X) as
deﬁned below for arbitrary X 2 L1.
It is well known [19, (9)] implicitly, [18,2], [4, Example 8.2] that average absolute deviation s(X) and Gini
index gini(X) are volatility parameters that can be expressed by means of the Choquet integral of X w.r.t. a
piecewise linear or a quadratic distortion ci  P of P, ci:[0,1]! [0,1], respectively,sðX Þ ¼
Z
EX  X dðc1  P Þ; with c1ðpÞ :¼ 0 _ ð2p  1Þ; ð4Þ
giniðX Þ :¼
Z
EX  X dðc2  P Þ; with c2ðpÞ :¼ p2; ð5ÞObviously, s(X) exists and is ﬁnite iﬀ X 2 L1. The same holds for gini(X) since the distortion c2 has bounded
derivative (see (13) in the proof of Proposition 5.2).
One might regard (4) as ﬁrst and (5) as second order dual moments. Here dual refers to the functional
R
X dP
of the two variables X and P, where the piecewise linear or quadratic transforms are applied to the variable X
or, dually, to P. In fact the ﬁrst absolute central moment (3) coincides with the ﬁrst dual moment (4) and there
is an L2-formula for the second dual moment (5) as we will see in Proposition 5.2. There we need the fact that
quantiles behave a.s. multiplicative for nonnegative comonotonic random variables (see [3] or Section 4 for
deﬁnitions of comonotonicity), which is of interest for its own.
Proposition 2.1. Suppose X, Y are nonnegative and comonotonic, then almost everywhere GXY ¼ GX GY and
F XY ¼ F X F Y .
Proof. We will apply [3, Proposition 4.1]GuX ¼ uðGX Þ a:e: for continuous increasing u : R! R:
X, Y being comonotone, there exist (see [3, Proposition 4.5]) a random variable Z and continuous increasing
functions u, v on R such that X = u  Z and Y = v  Z. We may suppose that u, vP 0, otherwise replace them
by their positive parts. Then the function w(z): = u(z)v(z) is increasing, too, and we get GXY ¼ GwZ ¼ wðGZÞ ¼
uðGZÞvðGZÞ ¼ GX GY a.e.
(x,p) belongs to the graph of FX iﬀ (x, 1  p) belongs to the graph of GX, hence GX ðpÞ ¼ F X ð1 pÞ and the
formulas for increasing respectively decreasing distribution correpondences are equivalent. h
Proposition 2.1 sheds some more light on the analogy between dual moments and the classical ones. In the
dual case comonotonicity plays the role, independence plays for the classical case. The location parameter
medianMX, which is related to s(X) (see (3)), behaves essentially multiplicative for comonotonic random vari-
ables, whereas expected value EX, related to variance var(X), behaves multiplicative for independent random
variables.
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additivity of the Choquet integral, hence by (4), (5) also comonotonic additivity of the dual parameters s(X)
and gini(X). These facts are again analogous to independence additivity of the L2-parameter var(X). Finally
we remark that s(X) and gini(X) are subadditive since c1 and c2 are convex [3, Example 2.1].
3. Dependence parameters
We introduce two dependence parameters, related to the volatility parameters s and gini in the same way as
covariance is related to variance.
The most popular dependence parameter of a random 2-vector (X1,X2) is its covariancecovðX 1;X 2Þ :¼
Z
ðX 1  EX 1ÞðX 2  EX 2ÞdP :It is the inner product of the centralized random variables in the Hilbert space L2 andvarðX Þ ¼ kX  EXk22 ¼ covðX ;X Þ for X : X! R: ð6Þ
In (3) we have seen that average absolute deviation s(X) is the L1-norm of the centralized random variable.
For deﬁning the corresponding dependence parameter we have to ﬁnd a substitute for the inner product,
which does not exist in the Banach space L1. For this purpose we have to replace the product in the deﬁnition
of covariance with a new operation n having the propertyjxj ¼ x M x: ð7Þ
The required operation had been introduced by Grabisch [9] and is called bipolar meet in Ref. [5],x M y :¼ jxj ^ jyj if signx ¼ sign yðjxj ^ jyjÞ else:

; x; y 2 R:We emphasize that for positive x, y the bipolar meet is just the min ^ (or meet in lattice terminology). The
bipolar meet is commutative and associative.
Now, in analogy with covariance which could be called 2-covariance in our context as it requires L2, we
deﬁne 1-covariancecov1ðX 1;X 2Þ :¼
Z
ðX 1  _MX 1Þ M ðX 2  _MX 2ÞdP :Here and in the sequel a dot on an interval denotes its barycenter,_I :¼ aþ b
2
if I ¼ ½a; b:Like in (6) we get, using (7),sðX Þ ¼ kX  _MXk1 ¼ cov1ðX ;X Þ:Proposition 3.1. Suppose, X1 is symmetrically distributed on R, i.e.,P ðX 1  _MX 1 6 x1Þ ¼ P ðX 1  _MX 1 P x1Þ for all x1 2 R:
If X1, X2 2 L1 are independent, then cov1(X1,X2) = 0.
For classical covariance this result holds for X1, X2 2 L2 without the symmetry assumption. The restricted
validity of Proposition 3.1 does not harm us so much since our main concern is to apply it to copulas, where
the assumption holds in the essential cases.
Proof. We may suppose X ¼ R2, Xi(x1,x2) = xi and _MXi ¼ 0. By the independence assumption P ¼ P ðX 1;X 2Þ is
the product of PX 1 and PX 2 so that we can apply Fubini’s Theorem.
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C :¼ R2 n ðA [ BÞ. We are done if we show that the integral of X1 n X2 on each of these parts vanishes.
First on A we get x1 n x2 = x1 so that2 If ð
3 We
cogradZ
A
X 1 M X 2 dP ¼
Z 1
1
Z 1
0
x11Aðx1; x2ÞdPX 2ðx2ÞdPX 1ðx1Þ ¼
Z 1
1
x1
Z 1
0
1Aðx1; x2ÞdPX 2ðx2ÞdPX 1ðx1Þ
¼
Z 1
1
x1P ðX 2 P jx1jÞdPX 1ðx1Þ ¼ 0:For the last equation we needed that PX 1 is symmetrically distributed around 0 and that the function
x1P(X2P j x1j) is an odd function of the variable x1.
On B we get x1 n x2 =  x1 and the proof runs like for A. Finally, on C we get x1 n x2 = x2sign(x1) and we
proceed like for A but change the order of integration. Then the inner integral
R1
1 signðx1Þ1Cðx1; x2ÞPX 1ðx1Þ
vanishes by the symmetry assumption. h
It is well known (e.g., [19]) that the Gini index has also a L1-representation, namely
2giniðX Þ ¼ 1
2
kX  Y k1 for iid X ; Y : X! R:So in the spirit of cov1 we deﬁne Gini covariance
3coginiðX 1;X 2Þ :¼ 1
2
Z
ðX 1  Y 1Þ M ðX 2  Y 2ÞdP ; ð8Þwhere (Y1,Y2) is an iid copy of ðX 1;X 2Þ : X! R2. With X1 = X2 we get, using (7),
giniðX 1Þ ¼ coginiðX 1;X 1Þ:Concerning independence, we get a better result for cogini than for cov1.
Proposition 3.2. cogini(X1,X2) = 0 if X1, X2 2 L1 are independent.
Proof. Since the pair X1, Y1 is independent, their diﬀerence X1  Y1 is symmetrically distributed around 0 and
we can proceed like for Proposition 3.1. h
Like gini and cogini another pair of volatility and dependence parameters could be constructed with the
squared L2-norm and the inner product of L2. But they seem to be of no practical interest since the volatility
parameter of X, kX  Y k22 with i.i.d. X, Y, would give outliers an even greater weight than variance.
The parameters s, cov1, gini and cogini exist and have ﬁnite values for random variables in L1, whereas var
and cov in general only for random variables in L2  L1.
By normalization L2-correlation, L1-correlation and Gini correlation are deﬁned,qðX 1;X 2Þ :¼ covðX 1;X 2ÞrðX 1ÞrðX 2Þ ; q1ðX 1;X 2Þ :¼
cov1ðX 1;X 2Þ
sðX 1Þ ^ sðX 2Þ ; giniqðX 1;X 2Þ :¼
coginiðX 1;X 2Þ
giniðX 1Þ ^ giniðX 2Þif the denominator does not vanish, i.e., X1 and X2 are not constant a.e.. Like q all these correlations have
their values in the interval [1,1].
Proposition 3.3. If the correlations exist,q1ðX 1;X 2Þ; giniqðX 1;X 2Þ 2 ½1; 1:Proof. Using jx n yj = jxj ^ jyj one gets j cov1ðX 1;X 2Þ j6
R j ðX 1  _MX 1Þ M ðX 2  _MX 2Þ j dP ¼ R j X 1
 _MX 1 j ^ j X 2  _MX 2 j dP 6
R j X 1  _MX 1 j dP ^ R j X 2  _MX 2 j dP ¼ sðX 1Þ ^ sðX 2Þ. Similarly jcogini-
(X1,X2)j 6 gini(X1) ^ gini(X2). hX;A; P Þ is not rich enough for an iid requirement then switch to the product space with itself.
attributed the name Gini to this parameter only by analogy. Gini himself introduced a diﬀerent dependence parameter ‘indice di
uazione simplice’ nowadays called Gini’s c (see [12]).
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q1ðX ;X Þ ¼ 1; q1ðX ;X Þ ¼ 1;
q1ðX 1;X 2Þ ¼ q1ðX 1;X 2Þ:and the corresponding equations for giniq.
4. Concordance and comonotonicity
For applications the events of assuming simultaneously positive (or very large) values or simultaneously
negative values are of special interest. In this context concordance and comonotonicity are important issues.
A similar structure between Kendall’s tau and Gini covariance becomes apparent.
We denote with Q13  R2 the union of the ﬁrst and third open quadrants, and with Q24 ¼ R n Q13 the union
of the second and fourth open quadrants. A pair x, y 2 R2 of 2-vectors is called concordant if x  y 2 Q13 and
discordant if x  y 2 Q24. The coordinates X1, X2 of a vector-valued mapping X : X! R2 are called comono-
tonic iﬀ X ðx1Þ  X ðx2Þ 2 Q13 for all x1, x2 2 X. More popular is the obviously equivalent conditionðX 1ðx1Þ  X 1ðx2ÞÞðX 2ðx1Þ  X 2ðx2ÞÞP 0 for all x1;x2 2 X:
Other characterisations of comonotonicity can be found in Ref. [3, Proposition 4.5]. W.r.t. a probability space
ð;A; P Þ the condition can be weakened somewhat: The random variables X1, X2 are called P -comonotonic iﬀ
there exists ~X :  ! R2 such that the coordinates ~X1, ~X2 are comonotonic and ~X ¼ X P -almost everywhere.
Lemma 4.1. For a random vector X ¼ ðX1;X2Þ :  ! R2 on a probability space ð;A; P Þ the following
assertions are equivalent:
(i) X1, X2 are P-comonotonic,
(ii) ([6] Definition 4) there is a set C  R2 with C  C :¼ fx y j x; y 2 Cg  Q13 such that P ðX 2 CÞ ¼ 1,
(iii) P ðX  Y 2 Q13Þ ¼ 1 for an iid copy Y of X .
Proof. ðiÞ ) ðiiÞ. Let ~X be as in the deﬁniton of P -comonotonicity and set C :¼ ~X ðÞ. Then, by the deﬁnition
of comonotonicity, C  C  Q13. Since ~X 2 C we get P ðX 2 CÞ ¼ 1.
ðiiÞ ) ðiiiÞ. P ðX 2 CÞ ¼ 1 implies that there exists ~X :  ! R2 such that ~X ¼ X P -almost everywhere and
~X 2 C. For an i.i.d. copy ~Y of ~X we also get ~Y 2 C at least P -a.e., whence ~X  ~Y 2 C  C  Q13, i.e.
X  Y 2 Q13 up to a P -nullset.
ðiiiÞ ) ðiÞ. For the iid copy Y of X we may suppose that ðX ; Y Þ is the application  ! R2  R2; ðx1;x2Þ7!ðX ðx1Þ;X ðx2ÞÞ:
Then fX ðx1Þ  X ðx2Þjðx1;x2Þ 2 2g equals the image ofX  Y 2 R2. Now the assumption P ðX  Y 2 Q13Þ ¼ 1
implies that X  Y 2 Q13 [ N with a P-nullset N, whence X1;X2 are P-comonotonic. h
Now let X, Y be a pair of random 2-vectors. The diﬀerence of the probabilities of concordance and discor-
dance is commonly denoted Q(X,Y) in the context of copulas (see [12]),QðX ; Y Þ :¼ P ðX  Y 2 Q13Þ  P ðX  Y 2 Q24Þ ¼
Z
sign½ðX 1  Y 1Þ  ðX 2  Y 2ÞdP
¼
Z
sign½ðX 1  Y 1Þ M ðX 2  Y 2ÞdP :Inserting in Q(X,Y) for Y a certain random vector related to the random 2-vector X deﬁnes further depen-
dence parameters. First taking the constant vector Y ¼ _MX ¼ ð _MX 1; _MX 2Þ results in Blomquist’s betabðX 1;X 2Þ :¼ QðX ; _MX Þ
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(see [12]). Obviously (use Lemma 4.1)KtauðX 1;X 2Þ ¼ 1 ) X 1;X 2 P  comonotonic
and equivalence holds for continuously distributed random variables X1, X2.
Observe the similarity of the integrals in the deﬁnitions of Kendall’s tau and Gini covariance, only ‘sign’ has
to be added in (8) to get Kendall’s tau up to a constant factor. So we might regard Gini covariance as a depen-
dence parameter one level above Kendall’s tau. Blomquist’s b and 1-covariance cov1 are related in a similar
manner.
One might ask for the one variable parameter corresponding to Kendall’s tau. Clearly,
Ktau(X1,X1) = P(X15Y1) with X1, Y1 being iid. Thus Ktau(X1,X1) = 1 iﬀ X1 is continuously distributed
and =0 iﬀ X1 is essentially constant. In some sense Ktau(X1,X1) measures the distance of X1 from being a con-
stant. The correlation coeﬃcient corresponding to Kendall’s tau is, for continuously distributed random vari-
ables, Kendall’s tau itself.
5. The uniformisation of a random variable
The combination of a random variable with its distribution function is a basic tool for the copula. Some
technicalities are given here and they will be used to prove a general L1-representation of the Gini index.
In the context of the copula it is most convenient to use the barycenter_F X ðxÞ ¼ 1
2
ðF X ðxÞ þ F X ðxÞÞ: ð9Þof the interval valued distribution correspondence F X ðxÞ ¼ ½F X ðxÞ; F X ðxÞ of a random variable X. We refer to
it as the (midpoint) distribution function of X. So we avoid the use of interval valued random objects which
would blow up the technicalities.
Crucial for the copula is the (up-)uniformisation (or ‘distribution transform’ in some literature) of X,UX :¼ _F X  X :
If we use the decreasing distribution correspondence GX = 1  FX of X, we get the down-uniformisation
VX: = _GX  X = 1  UX of X. Our name ‘uniformisation’ anticipates the following well known result (i).
Proposition 5.1
(i) If FX is a continuous function, then UX is uniformly distributed on [0,1].
(ii) Let u : X ðXÞ ! R be an injective and increasing function, i.e., x1 < x2 implies u(x1) < u(x2). ThenUuðX Þ ¼ UX :Proof
(i) Applying Ref. [3, Proposition 4.1] with GX as continuous transformation function we get
GV X ðvÞ ¼ GGX X ðvÞ ¼ GX  GX ðvÞ ¼ v for almost all v. Hence VX is uniformly distributed and so is UX.
(ii) Go back to the deﬁnition of the uniformisation and use {u(X) 6 u(X(x))} = {X 6 X(x)} and
{u(X) < u(X(x))} = {X < X(x)}. hThe random variable UX is not uniformly distributed in general. But in any case we getEðUX Þ ¼ 1=2;
varðUX Þ ¼ 1=12 if F X is continuous; ð10Þ
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sðUX Þ ¼ 1=4 if _MðUX Þ ¼ 1=2; ð11Þ
giniðUX Þ ¼ 1=6 if F X is continuous: ð12ÞSince the uniformisation of UX is UX itself, (12) computes easily with the subsequent L2-representation of the
Gini index. Proposition 5.2 is known in case of the uniform distribution on a ﬁnite set [1] or a continuous
random variable [11] (citations from [17]). The last paragraph of the proof will show us that deﬁning the uni-
formisation with the midpoint distribution function (9) instead of another selection, say F X , of the distribution
correspondence FX is essential for the validity of Proposition 5.2 in the general case. So there is no arbitrar-
iness in deﬁning the uniformisation UX of X as one might believe at ﬁrst sight.
Proposition 5.2. A random variable X and its uniformisation UX are comonotonic andginiðX Þ ¼ 2covðX ;UX Þ for X 2 L1;X P 0:Proof. Comonotonicity of X and UX is plain since UX is an increasing transform of X (see e.g., Ref. [3, Prop-
osition 4.5]).
For evaluating the Choquet integral in formula (5) for gini(X) we need the decreasing distribution
correspondence Gc2P ;X ¼ c2  GP ;X of X w.r.t. the distorted probability c2  P. Since c2(t) = t2 is invertible on
[0,1] we get Gc2P ;X ¼ GP ;X  c12 . This formula together with the substitution t = p2 imply (notice that we write
also like above GX for GP,X)giniðX Þ ¼ EX 
Z 1
0
Gc2P ;X ðtÞdt ¼ EX 
Z 1
0
GX  c12 ðtÞdt ¼ EX 
Z 1
0
GX ðpÞdp2
¼ EX  2
Z 1
0
GX ðpÞpdp ¼ EX  2
Z 1
0
F X ð1 pÞpdp ¼ EX  2
Z 1
0
F X ðqÞð1 qÞdq
¼ EX  2ðEX 
Z 1
0
F X ðqÞqdqÞ ¼ 2
Z 1
0
F X ðqÞqdq EX : ð13ÞOn the other hand we get2covðX ;UX Þ ¼ 2EðXUX Þ  2EXEUX :
Since EUX = 1/2, it is suﬃcient to showZ 1
0
F X ðqÞqdq ¼
Z 1
0
F XUX ðqÞdq ¼ EðXUX Þ: ð14ÞIf FX is a continuous function we know from Proposition 5.1 F UX ðqÞ ¼ q. Then, by Proposition 2.1 (here we
need XP 0), both integrands in (14) coincide a.e. and the proof is complete. Notice that we got
covðX ;UX Þ 2 R only supposing X 2 L1.
But also in the general case, in the left hand side integral, we can replace the factor q with the quantile
correspondence F UX ðqÞ of UX without changing the value of the integral.
If q is an inner point of the range of UX in [0,1], clearly q ¼ F UX ðqÞ. If not, regard the interval
[a,b]: = FX(x0)  [0, 1] with q 2 [a,b], i.e., F X ðqÞ ¼ x0. It is suﬃcient to showZ b
a
F X ðtÞtdt ¼
Z b
a
F X ðtÞF UX ðtÞdt:
This is an easy computation since for all t 2 [a,b] we get F X ðtÞ ¼ x0 and F UX ðtÞ ¼ ðaþ bÞ=2 so thatR b
a
F X ðtÞtdt ¼ x0
R b
a tdt ¼ x0ðb2  a2Þ=2 ¼ x0ðbþ aÞðb aÞ=2 ¼
R b
a x0ðbþ aÞ=2dt ¼
R b
a
F X ðtÞF UX ðtÞdt. h6. The copula of a random vector
A general deﬁnition and some elementary properties of the copula are given here, including the case of non-
continuous distributions.
D. Denneberg, N. Leufer / Internat. J. Approx. Reason. 48 (2008) 697–708 705Let X ¼ ðX 1;    ;XnÞ 2 Rn be a random vector. Like in (1) the increasing distribution correspondence of a
random vector is deﬁned as4 If X
SimilaF X ðxÞ :¼ ½P ðX 1 < x1;    ;Xn < xnÞ; P ðX 1 6 x1;    ;Xn 6 xnÞ;
x 2 Rn. It is well known that the lower and upper selections FX and F X coincide on a dense subset of Rn and are
continuous there. The distribution PX of X is uniquely determined by FX.
Denote with UX: = (U1, . . . ,Un) 2 [0,1]n, or U for short, the vector of the uniformisations Ui :¼ UXi of the
coordinates Xi. If the Xi are continuously distributed the Ui are uniformly distributed on [0,1] (Proposition
5.1). This is often supposed in the literature on the copula.
The copula CX of the random vector X is the increasing distribution correspondence of the random vector
UX,CX :¼ F UX :
CX is just another way to prescribe the distribution P
U of U = UX, which might be called the copula distribu-
tion of X. The usual deﬁnition of the copula for continuously distributed Xi (see e.g. [12) is the upper selection
CX ¼ F U of our one. Since our deﬁnition diﬀers slightly from the usual one, we reprove some basic facts about
the copula.
The copula distribution PU can also be characterized as the image measurePU ¼ ðPX ÞC ð15Þ
of PX under the measurable applicationC : Rn ! ½0; 1n; CðxÞ :¼ ð _F 1ðx1Þ;    ; _F nðxnÞÞ:
As always in this paper _F i :¼ _F Xi denotes the midpoint distribution function of Xi. Observe that U = C  X.
The image A :¼ fCðxÞ j x 2 Rng of C is the cartesian product Qni¼1Ai, where each Ai consists of at most
countable many intervals on the ui-axis. Hence A is Borel measurable. P
U lives on A, i.e., PU(A) = 1. In
the other direction we introduce the applicationN : ½0; 1n ! Rn; NðuÞ :¼ ð _F 1ðu1Þ;    ; _F nðunÞÞ:
Recall that F i is the inverse correspondence of Fi and
_F iðuiÞ is the midpoint of the interval F iðuiÞ.4 Again N is
measurable and its image B: = {N(u)ju 2 [0,1]n} is a Borel measurable set. The functions _F i and _F i are not
surjective, but if we restrict each of both to the image of the other, we get bijections,_F i  _F iðxiÞ ¼ x for xi 2 im _F i; _F i  _F iðuiÞ ¼ ui for ui 2 im _F i:
HenceN  CðxÞ ¼ x; x 2 B  Rn; C  NðuÞ ¼ u; u 2 A  ½0; 1nand the applications NjA:A! B and CjB :B! A are inverse to each other. Then the measures (PU)N and PX
coincide on measurable subsets of B, especially PX(B) = (PU)N(B) = PU(N1(B)) = PU(A) = 1, so they are
identical on the Borel r-algebra of Rn,PX ¼ ðPU ÞN: ð16Þ
Hence in addition to (15), we can also recover PX from the copula distribution PU by means of the applications
N or C, which are determined through the marginal distributions of X alone.
Less abstract this result reads as follows. The distribution of the random vector X, i.e., the common dis-
tribution of X1, . . . ,Xn, can be reconstructed from its copula by means of the distribution functions _F i of its
components.
The copula is invariant under increasing transformations on the margins. This fact follows immediately
from Proposition 5.1 (ii).i is essentially bounded below, F ið0Þ is an unbounded interval ] 1,b]. Then we set _F ið0Þ :¼ b 1 in order to remain real valued.
rly proceed with _F ið1Þ.
706 D. Denneberg, N. Leufer / Internat. J. Approx. Reason. 48 (2008) 697–708Proposition 6.1. Suppose ui : X iðXÞ ! R are injective and increasing functions and set uðxÞ :¼ ðu1ðx1Þ;
   ;unðxnÞÞ 2 Rn for x 2 X 1ðXÞ      XnðXÞ  Rn. Then Cu(X) = CX.
The copula of a continuously distributed random vector X is simple and well known if its components are
independent or comonotonic [12], [8]. In the ﬁrst case PU is the uniform distribution on [0,1]n. If the compo-
nents of X are P-comonotonic, PU is the uniform distribution on the main diagonal of [0,1]n, the correspond-
ing copula being called ‘Fre´chet-Ho¨ﬀding upper copula’. Here is another basic special case which is not of the
continuous type.
Example 6.1. Suppose, X2 is constant and X1 arbitrary with continuous distribution function. Then U2  1/2
and U1 is uniformly distributed. Hence P
U is the uniform distribution on the horizontal line
{(u1,.5)ju1 2 [0,1]}  [0,1]2. Notice that X1 and X2 are independent and comonotonic simultaneously.7. Dependence parameters and the copula
The correlation parameters presented in Section 3 are now applied to the copula distribution of a random 2-
vector. Since the uniformisations of the coordinates are bounded, no requirements on the random variables,
except not being constant, are needed.
Denoting again with Ui the uniformisation _F X i  X i of the random variable Xi, i = 1,2, we deﬁne the copula
1-correlation of the random 2-vector (X1,X2)COR1ðX 1;X 2Þ :¼ q1ðU 1;U 2Þ:
This deﬁnition is the L1 analogue to Spearman’s rhoCOR2ðX 1;X 2Þ :¼ qðU 1;U 2Þ:
Similarly we deﬁne the copula Gini correlationCORGðX 1;X 2Þ :¼ giniqðU 1;U 2Þ:
Since U1, U2 are bounded random variables, all these parameters exist with ﬁnite values provided that X1, X2
are not constant a.e., i.e., the denominator in the correlation coeﬃcients on the right hand sides does not van-
ish. Using (11), (10) and (12) we getCOR1ðX 1;X 2Þ ¼ 4 cov1ðU 1;U 2Þ if _MUi ¼ 1
2
; i ¼ 1; 2; ð17Þ
COR2ðX 1;X 2Þ ¼ 12 covðU 1;U 2Þ if F X is continuous; ð18Þ
CORGðX 1;X 2Þ ¼ 6 coginiðU 1;U 2Þ if F X is continuous: ð19ÞFrom Kendall’s tau one does not get a new parameter (see end of Section 4),KtauðX 1;X 2Þ ¼ KtauðU 1;U 2Þ if F X is continuous:
For a proof see Ref. [12, Theorem 5.1.1].
COR2 and Ktau are measures of concordance as deﬁned by Scarsini [13] (cf. also [12, Theorem 5.1.9]). Also
COR1 and CORG have the properties of a measure of concordance. Especially, by propositions 3.1 and 3.2.
we get
Proposition 7.1. Suppose X1, X2 are independent and not constant a.e., then
(i) COR1(X1,X2) = 0 if U1 is symmetrically distributed, which is the case if X1 is continuously distributed,
(ii) CORG(X1,X2) = 0.A similarly important result, not being one of Scarsini’s axioms, is
Proposition 7.2. Suppose X1, X2 are P-comonotonic and continuously distributed, thenCOR1ðX 1;X 2Þ ¼ 1; COR2ðX 1;X 2Þ ¼ 1; CORGðX 1;X 2Þ ¼ 1
Of course, for Spearman’s rho COR2 this result is known already [7, Theorem 3].
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U, U = (U1,U2), of U1 and U2 is the
uniform distribution on the diagonal D  [0, 1]. Hence by the transformation rule for the second equation
below and (7) for the thirdcov1ðU 1;U 2Þ ¼
Z
D
ðu1  1=2Þ M ðu2  1=2ÞdPU ðu1; u2Þ ¼
Z 1
0
ðu1  1=2Þ M ðu1  1=2ÞdPU1ðu1Þ
¼
Z 1
0
ju1  1=2jdPU1ðu1Þ ¼ sðU 1Þ:Now q1(U1,U2) = 1 and the ﬁrst equation is proved. Replacing the bipolar meet n with the product in the
argument above we get cov2(U1,U2) = var(U1) and q(U1,U2) = 1, the second equation.
For proving the third equation let Y be an iid copy of X. Then U and V :¼ ðUY 1 ;UY 2Þ are likewise iid, so
that as above and with Fubini’s Theorem and the notation u = (u1,u2), v = (v1,v2) we getcoginiðU 1;U 2Þ ¼
Z
ðu1  v1Þ M ðu2  v2ÞdPU 	 PV ðu; vÞ ¼
Z
D
Z
D
ðu1  v1Þ M ðu2  v2ÞdPU ðuÞdPV ðvÞ
¼
Z 1
0
Z 1
0
ðu1  v1Þ M ðu1  v1ÞdPU1ðu1ÞdPV 1ðv1Þ ¼
Z 1
0
Z 1
0
ju1  v1jdPU1ðu1ÞdPV 1ðv1Þ
¼ giniðU 1Þ:
Now giniq(U1,U2) = 1 and the proof is complete. h
Again the question arises, if the assumptions in Propositions 7.1 and 7.2 can be weakened. Example 6.1
shows that covi(X1,X2) = 0 and cogini(X1,X2) = 0 can happen for comonotone random variables. In this case
COR1(X1,X2), COR2(X1,X2) and CORG(X1,X2) are not deﬁned. We conjecture that at least the continuity
assumption for COR1, CORG in Proposition 7.2 can be weakened.
8. Applications to insurance and ﬁnance
Premium functionals using average absolute deviation s or, more general, distorted probabilities can be
found in the literature, [2], [15] and [4, Section 8]. Wang et al. [16] give an axiomatization based on Ref. [14].
A survey on the use of the copula in insurance and ﬁnance is given in Ref. [7]. We regard a simple example
to illustrate the usefulness of our new dependence parameters.
In insurance a claim XP 0 often has high probability of no payments being due, say P(X = 0) > .5. Then
MX = 0 and s(X) = E(X). Regard a portfolio of two random variables X1, X2 of this type. The 1-covariance
is cov1ðX 1;X 2Þ ¼
R
X 1 ^ X 2 dP . High values of cov1(X1,X2) indicate that both claims in the portfolio assume
large values simultaneously with high probability, unfavorable for the insurance company since this fact
excludes diversiﬁcation. If one relates ‘large’ and ‘small’ to s(X1) ^ s(X2) = EX1 ^ EX2 the same indication is
done by 1-correlation q1(X1,X2). The classical covariance cov and correlation q are not useful here, since the
product of the claim amounts of the insurance contracts has no immediate interpretation, but the minimum has.
The transformation _F X i transforms a set [x0,1[of high claims of Xi to the set ½ _F X iðx0Þ; 1 of high quantiles.
So, like above, values of COR1(X1,X2) close to 1 indicate that both claims in the portfolio have high quantiles
simultaneously with high probability.
Ref. [10] contains an example from life insurance, where X1 ^ X2, the integrand in cov1, has a direct
interpretation.
9. Conclusions and outlook
We compared the L2-parameters standard deviation and variance with the dual parameters absolute devi-
ation and Gini index and constructed corresponding dependence parameters analogous to covariance. New
concordance parameters for the copula had been derived. Many details and more complex applications still
have to be investigated. Our dependence parameters cov1(X1,X2) and cogini(X1,X2) are hybrid ones as they
708 D. Denneberg, N. Leufer / Internat. J. Approx. Reason. 48 (2008) 697–708combine order relations and algebraic operations. The generalization from bivariate to multivariate distribu-
tions seems to be promising and feasible since the bipolar meet is commutative and associative.
We looked at ﬁrst and second moments and their dual. What about null moments? The space L0ðX;A; P Þ of
measurable random variables is a metric space with the Ky Fan metric kX  Yk0 and an ordinal analogue of an
inner product can be deﬁned by means of the Fan-Sugeno functionals in Ref. [5]. So 0-covariance cov0 and cop-
ula 0-correlation COR0 might be deﬁned. But also the popular value at risk given a security level a 2 [0, 1],5 W.
variabVaRaðX Þ ¼ GX ðaÞ
might be perceived as dual null moment. It is the Choquet integral w.r.t. a distorted probability with {0,1}-val-
ued, hence piecewise constant distortion function.5 But for 0 < a < 1 this distortion function is not convex like
the distortions in (4), (5). This fact is the source for the shortcomings of VaRa in the applications to ﬁnance.
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