Learning graphs from data automatically has shown encouraging performance on clustering and semisupervised learning tasks. However, real data are often corrupted, which may cause the learned graph to be inexact or unreliable. In this paper, we propose a novel robust graph learning scheme to learn reliable graphs from real-world noisy data by adaptively removing noise and errors in the raw data. We show that our proposed model can also be viewed as a robust version of manifold regularized robust PCA, where the quality of the graph plays a critical role. The proposed model is able to boost the performance of data clustering, semisupervised classification, and data recovery significantly, primarily due to two key factors: 1) enhanced low-rank recovery by exploiting the graph smoothness assumption, 2) improved graph construction by exploiting clean data recovered by robust PCA. Thus, it boosts the clustering, semi-supervised classification, and data recovery performance overall. Extensive experiments on image/document clustering, object recognition, image shadow removal, and video background subtraction reveal that our model outperforms the previous state-of-the-art methods.
Introduction
Graph structure is widely used to represent data in real-world. Consequently, graph construction becomes a fundamental problem in machine learning, pattern recognition, and data mining [1] [2] [3] [4] [5] . Moreover, it is crucial to the performance of many algorithms. In this paper, we focus on two basic applications: clustering [6] [7] [8] [9] [10] [11] and semisupervised classification [12] [13] [14] [15] [16] [17] . Due to their promising performance, a variety of graph-based clustering and classification methods have been developed during the past decades.
Clustering partitions the data objects into different groups based on certain property [18] [19] [20] . As a classical task, a number of clustering techniques have been developed. Among them, two most successful techniques are k-means and spectral clustering. Compared with k-means and its extensions [21] [22] [23] [24] [25] [26] [27] , spectral clustering method presents more capability in detecting complex structures of data [28] [29] [30] [31] [32] . It works by embedding the data point into a vector space that is spanned by the spectrum of the graph matrix. Therefore, the quality of the graph is crucial to the performance of spectral clustering algorithm. Typically, the graph is constructed by some computation criterion from raw data [33] , where the Gaussian kernel function or k-nearest-neighbor approaches are often adopted. However, how to choose an appropriate scaling factor σ or a proper neighbor number k are still open questions. More importantly, both of them highly influence the clustering results [34] .
On the other hand, semisupervised learning deals with the situation that a small portion of samples has been labeled [35] . In specific, semisupervised classification aims to predict labels for a large number of unlabeled data points based on the relationships among the data points. A lot of work on this task is based on graph regularizer. In general, the first step is to create a graph with the labeled and unlabeled samples as the vertices and with the edge weights encoding the similarity between the samples. Then, the missing labels are inferred based on the local smoothness over the graph, i.e., the more similar two objects are, the more likely they have similar labels. Consequently, this approach's performance depends greatly upon the edge weights of the graph. Although label inference has been thoroughly investigated, graph construction has attracted much less attention until recent years [14] . There is still no typically used strategy to address this graph construction challenge.
Recently, learning graphs from data automatically has drawn significant attention [36] [37] [38] [39] [40] [41] [42] [43] . By this means, the most informative neighbors for each data point are automatically selected and it is free of similarity measure metrics, which are often data-dependent and sensitive to noise and outliers [44] . As a result, the resulted accuracy is much higher than that of traditional manually constructed graphs. Generally speaking, it can be classified into two categories. The first approach is based on self-expressiveness. Basically, it represents every data point by a linear combination of all other data points and the achieved coefficient matrix is seen as the graph matrix. It has demonstrated impressive performance in a number of applications, including clustering [45] [46] [47] [48] , semisupervised learning [49, 50] .
The other one is adaptive neighbors approach. It builds graph by assigning a probability for each data point as the neighborhood of another data point and the learned probability is treated as the similarity between two data points [51] . This approach is supposed to capture the local structure of data. Due to its simplicity and effectiveness, it has been widely utilized in various domains, such as clustering [51] , nonnegative matrix factorization [52] , feature selection [53, 54] , multiview learning [55] . However, all these work ignore the fact that the graph is learned from the raw data, which is often contaminated in reality. Consequently, the achieved graph might be inexact or sub-optimal and fails to characterize the true relationships between data points.
In this work, we propose a novel robust graph learning scheme to learn robust and reliable graphs from real data. Specifically, we decompose the original data into a low-rank matrix D ("clean data") and a sparse matrix E ("noise/errors"). Then we can build the graph S on the clean data D by using adaptive neighbors approach. Instead of following a two steps approach, we propose a joint learning scheme to optimize S and D simultaneously, such that they are mutually enhanced via an alternating optimization approach. Therefore, besides constructing graph for clustering, our model simultaneously recovers the low-rank clean data, i.e., functioning as robust principle component analysis (RPCA) [56] . In summary, the main contributions of our work are:
• We propose a robust graph learning scheme by decomposing the raw data into a clean part and an error part. Rather than adopting a two steps approach, we develop a unified model and jointly learn the graph as well as the clean data. To the best of our knowledge, this is the first work to investigate robust adaptive neighbor graph construction.
• We show that our proposed method can significantly boost a graph Laplacian regularized RPCA model. Unlike many other heuristic methods for constructing graph Laplacian directly from noisy data, our graph Laplacian is adaptively built from clean data. Benefiting from the incorporation of graph smoothness assumption, the quality of the recovered low-rank matrix is enhanced.
• Extensive experiments on face clustering, document clustering, face/object recognition, face image shadow removal, and background separation demonstrate the effectiveness of the proposed technique.
In the remainder of this paper, we introduce the graph learning in Section 2. Then a robust graph learning technique is proposed in Section 3, where the details of the algorithm are also provided. Section 4 presents experimental evaluation on clustering task. The semisupervised application is discussed in Section 5. We compare the data recovery effects in Section 6. Finally, conclusions are drawn in Section 7.
Adaptive Neighbor Graph Learning Revisited
We first introduce the notations that are used throughout the rest of the paper. Given a data matrix X ∈ R m×n with m features and n samples, we denote its (i, j)-th element and i-th column as x ij and x i , respectively. The 1 -norm of X is denoted by X 1 = ij |x ij |. The definition of X's nuclear norm is X * = i σ i , where σ i is the i-th singular value of X. 1 is a vector with all entries as 1. We use 0 ≤ S ≤ 1 to represent all elements in S are in the range of [0, 1]. (s) + = max(s, 0).
As locality preserving projection (LPP) [57] does, we can assign a probability s ij for x j as the neighborhood of x i . Thus, s ij characterizes the similarity between x i and x j in some sense. Smaller distance x i − x j 2 indicates that x i and x j are quite similar, thus bigger value s ij is. To achieve graph S, we can solve the following problem:
where γ is a trade-off parameter. By defining graph Laplacian matrix
, problem (1) becomes:
By optimizing above problem, one can learn S adaptively from the data. Compared with LPP, where neighborhood relationship is predetermined, the structure is automatically learned from the data in Eq. (2) . This strategy has attracted great attention recently. [51] performed clustering based on the learned graph. [52] employed the obtained graph to construct the Laplacian graph used in graph-based Nonnegative Matrix Factorization (NMF). [53, 58] presented a feature selection method by using the adaptive graph to preserve the local manifold structure. [55] extended this graph learning strategy to multiview data. [59] proposed to use Eq. (2) to construct Anchor graph for large-scale hyperspectral image clustering. There are also many other applications of Eq. (2) that are beyond the scope of this paper.
However, one big issue is never noticed: it is highly sensitive to noisy input data. This is obvious in Eq. (2) since S is built from the raw data X, which is often corrupted in practice. Consequently, the performance of this approach is deteriorated. To remedy this, we present a principle to robustify graph learning.
Robust Graph Construction

Formulation
To make the graph learning robust and reliable, we introduce our approach in this section. The core idea is that the observed data matrix is not perfect but corrupted by errors. Thus, instead of operating on original data or performing some data cleaning that precedes the analysis, we assume the data to be decomposed into two parts: the clean data D and the corruptions E. Then, the graph learning is performed on clean data. Following the RPCA idea that the clean data is low-rank and corruptions are sparse [56, 60, 61] , we jointly learn the clean data and the graph. Finally, our proposed Robust Graph Construction (RGC) model can be formulated as:
where α, β, and γ are all trade-off parameters. We will show later that γ can be computed based on a reasonable assumption. In the proposed formulation Eq. (3), graph learning and noise removal are implemented together, such that they can be iteratively boosted.
If we assume that the graph S is artificially computed from original data X, then L is directly available. Finally, S and L are no longer unknowns. Problem (3) changes to:
This is nothing but the RPCA model, except that it incorporates the manifold smoothness regularizer term. It assumes that the low-rank data D itself lies on a smooth manifold. This is called MRPCA model [62] .
To summarize, compared with existing work in the literature, our proposed objective function in Eq. (3) enjoys the following advantages:
• The graph construction is implemented on clean data. Consequently, the graph quality would be improved. This would be helpful for clustering and semisupervised classification.
• Interestingly, Eq. (3) can also be treated as an RPCA model. Different from popular RPCA models, it imposes the smooth manifold regularizer. As a result, the low-rank recovery would be enhanced.
• Furthermore, not like the existing graph Laplacian construction method, our graph Laplacian is adaptively learned from raw data. Thus, it would be robust to noise and outliers.
Optimization Algorithm
To solve Eq. (3), we first introduce auxiliary variable Z to facilitate the solution of D. Then Eq. (3) can be written in the following equivalent form:
It can be solved via alternating direction method of multipliers (ADMM). Removing the equality constraints on X and Z, we obtain the augmented Lagrangian function as follows:
where µ > 0 is a penalty parameter and Y 1 , Y 2 are Lagrangian multipliers. We can solve those unknown variables alternatingly, one at each step, while keeping the others fixed.
Step 1: Updating D while fixing other variables. The problem Eq. (6) becomes: min
where
. It has closed-form solution according to singular value shrinkage, i.e.,
Step 2: Updating E. We have
It also admits close-formed solution, i.e., e ij = (
Step 3: Updating S. Remember that L is also a function of S, so the problem Eq. (6) becomes:
Denote f ij = z i − z j 2 and f i ∈ R n×1 , then the above subproblem can be reformulated as: min
The problem naturally has a sparse solution. Therefore, we just update its k nearest neighbors, i.e., s i has k positive entries and s ij = 0 for j > k. The Lagrangian function of it is:
where η and ξ ∈ R n×1 are the Lagrangian multipliers and the overall γ can be set to the average of
. By the Karush-Kuhn-Tucker condition, it yields
In the above derivations, we set the value of γ i to its maximum. Then, we take the average of {γ i } n i=1 , we have
This ensures that the average number of nonzero elements in each row of S is close to k.
Step 4: Updating Z. We have
Its first-order derivative is 2βZL − µ(D − Z + Y2 µ ). By setting it to zero, we achieve
The details of the algorithm are given in Algorithm 1. As we can see, the main computation load of this algorithm is from SVD involved in Eq. (7) and matrix inversion in Eq. (15) . Their computational complexity is O(n 3 ) in general. Some existing packages can be employed to speed up their computation, e.g., partial SVD.
Algorithm 1 The Proposed Method RGC
Input: Data matrix X, parameters α > 0, β > 0, γ, µ > 0. Initialize: Z = X, E = 0, Y1 = Y2 = 0. While not converge do 1: Calculate D by (7). 2: Update E according to (8) . 3: Update S using (12) 4: Calculate Z using (15). 5: Update Lagrange multipliers Y1 and Y2 as
End while.
Experiments on Clustering
In this section, we demonstrate the effectiveness of our robust graph construction technique towards clustering task. We compare it with several representative methods on a number of benchmark data sets. 
Comparison Methods
• Spectral Clustering (SC) [29] . SC is a widely used clustering technique. It can separate different shaped groups. However, how to build a good graph is still a challenge. As we show later, we manually construct 12 graphs. For our proposed RGC method, we obtain clustering results by performing spectral clustering with our learned S.
• Robust Kernel K-means (RKKM) [22] . As an extension to classical k-means clustering method, RKKM has the capability of dealing with nonlinear structures, noise, and outliers in the data. RKKM shows promising results on a number of real-world data sets.
• Constructing Robust Affinity Graph for Spectral Clustering (RSC) [63] . In contrast to employing all features to construct a graph, RSC builds the graph via identifying and exploiting discriminative features by using random forest approach.
• Simplex Sparse Representation (SSR) [44] . Based on the self-expressiveness property, SSR constructs a sparse graph for clustering. It achieves satisfying performance in numerous data sets.
• Clustering with Adaptive Neighbor (CAN) [51] . Based on the idea of adaptive neighbor, CAN learns a graph from raw data for clustering task. Different from CAN, our method learns the graph from clean data.
• Twin Learning for Similarity and Clustering (TLSC) [45] : Based on self-expressiveness, TLSC has been proposed recently and has shown superior performance on a number of real-world data sets. TLSC learns graph matrix in kernel space. Since kernels are built from the original data, this method is also sensitive to noise.
• Manifold RPCA (MRPCA) [62] . Rather than learn the graph from clean data, MRPCA constructs the graph from raw data according to some metrics. K-means is implemented on D to achieve cluster labels.
• Our proposed RGC 1 . We learn reliable graphs from raw data, which is often corrupted in reality. Table 2 : Clustering results measured on benchmark data sets. The best results for these algorithms are highlighted in boldface.
Data Sets
To fully examine the performance of our algorithm, we implement clustering experiments on eight publicly available data sets. We summarize the statistics information in Table 1 . Specifically, YALE, JAFFE, and ORL are face databases, COIL20 is a toy image database, and BA is a binary alpha digits data set. They are taken under different illumination conditions or with different configurations, so some of them are corrupted severely. The last three data sets are text corpora derived from TERC 2 .
Evaluation Metrics
Three popular metrics are used to quantitatively assess our algorithm's performance on clustering task. They are accuracy (Acc), normalized mutual information (NMI), and Purity. Acc measures the one-to-one relationship between clusters and classes. Let l i andl i be the algorithm's output and the ground truth label of x i , respectively. Then the Acc can be defined as
where n denotes the number of samples, δ(·) is the delta function, and map(·) is the best permutation mapping function. Based on Kuhn-Munkres algorithm, map(·) maps each cluster index to a true class label based. The NMI is designed to measure the quality of clustering. Let L andL denote two sets of clusters, then their marginal probability distribution functions can be represented by p(l) and p(l), respectively, induced from the joint distribution p(l,l). Finally, the NMI can be defined by
The greater NMI means the better clustering performance.
The last evaluation metric that we adopt is the purity, which evaluates the extent to which the most common category in each cluster. It is computed as follows:
where n i is the number of points in cluster C i , and n j i represents the total number of points that the i-th input group is assigned to the j-th category. There are c categories in total. It is easy to see that a larger Purity indicated better clustering performance.
Setup
For RKKM, SC, TLSC, MRPCA methods, we prepare their inputs by following the setup in [22] . In particular, we design 12 kernels. They are: seven Gaussian kernels of the form K(x, y) = exp(− x − y Table 2 .
There are three parameters in our model. According to RPCA, we set α = 1/ max(m, n) for all our experiments. And γ is computed by (13) in every iteration. In all experiments, we set neighbor number k = 10. As a result, the only unknown parameter is β, and for this we can use cross validation.
Results
We evaluate the clustering performance in terms of three widely used metrics: accuracy (Acc), normalized mutual information (NMI), and Purity. As can be seen from Table 2 , our method outperforms other state-of-the-art techniques in most experiments. Specifically, we have the following observations: 1) Our proposed method can beat CAN in all cases. Note that RGC constructs graph from clean data, while CAN learns graph from raw data. In particular, RGC improves the Acc of CAN from 36.83%, 38.89%, 56.96% to 51%, 71.37%, 75.51% on BA, TR41, TR45, respectively. This fully demonstrates the importance of constructing a robust graph; 2) Compared with self-expressiveness based graph construction methods SSR and TLSC, our method RGC achieves better performance in most cases. However, the performance of CAN is not as good as SSR and TLSC in most experiments. This also verifies the importance of removing noise in the data; 3) RGC performs much better than MRPCA in all cases. This is attributed to our adaptive graph learning strategy; 4) Compared with RKKM and SC, we also observe considerable improvements, although they have tried different kinds of kernels and RKKM is supposed to cope with noise; 5) With respect to RSC, RGC also has big advantages in terms of Acc, NMI and Purity. To summarize, our proposed graph construction method can improve clustering performance significantly w.r.t. several newly developed techniques, this is mainly due to the removal of noise and errors.
Parameter Analysis
As discussed in subsection 4.4, model parameter β and auxiliary parameter µ are unknown in our algorithm. Take YALE data set as an example, we show the sensitivity of our performance to their values. We can observe that Acc, NMI, Purity behave similarly with varying β and µ. Our method works well for a wide range of β and µ values. Moreover, we show the progress of objective function values of Eq. (3) in Figure 1 . It is observed that our algorithm converges very In this section, we show that our method also performs well on semisupervised classification task. We first obtain the graph matrix S from RGC, then we use the popular local and global consistency (LGC) method to perform classification task [64] . Specifically, LGC achieves a classification function F ∈ R n×c by solving the following problem:
Semisupervised Classification
where c is the class number, Y ∈ R n×c is the label matrix, in which y ij = 1 iff the i-th sample belongs to the j-th class, and y ij = 0 otherwise. As before, L is the graph Laplacian matrix calculated from S.
Data Sets
We evaluate our method on two types of recognition tasks: face recognition and visual object recognition. In specific, we examine the effectiveness of our robust graph learning for face recognition on frequently used YALE and JEFFE data sets. The YALE face database has 15 individuals, and each individual has 11 near frontal images which are taken under different lighting conditions. Figure  3a displays some sample photos. The JAFFE face data set contains 10 individuals, and each person shows 7 different facial expressions, including 6 basic facial expressions and 1 neutral. We use COIL20 data set to perform visual object recognition experiment. It contains 20 objects and there are 72 photos for each object. For this data set, the images are taken 5 degrees apart when the object is rotating on a turntable. Figure 3c shows some images from this database.
Comparison Algorithms
We compare RGC with five existing methods.
• Local and Global Consistency (LGC) [64] :
LGC is a widely used semisupervised classification method.
• Gaussian Field and Harmonic function (GFHF) [65] : Besides LGC, GFHF is another popular label propagating technique.
• Semisupervised Classification with Adaptive Neighbors (SCAN) [55] : This recently developed method uses adaptive neighbors approach to construct the similarity graph. Moreover, the graph construction and clustering are formulated into a unified framework to improve the performance.
• Self-expression graph based Semisupervised Learning [66] : Different from SCAN, Li et al. propose to learn a graph for semisupervised learning by using self-expression method. Similar to SCAN, the similarity matrix and class indicator matrix F are updated alternatingly, so they can help improve each other. Based on the low-rank and sparse assumption of the graph matrix, there are two models: S 2 LRR and S 3 R.
Among these comparison techniques, both LGC and GFHF take L as input. To obtain better performance, we calculate L based on 7 kernel matrices. Then we report the best results from them. In specific, four Gaussian kernels with t ∈ {0.1, 1, 10, 100}; a linear kernel K(x, y) = x y ; two polynomial kernels of the form with K(x, y) = (a + x T y) 2 a ∈ {0, 1}. For other techniques, the graph is learned from data. Figure 4 : The influence of β and neighbor number k on YALE dataset.
Results
To see the effect of label number, we randomly choose 10%, 30%, 50% of samples as labeled. We repeat this process 20 times and report the average classification accuracy and deviation in Table 3 . Unsurprisingly, the accuracy of all techniques goes up when the number of labeled samples increases. This is consistent with our intuition. As can be seen, our proposed RGC consistently outperforms other existing techniques. This demonstrates the importance of noise removal. Concretely, RGC improves on LGC significantly verifies the importance of graph construction. Please notice that LGC directly adopts manually built graph, while our method uses the learned graph S. Therefore, the enhancements are resulted from our high-quality graph construction. Another interesting observation about RGC is that the improvements are more considerable when the labeling ratio is relatively low. This makes RGC more attracting in real applications where labeled instances are extremely rare. Though graph construction and label learning are implemented in a unified framework in SCAN, S 2 LRR, and S 3 R, their performance is still not as good as our two-step approach. Once again, this is attribute to our graph learning strategy. Since SCAN and RGC are both based on adaptive neighbors graph construction, the superiority of RGC over SCAN is due to that RGC learns graph from clean data.
Parameter Sensitivity
We illustrate the parameter sensitivity for semisupervised learning task on YALE dataset in Figure 4 . It is important to note that k = 5 often produces the highest accuracy. Therefore, the results reported in Table 2 and 3, where k = 10 is adopted, could be further improved. Besides, our algorithm provides reasonable results for a wide range of β value. 
Experiments on Data Recovery
In this section, we assess the performance of our model (3) in low-rank matrix recovery task. RPCA has numerous applications. Due to space limitation, we focus on two practical tasks: shadow removal from face images and background extraction from videos. 
Comparison Methods
We choose a good set of methods to compare with our proposed method.
• Robust Principle Component Analysis (RPCA) [56] . Recovering clean data with low-rank structure from the corrupted data has been intensively studied during the last decade. One of the most representative techniques is RPCA. Low-rank part and sparse part can effectively characterize the clean data and errors, respectively.
• Capped-norm based RPCA (CRPCA) [67] . RPCA uses the nuclear norm to approximate the rank function, which generally leads to an NPhard problem. However, the nuclear norm shrinks all the singular values equally and thus over-penalizes large singular values, which often results in a biased solution. CRPCA adopts a truncation strategy to alleviate the nuclear norm deficiency and leads to better performance.
• Nonconvex RPCA (NRPCA) [68] . By combining the simplicity of PCA and elegant theory of RPCA, NRPCA has been developed recently. It alternatingly projects the residuals onto the low-rank and sparse matrix sets. It has global convergence and exact recovery guarantee. However, it also requires the knowledge of sparsity,
• Our proposed RGC method. Compared with RPCA, our method incorporates manifold smoothness effect. Both CRPCA and NRPCA adopt a nonconvex approach, while our method still uses convex nuclear norm.
Face Image Shadow Removal
Removing shadows, specularities, and saturations in face images is crucial to face recognition. With a bunch of face images, we are supposed to recover the clean image. We randomly choose one subject from the Extended Yale B database. There are 64 images of size 192×168 taken under different lighting conditions. All images are vectorized, hence X ∈ R 32256×64 . Figure 5 shows the recovered images from an example image. We can observe that our proposed RGC totally removes the specularities and shadows. And there are still some artifacts left for other three methods, especially for RPCA and CRPCA.
Background Extraction from Videos
An important application of low-rank recovery is to separate static background from the dynamic foreground. We use benchmark data set lobby, which contains 1,546 frames of size 128 × 160. After vectorizing and concatenating, the size of X becomes 20, 480 × 1, 546. Since the low-rank ground truth is not available, we present a visual comparison of recovered low-rank background in Figure 6 . We can see that our method totally removes the walking person, while some shadows of pant are left in the frame recovered by RPCA, so the presence of graph in our model enables better recovery. For NRPCA, if we assume a small rank value (e.g., 2 here), we can also get a pretty clean frame.
Conclusion
In this paper, we present a model to learn reliable graphs from raw data. It aims to address the robustness issue of adaptive neighbor graph learning method. From another point of view, it is a generalization of the Robust PCA by leveraging graph regularization on the low-rank representation. Consequently, our proposed framework can either enhance clustering/semisupervised classification or improve low-rank recovery from grossly corrupted data sets. Experiments on several benchmark data sets reveal that our method outperforms various stateof-the-art clustering/semisupervised classification and data recovery techniques.
