We find an explicit expression for the kernel of the scattering matrix for the Schrödinger operator containing at high energies all terms of power order. It turns out that the same expression gives a complete description of the diagonal singularities of the kernel in the angular variables. The formula obtained is in some sense universal since it applies both to short-and long-range electric as well as magnetic potentials.
−r R(λ + i0) x −r : H → H are correctly defined as bounded operators for any r > 1/2 and their norms are estimated by λ −1/4 and λ −1/2 , respectively. Therefore it is easy to deduce (see, e.g., [16, 27] ) from the usual stationary representation S(λ) = I − 2πiΓ 0 (λ)(V − V R(λ + i0)V )Γ * 0 (λ) (1.2) for the scattering matrix (SM) and the resolvent identity that
definitely fails for long-range potentials, and, finally, it fails as λ → ∞ for a perturbation of the operator −∆ by first order differential operators even with short-range coefficients (magnetic potentials).
2. In the particular case when A = 0 and V belongs to the Schwartz class a convenient form of the high-energy expansion of the kernel of SM (called often the scattering amplitude) was obtained in [4] (see also the earlier paper [9] ). The method of [4] relies on a preliminary study of the scattering solutions of the Schrödinger equation defined, for example, by the formula
It is shown in [4] that (at least on all compact sets of x) the function ψ ± (x, ξ) has the asymptotic expansion ψ ± (x, ξ) = e i x,ξ b ± (x, ξ) where
n (x, ξ), b 0 (x, ξ) = 1, N → ∞.
(
1.4)
The function b ± (x, ξ) is determined by the transport equation (see subs. 2.3 below), and the coefficients b
n (x,ξ) are quite explicit. Therefore it is easy to deduce from (1.2) that, for any N , the kernel of SM admits the asymptotic expansion s(ω, ω ; λ) = δ(ω, ω ) − πi(2π) n (x, ω ) are growing as |x| → ∞ in the direction of ω and the rate of growth increases as n increases. Thus, expansion (1.5) loses the sense (for sufficiently large N ) if V (x) decreases only as some power of |x| −1 .
The generalization of the results of [4] to the case of short-range potentials V satisfying the condition ∂ α V (x) = O(|x| −ρv−|α| ) for some ρ v > 1 was suggested in [24] where the asymptotics of the scattering amplitude was also deduced from that of the scattering solutions. We note finally the paper [3] where the leading term of the high-energy asymptotics of the scattering amplitude was found for short-range magnetic potentials.
3.
In the present paper we suggest a new method which allows us to find an explicit function s 0 (ω, ω ; λ) which describes with arbitrary accuracy the kernel s(ω, ω ; λ) of the SM S(λ) at high energies (as λ → ∞) both for short-and long-range electric and magnetic potentials. It turns out that the same function s 0 (ω, ω ; λ) gives also all diagonal singularities of the kernel s(ω, ω ; λ) in the angular variables ω, ω ∈ S d−1 . We emphasize that our approach allows us to avoid a study of solutions of the Schrödinger equation.
We consider the Schrödinger operator H = (i∇ + A(x))
2 + V (x) (1.6) in the space H with electric V (x) and magnetic A(x) = (A 1 (x), . . . , A d (x)) potentials satisfying the assumptions
for all multi-indices α. We suppose that potentials are real, that is V (x) = V (x) and A j (x) = A j (x), j = 1, . . . , d. Set ρ = min{ρ v , ρ a }, and V 0 (x) = V (x) + |A(x)| 2 , V 1 (x) = V 0 (x) + idiv A(x).
(1.8)
We emphasize that the cases ρ > 1 (short-range potentials) and ρ ∈ (0, 1] (long-range potentials) are treated in almost the same way.
Let us formulate our main result. The answer is given in terms of approximate solutions of the Schrödinger equation −∆ψ(x, ξ) + 2i A(x), ∇ ψ(x, ξ) + V 1 (x)ψ(x, ξ) = |ξ| 2 ψ(x, ξ).
(1.9)
To be more precise, we denote by u ± (x, ξ) = u (N )
± (x, ξ) explicit functions (see Section 2, for their construction) u ± (x, ξ) = e iΘ ± (x,ξ) b ± (x, ξ) (1.10)
such that (−∆ + 2i A(x), ∇ + V 1 (x) − |ξ| 2 )u ± (x, ξ) = e iΘ ± (x,ξ) r ± (x, ξ) =: q ± (x, ξ) (1.11) and r ± (x, ξ) = r (N )
± (x, ξ) tends to zero faster than |x| −p as |x| → ∞ and |ξ| −q as |ξ| → ∞ where p = p(N ) → ∞ and q = q(N ) → ∞ as N → ∞ off any conical neighborhood of the directionx = ∓ξ. Note that the phase Θ ± (x, ξ) = x, ξ if A(x) = 0 and V (x) is a shortrange function and Θ ± (x, ξ) satisfies approximately the eikonal equation in the general case. The function b ± (x, ξ) is obtained as an approximate solution of the corresponding transport equation.
As is well known (see [1] ), off the diagonal ω = ω , the kernel s(ω, ω ; λ) is a C ∞ -function of ω, ω ∈ S d−1 where it tends to zero faster than any power of λ −1 as λ → ∞. Thus, it suffices to describe the structure of s(ω, ω ; λ) in a neighborhood of the diagonal ω = ω . Let ω 0 ∈ S d−1 be an arbitrary point, Π ω 0 be the plane orthogonal to ω 0 and Ω ± (ω 0 , δ) ⊂ S d−1 be determined by the condition ± ω, ω 0 > δ > 0. Set u + (y, kω)(∂ z u − )(y, kω ) − u − (y, kω )(∂ z u + )(y, kω) dy
−2i
Πω 0 A(y), ω 0 u + (y, kω)u − (y, kω )dy (1.13) for ω, ω ∈ Ω ± = Ω ± (ω 0 , δ). Then, for any p, q and sufficiently large N = N (p, q), the kernels
belongs to the class C p (Ω × Ω) where Ω = Ω + ∪ Ω − , and its C p -norm is O(λ −q ) as λ → ∞. Thus, all singularities of s(ω, ω ; λ) both for high energies and in smoothness are described by the explicit formula (1.13). Let S 0 (λ) be integral operator with kernel s 0 (ω, ω ; λ). In view of representation (1.10), formula (1.13) shows that we actually consider the singular part S 0 (λ) of the SM as a Fourier integral or, more precisely, a pseudo-differential operator (PDO) acting on the unit sphere and determined by its amplitude.
By our construction of functions (1.10), u + (x, ξ) = u − (x, −ξ) if A(x) = 0. Therefore in the case A = 0 the singular part s 0 (ω, ω ; λ) satisfies the same symmetry relation (the time reversal invariance) s(ω, ω ; λ) = s(−ω , −ω; λ)
as kernel of the SM itself. Kernel (1.13) is also gauge invariant. This means that, for a smooth function ϕ(x), the integrand in (1.13) is not changed if the functions u ± are replaced by e −iϕ u ± and the magnetic potential A is replaced by A − ∇ϕ. We emphasize however that throughout the paper we do not use any particular gauge.
Formula (1.13) gives the singular part of the scattering amplitude off any neighborhood of the hyperplane Π ω 0 . Since ω 0 ∈ S d−1 is arbitrary, this determines the singular part of s(ω, ω ; λ) for all ω, ω ∈ S d−1 . We note that the leading diagonal singularity of s(ω, ω , λ) was found in [26] for ρ v ∈ (1/2, 1] and A = 0.
4.
Our approach to the proof of formula (1.13) relies (even in the short-range case, considered earlier in [29] ) on the expression of the SM via modified wave operators 15) where PDO J ± are constructed in terms of the functions u ± (x, ξ). Following [11] , we kill neighborhoods of "bad" directionsx = ∓ξ by appropriate cut-off functions ζ ± (x, ξ). Let
be the "effective" perturbation. The SM S(λ) corresponding to wave operators (1.15) admits (see [12, 26, 27, 22] ) the representation
where
Both these expressions are correctly defined which will be discussed in Sections 5 and 4, respectively.
With the help of the so called propagation estimates [19, 14, 13] we show in Section 4 that the operator S 2 (λ) has smooth kernel rapidly decaying as λ → ∞. Therefore we call S 2 (λ) the regular part of the SM. The singular part S 1 (λ) is given by explicit expression (1.18) not depending on the resolvent of the operator H. However it contains the cutoff functions ζ ± . In Section 5 we get rid of these auxiliary functions and, neglecting C ∞ -kernels decaying faster than any power of λ −1 , transform the kernel of S 1 (λ) to the invariant expression (1.13). Some consequences of (1.13) are discussed in Section 6.
THE EIKONAL AND TRANSPORT EQUATIONS
In this section we give a standard construction of approximate but explicit solutions of the Schrödinger equation. This construction relies on a solution of the corresponding eikonal and transport equations by iterations.
1. Let us plug expression (1.10) into the Schrödinger equation (1.9). Then
We require that the phase Θ(x, ξ) and the amplitude b(x, ξ) be approximate solutions of the eikonal and transport equations, that is
and
It follows from (2.1) that, for such functions Θ and b, equality (1.11) is satisfied with the same function r(x, ξ) as in (2.3). When considering (2.2), (2.3), we always remove either a conical neighborhood of the directionx = −ξ (for the sign " + ") orx =ξ (for the sign " − "). We choose Θ(x, ξ) = Θ ± (x, ξ) in such a way that q 0 (x, ξ) = q
0 (x, ξ) defined by (2.2) is a short-range function of x, and it tends to 0 as |ξ| → ∞. Then we construct b(x, ξ) = b ± (x, ξ) so that r(x, ξ) = r ± (x, ξ) decays as |x| → ∞ as an arbitrary given power of |x| −1 . It turns out that r(x, ξ) has a similar decay also in the variable |ξ| −1 .
If V is short-range and A = 0, then we can set Θ ± (x, ξ) = x, ξ and consider the transport equation (2.3) only. However, the eikonal equation (2.2) is necessary for any non-trivial magnetic potential or (and) long-range electric potential V . The transport equation is always unavoidable because, as we shall see below, the function ∆Θ ± decays at infinity as |x| −1−ρ only and hence, for example, the choice b ± = 1 in (1.10) is not sufficient.
We seek Θ ± (x, ξ) in the form
where (∇Φ ± )(x, ξ) tends to zero as |x| → ∞ off any conical neighborhood of the direction x = ∓ξ. We construct a solution of equation (2.2) by iterations. Actually, we set
n (x,ξ) (2.5) and plug expressions (2.4) and (2.5) into equation (2.2) . Comparing coefficients at the same powers of (2|ξ|) −n , n = −1, 0, . . . , N 0 − 1, we obtain the equations
so that the "error term" equals
Of course, if A is replaced byÃ = A − ∇ϕ for some function ϕ ∈ C ∞ (R d ), then the functionφ 0 = φ 0 − ϕ satisfies the first equation (2.6) with the magnetic potentialÃ.
All equations (2.6), (2.7) have the form
and can be explicitly solved. Let the domain
Of course, all constants below depend on and R. The following assertion is almost obvious (see [26] , for details).
Lemma 2.1 Suppose that
for x ∈ Γ ± ( , R) and some ρ > 1. Then the function
satisfies equation (2.8) and the estimates
If estimates (2.9) are fulfilled for some ρ ∈ (0, 1) only, then the function
satisfies both equation (2.8) and estimates (2.11).
Proceeding by induction, we can solve by formulas (2.10) or (2.12) all equations (2.6) and (2.7). The case where V and A are both short-range is discussed specially in subs. 3. Here we focus on the long-range case. Let us formulate the corresponding result. Proposition 2.2 Let assumption (1.7) hold for some ρ ∈ (0, 1) such that ρ −1 is not integer. Then estimates 13) and |∂
are fulfilled on the set Γ ± ( , R) for all multi-indices α and β. The function φ
0 (x,ξ) satisfies the same estimate as φ 
Below the number N 0 in (2.4) is subject to the only restriction N 0 ρ ≥ 2.
Of course, in particular cases the procedure above can be simplified. For example, if A = 0 and V is long-range but ρ v > 1/2, then
2. An approximate solution of the transport equation (2.3) can be constructed by a procedure similar to the one given above. Using (2.4), we rewrite this equation as
(2.15)
We look for the function b ± (x, ξ) in the form (1.4) with bounded in ξ coefficients b
n (x, ξ). Plugging this expression into (2.15), we obtain the following recurrent equations
All these equations have the form (cf.
where a short-range function f n depends on b 1 , . . . , b n (and is a polynomial of |ξ| −1 ). Therefore they can be solved by one of the formulas (2.10). Thus, using again Lemma 2.1, we obtain Proposition 2.4 Let assumption (1.7) hold, let ρ 1 = min{1, ρ} and let (x, ξ) ∈ Γ ± ( , R). Then functions b (±) n , n ≥ 1, satisfy the estimates
The right-hand side of equation (2.3) satisfies
Corollary 2.5 The function (1.4) satisfies the estimates
Combining Propositions 2.2 and 2.4, we get the final result. ± (x, ξ) constructed in Propositions 2.2 and 2.4, respectively, and for the functions u ± (x, ξ) = u ± (x, ξ) satisfying estimates (2.17) in the region Γ ± ( , R).
We emphasize that in contrast to the parameter N 0 which is fixed, we need N → ∞. Thus, we obtain the following assertion. Proposition 2.7 Let A = 0 and let V satisfy assumption (1.7) with ρ v > 1. Let u ± (x, ξ) = e i x,ξ b ± (x, ξ) where b ± is the sum (1.4) and the functions b 
and the remainder (1.11) satisfies the estimates
Let us write down explicit expressions for the first two functions b n :
If a magnetic potential is non-trivial, then
and q
Hence it follows from (2.16) that the coefficients b 
Let us formulate the result obtained. 
WAVE OPERATORS AND THE SCATTERING MATRIX
1. Let us recall briefly some basic facts about PDO (see, e.g., [8] or [23] ). Let (Af )(x) = (2π)
wheref = Ff is the Fourier transform of f from, say, the Schwartz space S(R d ) and the
Sometimes it is more convenient to consider more general PDO determined by their amplitudes. We define such operators in terms of the corresponding sesquilinear forms
where the amplitude a(x, ξ, ξ ) is also a C ∞ -function of all its variables.
It is standard to assume that a and a belong to Hörmander classes. Set
. By definition, the symbol a (or the corresponding operator A) belongs to the class S n,m (ρ, δ), ρ > 0, δ < 1, if for all multi-indices α and β
The operators A from these classes send the Schwartz space S(R d ) into itself. For the amplitudes a we do not have to keep track of the dependence on ξ and ξ . Thus, a ∈ S n (ρ, δ) if for all multi-indices α, β, β , any compact set
Under this assumption the form (3.1) is well-defined as an oscillating integral forf ,ĝ ∈ C ∞ 0 (R d ). We omit in notation ρ and δ if ρ = 1 and δ = 0. The definition (3.1) makes also sense if x belongs to some subset of R d .
Actually, we need a more special class of PDO with oscillating symbols
where Φ ∈ S 1−ρ,0 , ρ ∈ (0, 1), and α ∈ S n,m .
We denote by C n,m (Φ) the class of symbols or operators obeying the conditions above. The definition of the class C n (Φ) in the case of oscillating amplitudes is quite similar.
, the standard PDO calculus works in the classes C n,m (Φ) if ρ > 1/2. In the general case the oscillating factors exp(iΦ(x, ξ)) or exp(iΦ(x, ξ, ξ )) should be explicitly taken into account. We often use the notation x and ξ for the operators of multiplication by these functions in the coordinate and momentum representations, respectively.
We give only a hint of the proof since it is similar to that of [28] where a(x, ξ) was supposed to be compactly supported in ξ. First, commuting A and x −n , we reduce the problem to the case n = 0. Then, calculating A * A, we see that, up to some remainder, it belongs to the class S 0,0 and hence is bounded by a simple version of the CalderonVaillancourt theorem (see, e.g., [8] ). Finally, the remainder can be estimated as in [28] by a direct integration by parts. Note that a result similar to Proposition 3.1 can be found in [15] .
We need also a class Ξ ± of symbols such that a(x, ξ) = 0 if ∓ x,ξ ≤ ε for some ε > 0. Moreover, we assume that a(x, ξ) = 0 if |x| ≤ ε or |ξ| ≤ ε for symbols from this class. Then we set
2. Let H 0 = −∆ and the operator H defined by (
Denote by E 0 and E their spectral projections. Note that, as shown in [10, 25] where the proof of [21] was extended to magnetic potentials, the operator H does not have positive eigenvalues. In the long-range case the wave operators (1.15) exist only for a special choice of identifications J ± . We construct J ± as PDO.
be such that η(x) = 0 in a neighborhood of zero and η(x) = 1 for large |x|. We denote by ϑ a C ∞ (R + )-function which equals to zero in a neighborhood of 0 and ϑ(λ) = 1 for, say, λ ≥ λ 0 (for some
Let u ± (x, ξ) be the function (it depends on N 0 and N ) defined in the previous section (see Theorem 2.6). Following [11] , we construct J ± by the formula
Thus, J ± is a PDO with symbol (3.2) where Φ = Φ ± and
We emphasize however that in contrast to [11] the symbol a ± (x, ξ) of the operator J ± is quite an explicit function. This is essential for construction of the asymptotic expansion of the SM. Due to the cut-off functions ζ ± (x, ξ) and estimates (2.18) on b ± (x, ξ), we have that α ± ∈ S 0,0 . The function Φ ± (x, ξ) is of course singular on the setx = ∓ξ. However, Φ ±ζ± ∈ S 1−ρ,0 and e iΦ ±ζ± ζ ± = e iΦ ± ζ ± for a suitable cut-off functionζ ± (x, ξ) such thatζ ± (x, ξ) = 1 on the support of ζ ± . Abusing somewhat terminology, we write J ± ∈ C 0,0 (Φ ± ). By Proposition 3.1, the operator J ± is bounded.
It is shown in [11, 26, 22] that the wave operators (1.15) exist which implies the intertwining property
Moreover, they are isometric on the subspace E 0 (λ 0 , ∞)H and are complete, that is
In the short-range case
so that the wave operators W ± (H, H 0 ; J ± ) coincide with the usual wave operators W ± (H, H 0 ) (times ϑ(H 0 )). The scattering operator is defined by the standard relation
It commutes with the operator H 0 and is unitary on the space E 0 (λ 0 , ∞)H.
3. Let us calculate the perturbation (1.16). According to (1.11), we have that
Now it follows from (3.3) that
where t (r)
± and
Due to the cut-off functions ζ ± , ∇ζ ± and ∆ζ ± , the next result follows directly from Propositions 2.2 and 2.4. Proposition 3.2 Let assumption (1.7) hold and let ρ 1 = min{1, ρ}. Then
extends by continuity to a unitary operator and U H 0 U * acts in the spaceH as multiplication by the independent variable λ. Since SH 0 = H 0 S, the operator U SU * acts in the spaceH as multiplication by the operator-function S(λ) : N → N known as the SM.
We need a stationary formula (see [12, 26, 27, 22] ) for the SM S(λ) in the case where identifications J + and J − for t → +∞ and t → −∞ are different. Proposition 3.3 Let assumption (1.7) hold. Then the SM admits the representation (1.17) where S 1 (λ) and S 2 (λ) are given by formulas (1.18) and (1.19), respectively.
Let us discuss here the precise meaning of the expression
where A is an operator acting on functions on R d and Γ 0 (λ) is defined by (1.1). Put 6) and recall that
Therefore it is natural to define (see, e.g., [27] ) the sesquilinear form (A (λ)w 1 , w 2 ) for
where 8) and
. This is, of course, true if G = FAF * is an integral operator with kernel G(ξ, ξ ) which is continuous near the
Furthermore, by the Sobolev trace theorem, limit (3.7) exists and hence the operator A (λ) is well-defined (and is bounded in the space
for a bounded operator B in L 2 (R d ) and r > 1/2. This means that the operators A (λ) are also well-defined for PDO of order n < −1.
We note that the stationary representation of the SM is determined exactly by the limits as the one in the right-hand side of (3.7).
To estimate in the next section the regular part S 2 (λ) of the SM, we need the following obvious remark.
Lemma 3.4 Suppose that (3.10) is satisfied for r > d/2 and set u 0 (x, ω, λ) = exp(ik ω, x ). Then the operator A (λ) has continuous kernel
Moreover, this function belongs to the class
Proof -Representation (3.11) follows from (1.1), as well as from (3.7). The kernel g(ω, ω ; λ) is continuous because the function x −r u 0 (ω, λ) ∈ L 2 (R d ) depends continuously on ω for any r > d/2. Finally, it remains to notice that ∂u 0 /∂ω j = ikx j u 0 for any j. 2
To treat the singular part S 1 (λ), we apply definition (3.7) to the PDO A = J * + T − determined by its amplitude a(x, ξ, ξ ). In this case, by Proposition 3.2, a is of order −1 and hence the operators A (λ) are defined only under special assumptions on a. According to (3.4), (3.5), up to an integral operator with smooth kernel, A has the amplitude which, due to the functions ∇ζ − (x, ξ ) and ∆ζ − (x, ξ ), equals zero if x,ξ is close to 1 or −1 (in a neighborhood of the conormal bundle of each sphere |ξ | = k). In this case, as shown in [28] , the operators A (λ) are correctly defined by formula (3.7) in a space of functions on S d−1 (the case of PDO determined by their symbols was considered earlier in [17] ). Moreover, they are also PDO, and an explicit expression for their amplitudes was given in [28] . However, our construction of the singular part of the scattering matrix in Section 5 is, at least formally, independent of the results of [28] . It is important that this construction allows us to get rid of the cut-off functions ζ ± and to obtain an arbitrary close approximation to the SM.
THE REGULAR PART
In this section we show that the regular part (1.19) of the SM is negligible.
Recall that the functions
± were constructed in Theorem 2.6 and that the corresponding operators
were defined by equations (3.3) and (3.5), respectively. Our main analytical result here is the following Proposition 4.1 For any p and q there exists N such that for
This result will be checked in the following subsections. Let us first of all show that it implies regularity of the operator S 2 (λ). ± , the operator (1.19) has kernel s 2 (ω, ω ; λ) which belongs to the class
and hence
We suppose here that N = N (p 0 , q 0 ) is the same as in Proposition 4.1, so that the operators B p 0 ,q 0 ,N (λ) are bounded uniformly in λ ≥ λ 0 . Then, as shown in Lemma 3.4, the kernel of the operator S 2 (λ) belongs to the class
, and its C p -norm is bounded by Ck d−2+p−2q 0 which is estimated by Ck −2q . This concludes the proof of Theorem 4.2.
In the following subsections we shall prove Proposition 4.1.
2.
We need some results on the boundedness of combinations of PDO T with symbols t ∈ C n,m ± (Φ) (see subs. 1 of Section 3) where Φ ∈ S 1−ρ,0 with functions of the generator of dilations
We denote by P ± = E A (R ± ) the spectral projection of the operator A.
First we formulate a strengthening of a result of [13] .
Proposition 4.3 Let t ∈ C
n,m ± (Φ) for one of the signs and some n, m. Then there exists k such that the operator A −k T is bounded.
Of course, this result is of interest only if at least one of the indices n or m is positive.
We start the proof with the following simple
n,m ± (Φ) for one of the signs and some n, m. Then there exist PDO
on the support of t, we have that s 0 ∈ C n−1,m−1 − (Φ). An elementary calculation shows that the symbol of the operator AS 0 equals t − s 1 where
This function belongs to the class C n−ρ,m−1 −
(Φ). 2
Applying this lemma to both operators S 0 , S 1 and repeating this procedure several times, we obtain more general 
Let k be such that kρ ≥ n, k ≥ m. Then, by Proposition 3.1, all operators S 0 , S 1 , · · · , S k are bounded. Hence equation (4.1) implies that the operator A −k T is also bounded.
Proposition 4.3 can be formulated in a formally more general way.
Proposition 4.6 Let t ∈ C
n,m ± (Φ) for one of the signs and some n, m, and let p, q be arbitrary numbers. Then there exists k such that the operator
The proof reduces to obvious commutations of the operator x p with the operators ξ q and T .
The following assertion is also motivated by the results of [13] .
Proposition 4.7 Let t ∈ S
n,m ± (ρ, δ) for some n, m and ρ > 0, δ < 1. Then the operator
is bounded for arbitrary p, q and k.
Commutating the operator x p with the operators ξ q and T and using that n, m are arbitrary, we reduce the problem to the case p = q = 0.
Let us check Proposition 4.7, for example, for the upper sign. We standardly diagonalize the operator A by the Mellin transform. Let the operator
be defined by the equality
Then M is unitary and
where Σ is the operator of multiplication by independent variable s ∈ R in the space K.
It follows that
where g = M * f and ||g|| = ||f ||. Hence
where ϕ ∈ C ∞ 0 (R + ) and ϕ(0) = 1. Interchanging here the order of integrations, we find that
Now the proof of Proposition 4.7 reduces to a direct integration by parts. To that end, we formulate where t ∈ Ξ + uniformly in s ≥ 0 and for some n and γ
where t j ∈ Ξ + , j = 0, 1, and satisfy the estimate (4.5) with n 0 = n, γ 0 = γ and
Proof -Integrating by parts in (4.4), we find that (4.6) holds with
and t 1 (x, ξ, s) = (∂ r t 0 )(x, ξ, s). Since t ∈ Ξ + , we have that on the support of t
Taking into account (4.5), we obtain the necessary estimates on t 0 and t 1 . 2
Applying this lemma p times to the function (4.3), we find that
Using expression (4.7) for the kernel K (ξ, s, ω), we can now pass to the limit → 0 in (4.2). Due to the estimates (4.8), for sufficiently large p, all terms containing the derivatives of ϕ disappear in this limit, and we obtain
Since N is arbitrary large, it follows from (4.9) that
This concludes the proof of Proposition 4.7.
3. The following resolvent estimates were deduced in [19, 14, 13] from the famous Mourre estimate [18] . Proposition 4.9 Let assumption (1.7) hold. Then for Re z > 0, Im z ≥ 0 the operatorfunctions
for each p 1 > 1/2, p 2 < p 1 and
for arbitrary p are continuous in norm with respect to z.
The proof of Proposition 4.9 in [13] relies on the two following analytical facts. Since the operator H does not have positive eigenvalues, for any λ > 0, sufficiently small ε and Λ = (λ − ε, λ + ε), the Mourre estimate
holds. Let
Then all operators B n (H 0 + I) −1 , n = 1, 2, . . ., are bounded. As shown in [13] , these two results imply Proposition 4.9. To extend Proposition 4.9 to high energies, we make the dilation transformation
The operators A and P ± commute with G (κ) and 14) where H is given by (1.8),
Let us now apply Proposition 4.9 to the family of operators H (κ) for κ ≤ κ 0 and sufficiently small κ 0 . Clearly,
and hence under assumption (1.7)
Therefore estimate (4.13) for the operators H (κ) is satisfied in a neighborhood of, say, the point λ = 1 with a constant c which does not depend on κ. Quite similarly, it can be checked that all operators B (κ) n (H 0 + I) −1 are bounded by C n κ. Thus, it follows from Proposition 4.9 and Remark 4.10 that estimates (4.10) -(4.12) for the resolvents of the operators H (κ) are satisfied in a neighborhood of the point λ = 1 uniformly in κ ∈ (0, κ 0 ).
Let us now set κ = λ −1/2 . Then it follows from (4.14) that, for example,
and similarly for the operators (4.11), (4.12). Thus, we obtain Proposition 4.11 Let assumption (1.7) hold. Then the norms of the operators (4.10) − (4.12) at z = λ + i0 are bounded by Cλ −1 as λ → ∞.
4. Now we are able to check Proposition 4.1. Let us first show that the operators 
which follows, for example, from the result of Proposition 4.11 about operator (4.10).
Let us further consider the singular part T (s)
± of T ± . Recall that, according to Proposition 3.2, T (s) ± ∈ C −1,1 ± (Φ ± ). We need to prove the uniform boundedness of four operators
15)
The operator (4.15) can be factorized into a product of three operators
The first and the third factors are bounded for sufficiently large k by Proposition 4.6 while the second operator has the form (4.12), and hence it is bounded by Cλ −1 by Proposition 4.11.
The operator (4.16) can be factorized into a product of three operators
The first and the third factors are bounded for each σ by Proposition 4.7 while the second operator has the form (4.10), and hence it is bounded for any σ > 1/2 by Cλ −1 by Proposition 4.11.
Finally, we factorize the operator (4.17) (for the sign " + ", for example) into a product of three operators x p ξ q (T (s)
The first factor is bounded for any σ by Proposition 4.7. The second operator has the form (4.11), and hence it is bounded for any σ > 1/2 by Cλ −1 by Proposition 4.11. The last factor is bounded by Proposition 4.6 if σ is sufficiently large.
The cross-terms containing T (r) + and T
(s)
− can be considered quite similarly. We need to prove the uniform boundedness of two operators
where τ = " + " or τ = " − ". First, using Proposition 3.2, for any l we can choose N such that the operator
l is bounded and hence it suffices to consider the operators − ξ q x p is bounded for sufficiently large k. So it remains to use that the operator A −l R(λ + i0)P + A k has the form (4.11), and hence it is bounded by Cλ −1 for l > k + 1 by Proposition 4.11.
This concludes our proof of Proposition 4.1 and hence of Theorem 4.2.
THE SINGULAR PART
1. Let us discuss the precise meaning of the formula (1.13). Recall that ω 0 ∈ S d−1 is an arbitrary point, Π = Π ω 0 is the hyperplane orthogonal to ω 0 and Ω ± = Ω ± (ω 0 , δ)
is determined by the condition ± ω, ω 0 > δ > 0. The coordinates (z, y) in R d are defined by equation (1.12) . Set
so that u ± (x, ξ) = e i x,ξ h ± (x, ξ).
Then (1.13) can be rewritten as
where ω, ω ∈ Ω ± and
Formula (5.2) shows that S 0 (λ) is, actually, regarded as a PDO with amplitude a 0 (y, ω, ω ; λ). Of course, we can replace the amplitude a 0 (y, ω, ω ; λ) by the corresponding symbol a 0 (y, ω; λ) (as shown in [28] , this procedure is possible for any ρ > 0 due to the oscillating nature of a 0 ). However, the expression for a 0 (y, ω; λ) is much more complicated than (5.3), and the representation of s 0 (ω, ω ; λ) in terms of a 0 (y, ω; λ) is not symmetric.
It is convenient to define the operator S 0 (λ) via its sesquilinear form. Indeed, suppose, for example, that ω ∈ Ω = Ω + and denote by Σ and ζ the orthogonal projections of Ω and of a point ω ∈ Ω on the hyperplane Π which we identify with R d−1 . We also identify below points ω ∈ Ω and ζ ∈ Σ and functions w(ω) =w(ζ) (5.4)
on Ω and Σ. Setã
Then it follows from (5.2) that for arbitrary w j ∈ C ∞ 0 (Ω), j = 1, 2,
Sinceã 0 ∈ S 0 (ρ, 1 − ρ), the right-hand side of the last equation is well-defined as an oscillating integral which gives the precise sense to its left-hand side. Indeed, integrating by parts in the variable ζ (or ζ ), we see that
and for sufficiently large n this integral is absolutely convergent. Of course, we can make the change of variables y → k −1 y in (5.5) transforming PDO S 0 (λ) to the standard form, but this operation is not really necessary. It follows from (5.1) that amplitude (5.3) contains an oscillating factor exp(iΞ) where 6) and hence the operator S 0 (λ) is bounded according to Proposition 3.1.
2.
It follows from Theorem 4.2 that the operator (1.18) contains all power terms of the high-energy expansion of the SM as well as of its diagonal singularity. However, the obvious drawback of the expression (1.18) is that it depends on the cut-off functions ζ ± . Our final goal is to show that, up to negligible terms, it can be transformed to the invariant expression (1.13). We recall that according to (3.7) the singular part of the SM is determined by its sesquilinear form
where the functionsψ j and defined by (3.8) and (cf. (3.6))
Let us first consider the operator J * + T − . Recall that J + and T − are PDO defined by formulas (3.3) and (3.5), respectively. Therefore for all
and j + , t − are the symbols of the operators J + , T − , respectively. According to Propositions 2.2, 2.4 and 3.2, the amplitude a(x, ξ, ξ ) belongs to the Hörmander class S −1 (ρ, 1 − ρ). To obtain a convenient representation for (5.8), we have to change the order of integrations over x and ξ, ξ in (5.8) and then calculate the integral over x. To that end, let us introduce as usual a function ϕ( x) such that ϕ ∈ C ∞ 0 (R d ) and ϕ(0) = 1. Then
We set ζ = ζ − , then ζ + (x, ξ) = ζ(x, −ξ). It follows from (3.3), (3.5) and (5.9), (5.11) that
Note that, at least formally,
Let us first consider the function G ( ) (ξ, ξ ) for ξ = ξ . Choosing j such that d 1/2 |ξ j − ξ j | ≥ |ξ − ξ | and integrating by parts in (5.11) n times, we find that
If nρ > d − 1, then the limit as → 0 of this expression exists and equals
This integral is absolutely convergent. Moreover, function (5.13) can be differentiated p times in ξ or ξ for p < nρ − d + 1. Since n is arbitrary, it also follows from (5.9) and (5.13) that
for ω = ω and any q.
Applying (5.7) to functions w 1 and w 2 with disjoint supports, we now see that off the diagonal ω = ω the kernel s 1 (ω, ω , λ) of the operator S 1 (λ) satisfies the relation (cf. (3.9) )
Combining these results with Theorem 4.2, we obtain Theorem 5.1 Let assumption (1.7) hold, and let ω ∈ Ω, ω ∈ Ω for some open sets Ω, Ω ⊂ S d−1 such that dist (Ω, Ω ) > 0. Then for any p and q the kernel s(ω, ω , λ) of the SM belongs to the space C p (Ω × Ω ) and its C p -norm is bounded by Cλ −q as λ → ∞.
3.
Our study of the function (5.12) in a neighborhood of the diagonal ξ = ξ relies on integration by parts. To that end, we need the following simple
where a ∈ S p (ρ, δ) for some p and ρ > 0, δ < 1. Then
and for
Proof -Integrating by parts in (5.15), we see that
Let us insert this expression into (5.16) and use the formula
Integrating in (5.16) by parts in ξ sufficiently large number of times, we see that its lefthand side is a product of and of an absolutely convergent integral which is uniformly bounded in . 2
Let us plug (3.4) into (5.12) and denote by G ( ) j (ξ, ξ ), j = 1, 2, 3, 4, the integrals corresponding to the four functions in the right-hand side of (3.4):
Let us consider first the function G 
where N can be chosen arbitrary large. Using also the estimates on derivatives of these functions and estimates (2.14) on the phase functions Φ ± , we see that G
1 (ξ, ξ ) is a smooth function of ξ, ξ rapidly decreasing as |ξ| = |ξ | → ∞.
Let ω and ω belong to some conical neighborhood of a point ω 1 ∈ S d−1 where, for example, ω 1 , ω 0 > 0. Then
so that the function ζ(x, −ξ) in the integrals G ( ) j (ξ, ξ ), j = 2, 3, 4, can be omitted. All these integrals will be transformed by integration by parts. Here we use Lemma 5.2 which shows that the terms containing derivatives of ϕ disappear in the limit → 0. Such terms will be denoted by R ( ) (ξ, ξ ).
Integrating in the integral G ( ) 3 (ξ, ξ ) by parts, we find that
Due to the function ∇ζ(x, ξ ), the integrals (5.18) as well as G ( ) 4 (ξ, ξ ) are actually taken over the half-space z ≥ 0 only. Therefore integrating once more by parts and taking into account the equality ζ(y, ξ ) = 1, we obtain that
It is now convenient to formulate an intermediary result.
Proposition 5.3
The function (5.12) is the sum
Here G ( ) 1 (ξ, ξ ) has (for any fixed ξ, ξ ) the limit G
1 (ξ, ξ ) which, for arbitrary p, q and sufficiently large N = N (p, q), belongs to the class
1 (ξ, ξ ), together with its derivatives up to order p, is bounded by |ξ| −q as |ξ| = |ξ | → ∞. The functions G 
4.
In the following we need to calculate the limits
for two classes of operators G defined by their kernels (5.11) where however the integral is taken either over the hyperplane z = 0 or over the half-space z ≥ 0. We always suppose that a(x, ξ, ξ ) is supported as a function of ξ and ξ in a small neighborhood of some
In this neighborhood we choose coordinates |ξ| and the orthogonal projection ζ of the pointξ on the hyperplane Π.
The operators from the first class are formally defined by their kernels
where a ∈ S p (ρ, δ) for some p and ρ > 0, δ < 1. As always, the precise definition of the operator G is given in terms of its sesquilinear form
and integrate by parts n times in the variable ζ (or ζ ). If n is sufficiently large, after that we can pass to the limit → 0 in (5.22), which yields
Representation (5.23) allows us to pass directly to the limit ε → 0 in the expression (5.21) where according to (3.8), (5.4) 24) and γ j ∈ C ∞ 0 (R + ), γ j (k) = 1. Making the change of variables |ξ| 2 = s and |ξ | 2 = s , we get
We emphasize that the crucial point in the proof above was that, for regularization of integrals, we integrated by parts in the variable ζ only. If we integrated by parts in |ξ|, then a derivative would have fallen on δ ε (|ξ| 2 − λ) and hence destroyed the limit (5.25). Thus, we have proven the following result.
Proposition 5.4
Let an operator G be defined by its form (5.22) where a ∈ S p (ρ, δ) for some p and ρ > 0, δ < 1. Then the relation (5.25) holds for all λ > 0.
Of course, we can integrate in (5.25) back by parts, understanding the expression obtained as an oscillating integral. Proposition 5.4 means that the operator (F * GF) (λ) exists for all λ > 0 and is the integral operator on the unit sphere with kernel (cf. (3.9))
The operators from the second class are formally defined by their kernels
where again a ∈ S p (ρ, δ) for some p and ρ > 0, δ < 1. Our main assumption is that a(x, ξ, ξ ) = 0 if η, x ≥ c 0 |η| |x| (5.27) for η = ξ + ξ and some c 0 ∈ (0, 1). As before, the precise definition of the operator G is given in terms of the corresponding sesquilinear form and is quite similar to (5.22). We write it choosing in the half-space z ≥ 0 the coordinates (y, t), y ∈ Π, t ≥ 0, such that
Note that, by (5.27), a(ηt + y, ξ, ξ ) = 0 if t ≥ c 1 |y| for a suitable c 1 > 0, so that the last integral (5.29) is actually taken over a finite interval t ∈ (0, c 1 |y|).
Let us integrate by parts in the variable ζ (or ζ ) n times and then pass to the limit → 0 in (5.29). We must show that if the function ϕ( (ηt + y)) is differentiated m times, 1 ≤ m ≤ n, then the limit of the corresponding expression is zero. Using the condition a ∈ S p (ρ, δ), we see that the integral (5.29) over y and t is estimated by
we have that ϕ (m) ( (ηt + y)) = 0 for sufficiently large |y|. Hence this expression is estimated by
It suffices to consider the case (1 − δ)(n − m) ≤ p + d, when the integral over y is not bounded as → 0. In this case the last expression is estimated by s where
if n is sufficiently large. Thus, the function ϕ disappears in the limit → 0 in (5.29), which yields p (ρ, δ) for some p and ρ > 0, δ < 1, and let a satisfy assumption (5.27). Then the limit exists
where the integral
is taken over a finite interval and a ∈ S p+1 (ρ, δ). The right-hand side of (5.32) is understood as an oscillating integral.
Actually, we need only Corollary 5.6 Let G satisfy the assumptions of Proposition 5.5 and let
Then the limit (5.21) for the operatorG with this kernel equals zero.
5. Now we are in a position to derive formula (1.13) for the singular part of the SM. To that end, we have to calculate the limit in the right-hand side of (5.7) and show that the expression obtained coincides, up to negligible terms, with the form (S 0 (λ)w 1 , w 2 ). Let us proceed from representation (5.10) where the function G ( ) (ξ, ξ ) satisfies Proposition 5.3.
According to (3.9) the contribution of G 
To consider the integral
we use again that, by Proposition 2.4 and Corollary 2.5, the functions
satisfy estimates (2.17) and (2.18), respectively, for all x, ξ ∈ R d . The same result for the functions b + (x, ξ) and r + (x, ξ) holds true in the half-space z ≥ 0 which does not contain the "bad" directionx = −ξ. By Corollary 2.3, the function
satisfies estimates (2.14) for all z ≥ 0 off a conical neighborhood of the directionx =ξ where ζ(x, ξ ) = 0. Therefore the integral (5.33) is a smooth function of ξ, ξ rapidly decreasing as |ξ| = |ξ | → ∞. Hence, similarly to the function G ( ) 1 (ξ, ξ ), this integral does not contribute to S 0 (λ).
Let us, further, consider the function
and the functions h ± (x, ξ) are defined by formula (5.1). The amplitude here belongs to the class S 0 (ρ, 1−ρ) and, due to the factor ζ(x, ξ ), it satisfies condition (5.27). Therefore, by Corollary 5.6, the limit (5.21) for the operator G 0 equals zero. Finally, we note that the functionsR ± (x, ξ) be defined by formula (1.10). Define, for ω, ω ∈ Ω ± , the kernel s This result gives simultaneously the high-energy and smoothness expansion of the kernel of the SM. As was already mentioned, we actually formulate the result in terms of the corresponding amplitude a 0 (y, ω, ω ; λ) related to the kernel of the SM by formula (5.2). Indeed, it follows from (5.1), (5.3) and (5.6) that
n (y, ω) and the functions φ (±) n are constructed in Proposition 2.2. Note that θ 0 ∈ S 1−ρa and θ n ∈ S 1−nρ for n ≥ 1. The coefficients σ n (y, ω, ω ) are expressed in terms of functions φ (±) n and b
(±) n constructed in Proposition 2.4. It is easy to see that σ n ∈ S −nρ 1 for n ≥ 0. In particular, S 0 (λ) ∈ C 0 (Ξ).
APPLICATIONS
Theorem 5.7 allows us to replace the kernel s(ω, ω ; λ) of SM by the explicit function s 0 (ω, ω ; λ) and thus find different limits of s(ω, ω ; λ) as λ → ∞ or (and) ω − ω → 0. We emphasize that although approximation (1.13) is valid in all cases, these limits are very sensitive to the behavior of potentials at infinity.
1.
Let us first distinguish the leading term S 00 (λ) of the operator S 0 (λ). Recall that b for any V and A. Therefore keeping only the term corresponding to n = 0 in (5.34), we obtain
Now we define S 00 (λ) as the PDO on S d−1 with this amplitude or, to put it differently, S 00 (λ) is the integral operator with kernel
To be quite precise, the operator S 00 (λ) is defined by (6.3) on Ω + and Ω − . However taking into account Theorem 5.1 and that the point ω 0 ∈ S d−1 is arbitrary, we can naturally extend definition of S 00 (λ) to the whole sphere. As always, the operators with arbitrary smooth kernels which decay faster than any power of λ −1 as λ → ∞ are neglected.
It follows from Proposition 3.1 that the operators S 00 (λ) are uniformly bounded in L 2 (S d−1 ). The operators S 00 (λ) approximate S(λ) both for high energies λ → ∞ and in terms of smoothness of their kernels. Comparing representations (5.34) and (6.2), we obtain Proposition 6.1 Let assumption (1.7) be fulfilled and let ρ 1 = min{1, ρ}. Then the operator S(λ) − S 00 (λ) belongs to the class C −ρ 1 (Ξ), and hence it is compact. Moreover,
This assertion can be made more precise if both A and V are short-range. If moreover A = 0, then Ξ(y, ω, ω ; k) = 0 and hence S 00 (λ) = I. In the general case, it follows from (2.23) and (5.6) that
as |y| → ∞. Therefore we can expand exp(iΞ) in the Taylor series which gives the representation
. Of course,σ n = σ n if A = 0. Note that, by virtue of (6.3), the first term in the expansion of s(ω, ω ; λ) is always the Dirac-function. Thus, we arrive at Proposition 6.2 Let assumption (1.7) be fulfilled with ρ > 1, and let ρ 2 = min{2, ρ}. Then the operator S(λ) − I belongs to the class S −ρ 2 +1 , and hence it is compact.
In the short-range case the coefficients σ n (y, ω, ω ), n ≥ 1, in (5.34) are determined by the coefficients b
n (x,ξ) (see Proposition 2.8). Let us write down the first two coefficients supposing for simplicity that A = 0. According to (2.21)
We shall write down the expression for the next coefficient keeping in mind that the functions b 1 and b 2 are given by formulas (2.21) and (2.22), respectively:
The expressions for other coefficients σ n can be obtained in a similar way.
Finally, we note that the leading contribution to the singularity of the SM of the term in (5.34) containing σ n (y, ω, ω ) is determined by σ n (y, ω, ω). However this replacement leads to an error which depends on n. For example, it follows from (6.5) that
which differs from (6.5) by a term of order |ω − ω | y −ρv+1 .
2. Let us further consider the limit λ → ∞. The assertion below follows from Proposition 2.2 and representations (5.35) and (6.3).
Lemma 6.3 Under assumption (1.7), for any smooth functions w 1 , w 2 , the form (S 00 (λ)w 1 , w 2 ) converges as λ → ∞ to the form of the operator of multiplication by e iθ 0 (0,ω,ω) .
In the short-range case the expression for θ 0 is given by the formula (6.4). In the long-range case
and, in particular, θ 0 (0, ω, ω ) = 0.
Let us now combine Proposition 6.1 and Lemma 6.3. Furthermore, using the unitarity of S(λ), we can replace the weak convergence by the strong one.
Proposition 6.4 Let assumption (1.7) be fulfilled. Then the SM S(λ) has the strong limit as λ → ∞ which is the identity, except the case when a short-range magnetic potential is present. In this case the strong limit of S(λ) is the operator of multiplication by the function
According to Proposition 6.4, in the long-range case the behavior of S(λ) as λ → ∞ is simpler than in the short-range magnetic case. This is not surprising since the effect of a long-range interaction is to a large extent included via the operators J ± in the definition of the SM.
We emphasize that, except in the case of a short-range V and A = 0, the SM does not converge as λ → ∞ in the sense of the norm. 
and the partθ 1 depends on the magnetic potential only. Clearly, for long-range V , the function θ
1 also tends to infinity as |y| → ∞. We shall find the leading term of the diagonal asymptotics of s(ω, ω ; λ). Therefore we keep only the term corresponding to n = 0 in (5.34) which yields again expression (6.3). The asymptotics of s(ω, ω ; λ) as ω−ω → 0 is determined by the fall-off of potentials V (x) and A(x) at infinity and can be found by the stationary phase method (see, e.g., [7] ). Let us formulate the result supposing first that V (x) decays slower than A(x), that is ρ v < ρ a . We assume that ρ v < 1, but ρ a can be both smaller or larger than 1. We omit details of calculation since they are practically the same as in [26] for the case ρ v ∈ (1/2, 1).
We assume for simplicity that V (x) is a homogeneous function for sufficiently large |x|:
It follows from (6.7) and (6.8) that for sufficiently large |y| Remark It is possible, of course, that for someη there are no points u satisfying (6.18) . In this case s 00 (ω, ω ; λ) → 0 as η → 0 faster than any power of |η| so that the kernel s(ω, ω ; λ) of the SM remains bounded. However, typically (see [26] , for concrete examples) equation (6.18) has one or several solutions.
Remark In the case ρ v ∈ (1/2, 1), A = 0 formula (6.19) reduces of course to the corresponding formula from the paper [26] . In this case the points y j (η) = y Suppose now that ρ a < 1 and ρ a < ρ v , that is the magnetic potential is dominating. We assume that, for some ω ∈ S d−1 , the magnetic potential A(x) satisfies the condition A(x), ω = A ∞ (x, ω) := a(x, ω)|x| −ρ , ρ = ρ a , a(·, ω) ∈ C ∞ (S d−1 ), (6.20) for |x| ≥ r 0 . By virtue of (6.6), the role of (6. The functions ν(ω), H(y, ω) and h(y, ω) are defined quite similarly to the electric case if V , V ∞ are replaced by A, A ∞ , respectively. Instead of (6.12), (6.13), we have now that (2k) −n θ n (y, ω, ω ).
Choose any ω 0 such that ω ∈ Π ω 0 =: Π. Now we make in (6.14) the change of variables y = k −γ |η| −γ u with γ = ρ −1 . Then the role of (6.15), (6.16 Thus, compared to Theorem 6.5, in the magnetic case only the dependence on the spectral parameter k is different.
Remark Formula (6.19) does not exclude that λ → ∞ as long as k −σ |η| 1−γ → ∞.
We emphasize that the diagonal singularity |η| −(d−1)(1+γ)/2 in (6.19) is stronger than that of the singular integral operator. Nevertheless the SM is a bounded operator in the space L 2 (S d−1 ) due to oscillations of the factors exp ik −σ |η| 1−γ G(y j (η), ω, ω , λ) .
4.
Let us now consider a more special limit as ω → ω, k → ∞ but k(ω − ω ) = ξ = 0 remains fixed. This method allows us to reconstruct potentials V and A.
Let us first reconstruct the electric potential. By the proof, we suppose for definiteness that V is long-range although our construction remains of course true in the short-range case. Finally, we note that there are other ways of understanding the high-energy limit discussed in the papers [5, 2, 20] .
