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Abstract
While much attention has been directed to the maximum modulus and maximum real
part of chromatic roots of graphs of order n (that is, with n vertices), relatively little is
known about the maximum imaginary part of such graphs. We prove that the maximum
imaginary part can grow linearly in the order of the graph. We also show that for any
fixed p ∈ (0, 1), almost every random graph G in the Erdo¨s-Re´nyi model has a non-real
root.
1 Introduction
A (vertex) k-colouring of a (finite, undirected, simple) graph G is a function f : V (G) →
{1, . . . , k} such that no two adjacent vertices receive the same colour, that is, if uv is an
edge of G, then f(u) 6= f(v). The function pi(G, k) that for all nonnegative integers k counts
the number of k-colourings of G, is well known to be a polynomial function of k, and its
extension to all complex numbers x is called the chromatic polynomial of G. There is likely
no better studied graph polynomial than the chromatic polynomial, with interest initiated by
Birkhoff in his work on the famous Four Colour Conjecture – whether every planar graph can
be coloured with four colours. The research literature on the topic is vast – see [11], [12] and
[7] for a recent survey.
The Four Colour Theorem [1, 2] is equivalent to stating that 4 is never a root of the
chromatic polynomial of a planar graph, and the nature and location of roots of chromatic
polynomials (chromatic roots) has been of great interest. There are no negative real roots (as
the coefficients of a chromatic polynomial alternate in sign). While it is known [9, 16] that
the closure of the set of real chromatic roots is the set {0, 1} ∪ [32/27,∞), the closure of the
set of complex chromatic roots is in fact the whole complex plane [15].
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Various results are known about the maximum modulus of chromatic roots of a graph,
with regard to the order and size (that is, the number of edges). For example, the chromatic
roots of graphs of order n and size m are known to be in the disks |z| < 8∆ < 8n [14] and
|z− 1| ≤ m−n+ 1 [5], where ∆ is the maximum degree of a vertex of G. On the other hand,
there are chromatic roots of modulus at least
m− 1
n− 2 [4]. As every complete graph of order n
has a chromatic root at n− 1, the rate of growth of
maxmod(n) = max{|z| : z is a chromatic root of a graph of order n}
is linear, that is, there are positive constants C1 and C2 such that C1n ≤ maxmod(n) ≤ C2n.
The same result holds for the maximum real part of a chromatic root of a graph of order n,
maxreal(n) = max{<(z) : z is a chromatic root of a graph of order n}
– the function also grows linearly, for the same reasons.
However, what can be said about the growth rate of
maximaginary(n) = max{=(z) : z is a chromatic root of a graph of order n},
the maximum imaginary part of a chromatic root of order n? Very little is known. In [4] it was
shown that the maximum imaginary part of a chromatic root of the complete bipartite graph
Kbn/2c,dn/2e of order n has a chromatic root with imaginary part Ω(
√
n). Of course, from the
maximum modulus of a chromatic root of a graph of order n being at most 8∆, the growth
rate of the maximum imaginary part of a chromatic root is no more than linear. Alan Sokal
(private communication) has suggested that, via computations, the maximum imaginary part
of the complete bipartite graph Kn,n seems to be about .7239685 times the order of the graph.
However, a rigorous argument is elusive. What is the true rate of growth of the maximum
imaginary part of a chromatic root of a graph of order n?
Another question concerns chromatic roots for random graphs. Only some computational
results are to be found [6]. Many graphs, including forests and chordal graphs (including
complete graphs) have only real chromatic roots, while others (such as complete bipartite
graphs) do not. We ask: do almost all graphs (in the Erdo¨s-Re´nyi model, for fixed edge
probability p ∈ (0, 1)) have all real roots? We show that for any fixed p ∈ (0, 1), almost all
graphs, in fact, have a non-real chromatic root.
Our approach to both problems involves the well known Gauss-Lucas Theorem:
Theorem 1.1 (Gauss-Lucas). Let f(z) ∈ C[z] be a nonconstant polynomial with complex
coefficients, and let f ′(z) = df(z)/dz be the derivative of f(z). Then all the roots of f ′(z) lie
in the convex hull of the set of roots of f(z) in C.
A simple but important consequence is the following:
Corollary 1.2. If some nonzero iterated derivative of a polynomial f(x) with complex co-
efficients has a root with imaginary part b > 0, then f(x) has a non-real root as well, with
imaginary part at least b.
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A proof of Theorem 1.1 can be found in [10]. Informally, the proof is very simple. Let
f(z) ∈ C[z] be a polynomial of degree d ≥ 1, and let ξ1, ..., ξd be the roots of f(z) (which are
not necessarily distinct). Then f ′(z)/f(z) =
∑d
j=1(z − ξj)−1 as rational functions in C(z).
Let K be the convex hull of {ξ1, ..., ξd}, and consider any w ∈ C rK. Note that f(w) 6= 0.
There is a line L in the complex plane with w on one side of L and K on the other side of
L. Let θ ∈ (−pi, pi] be either of the angles such that the line eiθR is perpendicular to L. Then
all of the real numbers <(e−iθ(w − ξj)) for 1 ≤ j ≤ d are nonzero and have the same sign. It
follows that f ′(w)/f(w) 6= 0, so that f ′(w) 6= 0.
We use the Gauss-Lucas Theorem 1.1 to investigate non-real roots of chromatic polyno-
mials of graphs. The idea is to differentiate a polynomial f(z) ∈ C[z] repeatedly until only
a polynomial g(z) of degree at most four remains. Then discriminant conditions determine
whether g(z) has a non-real root. By the Gauss-Lucas Theorem 1.1, if g(z) has a non-real
root then so does f(z).
When g(z) is quadratic we can solve for its roots easily, and obtain a lower bound for the
largest imaginary part of a root of f(z). For quartic polynomials g(z) we use the following
criterion.
Proposition 1.3. [13] Let g(z) = az4 + bz3 + cz2 + dz + f be a quartic polynomial in C[z].
Then g(z) has a non-real root if
Disc(g(z)) = 256a3f3 − 192a2bdf2 − 128a2c2f2 + 144a2cd2f − 27a2d4 + 144ab2cf2 − 6ab2d2f
−80abc2df + 18abcd3 + 16ac4f − 4ac3d2 − 27b4f2 + 18b3cdf − 4b3d3 − 4b2c3f + b2c2d2
< 0.
The applicability of this strategy depends on the fact that the first few coefficients (of
highest degree) of chromatic polynomials have relatively straightforward combinatorial mean-
ing. Similarly, this reasoning can be applied to any class of polynomials for which some of
the highest order terms can be determined. The somewhat surprising fact is that, at least in
the case of chromatic polynomials, this rather weak information seems to work quite well.
2 Linear growth of the maximum imaginary part of a chro-
matic root
While the moduli and real parts of chromatic roots grow linearly in the order of a graph, the
same was not known for imaginary parts. In this section we shall prove that indeed this is
the case.
Given positive integers a, b, c, d, let C4(a, b, c, d) be the graph formed from a cycle of
length 4 by replacing the vertices in cyclic order by cliques of order a, b, c and d respectively
(all edges are present between vertices of a clique and the two ‘adjacent’ cliques in cyclic
order). Figure 2.1 shows one such graph.
The chromatic polynomials and roots of such graphs were investigated in [8], where it was
shown that, surprisingly, the non-real roots all have real part equal to (a + b + c + d − 1)/2
(so that these roots line up vertically in the complex plane when the order n = a+ b+ c+ d
is fixed – see Figure 2.2).
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Figure 2.1: The graph C4(3, 2, 4, 3).
Figure 2.2: The chromatic roots of C4(a, b, c, d) for 1 ≤ a, b, c, d ≤ 6. Note how the roots line
up in vertical stacks.
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The sharing of the same real part for the nonreal chromatic roots is interesting enough, but
we are interested in the imaginary parts. To do so, we first need to travel through a sequence
of polynomials related to the chromatic polynomial of C4(a, b, c, d) in order to discuss its
chromatic roots. As in [8], it was observed that one could write
pi(C4(a, b, c, d), x) =
(x)b+c(x)c+d
(x)a+c
Qa,b,c,d(x),
where (x)k = x(x − 1) · · · (x − k + 1) is the kth falling factorial of x, and Qa,b,c,d(x) is a
polynomial in x. Moreover, if we set
p = (b+ c− a− d+ 1)/2, q = (c+ d− a− b+ 1)/2, and k = (b+ d− a− c+ 1)/2,
then we can express
Qa,b,c,d(z + (n− 1)/2) = Fa,p,q,k(z)
for another polynomial F = Fa,p,q,k. Moreover, it turns out that F is an even polynomial,
that can be expressed as
Fa,p,q,k(z) = Wa,p,q,k(z
2)
for a polynomial Wa,p,q,k(z); in fact, Wa,p,q,k(z) satisfies
W0,p,q,k(z) = 1, (1)
W1,p,q,k(z) = z + pq + pk + qk (2)
and for a ≥ 2,
Wa,p,q,k(z) = (z + (a− 1)(2p+ 2q + 2k + 2a− 3) + pq + pk + qk)Wa−1,p,q,k(z)
−(a− 1)(p+ q + a− 2)(q + k + a− 2)(p+ k + a− 2)Wa−2,p,q,k(z). (3)
The roots of W were then shown to be real and nonpositive, so that for every negative root
r of W , both −√−ri and √−ri are roots of F , and hence Q, and thus pi(C4(a, b, c, d), has
roots at (n− 1)/2±√−ri.
With all of this out of the way, our plan is to show that when a = b = c = d, we can
find a root r of W so that −r = Ω(n2); this will imply that the graphs C4(a, a, a, a) have a
chromatic root with imaginary part at least Cn for some positive constant C. We can then
extend the result to all n by noting that if n = 4a + l, for some 1 ≤ l ≤ 3, then by noting
that that disjoint union of a graph with isolated vertices does not change the set of chromatic
roots , we find that some graph of order n has imaginary part at least C(n − 3), and hence
imaginary part at least C ′n for a slightly smaller constant C ′ (and sufficiently large n).
So the question is, how large in absolute value are the roots of W guaranteed to be? When
a = b = c = d, we find from the formulas that p = q = k = 1/2, and that
W0 = W0,1/2,1/2,1/2(z) = 1, (4)
W1 = W1,1/2,1/2,1/2(z) = z + 3/4 (5)
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and for a ≥ 2,
Wa = Wa,1/2,1/2,1/2(z) = (z + 2(a− 1)a+ 3/4)Wa−1(z)− (a− 1)4Wa−2(z). (6)
Moreover, from this recursion, we can calculate that
Wa = z
a +
(
2
3
a3 +
1
12
a
)
za−1 +(
2
9
a6 − 3
5
a5 +
5
9
a4 − 1
6
a3 +
1
288
a2 − 7
480
a
)
za−2 + · · · . (7)
We are interested in the leftmost (that is, the ‘most negative‘) root of Wa. Figure 2.3
plots the leftmost root, divided by n2, and here we see what suggests limiting behaviour.
Figure 2.3: The leftmost roots of Wa for a ≤ 40, divided by n2 = 16a2.
To get a bound on the roots of Wa, we differentiate it down a− 2 times, until we reach a
quadratic:
W (a−2)a =
a!
2
z2+(a−1)!
(
2
3
a3 +
1
12
a
)
z+(a−2)!
(
2
9
a6 − 3
5
a5 +
5
9
a4 − 1
6
a3 +
1
288
a2 − 7
480
a
)
.
We factor out (a− 2)!, and consider the quadratic
fa(z) =
a(a− 1)
2
z2 + (a− 1)
(
2
3
a3 +
1
12
a
)
z +
(
2
9
a6 − 3
5
a5 +
5
9
a4 − 1
6
a3 +
1
288
a2 − 7
480
a
)
.
By the quadratic formula (and Maple) we find that the roots of fa are
−2
3
a2 − 1
12
± 1
15
√
170a3 − 55a2 − 5a− 5.
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If r is either of these roots (as we are interested in the limiting behaviour of the roots, either
root will do), we find by the Gauss-Lucas theorem that Wa’s leftmost root Ra is to the left
of r. A straightforward calculation shows that
lim
n−>∞
r
n2
= − 1
24
,
Thus for any fixed ε > 0, and sufficiently large n,
Ra ≤
(
− 1
24
+ ε
)
n2.
Finally, as the imaginary parts of chromatic roots of C4(a, a, a, a) are the square roots of the
roots of Wa, we find that C4(a, a, a, a), for sufficiently large enough a, has a chromatic root
with imaginary part at least √
1
24
− ε.
Putting all the pieces together, we have shown:
Theorem 2.1. The growth rate of the maximum imginary part of a chromatic root is linear,
that is, there are positive constants C1 and C2 such that for all sufficiently large n,
C1n ≤ maximaginary(n) ≤ C2n.
In fact the proof shows that any positive constant slightly less than 1/
√
24 ≈ 0.2041 will
do for C1.
3 Non-real chromatic roots of almost all graphs
We now turn to random graphs, and ask, is it more likely that all the chromatic roots are
real or not? Our model is the usual Erdo¨s-Re´nyi model G ∈ Gn,p, where each edge appears
independently with fixed probability p. Of the 833 (isomorphism classes of) connected graphs
with seven vertices, 273 of them have chromatic polynomials with only real roots. (For eight
vertices the proportion is 1627/11117.) In this section we prove that for any fixed p ∈ (0, 1),
as n→∞ almost all random graphs G ∈ Gn,p have a non-real root.
It is well known that the chromatic polynomial of a graph G of order n and size m is monic,
of degree n, with integer coefficients of alternating sign. The top coefficients are known (see,
for example [7, p. 31]:
pi(G, x) = xn −mxn−1 +
((
m
2
)
− t
)
xn−2 − · · · ,
where t is the number of triangles (i.e. K3’s) in G. The expected number of edges and
triangles in a random graph G ∈ Gn,p are, respectively,
E(K2) = p
(
n
2
)
and E(K3) = p
3
(
n
3
)
.
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Chebyshev’s inequality for a discrete random variable X states that for any λ > 0,
Prob(|X − E(X)| ≥ λ) ≤ Var(X)
λ2
,
and it follows that for any ε > 0, that
Prob(|X − E(X)| ≤ ε|E(X)|) ≥ Var(X)
ε2(E(X))2
.
Standard techniques can show that for both of of the random variables X = M , the number
of edges, and T , the number of triangles, for any graph in Gn,p,
Var(X) = o((E(X))2).
(For example, writing T =
∑
TS , where the sum is taken over all subsets of cardinality 3
of the vertex set {1, . . . , n} and TS is an indicator random variable for whether S induces a
triangle, then
Var(T ) =
∑
S
Var(TS) +
∑
S′ 6=S
Cov(TS , TS′)
≤ E(T ) +
∑
S′ 6=S
Cov(TS , TS′)
≤ E(T ) +
∑
S′ 6=S,|S|≥2,|S′|≥2
E(TSTS′)
= E(T ) + 6
(
n
4
)
p6
= o((E(T ))2),
where we have partitioned the pairs of subsets (S, S′) according to the cardinality of their
intersection – the covariance is 0 is their intersection is of size 0 or 1 and used the fact that
Cov(X,Y ) ≤ E(XY ).) It follows from Chebyshev’s inequality that for any fixed ε > 0, and
for almost all graphs G ∈ Gn,p,
(1− ε)p
(
n
2
)
≤M ≤ (1 + ε)p
(
n
2
)
,
and
(1− ε)p3
(
n
3
)
≤ T ≤ (1 + ε)p3
(
n
3
)
.
Let G ∈ Gn,p. With probability tending to 1, the values of M and T are
M = (1 + εM )p
(
n
2
)
, and (8)
T = (1 + εT )p
3
(
n
3
)
, (9)
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where εM and εT , are all bounded in absolute value by some fixed but very small ε > 0,
dependent on p, that we shall choose shortly.
We again apply the Gauss-Lucas Theorem applied to the (n− 2)-th derivative of pi(G, x):
fn−2 = (pi(G, x))(n−2) = (n− 2)!
(
n(n− 1)
2
x2 − (n− 1)mx+
(
m
2
)
− t
)
.
By the quadratic formula, fn−2 has a non-real root if and only if its discriminant is negative.
Substituting in (8) and (9), we find that the discriminant of fn−2/(n− 2)! is
p2
(
1
3
(εT + 1)p− 1
4
(εM + 1)
2
)
.
For any p < 3/4 we can choose ε positive but sufficiently close to 0 to force this discriminant
to be negative, and hence for all p ∈ (0, 3/4), fn−2 = (pi(G, x))(n−2) has a nonreal root. The
Gauss-Lucas theorem implies the same is true for pi(G, x).
Now what about p ≥ 3/4? The argument provided fails, as then in general fn−2 has two
real roots. We shall need to be more subtle in our argument, and jump from using a quadratic
to using a quartic (the use of a cubic provides no assistance here). To do so, we consider the
expansion of the chromatic polynomial for the first five terms from the top (again, see [7, p.
31-32]):
xn −Mxn−1 +
((
M
2
)
− T
)
xn−2 −
((
M
3
)
− (M − 2)T − IC4 + 2nIK4
)
xn−2 +((
M
4
)
−
(
M − 2
2
)
T +
(
T
2
)
− (M − 3)IC4 − (2M − 9)IK4 −
IC5 + IK2,3 + 2IH + 3IW5 − 6IK5
)
xn−3 − · · · ,
where IK4 and IK5 are the number of K4’s and K5’s in G, respectively, and IC4, IC5, IK2,3,
IH and IW5 are the number of induced C4’s, C5’s, K2,3’s, H’s (see Figure 3.1) and W5’s (i.e.
a wheel of order 5) in G, respectively.
The expected number of edges, triangles, K4-s induced C4-s, induced C5-s, induced K2,3-s,
induced H-s, induced W5-s and K5-s in a random graph G ∈ Gn,p are, respectively:
M = p
(
n
2
)
T = p3
(
n
3
)
IK4 = p
6
(
n
4
)
IC4 = 3p
4(1− p)2
(
n
4
)
IC5 = 12p
5(1− p)5
(
n
5
)
IK2,3 = 10p
6(1− p)4
(
n
5
)
IH = 60p7(1− p)3
(
n
5
)
IW5 = 15p
8(1− p)2
(
n
5
)
K5 = p
10
(
n
5
)
9
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Figure 3.1: Graphs whose counts appear in some of the coefficients in the chromatic polyno-
mial.
Using similar techniques as presented earlier on counting triangles, for all of these random
variables and for a graph in Gn,p, Var(X) = o((E(X))2), and so from Chebyshev’s inequality
that for any fixed ε > 0, and for almost all graphs G ∈ Gn,p,
(1− ε)10p6(1− p)4
(
n
5
)
≤ IK2,3 ≤ (1 + ε)10p6(1− p)4
(
n
5
)
, ]
for example. Similar inequalities hold in all other cases.
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For G ∈ Gn,p, with probability tending to 1, the values of the salient graph parameters are
M = (1 + εM )p
(
n
2
)
, (10)
T = (1 + εT )p
3
(
n
3
)
, (11)
IK4 = (1 + εIK4)12p
6
(
n
4
)
, (12)
IC4 = (1 + εIC4)3p
4(1− p)2
(
n
4
)
, (13)
IC5 = (1 + εIC5)12p
5(1− p)5
(
n
5
)
, (14)
IK2,3 = (1 + εIK2,3)10p
6(1− p)4
(
n
5
)
, (15)
IH = (1 + εIH)60p
7(1− p)3
(
n
5
)
, (16)
IW5 = (1 + εIW5)15p
8(1− p)2
(
n
5
)
, and, (17)
IK4 = (1 + εIK4)p
10
(
n
5
)
, (18)
where εM , εT , εIK4 , εIC4 , εIC5 , , εIK2,3 , εIH , εIW5 and εIK5 are all bounded in absolute value by
some fixed but very small ε > 0, to be chosen to satisfy some inequalities.
We now apply the Gauss-Lucas Theorem to the (n− 4)-th derivative of pi(G, x), which is
(n− 4)! times
n(n− 1)(n− 2)(n− 3)
24
x4 − (n− 1)(n− 2)(n− 3)
6
mx3 +
(n− 2)(n− 3)
2
((
m
2
)
− t
)
x2
− (n− 3)
((
m
3
)
− (m− 2)t− ic4 + 2nk4
)
x
+
((
m
4
)
−
(
m− 2
2
)
t+
(
t
2
)
− (m− 3)ic4 − (2m− 9)k4 − ic5 + ik2,3 + 2ih+ 3iw5 − 6k5
)
.
When a quartic has all real roots is more involved than for a quadratic (or cubic). The
discriminant of a quartic
g = ax4 + bx3 + cx2 + dx+ e
is given by
Disc(g) = 256a3e3 − 192a2bde2 − 128a2c2e2 + 144a2cd2e− 27a2d4 + 144ab2ce2 − 6ab2d2e
−80abc2de+ 18abcd3 + 16ac4e− 4ac3d2 − 27b4e2 + 18b3cde− 4b3d3 − 4b2c3e+ b2c2d2.
If a quartic’s discriminant is negative, then the quartic has two distinct real roots and two
non-real roots [13].
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Substituting in (10)–(18) to the discriminant of (n− 4)!(pi(G, x))(n−4) (as given in Propo-
sition 1.3), we get a polynomial of degree 30 in n, whose leading coefficient we deonte by lc.
If we set all the various ε’s equal to 0 in lc, we get
−(1/93312)p21 − (1/186624)p20 + (1/124416)p19 − (227/80621568)p18 − (1/1119744)p17
+(5/2985984)p16 − (5/2985984)p15 + (5/5308416)p14 − (1/3538944)p13 + (1/28311552)p12.
The largest real root of this polynomial (in p) is approximately 0.31564. As the leading
coefficient is negative, it follows that for p > 0.32, this polynomial is negative. The roots of
a polynomial depend continuously on its coefficients, so it follows that we can choose ε > 0
so small that if the absolute values of all of εM , εT , εIK4 , εIC4 , εIC5 , εIK2,3 , εICh , εIW5 and εIK5
are at most ε, then lc will be negative, provided that p > 0.32 (we ensure that the largest
real root is less than 0.32 and the sign of the leading coefficient of lc remains negative). As lc
is the leading coefficient of discriminant of the quartic (n− 4)!(pi(G, x))(n−4)), it follows that
(pi(G, x))(n−4) and (by Gauss-Lucas) pi(G, x) itself has a non-real root.
By showing that in each of the cases p < 0.75 and p > 0.32 there is a non-real chromatic
root, we have completed our proof of the following.
Theorem 3.1. Let p ∈ (0, 1) be fixed. Then with probability tending to 1 as n→∞, a graph
G ∈ Gn,p has a non-real chromatic root.
4 Concluding Remarks
We end our discussion with a few questions.
Question 4.1. Does lim
n→∞
maximaginary(n)
n
exist? If so, what is its value?
We have shown that if it does exist, it must be larger than 1/2
√
6 ≈ 0.020. However, even
for the ring graphs of order n we considered, the largest imaginary parts seem to approach ap-
proximately 0.45n. And calculations show that the largest imaginary parts of chromatic roots
of complete bipartite graphs Kn/2,n/2 are roughly 0.72n, which raises an extremal problem.
Question 4.2. Which graphs of order n have a chromatic root of largest imaginary part? Is
it the complete bipartite graph with (nearly) equal parts?
We have verified that this is indeed the case for order at most 8. Finally, while we have
shown that almost all graphs Gn,p have a non-real chromatic root, what can be said about the
maximum imaginary part?
Question 4.3. For fixed p ∈ (0, 1), is the maximum imaginary part of a chromatic root of
almost all graphs Ω(n)?
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