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Die Entwicklung von Feldgeräten ist ein äußerst komplexer Vorgang, welcher auf vielen Vorrauset-
zungen aufsetzt, diverse Anforderungen und Randbedingungen mitbringt und bisher wenig beach-
tet und veröffentlicht wurde. Angesichts der fortschreitenden Digitalisierung drängen immer mehr 
Anbieter auf den Automatisierungsmarkt. So sind aktuell zunehmend Technologien und Ansätze 
aus dem Umfeld des Internet of Things im Automatisierungsbereich zu finden. Diese Ansätze rei-
chen von Sensoren ohne die in der Industrie üblichen Beschreibungen bis hin zu Marktplätzen, auf 
denen Integratoren und Anwender Softwareteile für Anlagen kaufen können. Für die neuen Anbie-
ter, die häufig nicht aus dem klassischen Automatisierungsgeschäft kommen, sind die bisher be-
stehenden Modelle, Funktionalitäten, Profile und Beschreibungsmittel nicht immer leicht zu ver-
wenden. So entstehen disruptive Lösungen auf Basis neu definierter Spezifikationen und Modelle. 
Trotz dieser Disruptivität sollte es das Ziel sein, die bewährten Automatisierungsfunktionen nicht 
neu zu erfinden, sondern diese effektiv und effizient in Abhängigkeit der Anforderungen auf un-
terschiedlichen Plattformen zu verwenden. Dies schließt ihre flexible Verteilung auf heterogene 
vernetzte Ressourcen explizit ein. Dabei können die Plattformen sowohl klassische Feldgeräte und 
Steuerungen sein, als auch normale Desktop-PCs und IoT-Knoten.  
Ziel dieser Arbeit ist es, eine Werkzeugkette für den modellbasierten Entwurf von Feldgeräteappli-
kationen auf Basis von Profilen und damit für den erweiterten Entwurf von verteilten Anlagenap-
plikationen zu entwickeln. Dabei müssen die verschiedenen Beschreibungsmöglichkeiten evaluiert 
werden, um diese mit detaillierten Parameter- und Prozessdatenbeschreibungen zu erweitern. Au-
ßerdem sollen modulare Konzepte genutzt und Vorbereitungen für die Verwendung von Semantik 
im Entwurfsprozess getroffen werden. In Bezug auf den Geräteengineeringprozess soll der Anteil 
des automatisierten Geräteengineerings erweitert werden. Dies soll zu einer Flexibilisierung der 
Geräteentwicklung führen, in der die Verschaltung der funktionalen Elemente beim Endkunden 
erfolgt. Auch das Deployment von eigenen funktionalen Elementen auf die Geräte der Hersteller 
soll durch den Endkunden möglich werden. Dabei wird auch eine automatisierte Erstellung von 
Gerätebeschreibungen benötigt. Alle diese Erweiterungen ermöglichen dann den letzten großen 
Schritt zu einer verteilten Applikation über heterogene Infrastrukturen. Dabei sind die funktionalen 
Elemente nicht nur durch die Gerätehersteller verteilbar, sondern diese können auch auf verschie-
denen Plattformen unterschiedlicher Gerätehersteller verwendet werden. Damit einher geht die 
für aktuelle Entwicklungen wie Industrie 4.0 benötigte geräteunabhängige Definition von Funktio-
nalität. Alle im Engineering entstandenen Informationen können dabei auf den unterschiedlichen 
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Ebenen der Automatisierungspyramide und während des Lebenszyklus weiterverwendet werden. 
Eine Integration diverser Gerätefamilien außerhalb der Automatisierungstechnik wie z. B. IoT-Ge-
räte und IT-Geräte ist damit vorstellbar.  
Nach einer Analyse der relevanten Techniken, Technologien, Konzepte, Methoden und Spezifikati-
onen wurde eine Werkzeugkette für den modellgestützten Entwurf von Feldgeräten entwickelt und 
die benötigten Werkzeugteile und Erweiterungen an bestehenden Beschreibungen diskutiert. Dies 
Konzept wurde dann auf den verteilten Entwurf auf heterogener Hardware und heterogenen Platt-
formen erweitert, bevor beide Konzepte prototypisch umgesetzt und evaluiert wurden. Die Evalu-
ation erfolgt an einem zweigeteilten Szenario aus der Sicht eines Geräteherstellers und eines In-
tegrators. 
Die entwickelte Lösung integriert Ansätze aus dem Kontext von Industrie 4.0 und IoT. Sie trägt zu 
einer vereinfachten und effizienteren Automatisierung des Engineerings bei. Dabei können Profile 
als Baukasten für die Funktionalität der Feldgeräte und Anlagenapplikationen verwendet werden. 
Bestehende Beschränkungen im Engineering werden somit abgeschwächt, so dass eine Verteilung 
der Funktionalität auf heterogene Hardware und heterogene Plattformen möglich wird und damit 




The development of field devices is a very complex procedure. Many preconditions need to be met. 
Various requirements and constrains need to be addressed. Beside this, there are only a few pub-
lications on this topic. Due to the ongoing digitalization, more and more solution providers are 
entering the market of the industrial automation. Technologies and approaches from the context 
of the Internet of Things are being used more and more in the automation domain. These ap-
proaches range from sensors without the typical descriptions from industry up to marketplaces 
where integrators and users can buy software components for plants. For new suppliers, who of-
ten do not come from the classical automation business, the already existing models, functionali-
ties, profiles, and descriptions are not always easy to use. This results in disruptive solutions based 
on newly defined specifications and models. Despite this disruptiveness, the aim should be to pre-
vent reinventing the proven automation functions, and to use them effectively, and efficiently on 
different platforms depending on the requirements. This explicitly includes the flexible distribution 
of the automation functions to heterogeneous networked resources. The platforms can be classi-
cal field devices and controllers, as well as normal desktop PCs and IoT nodes. 
The aim of this thesis is to develop a toolchain for the model-based design of field device applica-
tions based on profiles, and thus also suitable for the extended design of distributed plant appli-
cations. Therefore, different description methods are evaluated in order to enrich them with de-
tailed descriptions of parameters and process data. Furthermore, concepts of modularity will also 
be used and preparations will be made for the use of semantics in the design process. With regard 
to the device engineering process, the share of automated device engineering will be increased. 
This leads to a flexibilisation of the device development, allowing the customer to perform the 
networking of the functional elements by himself. The customer should also be able to deploy his 
own functional elements to the manufacturers' devices. This requires an automated creation of 
device descriptions. Finally, all these extensions will enable a major step towards using a distrib-
uted application over heterogeneous infrastructures. Thus, the functional elements can not only 
be distributed by equipment manufacturers, but also be distributed on different platforms of dif-
ferent equipment manufacturers. This is accompanied by the device-independent definition of 
functionality required for current developments such as Industry 4.0. All information created dur-
ing engineering can be used at different levels of the automation pyramid and throughout the life 
cycle. An integration of various device families from outside of Automation Technology, such as IoT 
devices and IT devices, is thus conceivable. 
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After an analysis of the relevant techniques, technologies, concepts, methods, and specifications a 
toolchain for the model-based design of field devices was developed and the required tool parts, 
and extensions to existing descriptions were discussed. This concept was then extended to the 
distributed design on heterogeneous hardware and heterogeneous platforms. Finally, both con-
cepts were prototypically implemented and evaluated. The evaluation is based on a two-part sce-
nario from both the perspective of a device manufacturer, and the one of an integrator. 
The developed solution integrates approaches from the context of Industry 4.0 and IoT. It contrib-
utes to a simplified, and more efficient automation of engineering. Within this context, profiles can 
be used as building blocks for the functionality of field devices, and plant applications. Existing 
limitations in engineering are thus reduced, so that a distribution of functionality across heteroge-
neous hardware and heterogeneous platforms becomes possible and contributing to the flexibility 
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Im Laufe der Jahre hat sich die Automatisierung immer weiterentwickelt. Angefangen bei dem voll-
mechanisierten Webstuhl als Weiterentwicklung der Spinnmaschine von Richard A. Arkwright 
(1769) (Hempe 2006, S. 91) über die breite Einführung der Fließbandproduktion ab ca. 1870 und 
dem Vorläufer der speicherprogrammierbaren Steuerung (SPS) von Richard Morley 1969 bis hin 
zur Industrie 4.0, kam es immer wieder zu Technologiesprüngen (Jeschke et al. 2015). Dabei ist und 
war immer das primäre Ziel der Automatisierungssysteme, dass die aktuellen Zustände des Sys-
tems erfasst und verarbeitet werden und in Abhängigkeit der Zustände korrigierend in den Prozess 
eingegriffen wird. Zusätzlich soll der Prozess in dem Automatisierungssystem effektiv und effizient 
ablaufen (Kleiner 2020). Jeschke stellt ebenfalls fest, dass der Fortschritt „auf anhaltend rapiden 
Wachstum der Wirtschaft und zunehmende Rechenleistungen immer kleinerer Einheiten, ständig 
wachsende Bandbreite in Netzwerken, mobile Geräte in jeglicher Form, miniaturisierte, integrierte 
Schaltungen, intelligente Sensoren und Aktoren, die Prozesse eigenständig erfassen und steuern 
sowie die semantische Technologien“ (Jeschke et al. 2015, S. 68–69) basiert. Aktuelle Automatisie-
rungssysteme sind dabei als verteiltes System zu verstehen, wobei die einzelnen Komponenten 
des Systems in der Regel auf spezieller Hardware laufen und eine spezielle Software für diesen 
Anwendungsfall mitbringen. Dabei ist insbesondere das Zusammenspiel von Hard- und Software 
relevant. Hinzu kommen verschiedene Anforderungen an die Zuverlässigkeit der Geräte und die 
Zuverlässigkeit der Kommunikation je nach Einsatzgebiet. Zu dieser ohnehin schon heterogenen 
Menge an Geräten und Applikationen bestehen dann noch unterschiedlichste Beschreibungsspra-
chen und Beschreibungsformate für die Geräte, deren Applikationen, deren Schnittstellen, der ei-
gentlichen Automatisierungsfunktionalität und für den Aufbau der Automatisierungsanlage. Die 
unterschiedlichen Sprachen und Formate sollen am Ende dennoch ein Zusammenspiel aller Kom-
ponenten in einem System ermöglichen. Aber auch die steigende Leistungsfähigkeit und steigende 
Anzahl der einzelnen Komponenten führt zu neuen Herausforderungen. Somit entstehen zusätz-
liche Möglichkeiten einen Prozess zu beobachten, auszuwerten, diesen zu steuern und so noch 
effizienter zu gestalten. Die steigende Leistungsfähigkeit der Komponenten führt jedoch vor allem 
zu neuen Anwendungsszenarien und größerer Flexibilisierung. Diese Gedanken finden sich in den 
zwei aktuellen Forschungsgebieten Industrie 4.0 und Cyber Physical Production Systems wieder. 
Insbesondere Industrie 4.0 und der anvisierten Individualisierung der Produkte bis hin zur Los-





Anforderungen gehen bis auf die Ebene der Automatisierungstechnik herunter. Die Automatisie-
rungstechnik soll durch Verfahren wie Selbstoptimierung, Selbstkonfiguration und ähnliches den 
Bediener einer Anlage bei der Flexibilisierung unterstützen. Diese Verfahren müssen durch Soft-
ware entstehen, universell nutzbar und beschrieben sein. Jedoch gerade bei der klassischen Ent-
wicklung der Feldgeräte einer Automatisierungsanlage (AT Anlage), welche die Anlagen verwenden 
um Daten aufzunehmen und Aktionen auszulösen, gestalten sich diese universellen Ziele als 
schwierig. Einige wenige Hersteller erstellen spezielle Hard- und Software, die es ermöglicht Mess-
werte von dem elektromechanischen Teil der AT Anlage abzunehmen. Diese beeinflussen entspre-
chend einer Steuerung, welche durch eine SPS erfolgt, wieder den elektromechanischen Teil der 
AT Anlage. Für die Kommunikationsanschaltungen existieren Normen, und für die Funktionalitäten 
der Gräte stehen Richtlinien (Profile) zur Verfügung. Die Normen müssen dabei eingehalten wer-
den, die Richtlinien können eingehalten werden, wenn es sich für die Gerätehersteller lohnt oder 
ein breites Verlangen nach konformen Geräten vorhanden ist. Die Profile werden derzeit, bis auf 
eine Ausnahme, als reine Textdokumente bereitgestellt. Dies erfordert eine manuelle Umsetzung 
der Festlegungen des Profils in die Hard- und Software der Feldgeräte, wodurch die Umsetzungen 
fehleranfällig und teuer für den Gerätehersteller werden. Zudem müssen Geräte Beschreibungen 
mitliefern, damit diese mit den Steuerungen verbunden, parametriert und deren spezifische Daten 
visualisiert werden können. Auch hier bestehen viele verschiedene Formate, die je nach Zielstel-
lung und zu verwendendem Bussystem jedoch das gleiche oder ähnliches ausdrücken. Problema-
tisch ist, dass diese Beschreibungen von den Herstellern einzeln gepflegt und konsistent gehalten 
werden müssen. Neben diesen klassischen Feldgeräten entwickelt sich die Welt des Internet of 
Things (IoT). IoT wird definiert als „ein informationstechnisch vernetztes System autonom intera-
gierender Gegenstände und Prozesse, die sich durch eine zunehmende Selbstorganisation charak-
terisieren und zu einer wachsenden Verschmelzung physischer Dinge mit der digitalen Welt des 
Internets führen“ (Ashton 2009). Dabei sind die Kosten für ein IoT-Gerät so gering und die Geräte 
so leistungsfähig, dass nahezu alle Informationen aus einem Prozess erfasst und verarbeitet wer-
den können, ohne dass die klassischen Feldgeräte verwendet werden müssen. Jedoch sind IoT-
Geräte in der Regel nicht explizit auf die Anforderungen aus der Industrie wie beispielsweise Ge-
nauigkeit, Robustheit und geforderte Zulassungen ausgelegt. Gerade durch die große Verbreitung 
von IoT, stehen hier auch mittlerweile standardisierte Protokolle und gute Werkzeuge bereit, so 
dass die klassische Automation sich hier an einigen Stellen orientieren kann, aber auch ihre fun-
damentalen Festlegungen aus den Normen und Profilen verstärkt anwenden muss. Für genau 





und eine Werkzeugkette für den modellgestützten Entwurf von Feldgeräteapplikationen bis hin zur 
dynamischen Anlagenapplikation auf den Feldgeräten aufzeigen. 
Die Zieldomäne dieser Arbeit stellt primär die industrielle Automation dar. Es werden jedoch auch 
Querbezüge zu anderen Bereichen wie der Gebäudeautomation und dem aufkommenden IoT ge-
zogen. Diese Arbeit adressiert verschiedene Bereiche während der Geräteentwicklung und soll den 
Gerätehersteller dabei unterstützen profilbasiert semantisch eindeutig beschriebene Geräte zu 
entwickeln. Weiterhin soll eine Möglichkeit aufgezeigt werden, wie die vorhandenen Informationen 
über das Geräteengineering hinaus bis ins Anlagenengineering hinein mitgenommen, genutzt und 
erweitert werden können. Insbesondere wird dabei auf die relevanten Bausteine bei der Erstellung 
von Feldgeräten, die Profile, die Merkmale der Feldgeräte und die Integration in den Feldgeräteen-
gineeringprozess, eingegangen. Als Grundlage für die Feldgeräteentwicklung wird ein formal be-
schriebenes Profil verwendet. 
Im weiteren Verlauf der Arbeit werden zuerst die wesentlichen Begriffe und die Herausforderun-
gen aus dem Kontext der Arbeit vorgestellt. Dabei werden die Herausforderungen nach drei The-
menbereichen in der Arbeit untergliedert. Anschließend erfolgt die Diskussion des Stands der Wis-
senschaft und Technik. Hier wurden einzelne, für das Themenfeld der Arbeit relevante, Themen 
ausgewählt und detailliert beleuchtet. Der sich anschließende Hauptteil ist zweigeteilt in den rei-
nen klassischen Ansatz für die Entwicklung von Feldgeräten und den erweiterten Entwurf verteilter 
Applikationen. Somit wird zuerst der Entwurf eines Feldgerätetyps mit der Unterstützung von Pro-
filen aufgezeigt, bevor die weiterführenden Anwendungsmöglichkeiten mit der Werkzeugkette für 
eine verteilte Anlagenapplikation dargestellt werden. Schlussendlich erfolgt eine Evaluation an ei-
nem einfach gehaltenen Prozess, so dass die einzelnen Schritte der Werkzeugkette nachvollzogen 
und validiert werden können. 
  




2. HERAUSFORDERUNGEN UND BEGRIFFE 
In dieser Arbeit werden zentrale Aspekte der Feldgeräteentwicklung und der Anwendung von Feld-
geräten in der Automatisierung beleuchtet. Hierfür werden in diesem Kapitel wesentliche Begriffe 
eingeführt und eine konkrete Zielstellung motiviert und definiert. Für diese Motivation werden 
grobe Abläufe beschrieben, so dass die Problematik und die Zielstellung verdeutlicht werden kön-
nen. Eine detaillierte Betrachtung der einzelnen Teile der Motivation erfolgt anschließend im Kapi-
tel 3. 
2.1 WESENTLICHE BEGRIFFE 
Da Begriffe immer wieder in unterschiedlichen Kontexten und Begriffswelten unterschiedliche Be-
deutungen haben, sind unter den folgenden Punkten einige Kernbegriffe dieser Arbeit näher defi-
niert.  
2.1.1 Automatisierungssystem 
Automatisierung zeichnet sich dadurch aus, dass Systeme gesteuert durch Algorithmen ohne 
menschliches Zutun zu handeln. Dabei sollen unter Umständen veränderliche Ziele erreicht wer-
den (Weller 2008). Im Kontext von Automatisierungssystemen wird häufig von einer Unterteilung 
in Fabrik- und Prozessautomatisierung gesprochen. Bei der Prozessautomatisierung werden pri-
mär kontinuierliche Prozesse, z.B. bei der Petrochemie, adressiert. Hier sind auch die Steuerungen 
als DCS (Distributed Control System) umgesetzt. Die Fabrikautomatisierung findet sich beispiels-
weise klassisch in der Automobilindustrie und setzt SPSen (Speicherprogrammierbare Steuerun-
gen) ein. Diese erfüllen ihre in der Regel mehr oder minder abgeschlossene Aufgabe (Shin 2006). 
Am Entwurf und Betrieb eines Automatisierungssystems sind zu verschiedenen Zeiten verschie-
dene Parteien beteiligt. Ein Gerätebauer baut Feldgeräte, Steuerungen und weitere Elemente zum 
Erfassen, Verarbeiten und Steuern eines Prozesses. Ein Systemintegrator erstellt nach den Anfor-
derungen des Auftraggebers einen Entwurf für die Anlage und das damit verbundene Automati-
sierungssystem. Dieser enthält am Ende eine vollständige Planung der Anlage, inklusive der zu 
verwendenden Geräte. Ein Systemintegrator setzt den Entwurf um und testet seine Umsetzung. 
Schlussendlich übernimmt der Betreiber den Betrieb der Anlage. 




2.1.2 Geräte im Automatisierungssystem 
In einem Automatisierungssystem finden sich verschiedene Gerätetypen. Das sind primär Aktoren, 
Sensoren, Feldgeräte, SPSen und Visualisierungsgeräte (HMI). Dabei stellen Aktoren und Sensoren 
den Zugriff auf den technischen Prozess dar. Diese können bereits eine eigene Software besitzen, 
müssen es jedoch nicht. Im Normalfall sind die Aktoren und Sensoren mit den Feldgeräten verbun-
den. Die Feldgeräte nehmen die Messwerte der Sensoren auf bzw. steuern die Aktoren an. Nötige 
Informationen können über Feldbusse ausgetauscht werden. Ihre Daten senden die Feldgeräte an 
die SPS. Die SPSen sind, genau wie die Feldgeräte, in der Regel eingebettete Systeme, auf denen 
eine spezielle Firmware läuft. Diverse Trends und Produkte zeigen jedoch, dass es immer mehr 
Lösungen gibt, welche auch Feldgeräte und SPSen auf klassischen IT-Geräten oder Industrie PCs 
laufen lassen. Die SPS nimmt Eingangsdaten auf, verarbeitet sie entsprechend den hinterlegten 
Algorithmen und gibt diese wieder zu den Ausgangsdaten aus (Schwartz et al. 2014). Ein Industrie 
PC ist ein Personal Computer (PC), der auf die Anforderungen aus der Industrie optimiert wurde 
und mit dem entsprechenden Support geliefert wird. Feldgeräte, SPSen und auch manche Indust-
rie PCs lassen sich mit Modulen erweitern, so dass sie verschiedene Anforderungen erfüllen kön-
nen und damit zu einem modularen Gerät werden.  
2.1.3 Applikation 
Applikationen werden dazu verwendet, dass die Entität im jeweiligen Kontext ihre Aufgaben der 
Informationsgewinnung, -verarbeitung und –nutzung erfüllt. Sie setzen die jeweiligen Algorithmen 
um. Dabei werden die Applikationen nach ihrem Kontext unterschieden. Die Geräteapplikation ist 
auf dem Feldgerät zu finden und die Anlagenapplikationen sind Programme, die auf den verschie-
denen SPSen laufen um das Automatisierungssystem zu betreiben (Mätzler und Wollschlaeger 
2019).  
2.1.4 Profil 
Ein Profil definiert, was vorhanden sein muss (z.B. Parameter oder Dienste), um ein zweckdien-
liches Niveau an Interoperabilität zwischen Geräten verschiedener Anbieter zu erreichen (ABB 
Limited 2004). Dabei gibt es verschiedene Profilarten. Die gängigen sind Kommunikationsprofile 
für die Vereinheitlichung der Kommunikation, Geräteprofile auf Ebene der Geräte und 
Applikationsprofile auf Ebene der Anlagenapplikation.  





Modelle sind ein Abbild der Realität. Da die Realität jedoch sehr vielschichtig und umfassend ist, 
kann diese in einem einzigen Modell nicht sinnvoll dargestellt werden. Es ist somit immer nur ein 
simplifiziertes Abbild (Stachowiak 1973). Im Kontext dieser Arbeit werden etablierte Modelle inklu-
sive deren Beschreibungsmittel verwendet und erweitert.  
2.1.6 Beschreibungsmittel 
„Beschreibungsmittel definieren eine Menge von Zeichen, Symbolen und Regeln, die zur Modellie-
rung eines Systems innerhalb eines bestimmten Kontextes zugelassen sind.“ (Mühlhause 2012, 
S. 8) Mit den Beschreibungsmitteln werden ausgewählte Aspekte aus definierten Modellen abge-
bildet und ausgetauscht. 
2.1.7 Methode im Kontext des Engineerings 
„Eine Methode beschreibt ein auf Regeln aufbauendes Verfahren, so dass für einen Anfangszu-
stand einer Engineeringaufgabe der Weg zu einem wohldefinierten Ziel erreicht werden kann.“ 
(Mühlhause 2012, S. 9) 
2.1.8 Software 
Im Kontext von Software und der Überführung in ausführbare Programme tauchen verschiedene 
Begriffe auf. Dabei wird zuerst ein Quellcode geschrieben oder generiert. Dieser ist in einer zuvor 
ausgewählten Programmiersprache geschrieben und setzt Algorithmen zur Lösung eines Prob-
lems um. Der Quellcode wird dann spezifisch für die jeweilige Plattform compiliert. Man erhält 
dann eine ausführbare Datei – ein sogenanntes Binary. Das Binary ist dabei auf die jeweilige Platt-
form zugeschnitten und kann auch nur auf dieser verwendet werden. Die Plattform kann nochmal 
in Hardware- und Software-Plattform unterschieden werden (ITWissen.info 2017). Innerhalb dieser 
Arbeit wird eine Plattform durch Prozessorarchitektur, Betriebssystem und verwendete Bibliothe-
ken gebildet.  
2.2 MOTIVATION 
Die Entwicklung von Feldgeräten ist ein äußerst komplexer Vorgang, welcher auf vielen Vorrauset-
zungen aufsetzt, diverse Anforderungen und Randbedingungen mitbringt und bisher wenig beach-
tet und veröffentlicht wurde. Angesichts der fortschreitenden Digitalisierung drängen immer mehr 




Anbieter auf den Automatisierungsmarkt. So sind aktuell zunehmend Technologien und Ansätze 
aus dem Umfeld des Internet of Things im Automatisierungsbereich zu finden. Diese Ansätze rei-
chen von Sensoren ohne die in der Industrie üblichen Beschreibungen bis hin zu Marktplätzen, auf 
denen Integratoren und Anwender Softwareteile für Anlagen kaufen können. Für die neuen Anbie-
ter, die häufig nicht aus dem klassischen Automatisierungsgeschäft kommen, sind die bisher be-
stehenden Modelle, Profile, Beschreibungsmittel und Funktionalitäten nicht immer leicht zu ver-
wenden. So entstehen disruptive Lösungen auf Basis neu definierter Spezifikationen und Modelle. 
Trotz dieser Disruptivität sollte es das Ziel sein, die bewährten Automatisierungsfunktionen nicht 
neu zu erfinden, sondern diese effektiv und effizient in Abhängigkeit der Anforderungen auf un-
terschiedlichen Plattformen zu verwenden. Dies schließt ihre flexible Verteilung auf heterogene 
vernetzte Ressourcen explizit ein. Dabei können die Plattformen sowohl klassische Feldgeräte und 
Steuerungen sein, als auch normale Desktop-PCs und IoT-Knoten.  
Diese Arbeit adressiert dabei verschiedene Themenbereiche, die wiederum eigene Herausforde-
rungen besitzen. Im Folgenden werden deshalb kurz die Motivationen aus den Bereichen Beschrei-
bung von Geräten und Anlagen, Geräteengineeringprozesse und Engineering und Betrieb einer 
verteilten Automatisierungsanlage vorgestellt. 
2.2.1 Beschreibung von Geräten und Anlagen 
Bei den Beschreibungen besteht eine große Vielfalt an Modellen und Formaten. Dabei werden 
auch diverse Beschreibungsformate, unter anderem für verschiedene Sichten auf ein und das glei-
che Gerät, benötigt. Dies bedeutet bei einer manuellen Pflege einen immensen Aufwand um diese 
Beschreibungen konsistent zu halten, da sie auf unterschiedlichen Ebenen das gleiche beschreiben 
bzw. verwenden. Es bestehen dabei Ansätze um diese semantisch zu verknüpfen. Dennoch exis-
tiert kein durchgehender Ansatz von der Erstellung der Geräte bis zur Verwendung in der Anlage. 
Lediglich Abbildungen aufeinander sind vorgesehen. Dabei fallen bereits viele Informationen bei 
der Erstellung der Geräte (oder gar eher) an. Diese müssen in definierten elektronischen Aus-
tauschformaten verfügbar sein, so dass sie im weiteren Verlauf verwendet werden können. Wei-
terhin müssen bestehende Beschreibungen ausgebaut und die Beschreibung von Funktionalitäten 
und Anforderungen formalisiert werden. Nur so ist es möglich, dass diese Informationen auch au-
tomatisch weiterverarbeitet werden können und während des Anlagenengineerings zur Verfügung 
stehen.  





Abbildung 1: Szenario für die Verwendung von Extensible Markup Language (XML) bei den Gerä-
teherstellern (Braune und Wollschlaeger 2007) 
2.2.2 Geräteengineeringprozesse 
Der Geräteengineeringprozess ist der Prozess, in dem ein Feldgerät entwickelt wird. Hierbei wer-
den durch einen Gerätehersteller für das später zu produzierende Feldgerät Festlegungen getrof-
fen, die im späteren Verlauf nur schwer bis überhaupt nicht mehr änderbar sind. Diese Festlegun-
gen sind hardware-, feldbus- und auch softwareseitig. Für die Dimensionierung und Auslegung der 
Hardware kann der Gerätehersteller nur auf sein Vorwissen, Anforderungen seiner Kunden und 
auf dem Markt erhältliche Bauteile aufsetzen. Feldbusseitig existieren Normen, eigene Implemen-
tierungen und auch fertige Feldbusanschaltungen. Es bestehen Profile, welche die einzelnen Funk-
tionalitäten je nach Profil abstrakt oder sehr speziell beschreiben. An dieser Stelle sollten Geräte-
hersteller für eine bessere Interoperabilität und auch die leichtere Entwicklung von Feldgeräten 
sich an die Definitionen aus den Profilen halten. Über die Profilspezifikationen hinaus können 
durch den Gerätehersteller weitere Funktionalitäten definiert und implementiert werden. Bei dem 
gesamten Prozess bestehen diverse Herausforderungen. Erst einmal muss das Profil gelesen und 
verstanden werden. Durch unterschiedliche Beschreibungsansätze und unterschiedliche Detailtie-
fen ist dies jedoch nicht immer leicht möglich. Weiterhin muss das im Laufe des Geräteenginee-
rings entstandene Gerät annotieren und mit Gerätebeschreibungen versehen werden. Auch müs-
sen Tests (z.B. auf Funktionalität, Ressourcenanforderungen bei der Hardware oder Reaktionszei-
ten) durchgeführt werden. Diese sind traditionell manuell während des Geräteengineerings zu er-
arbeiten. Es bestehen auch Ansätze für die automatische Erstellung von Tests aus Profilen (vgl. 




(Magnus et al. 2012) und (Krause et al. 2012)), ohne Aufwand für den Gerätehersteller sind diese 
Ansätze jedoch auch nicht. Zudem müssen diverse Gerätebeschreibungen erstellt werden. Diese 
sind im Idealfall XML-basiert und nachvollziehbar dokumentiert, im ungünstigsten Fall sind diese 
proprietär und undokumentiert. Der grobe Ablauf, die Einflussfaktoren und die Gerätebeschrei-
bungen sind in Abbildung 1 dargestellt. Dabei ist zu sehen, dass viel manuelle Arbeit enthalten ist. 
Dabei kann diese jedoch in weiten Teilen vollautomatisiert oder zumindest teilautomatisiert wer-
den. Auch werden heute Geräte für eine Hardware-Plattform oder sogar in der Firmware für eine 
Ablaufumgebung gebaut. Der Einsatz von Unterschiedliche Kombinationen von Hard- und Soft-
ware für den gleichen Gerätetypen und ein leichter Austausch der unterlagerten Plattformen sind 
derzeit nicht im Fokus der Gerätehersteller. 
2.2.3 Engineering und Betrieb einer verteilten Automatisierungsan-
lage 
Jedes Gerät stellt andere Schnittstellen, Funktionalitäten und Daten bereit. Hierfür stellen Applika-
tions- bzw. Geräteprofile Vereinheitlichungen zur Verfügung, so dass die zuvor genannten Eigen-
schaften sich in Bezug auf das gleiche Anwendungsgebiet der Geräte ähnlich oder sogar gleich 
verhalten sollen. Jedoch ist damit immer nur eine Minimalmenge abgedeckt. Alle weiterführenden 
Eigenschaften können aber nicht durch grundlegende Profile abgedeckt werden, da die Eigen-
schaften sich nicht generalisieren lassen. Außerdem sind diese Eigenschaften in den Profilen der-
zeit primär nur in textueller Form hinterlegt. Maschinell verarbeitbare Informationen liegen nur in 
wenigen Profilen vor und sind dann auch nicht umfänglich beschrieben. In dem Format, welches 
eine Beschreibung eines Profils ermöglicht, liegen zwar Anknüpfungspunkte für die Integration von 
Semantik bzw. Merkmalen vor, nur ist deren Festlegung derzeit noch nicht in den Arbeitsfluss in-
tegriert. Somit werden die Merkmale nicht in die Gerätebeschreibungen übernommen und können 
dann später den automatisierten Entwurf von Automatisierungsanlagen nicht unterstützten. Für 
diese Unterstützung ist eine automatisierte Abbildung von verschiedenen Datenpunkten aufeinan-
der, auch mit unterschiedlichen Datentypen und Einheiten, ein Lösungsansatz. Das Engineering 
einer Automatisierungsanlage stellt sich als komplex dar. Dies begründet sich einerseits durch die 
unterschiedlichen Anforderungen des zu automatisierenden Prozesses an die Geräte, und ande-
rerseits durch die Auswahl der verschiedenen, unter Umständen inkompatiblen Geräte. Daher 
muss die Zielstellung sein, dass der Engineeringaufwand reduziert wird. Besondere Anforderun-
gen stellt zudem eine dynamisch verteilte Automatisierungsanlage. Diese Automatisierungsanlage 
definiert nicht von vornherein fest, wo welche softwareseitige Funktionalität auf welcher Hardware 




ablaufen wird. Wenn das Ziel eine dynamisch verteilte Automatisierungsanlage ist, so bedarf es 
zusätzlicher detaillierterer Beschreibungen zu den Anforderungen der einzelnen Funktionalitäten 
und der Möglichkeiten der beteiligten Geräte, so dass die Funktionalitäten dann auch automatisiert 
und bei Bedarf auf die einzelnen Geräte verteilt werden können.  
Im Betrieb einer Automatisierungsanlage bestehen verschiedene Sichten auf gleiche Sachverhalte 
(Anlagen, Betriebsarten, Planungen, ...). Alle diese Sichten nutzen, neben individuell für den An-
wendungsfall spezialisierten Daten, die gleichen generellen Beschreibungen der einzelnen Geräte 
und Anlagen. Hier können Merkmale und Semantik Zusammenhänge aufzeigen und für Klarheit 
bei den beteiligten Parteien sorgen. Somit kann das Finden von Fehlern erleichtert, die Migrationen 
von beteiligten IT-Systemen im Laufe der Betriebszeit einer Anlage gestattet und eine dynamische 
Lastverteilung zur Laufzeit ermöglicht werden. Dies sind nur einige mögliche Szenarien, was ein-
heitliche Merkmale und eine übergreifende Semantik leisten können. Hierfür ist jedoch eine kon-
sequente Übernahme aller getroffener Merkmale während des Entwurfsprozesses von Gerätepro-
filen über die Geräteentwicklung und den Anlagenentwurf nötig.  
2.3 ZIELSTELLUNG 
Die Zielstellung dieser Arbeit ist es, einen Beitrag zur Lösung der zuvor kurz aufgezeigten Heraus-
forderungen zu leisten. Dabei müssen die verschiedenen Beschreibungsmöglichkeiten evaluiert 
werden, mit dem Ziel diese um detaillierte Parameter und Prozessdatenbeschreibungen zu erwei-
tern. Außerdem sollen modulare Konzepte genutzt und Vorbereitungen für semantische Festle-
gungen im Entwurfsprozess getroffen werden. 
In Bezug auf den Geräteengineeringprozess soll der Anteil des automatisierten Geräteenginee-
rings erweitert werden. Hierfür ist es erforderlich, dass bestehende Beschreibungen der Profile 
ergänzt werden. Im Laufe des Geräteengineeringprozesses sollen alle vorhandenen Informationen 
aus jedem Schritt abgelegt werden und verwendet werden können. Bei den funktionalen Elemen-
ten (FEs) aus den Profilen sind dies z.B. Beschreibungen der FEs selbst, Beschreibungen der Schnitt-
stellen der FEs, deren Datentypen, Anforderungen der FEs und weitere Festlegungen. Das Verschal-
ten der FEs zu Modulen bzw. Geräten soll unterstützt werden, durch Plausibiliätsprüfungen, Spe-
zialisierung von Merkmalen, Spezialisierung von Anforderungen und Ressourcen-Modellierung. All 
dies soll zu einer Flexibilisierung der Geräteentwicklung führen, in der die Verschaltung der FEs 
beim Endkunden erfolgt. Auch das Deployment von eigenen FEs auf die Geräte der Hersteller soll 




durch den Endkunden möglich werden. Dabei wird zudem eine automatisierte Erstellung von Ge-
rätebeschreibungen gebraucht. 
Alle diese Erweiterungen ermöglichen dann den letzten großen Schritt zu einer verteilten Applika-
tion über heterogene Infrastrukturen. Dabei sind die FEs nicht nur auf Herstellerebene verteilt, 
sondern diese können auch auf verschiedenen Plattformen unterschiedlicher Gerätehersteller ver-
wendet werden. Alle im Engineering entstandenen Informationen werden dabei auf den unter-
schiedlichen Ebenen der Automatisierungspyramide und während des Lebenszyklus weiterver-
wendet. Eine Integration diverser Gerätefamilien außerhalb der Automatisierungstechnik wie z.B. 
IoT Geräte und IT-Geräte ist damit vorstellbar. Somit soll es zu einer besseren Automatisierung des 
Engineerings kommen.  
Zusammengefasst bedeutet dies folgende Aufgaben: 
- Beschreibungen in den Entwurfsprozess von Feldgeräten so integrieren, dass diese von 
Anfang an über das Anlagenengineering bis zum Betrieb genutzt werden können. 
- Eine Werkzeugkette anbieten, damit der gesamte Engineering-Vorgang so weit wie möglich 
unterstützt und automatisiert wird. Dabei ist auch hier wichtig: einmal erstellte Informati-
onen müssen immer gesichert und für eine weitere Verarbeitung übernommen werden. 
- Profilinformationen konsequent vom Profil bis zum Gerät/der Gerätebeschreibung/der 
fertigen Applikation verwenden und erweitern. 
- Heterogene Hardware und Software verwenden und dennoch funktionale und nicht-funk-
tionale Anforderungen einhalten. 
  




3. STAND DER WISSENSCHAFT UND TECHNIK 
Der Teil des Stands der Technik in dieser Arbeit soll die Grundlagen schaffen um das Themenfeld 
des modellgestützten Entwurfs von Feldgeräteapplikationen zu umreißen. Dabei soll eine gezielte 
Auseinandersetzung mit den für das Thema relevanten Techniken, Technologien, Konzepten, Me-
thoden und Spezifikationen stattfinden. Deshalb werden im Folgenden einzelne Inhalte aufgegrif-
fen und vorgestellt. Diese umfassen wie Feldgeräte bisher entworfen wurden, allgemeine Informa-
tionsmodelle der Automatisierung, Gerätemodelle, Profile und Beschreibungsformate für Geräte. 
Weiterführend werden ausgewählte Modellierungs- und Programmiersprachen, Austauschfor-
mate im Anlagenbau, Merkmale und Semantikanwendungen vorgestellt. Anschließend werden An-
lagenentwurf in der Automatisierungstechnik, Modelle und Engineering, das Generic Device, Per-
formancebetrachtungen und Monitoring von Feldgeräten und kurz Themen aus dem Internet of 
Things präsentiert.  
3.1 FELDGERÄTEENTWURF 
Feldgeräte werden durch die Hersteller der Feldgeräte entworfen, gebaut, aktualisiert und 
vertrieben. Dabei veröffentlichen die Automatisierungsgerätehersteller in der Regel nicht ihre 
internen Werkzeuge und Methoden, die sie benutzen um ihre Arbeit durchzuführen. Man kann im 
Allgemeinen davon ausgehen, dass jeder Hersteller seine spezifischen Werkzeuge besitzt, welche 
speziell für ihn zugeschnitten und zu einer Werkzeugkette verknüpft sind. Genauere Informationen 
von den großen Herstellern sind allerdings praktisch nicht zu bekommen. Einzelne 
Veröffentlichungen zeigen jedoch, dass sehr genau zugeschnittene Hardware, die primär auf die 
Bedarfe des zu nutzenden Bussystems ausgelegt ist, verwendet wird. Dabei wird die Software, 
welche auf dem Feldgerät abgearbeitet werden soll, nahezu vernachlässigt. Muller et al. 
beschreiben wie ein Feldgerät mit WirelessHART auf Basis eines Mikrocontrollers entworfen wird 
(Muller et al. 2010). Dabei wird fast ausschließlich darauf geachtet, dass die Anforderungen des 
Kommunikationssystems und des damit einhergehenden Stacks erfüllt werden. Die eigentliche 
Funktionalität des Geräts und die dafür einzusetzende Software werden nicht beschrieben. Ein 
System-on-a-Chip Hersteller beschreibt in der Anleitung zu seinem PROFINET Interface, dass die 
Applikationslogik für das Feldgerät auf einer separaten CPU verortet sein muss (Renesas 
Electronics Corporation 2019). Mehr grundlegende Festlegungen zur Geräteapplikationslogik 
werden nicht gemacht. Die getroffenen Festlegungen zur Geräteapplikation finden sich in Profilen. 
Werden profilkonforme Feldgeräte beim Gerätehersteller entworfen, so muss angenommen 




werden, dass derzeit alle Informationen für die konformen Feldgeräte aus den textuellen Profilen 
händisch entnommen werden. Der wahrscheinliche Workflow erfolgt gemäß Abbildung 2. Dabei 
ist es nicht ausgeschlossen, dass die Hersteller eigene Werkzeugketten besitzen, in die die 
Informationen aus den Profilen eingespeist werden. Öffentlich zugängliche Informationen lassen 
sich jedoch kaum finden. Lingg beschreibt, dass Anforderungen an die Feldgeräteentwicklung bzgl. 
geringem Aufwand, effizienter Entwicklung und guter Erweiterbarkeit bestehen (Lingg 2016). Dafür 
existieren ein Firmware Framework, Build-Werkzeuge und Gerätebeschreibungsgeneratoren. 
Detailliertere Informationen sind nicht erhältlich. Es scheint jedoch so, dass es möglich ist, aus 
Beschreibungen der Geräte Firmware zu generieren. Aber auch bei diesem Beispiel ist die 
Anwendungsdomäne nur das jeweiligen Ökosystem eines Herstellers. Eine herstellerüber-
greifende Generalisierung ist nicht zu erkennen. Die Generierung von Gerätebeschreibungen ist 
auch an anderen Stellen in der Literatur zu finden. So stellt Gössling einen Ansatz vor, bei dem 
mittels Ontologien Gerätebeschreibungen ineinander überführt werden können (Gössling 2014).  
 
Abbildung 2: Geräteentwicklung aus Profilen heute 
Simros und weitere Autoren beschreiben einen ersten Ansatz wie aus Geräteprofilen mit einer 
maschinenlesbaren Beschreibung Applikationen für Geräte erstellt werden können (Simros 2012), 
(Mätzler et al. 2013), (Simros et al. 2014). Dabei liegt ein starker Fokus auf der Gerätestruktur von 
PROFINET IO und einem speziellen Geräteprofil. Es werden hier Modultypen aus formalen und 
nicht-formalen Profilinformationen unter der Hinzunahme von herstellerspezifischen Informatio-
nen gebaut. Diese können dann aus einem Pool von Modultypen gewählt werden und zu Geräte-
typen zusammengefügt werden. Diese Gerätetypen können beim Endkunden zu virtualisierten Ge-
räten instanziiert werden. Dieser Ansatz ist ein erster Schritt, der jedoch nicht flexibel genug ist. So 
können die funktionalen Elemente aus dem Profil nur beim Hersteller zu einem Modul zusammen-
gebaut werden, und eine Betrachtung der Anforderungen an die unterlagerte Ressource bleibt 
aus. Weiterführend besteht auch nicht bei jedem Feldbus die Notwendigkeit bzw. Möglichkeit mo-
dulare Gerätestrukturen auszuprägen, so dass auch hier eine Einschränkung der Allgemeingültig-
keit vorhanden ist.  




Zusammenfassend bestehen zwar sicher Werkzeuge um aus Profilen konforme Feldgeräte zu ent-
wickeln, eine durchgängige allgemein zugängliche Lösung hingegen besteht nicht. Die zugängli-
chen Informationen zu den Werkzeugen zeigen, dass die Werkzeuge entweder nicht flexibel oder 
nicht umfassend genug sind.  
3.2 ALLGEMEINE INFORMATIONSMODELLE DER AUTOMATISIERUNG 
In der Automatisierung spielen Informationsmodelle eine zentrale Rolle. Sie beschreiben Sachver-
halte, welche für den jeweiligen Kontext relevant sind. Dabei existieren eine Vielzahl an Informati-
onsmodellen, die immer mehr oder minder einem speziellen Zweck dienen. Andererseits existie-
ren auch wenige, allgemeingültige Modelle, die nur überblicksmäßig Informationen bereitstellen. 
Diese allgemeingültigen Modelle werden dann in der Regel in speziellen Informationsmodellen als 
Grundlage verwendet. In diesem Kapitel der Arbeit werden zuerst allgemeine Gerätemodelle und 
im Anschluss allgemeine übergreifende Modelle für die Automatisierungstechnik beschrieben. In 
den folgenden Abschnitten werden noch ausgewählte spezielle Informationsmodelle beschrieben. 
Weiterführende Profile und Gerätebeschreibungen sind unter 3.2.3 bzw. 3.4 beschrieben. Da die 
Anwendung des Modells und das zugehörige Modell an einigen Stellen untrennbar sind, sind auch 
einige Modelle bei der jeweiligen Anwendung in den folgenden Unterkapiteln beschrieben.  
3.2.1 Gerätemodell 
Gerätemodelle beschreiben im allgemeinen Geräte. Auch dabei können verschiedene Aspekte der 
Geräte beschrieben werden. Primär sollen an dieser Stelle die Strukturen der Geräte im Vorder-
grund stehen. Deshalb werden im Folgenden vier ausgewählte Gerätemodelle vorstellt, die primär 
diese Strukturen darstellen können. Diese sind das Gerätemodell nach Selig (Selig 2011), das Mo-
dell für das Engineering und die Instrumentierung (Simon 2002), (Früh und Ahrens 2009), das Ge-
rätemodell aus dem „Leitfaden für Geräteprofile in der Automatisierungstechnik” (IEC/TR 62390) 
mit Erweiterungen durch „Formalised profile development method“ (PROFIBUS Nutzerorganisa-
tion e.V. 2010b) und das Gerätemodell von Simros et al. (Simros et al. 2014). Abschließend wird 
noch ein Modell für die Struktur bzgl. der Kommunikation der Werte innerhalb der Geräte aus der 
Norm für „Industrielle Kommunikationsnetze“ (DIN EN 61158-1) präsentiert.  
Das allgemeine Gerätemodell nach Selig (Selig 2011) bietet im Vergleich zu den restlichen Modellen 
eine sehr abstrakte und einfache Sicht auf die Hardware und die enthaltene Software in Form von 
Firmware unter der Berücksichtigung von Profilen. Dabei wird auch schon der Fakt berücksichtigt, 
dass es sich bei Geräten in der Regel um Gebilde aus mehreren Komponenten handelt, die jeweils 




unterschiedliche Zwecke haben und auch unterschiedlichen Profilen folgen können. Das zentrale 
Modell ist dabei in Abbildung 3 zu sehen. Hierbei wird deutlich, dass jedes Gerät aus Komponenten 
besteht. Die Komponenten bilden dabei mit dem Gerät zusammen einen Verbund, der dann eine 
Funktionalität bereitstellt. Jede Komponente besitz ihre eigene Firmware und möglicherweise ihre 
eigene Hardware. Auch ist hier bereits erkennbar, dass es verschiedene Arten von Profilen gibt. 
Die unterschiedlichen Profile adressieren diverse Aspekte des Geräts. Applikationsprofile und 
Kommunikationsprofile beschreiben Softwareaspekte und Geräte- bzw. Komponentenhardware-




Abbildung 3: Gerätemodell von Selig (Selig 2011) 
Die DIN stellt in ihrem „Leitfaden für Geräteprofile in der Automatisierungstechnik“ (IEC/TR 62390) 
ebenso ein Gerätemodell bereit, welches explizit für die Entwicklung von Geräteprofilen gedacht 
ist. Dabei sollten die darauf aufsetzenden Feldbusorganisationen eigene Erweiterungen schreiben, 
welche die festgelegten Grundlagen dann busspezifisch umsetzen. Die PROFIBUS Nutzerorganisa-
tion (PNO) hat, bevor es zu den eigentlichen Profilen kommt, mit „Formalised profile development 
method“ (PROFIBUS Nutzerorganisation e.V. 2010b) noch eine zusätzliche Ebene eingezogen, wel-
che jedoch vollständig auf das Gerätemodell aus der IEC 62390 aufsetzt. Dies ist in Abbildung 4 zu 




sehen. Lediglich die Klassen auf der rechten Seite im Bild sind dabei die Erweiterungen der PNO. 
Da diese jedoch keine ausschließlich auf PROFIBUS und PROFINET beschränkte Erweiterung dar-
stellt und es nur eine zusätzliche Unterteilung von FBlocks (im „Leitfaden für Geräteprofile in der 
Automatisierungstechnik“ (IEC/TR 62390) Function Blocks genannt) ist, kann das Gerätemodell 
auch mit dieser Erweiterung universell verwendet werden. Dieses Modell beschreibt ebenso, wie 
das von Selig, ein Gerät und seine Bestandteile. Es sagt, dass ein Gerät aus einer beliebigen Menge 
Hardware und mindestens einem funktionalen Element besteht. Hardware kann dabei sowohl ein 
Physical Device, ein Modul oder eine Ressource sein. Funktionale Elemente haben Variablen. Dabei 
können funktionale Elemente FBlocks, Objects oder Parameter-Listen sein. FBlocks wiederum kön-
nen Function Blocks, Physical Blocks oder Transducer Blocks sein. Jeder FBlock kann Funktionen ha-
ben, die in einer separaten Klasse beschrieben werden. Dieses Modell bildet weitestgehend jedes 
Feldgerät ab. Es lässt dabei aber, im Gegensatz zu dem Modell von Selig, die Software und die 
Profile an sich völlig aus.  
 
Abbildung 4: Gerätemodell aus „Formalised profile development method“ (PROFIBUS Nutzeror-
ganisation e.V. 2010b) 




Vollumfassend ist das Modell für das Engineering und die Instrumentierung von Simon (Simon 
2002) bzw. (Früh und Ahrens 2009). Dabei werden nahezu alle erdenklichen Aspekte eines Feldge-
räts betrachtet, so dass sich ein umfassendes Modell ergibt. Eine Übersicht über die Packages, 
welche in dem Modell enthalten sind, ist in Abbildung 5 zu sehen. Dabei werden alle Sichten auf 
das Gerät in detaillierten Klassen unterhalb der Packages modelliert. Diese Sichten umfassen of-
fensichtliche Themen wie die Funktion, die Hardware und Softwarestruktur und die Kommunika-
tion, aber auch weniger offensichtliche Themen wie Dokumentation, Zugang zum Prozess oder 
Bestellinformationen. Da in der Regel nur Teilaspekte verwendet werden, welche jedoch schon in 
anderen, kleineren und somit übersichtlicheren Modellen abgebildet werden können und durch 
die Komplexität und Detailtiefe des Modells, wird das Modell derzeit nicht genutzt.  
 
Abbildung 5: Packages des Gerätemodells aus (Simon 2002) 
Simros et al. beschreibt ein Gerätemodell, welches stark an das Bussystem PROFINET IO angepasst 
ist und gleichzeitig Teile aus „Formalised profile development method“ (PROFIBUS Nutzerorgani-
sation e.V. 2010b) enthält (Simros et al. 2014). Es beschreibt Geräte, welche aus Modulen und Sub-
modulen bestehen. Dabei besteht auch eine Unterteilung in allgemeine und spezielle Submodule. 
Das spezielle Submodul ist dabei ein profilbasiertes Submodul. Beide Arten von Submodulen ent-
halten Datensätze, welche auf Parameter verweisen. Im Profil-Submodul sind zusätzlich noch Ka-
näle enthalten, die auf Funktions- bzw. Transducer Blöcke verweisen. Diese Blöcke haben dann 
wiederum Datensätze. Das Modell ist in Abbildung 6 zu sehen. Dabei sind gelb die informell be-
schriebenen Inhalte aus dem Profil dargestellt. Rosé sind die formell beschriebenen Inhalte, wel-
che im Profil hinterlegt sind. Blau markiert ist das individuelle Mapping, welches mit Hilfe des im 




















Abbildung 6: Gerätemodell aus (Simros et al. 2014) 
 
Abbildung 7: Grundlegendes Modell nach DIN EN 61158-5-3 (DIN EN 61158-5-3) 
Ein weiteres Modell für die Beschreibung von Aspekten eines Feldgerätes ist in der Reihe der DIN 
EN 61158-5 zu finden (siehe Abbildung 7). Besonders ausführlich wird dies in dem untergeordne-
ten Teil für die Communication Profile Family 3 für PROFINET und PROFIBUS (DIN EN 61158-5-3) 
vorgestellt. Hierbei wird der Teil der internen Daten auf die Kommunikation der Feldgeräte abge-
bildet. Es findet eine Abbildung der Datenpunkte (real Objects) auf Application Process Objects (APOs) 
statt, welche dann über die in Application Service Elements (ASEs) bereitgestellten Dienste kommu-
niziert werden können. ASEs werden in „Information technology – Open Systems lnterconnection 
– Application Layer structure“ (ISO/IEC 9545) definiert. Dabei ist eine ASE ein zusammenhängender 
Satz integrierter Funktionen, welcher die Möglichkeit zur Kommunikation für einen definierten 
Zweck bereitstellt (ISO/IEC 9545, S. 14). Ein APO ist ein Objekt auf das aus dem Netzwerk zugegrif-
fen werden kann. Die DIN EN 61158-1 beschreibt, dass ein APO definiert wird durch die Auswahl 
der Attribute aus der APO-Klasse für den Zugriff auf ein reales Objekt, Zuordnung von Werten und 
Dienstauswahl aus der Vorlage für den entfernten Zugriff auf das reale Objekt (DIN EN 61158-1). 
Dabei werden Attribute nicht näher spezifiziert. Aus der allgemeinen Handhabung lässt sich jedoch 
schließen, dass diese Attribute das Datum hinter dem APO näher beschreiben und eingrenzen. 
Mögliche Attribute könnten daher sein: Lese- /Schreibzugriff, Datentyp, Ober- und Untergrenzen. 
Diese Attribute sind nur modelltechnisch an dem APO annotiert. Auf sie kann nicht entfernt (über 
ASEs) zugegriffen werden. Weiterhin enthält ein APO „eine Kennung für FAL-Dienste, die von ent-
fernten APs für den Fernzugriff verwendet werden können“ (DIN EN 61158-1, S. 47). Das reale Ob-
jekt wird nicht näher beschrieben. 




3.2.2 Übergreifende Modelle 
Neben den Gerätemodellen, die in dieser Arbeit im Fokus stehen, existieren auch noch eine Viel-
zahl an weiteren Modellen, welche das Umfeld der Feldgeräte wiedergeben. Auch diese müssen 
teilweise betrachtet werden, da sie unter anderem die Anwendung oder den Kontext der Feldge-
räte beschreiben. Für eine Einordnung der einzelnen Modelle und Technologien eignet sich beson-
ders das Referenzarchitekturmodell Industrie 4.0 (RAMI). Es stellt eine Weiterentwicklung der Au-
tomatisierungspyramide dar. Dabei gab es auch bereits bei der klassischen Automatisierungspy-
ramide diverse Vertreter und Ausprägungen der einzelnen Schichten (Meudt et al. 2017). Die klas-
sische Variante (vgl. (Steusloff 1985)) ist unterteilt in die Feldebene, die Anlagenebene, die Betriebs-
leitebene, die Produktionsleitebene und die Unternehmensleitebene. Die wesentlichen Schichten 
sind bereits in „Integration von Unternehmensführungs- und Leitsystemen – Teil 1: Modelle und 
Terminologie“ (DIN EN 62264-1) zu finden. Abwandlungen der Pyramide finden sich in der Fachli-
teratur immer wieder. Dabei werden noch weitere Ebenen eingeführt oder entfernt. Das RAMI 
stellt einen Würfel dar, welcher drei Achsen visualisieren soll. Diese Achsen sind: Life Cycle & Value 
Stream, Hierarchy Levels und Layers (Heidel et al. 2017). In diesem Würfel-Modell werden klassische 
übergreifende Modelle mit eingebunden. So bildet die Life Cycle Achse direkt die Vorgaben aus dem 
„Life-cycle-Management von Systemen und Produkten der Mess-, Steuer- und Regelungstechnik 
der Industrie“ (DIN EN 62890) ab. Innerhalb dieser Achse wird zwischen Typ und Instanz und der 
jeweiligen Herstellung bzw. Weiterentwicklung unterschieden. Die Hierarchy Schichten sind wiede-
rum einer der Erweiterungen der Automatisierungspyramide entnommen. Die Connected World 
stellt eine zusätzliche Schicht – die Spitze der früheren Pyramide – dar. Sie wurde ergänzt um die 
Umgebung der Industrie 4.0 abzubilden (Hankel 2015). Die Layer Achse ist unterteilt in die reale 
Welt und die Informationswelt. Der Teil der realen Welt wird mit dem Asset und einem Teil des 
Integration-Layers abgedeckt. Dabei stellt das Integration-Layer die Anbindung der relevanten 
Teile aus der realen Welt an die Informationswelt dar. Überlagert setzt der Communication Layer 
auf. Dieser dient zur Übertragung von Daten und das Aushandeln der Kommunikationsmittel (Pro-
tokolle, Datenraten, ...). Aufsetzend folgt der Information Layer, welcher sich um die Daten, die kom-
muniziert werden sollen, kümmert. Der Functional Layer beinhaltet alle Funktionen aus Industrie 
4.0 Sicht. Der Business Layer enthält Beschreibungen der Geschäftsprozesse (Heidel et al. 2017). 
Letzterer ist im Rahmen dieser Arbeit nicht von Bedeutung. Bei der Beschreibung von RAMI wird 
deutlich, dass es einen weit größeren Fokus besitzt als dieser für die Arbeit relevant ist.  




Als weitere übergreifende Modelle können die Vorgehensmodelle beim Engineering betrachtet 
werden. Eine Beschreibung der ausgewählten Vorgehensmodelle PPEAM (Process Plant Enginee-
ring Activity Model) und NA 35 erfolgt im späteren Verlauf des Kapitels unter 3.8. 
3.2.3 Fazit 
Zusammenfassend lässt sich festhalten, dass es eine Vielzahl an verschiedenen Modellen mit ver-
schiedenem Fokus gibt. Dabei unterstützt RAMI eine Einordnung der bestehenden Modelle und 
Technologien und stellt somit eine gute Voraussetzung für eine ausführliche Betrachtung zu den 
Modellen und Technologien bei Industrie 4.0 dar. Auf dem Gebiet der Gerätemodelle zeigt sich 
ebenfalls eine große Vielfalt. Dabei stellt das Modell aus dem „Leitfaden für Geräteprofile in der 
Automatisierungstechnik“ (IEC/TR 62390) und dessen Erweiterung „Formalised profile develop-
ment method“ (PROFIBUS Nutzerorganisation e.V. 2010b) eine gute Ausgangsbasis dar. Es ermög-
licht eine relativ schlanke Beschreibung von Geräten bezüglich ihrer Teile und Parameter als 
Schnittstellen. Die Unterteilung in die verschiedenen Blockarten unterstützt eine bessere Struktu-
rierung der Geräte, ohne dass diese übermäßig komplex ist. 
3.3 PROFILE 
Profile sind spezielle Modelle für die Automatisierung. Sie sollen die Integration verschiedener Ge-
räte und Technologien in Werkzeuge und Anlagenapplikationen erleichtern. Für ein besseres und 
umfassenderes Bild werden zuerst unterschiedliche Sichten auf Profile vorgestellt und im An-
schluss durch ausgewählte Profilvertreter vertieft. Ferner werden Vorgaben für Profile und die Pro-
fil-XML-Beschreibung vorgestellt. Abschließend wird aufgezeigt, wie Profilentwicklung heute statt-
findet und stattfinden kann. 
3.3.1 Unterschiedliche Sichten auf Profile 
Profile werden je nach Kontext leicht unterschiedlich definiert. Das Online Glosar von ABB in deut-
scher (ABB AG 2004) bzw. in englischer Sprache (ABB Limited 2004) bietet Definitionen für ein Profil 
im Allgemeinen und für Geräte- bzw. Kommunikationsprofile im Speziellen. Diese besagt: „Ein Pro-
fil definiert was vorhanden sein muss (z.B. Parameter oder Dienste), um ein brauchbares Niveau 
an Interoperabilität zwischen Geräten verschiedener Anbieter zu erreichen. Das Geräteprofil defi-
niert das Minimum an Interoperabilität zwischen ähnlichen Geräten verschiedener Anbieter. Das 
Kommunikationsprofil definiert das Minimum an Kommunikationsinteroperabilität, das z.B. intel-
ligente Geräte unterstützen sollten, und Zeitverteilungsdienste.“ (ABB Limited 2004, S. 18) 




Diedrich und Bangemann definieren Profile wie folgt: „Profile sind Absprachen (auch als Spezifika-
tionen bezeichnet), zwischen Geräteherstellern darüber, welche Parameter mit welcher Syntax 
und Bedeutung zwischen den Feldgeräten einer Klasse und den Steuerungen, dem Parametrier-
werkzeug oder der Diagnose- und Servicestation auszutauschen sind. Hinzu kommen für ausge-
wählte Parameter auch noch Anwendungsfunktionen der Geräte, die herstellerunabhängig von 
allen Geräten einer Klasse bereitgestellt werden sollten“ (Diedrich und Bangemann 2006, S. 292). 
In ISO 15745-1 (Open systems application integration framework) beschreibt ein Profil als “set of 
one or more base specifications and/or sub-profiles, and, where applicable, the identification of 
chosen classes, conforming subsets, options and parameters of those base specifications, or sub-
profiles necessary to accomplish a particular function, activity, or relationship“ (ISO 15745-1). Dabei 
definiert die ISO 15745 das Application Interoperability Profile (siehe Abbildung 8). Dies unterteilt 
das Profil in verschiedene Sichten. So existiert ein Process Profile, welches Kontroll-, Material- und 
Informationsfluss innerhalb der Applikation und Funktionen, Schritte und Aktivitäten im Setup und 
Betrieb der Applikation beschreibt. Weiterführend wird der Teil des Information Exchange Profiles 
eingeführt. Dieser beschreibt Informationen, die über die am beschriebenen Prozess beteiligten 
Ressourcen ausgetauscht werden. Den größten Teil stellt das Resource Profile dar. Dies wird wiede-
rum in einzelne Subprofile unterteilt. Das Device Profile stellt dabei Geräteeigenschaften eines Ge-
räts bereit, die für die Anforderungen aus dem Process Profile nötig sind. Die Geräteeigenschaften 
können Funktionen auf einem Gerät, Prozessdaten eines Geräts oder Parameter und Laufzeitvari-
ablen eines Geräts sein. Das Device Profile stellt Informationen zu Device Identity, dem Device Mana-
ger, der Device Function und dem Application Process bereit. Device Identity umfasst einzigartige In-
formationen (z.B. eine Seriennummer, eine Revision oder eine Location) um das Gerät zu identifi-
zieren. Der Device Manager hingegen stellt die Gerätekonfiguration und das Gerätemonitoring zur 
Verfügung. Device Function beschreibt die Gerätefunktionen im technischen Sinne und der Applica-
tion Process Attribute des Geräts. Das Communication Profile stellt Eigenschaften des Kommunika-
tionsnetzwerkes bereit. Diese werden intern noch einmal in Application Layer, Transport Layer und 
Network Management unterschieden. Der Transport Layer beschreibt die Schichten eins bis vier aus 
dem ISO/OSI Referenzmodell (ISO/IEC 7498-1). Hingegen bildet der Application Layer die Schichten 
5-7 aus dem ISO/OSI Referenzmodell ab. Das Network Management sollte mindestens die Teile Fault 
Management, Configuration Management und Performance Management umfassen. Der Teil des 
Equipment Profile beschreibt die Eigenschaften des Equipments des Prozesses. Dies könnte bei-
spielsweise die Geschwindigkeit eines Rührers oder ein spezieller Pumpendurchsatz innerhalb ei-




ner Anlage sein. Das Human Profile befasst sich mit einem Randthema der Beschreibung von An-
lagen, den Eigenschaften bzw. Fähigkeiten des Bedienpersonals. So können mit diesem Profil so-
wohl einzelne Kompetenzen des Personals als auch die Verfügbarkeit von Personal beschrieben 
werden. Das Material Profile beschreibt die Materialeigenschaften des zu verarbeitenden Materials 
(bzw. der entstehenden Halbzeuge/Produkte). Letztendlich können mit einer vollständigen Be-
schreibung aller Profile nach dem „Open systems application integration framework“ (ISO 15745-
1) alle denkbaren Szenarien detailliert beschrieben werden. 
 
Abbildung 8: Application Interoperability Profile aus dem Open systems application integration 
framework (ISO 15745-1) 
Auch das „Geräteprofile für vernetzte industrielle Schaltgeräte – Niederspannungsschaltgeräte“ 
adressiert die Definition von Profilen: „Profiles define a common set of functionality (data and be-
haviour) for a class of devices in a given industrial domain, thus allowing system designers, system 
integrators and maintenance staff to handle profile-based devices without special tool configura-
tion. Profiles also provide consistent structuring and semantics of device functionality.” (DIN EN 
61915-1). Diese Definition zielt jedoch sehr stark auf Geräteprofile und nicht auf Profile im Allge-
meinen.  
Im Leitfaden für Geräteprofile in der Automatisierungstechnik (IEC/TR 62390), welcher sich eigent-
lich nur mit Geräteprofilen beschäftig, wird jedoch auch ein Profil definiert: „Profile definieren für 




eine Klasse von Geräten eine gemeinsame Menge von Funktionalitäten in einem vorgegebenen 
industriellen Gebiet, um so den Systementwicklern, den Systemintegratoren und dem Instandhal-
tungspersonal zu ermöglichen, mit profilbasierten Geräten ohne eine spezielle Werkzeugkonfigu-
ration umzugehen. Dies ermöglicht auch die konsistente Strukturierung und Semantik der Funkti-
onalität der Geräte“ (IEC/TR 62390). Diese Definition ist ebenfalls für eine allgemeine Profildefini-
tion sehr eng gefasst und zielt eher auf ein Geräteprofil ab. Inhaltlich ist diese Definition sehr nah 
an der Definition, welche bei den Niederspannungsschaltgeräten (DIN EN 61915-1) genutzt wird, 
angelehnt.  
 
Abbildung 9: Systembaukausten aus „PROFILE Systembeschreibung“ der PROFIBUS Nutzerorgani-
sation (PROFIBUS Nutzerorganisation e.V. 2010a) 
In der Umgebung der PNO sind die Definitionen für Profile leicht abgewandelt. Hier wird folgende 
Aussage getroffen: „The generic term for all profiles is the application profiles.“ (Jecht et al. 2015, 
S. 14). Die „PROFILE Systembeschreibung“ der PNO stellt auch heraus, dass es nur Application Pro-
files gibt, welche in Common Application Profiles und Specific Application Profiles unterteilt werden 
(siehe Abbildung 9) (PROFIBUS Nutzerorganisation e.V. 2010a). Die Kommunikationsprofile werden 
nicht weiter betrachtet, da diese bereits durch den Kontext der Nutzerorganisation vorgegeben 
sind. Jedoch beschreiben die Common Application Profiles ausgewählte Aspekte der Kommunika-
tion näher. Zu den Specific Application Profiles gehören auch wieder Geräteprofile, Branchenprofile 
und Integrationsprofile. Die „PROFIBUS – Technical Description“ der PROFIBUS Nutzerorganisation 
stellt hingegen Communication Profiles dar und führt zusätzlich in die Betrachtung noch Physical 
Profiles im Sinne von Kommunikationsmedien ein (PROFIBUS Nutzerorganisation e.V. 1999).  
In der Umgebung von CAN werden die Definitionen anders ausgelegt. Das „CANdictonary” (CAN in 
Automation e. V. 2019) beschreibt vier verschiedene Profile. Es definiert ein Application Profile mit 




„The application profiles specify all communication objects and application objects in all devices of 
a network.” (CAN in Automation e. V. 2019, S. 9). Anders als in der PNO-Welt ist somit ein Application 
Profile eher ein Branchen- bzw. Integrationsprofil. Das Communication Profile wird hier mit fol-
genden Worten beschrieben: „A communication profile specifies the content of communication 
objects such as EMCY, TIME, SYNC, heartbeat, NMT, etc. in CANopen.” (CAN in Automation e. V. 
2019, S. 31). Auch bei dieser Definition unterscheidet sich das Verständnis zwischen PNO und CiA 
(CAN in Automation). Bei CiA werden nur Inhalt der communcation objects beschrieben, hingegen 
bei PNO Festlegungen zu Netzwerkteilnehmern, Kommunikationsarten, Kommunikationsfunktio-
nen, Synchronisierung und vielem mehr getroffen. Weiterhin wird im „CANdictonary” (CAN in Au-
tomation e. V. 2019) auch der Begriff Device Profile wie folgt definiert: „A device profile specifies the 
device-specific application data and communication capability based on the related higher-layer 
protocol. For more complex devices these profiles may provide a finite state automaton (FSA), 
which enables standardized device control.” (CAN in Automation e. V. 2019, S. 36). Ebenso existiert 
hier eine Definition für das Interface Profile. Dabei ähnelt das Verständnis für ein Device Profile bei 
CiA und PNO und das Interface Profile ist dem Integration Profile der PNO sehr ähnlich.  
Etwas formaler beschreibt die DIN in „Funktionsbausteine für die Prozessautomation und elektro-
nische Gerätebeschreibungssprache“ (DIN EN 61804-2) die Kompatibilitätsniveaus zwischen Gerä-
ten (Abbildung 10). Diese teilt die Kompatibilität in inkompatibel bis austauschbar ein, wobei die 
verschiedenen Kompatibilitätsniveaus mit unterschiedlicher Erfüllungsstufen einzelner Kriterien 
erreicht werden. Die Kriterien sind dabei Kommunikationsprotokoll, Kommunikationsschnittstelle, 
Datentypen/Datenzugriff, Semantik der Parameter, Funktionsumfang der Anwendung und dyna-
misches Verhalten. Hervorzuheben ist an dieser Stelle, dass hier bereits eine Festlegung getroffen 
wird, welche Kriterien in welcher Art von Profilen beschrieben werden. Kommunikationsprotokoll, 
Kommunikationsschnittstelle und Datentypen/Datenzugriff werden daher in Kommunikationspro-
filen festgelegt. Anwendungsprofile setzen auf den Kommunikationsprofilen auf und legen weitere 
Attribute für die Anwendungsobjekte fest. Sie nutzen die vorgegebenen Fähigkeiten der Kommu-
nikationsprofile. Was das Anwendungsprofil umfasst bleibt dabei jedoch offen. 
Bei der Betrachtung der verschiedenen Definitionen wird deutlich, dass Profile das Zusammenspiel 
zwischen verschiedenen Geräten über Herstellergrenzen hinweg festlegen und es mehrere Arten 
von Profilen gibt, welche unterschiedliche Sichten auf das Zusammenspiel adressieren. Ganz all-
gemein lässt sich zusammenfassen, dass Profile funktionale und wenn nötig auch nicht-funktionale 




Anforderungen an Geräte und einheitliche Begriffsdefinitionen festlegen. Diese können Kommu-
nikation, Funktionalität, Parameter, Schnittstellen oder Abmessungen umfassen. Das generelle Ziel 
bei Profilen beschreibt Jecht et al. (Jecht et al. 2015) am Beispiel vom Profibus PA Profil damit, dass 
der Austausch von Feldgeräten sehr erleichtert und beschleunigt wird, da nur die Busadresse ge-
setzt und die Ident Nummer eingestellt werden muss. Alle anderen Schnittstellen sind bei einem 
idealen konformen Austauschgerät auch herstellerübergreifend gegeben. Abgesehen von den Be-
zeichnungen für die Profilarten, stellt Abbildung 10 auch eine recht universelle Kategorisierung von 
Kriterien und Kompatibilitäsniveaus dar.  
 
Abbildung 10: Funktionale Kompatibilitätsniveaus für Geräte aus „Funktionsbausteine für die Pro-
zessautomation und elektronische Gerätebeschreibungssprache“ (DIN EN 61804-2) 
3.3.2 Ausgewählte Profile 
Um einen besseren Überblick über Profile zu erhalten, werden im Folgenden ausgewählte Vertre-
ter verschiedenen Ursprungs von Profilen vorgestellt. Die Auswahl ist exemplarisch und soll nur 
einen groben Überblick über die Möglichkeiten von Profilen schaffen.  
Das „Profile for Process Control Devices” (PROFIBUS Nutzerorganisation e.V. 2018) stellt ein Specific 
Application Profile dar. Eine direkte Einordnung in die unterlagerten Kategorien erfolgt innerhalb 
des Dokuments nicht. Es lässt sich jedoch, auf Grundlage der beschriebenen Funktionalität, in die 




Kategorie Integration Profile verorten. Das Profil beschreibt den Aufbau von Geräten für die Pro-
zessautomatisierung und stellt die inneren Strukturen im Gerät als Blöcke dar. Hierfür wird eine 
interne Blockstruktur definiert, welche neben dem Device Management die Physical Blocks, Function 
Blocks und Transducer Blocks umfasst. Weiterführend werden alle benötigten Datenstrukturen und 
Status-Belegungen definiert, so dass eine allgemeingültige Beschreibung für die beteiligten Blöcke 
entsteht. Das Device Management stellt ein Verzeichnis bereit, welches die vorhandenen Blöcke und 
deren Adressen beinhaltet. Der Phyiscal Block stellt Beschreibungen zur Hardware zur Verfügung. 
Der Trancducer Block kapselt den Hardwarezugriff für eine angeschlossene Verarbeitung der Da-
ten. Somit kann ein Function Block die Daten unabhängig von der eigentlichen Hardware verarbei-
ten bzw. aufbereiten. Die Blöcke werden busunabhängig beschrieben, es existieren jedoch Abbil-
dungen auf die Feldbusse PROFINET IO und PROFIBUS. Somit können Geräte mit einer konkreten 
Busanschaltung geschaffen werden, die universell und herstellerunabhängig ohne konkretes Wis-
sen über das Gerät genutzt werden können. Weiterführend sind jedoch auch herstellerspezifische 
Erweiterungen zulässig, welche dann aber nicht universell benutzt werden können.  
Ein weiterer Vertreter von Profilen ist PROFIenergy (PROFIBUS Nutzerorganisation e.V. 2012). Dies 
ist ein Common Application Profile. Es adressiert weitaus mehr Geräteklassen als dies bei den Spe-
cific Application Profiles der Fall ist. Ziel dieses Profils ist es, Teile einer Produktionsanlage gezielt, 
zu Zeiten einer Unterbrechung im Produktionsablauf, in einen energiesparenden Zustand zu ver-
setzen bzw. diesen zu den gewünschten Zeitpunkten wieder geordnet zu verlassen. Hierfür werden 
verschiedene Zustände definiert, welche über Befehle angesteuert werden können. Die zusätzli-
chen Zustände gegenüber einem Normalbetrieb sind dabei feingranular und reichen von Sleep bis 
hin zu mehreren Stufen des Energy-Savings. Der Integrator bestimmt, welches Modul ab welcher 
Stufe mit in den Standby geschickt wird (Siemens AG 2011). Der generelle Funktionsumfang ist 
unabhängig vom konkreten Teil der Anlage oder einer Geräteklasse oder einer konkreten Branche. 
Unabhängig von diesem Profil können auch noch weitere Profile auf dem jeweiligen Gerät verwen-
det werden.  
Ein besonderer Vertreter stellt das Profil „RemoteIO for Process Automation – Profile for 
PROFINET“ (PROFIBUS Nutzerorganisation e.V. 2011) dar. Dies ist nur ein Draft, jedoch wurde es 
mit einem speziellen Werkzeug (Frenzel et al. 2010) erstellt, so dass es einen maschinenlesbaren 
Teil enthält. Der Teil kann von nachfolgenden Werkzeugen genutzt werden, um die enthaltenen 
Vorgaben des Profils automatisch umzusetzen. Dabei adressiert es explizit Remote IO Baugruppen 




in der Prozessautomatisierung und stellt somit ein Device Profile dar. Auch hier ist wieder die Un-
terteilung, wie beim zuerst vorgestellten Profil, in Transducer und Function Blocks zu finden. Es de-
finiert hierbei mehrere Blöcke der beiden Kategorien, inklusive der Schnittstellen dieser Blöcke und 
teilweise auch der Funktionalität, im Rahmen von Zustandsmaschinen.  
In anderen Bussystemen werden ähnliche Profilkategorien bedient. So besteht in CANopen zum 
Beispiel das „CANopen Device profile for generic I/O modules“ (CAN in Automation e. V. 2008). Dies 
ist, wie der Name schon sagt, ein Device Profile, welches die Gerätefamilie der allgemeinen In-
put/Output Baugruppen beschreibt. Dabei werden auch Objekte, inklusive deren Adresse im Object 
Dictonary, beschrieben. Es erfolgt keine Unterscheidung der Objekte hinsichtlich deren Funktiona-
lität wie dies bei PROFIBUS und PROFINET IO der Fall ist. Es werden jedoch allgemeingültige Fest-
legungen getroffen, so dass alle Geräte mit der gleichen Funktionalität sich über die gleichen In-
dexadressen bedienen lassen. Die Festlegungen erfolgen dabei auf Modulebene.  
Auch in CANopen bestehen Application Profiles. „CAN Application profile for lift control systems” 
(CAN in Automation e. V. 2011) ist eines dieser Profile. Hier werden primär die Steuerungsfunktio-
nalitäten in Form von virtuellen Geräten beschrieben, die das Gesamtsystem anzubieten hat. Diese 
können wahlweise in einem Gerät abgearbeitet oder in einem verteilten System angeboten wer-
den. So entsteht für jede Einheit, die an dem Prozess beteiligt ist, ein virtuelles Gerät. Zu jedem 
dieser Geräte wird kurz die Funktionalität erläutert. Die Schnittstellen der einzelnen Geräte werden 
jedoch nicht detailliert beschrieben. Dafür wird eine Empfehlung für die zu den virtuellen Geräten 
zuzuordnenden Node-IDs ausgesprochen und Codierungen sowohl für Fehler als auch Steuerungs-
kommandos festgelegt.  
Zusammenfassend werden demnach unter den verschiedenen Profilarten in den verschiedenen 
Bussystemen ähnliche Dinge verstanden. Dabei können Device Profiles Festlegungen zur Gerä-
testruktur und vor allem zur Adressierung definieren. Hingegen stellen Application Profiles das Zu-
sammenspiel aus Sicht der übergreifenden Applikation sicher.  
3.3.3 Vorgaben für Profile 
Es bestehen verschiedene Vorgaben für das Erstellen von Profilen. Diese sind in der „Profile Gui-
deline“ (IEC/TR 62390) und in Teilen auch in den allgemeinen Festlegungen für die Entwicklung von 
Geräteprofilen aus dem Kontext der Niederspannungsschaltgeräte (DIN EN 61915-1) zu finden. 
Beide werden nachfolgend kurz vorgestellt.  




Die „Profile Guideline“ (IEC/TR 62390) beschreibt eine Schrittfolge, die zur Definition eines Profils 
erforderlich ist. Dabei müssen zuerst Festlegungen zum Geltungsbereich, der Kompatibilitäts-
ebene und der Geräteklassifizierung getroffen werden. Im Anschluss erfolgt die Definition der 
Grundfunktionen und ihrer Beziehungen. Im darauffolgenden Schritt werden Parameterlisten, 
Gruppen und Anordnungen festgelegt. Die Parameterlisten werden in Form einer vorgegebenen 
Tabelle erfasst. Weiterführend können Gruppierungen und Abbildungen der Grundfunktionen auf 
funktionale Elemente erfolgen. Anschließend kann das Geräteverhalten beschrieben werden. Sind 
alle diese Schritte durchlaufen, können die so definierten Profile um weitere Funktionalitäten oder 
Sichten erweitert werden. Es bestehen drei verschiedene Modellierungsarten für die Geräte: das 
Parameterlisten-Modell, das Funktionsbaustein-Modell und das Objekt-Modell. Da die letzten drei 
Schritte optional sind, ist die hier festgelegte Mindestinformation, welche in einem Profil enthalten 
ist, die Parameterlisten des Geräts. Diese müssen nicht zwingend auf Ebene der FEs herunterge-
brochen sein. Mit diesen Informationen ist bereits die Modellierungsart des Parameterlisten-Mo-
dells erreicht und somit ein EC/TR 62390-kompatibles Profil erstellt. Es ist allerdings wünschens-
wert und auch möglich, die Parameter den einzelnen FEs zuzuordnen. Gerade mit einer Beschrei-
bung des Geräteverhaltens ist dies auch sinnvoll, da so eine direkte Zuordnung zwischen Verhalten 
und Parametern erfolgen kann. Diese Verhaltensbeschreibung ist für die Arten Funktionsbaustein-
Modell bzw. Objekt-Modell nötig. Aus informatischer Sicht sind die beiden Modelle sehr ähnlich.  
Die DIN EN 61915-1 beschreibt ein Geräteprofil für vernetzte industrielle Schaltgeräte (DIN EN 
61915-1). Es basiert auf dem „Open systems application integration framework“ (ISO 15745-1) und 
nutzt somit auch Teile der Strukturierungsmöglichkeiten, welche dort geboten werden. Dabei wer-
den ganz generell Geräteprofile in Daten und Verhalten der Geräte unterteilt. Im Rahmen dieser 
Norm werden Geräteprofile zweigeteilt in ein Root Device Profile und ein Manufacturer’s Device Pro-
file. Ein Root Device Profile wird von der IEC als Normungskomitee festgeschrieben. Es sollen dabei 
für alle Geräte einer Gerätefamilie dieselben grundlegenden Parameter bestehen, welche auch 
dieselbe Semantik besitzen. Außerdem sollen netzwerkrelevante Informationen explizit ausge-
schlossen werden und ähnliche Parameter in verschiedenen Root Device Profiles gleichartig verfüg-
bar sein. Spezialisierend auf den Root Device Profiles setzen in der Regel die Manufacturer’s Device 
Profiles auf. Diese können entweder ebenso Gerätefamilien, oder sogar ein einzelnes Gerät, näher 
beschreiben. Dabei ist zu beachten, dass alle verpflichtenden Inhalte aus dem übergeordneten 
Profil übernommen werden. Weitere Ergänzungen bezüglich der Parameter, Datentypen, FEs, Zu-
standsmaschinen und Services dürfen getroffen werden. Für Root Device Profiles stellt das „Open 
systems application integration framework“ (ISO 15745-1) Vorgaben bezüglich der Struktur und 




des Inhaltes auf. Diese Vorgaben umfassen ganz allgemeine Dinge, wie Nomenklatur und Header-
informationen, aber auch Vorgaben zu Parametern (Datentypen, Einheiten, Berechnungs- und Zu-
griffsbeschreibungen) sind enthalten.  
 
Abbildung 11: Struktur des normativen Anhangs 
3.3.4 Profil-XML-Beschreibung 
Im Rahmen einer Forschungsarbeit wurde für die PNO der Umgang mit dem formalen Teil von 
Profilen präzisiert. Als Grundlage hierfür legt die PNO die Unterteilung von Profilen in drei Teile 
fest (PROFIBUS Nutzerorganisation e.V. 2010b). Diese umfassen „PNO standardised Specification 
Document Framework”, „Prosa and figure profile description content” und „Normative formal spec-
ification”. Der erste Teil basiert damit auf den Festlegungen aus dem Leitfaden für Geräteprofile in 
der Automatisierungstechnik (IEC/TR 62390). Es schließen sich Texte und Bilder zur Erklärung des 
Profils an. Und am Ende steht der an dieser Stelle interessante Teil der normativ formalen Spezifi-
kation. Auch wenn dieser Teil nicht mehr umfassend in dem Dokument veröffentlich wurde, lassen 
sich aus dem XML-Schema der vorgestellten Werkzeuge kurz die Inhalte des normativ formalen 
Teils zusammenstellen. Das XML-Schema ist unterteilt in zusammengesetzte Datentypen, FEs, Pa-
rametertabellen, Zustandsmaschinen und Parameter Assembly Tabellen. (vgl. Abbildung 11)  
Die zusammengesetzten Datentypen umfassen mehrere Tabellen in denen die einzelnen Datenty-
pen beschrieben werden (vgl. Abbildung 12). Die Tabellen wiederum können mehrere Einträge 
aufweisen. Jeder Eintrag kann ein Record oder ein Array sein. Bei einem Array kann nur Name, 
Anzahl an Elementen und der entsprechende Datentyp ausgewählt werden. Hingegen können bei 
einem Record mehrere Elemente mit beliebigem Datentyp zusammengestellt werden.  




Die Liste an FEs umfasst eine beliebige Menge an FEs. Diese Elemente haben, wie in Abbildung 13 
dargestellt, als Attribute eine ID und ein Label. Weitere Beschreibungsmöglichkeiten sind nicht vor-
gesehen.  
 
Abbildung 12: Beschreibung zusammengesetzter Datentypen 
 
Abbildung 13: Beschreibung funktionaler Elemente 
Bei den Parametertabellen können eine beliebige Menge Parametertabellen modelliert werden 
(siehe Abbildung 14). Jede Parameterliste hat eine ID, ein Label, optional eine Referenz auf ein FE 
und eine beliebige Menge an Parametern. Weiterhin hat jeder Parameter eine Menge an Eigen-
schaften. Diese ermöglichen es, den Parameter zu beschreiben (Name, Datentyp, Einheit, ...) und 
inhaltlich einzugrenzen (Wertebereich, Zugriff, Persistenz, ...).  
Die Zustandsmaschinen werden über einen separaten Knoten beschrieben (siehe Abbildung 15). 
Auch hier können eine beliebige Menge an Zustandsmaschinen abgelegt werden. Jede Zustands-
maschine besitzt wieder eine ID, ein Label und optional eine Referenz auf ein FE. Sie beinhaltet 
Zustände und Transitionen. Dabei hat, wie in der Beschreibung der Parametertabellen, jeder Zu-
stand eine ID, einen Namen und eine Beschreibung. Transitionen besitzen ebenso eine ID, weisen 




einen Namen und eine Beschreibung auf. Weiterführend werden Quellen- und Zielzustand, Trig-
ger, Guard und eine Aktion beschrieben. Beschränkungen oder Festlegungen, wie Trigger, Guard 
und Aktion zu beschreiben sind, liegen nicht vor.  
 
Abbildung 14: Beschreibung der Parametertabellen 
 
Abbildung 15: Beschreibung der Zustandsmaschinen 





Abbildung 16: Beschreibung der Parameter Assembly Tabellen 
In den Parameter Assembly Tabellen können bestehende Parameterdefinitionen nochmals zusam-
mengeführt werden (siehe Abbildung 16). Hierfür können eine beliebige Menge von Tabellen mit 
einer beliebigen Menge an zusammengesetzten Parametern, die wiederum aus einer beliebigen 
Menge an Parametern bestehen, erstellt werden. Die einzelnen Tabellen besitzen IDs und Labels. 
Eine ID weisen auch die einzelnen zusammengesetzten Parameter auf. Es können noch weitere 
Eigenschaften wie Name, Zugriff, Persistenz, usw. beschrieben werden. Die einzelnen Parameter 
werden über ihre ID referenziert.  
Bisher wurde mit diesem Beschreibungsformat nur das Profil „RemoteIO for Process Automation“ 
für PROFINET (PROFIBUS Nutzerorganisation e.V. 2011) umgesetzt. Dabei wurden jedoch nur die 
composite Data Types und die parameter Tables realisiert. Alle weiteren Teile, wie die FEs und die 
Zustandsmaschinen, wurden nicht realisiert. Generell ist dies jedoch möglich. Außerdem ist eine 
Übertragung auf andere Bussysteme nicht ausgeschlossen, da sich kein busspezifisches Wissen in 
dem Beschreibungsformat wiederfindet.  
3.3.5 Profilentwicklung 
Die Entwicklung von Profilen werden in der Regel durch die Feldbusorganisationen betreut. Diese 
geben Randbedingungen für die Entwicklung in Form von Regeln und Werkzeugen vor. Zur Profil-
entwicklung beschreibt, neben dem „Leitfaden für Geräteprofile in der Automatisierungstechnik“ 
(IEC/TR 62390), die Veröffentlichung von Frenzel et al. eine Vorgehensweise und ein Werkzeug für 
die PROFIBUS Nutzerorganisation (Frenzel et al. 2010). Es wird mit den Werkzeugen sowohl der 
formale Teil des Profils als auch der semi-formale Teil des Profils erstellt. Zudem werden zwei Va-
rianten vorgestellt, welche die unter 3.3.4 vorgestellte Beschreibung als formalen Teil exportieren 
können. Für die erste Variante wird UML mit dem Werkzeug Rhapsody genutzt. Hierfür ist ein 




Template erstellt worden, welches bereits die gängigen Datentypen aus den IEC Normen und die 
Datentypen der PNO mitbringt. Mittels Stereotypen werden Funktionen bzw. die Arten der Klassen 
beschrieben. Die Klassenbeschreibungen enthalten dann Variablen und Funktionen, welche die 
Schnittstellen des jeweiligen Blocks darstellen. Am Ende der Modellierung entsteht ein UML Projekt 
und die XML-Beschreibung. Die zweite Variante setzt auf Microsoft Word auf, welches bei der PNO 
als typisches Werkzeug für die Entwicklung von Profilen eingesetzt wird. Hierbei wird der semi-
formale Teil des Profils wie üblich geschrieben und über den Anhang stellt das Word Template 
Ausfüllhilfen für die Tabellen des formalen Teils bereit. Die Tabellen können dann zusammenge-
setzte Datentypen, Parameter und Zustandsmaschinen abdecken. Nach der Definition der Inhalte 
können diese auch einzelnen FEs zugewiesen werden. Die Ausfüllhilfe besitzt auch hier eine Ex-
portmöglichkeit in die XML-Beschreibung.  
Andere Feldbusorganisationen bieten öffentlich keinen solchen formalen Weg an. Bei CANopen ist 
dies auch nur bedingt nötig, da das Modell sehr einfach gehalten ist und sich nur auf Parameter-
listen stützt. Der durch ein solches Werkzeug erreichbare Gewinn ist damit nicht annähernd so 
groß wie in der Welt der PNO.  
3.3.6 Fazit 
Ein Profil definiert was vorhanden sein muss (z.B. Parameter oder Dienste), um ein brauchbares 
Niveau an Interoperabilität zwischen Geräten verschiedener Anbieter zu erreichen (ABB Limited 
2004). Dabei gibt es verschiedene Sichten, welche spezielle Aspekte in den Vordergrund stellen. 
Generell sollen Profile jedoch den Austausch und die Integration von Geräten in Anlagen erleich-
tern. Die verschiedenen Feldbusorganisationen stellen auf unterschiedlichen Detailierungsstufen 
Profile bereit. CANopen beschreibt dabei seine Geräte hauptsächlich nur auf Parameterebene und 
damit sehr rudimentär. Hingegen bietet die PNO die Möglichkeit Geräte weit über die Parameter-
ebene hinaus zu beschreiben und sogar Strukturen und Funktionalitäten der Geräte mit zu model-
lieren. Es besteht außerdem eine Schnittstelle, mit der es möglich ist, Teile der im Profilentwurf 
getroffenen Festlegungen für eine spätere Verwendung zu exportieren, so dass diese ohne Ver-
luste weiterverwendet werden können.  




3.4 BESCHREIBUNGSFORMATE FÜR GERÄTE 
Geräte müssen für ihre Verwendung eine Beschreibung mitbringen, welche es den umgebenden 
Systemen erlaubt, die Funktionen der Geräte abzurufen bzw. mit ihnen zu interagieren. Im Folgen-
den werden einzelne Gerätebeschreibungen vorgestellt und ausgewählte Vertreter abschließend 
miteinander verglichen. 
3.4.1 Gerätebeschreibungen 
Gerätebeschreibungen beschreiben ein Gerät aus Engineering-Sicht und ermöglichen die Nutzung 
und Parametrierung des Gerätes. Dabei stehen die Herstellung einer Kommunikation und die Be-
schreibung der Struktur des Gerätes im Vordergrund. Im Folgenden werden ausgewählte Vertreter 
kurz vorgestellt.  
Die GSD (Geräte-Stammdaten-Datei oder General Station Description) ist eine obligatorische Ba-
sisbeschreibung für jedes PROFIBUS-Gerät. Eine GSD stellt das elektronische Datenblatt dar. Sie 
liegt in Textform vor und ist schlüsselwortbasiert. Außerdem stellt sie Inhalte zur Identifikation, 
Daten der Feldbusschnittstelle, Daten für den zyklischen Datenaustausch, herstellerspezifische Di-
agnosemeldungen, Aufbau des Gerätes bei modularen Geräten und Verweise auf Zusatzinforma-
tionen (z.B. Icons) bereit. (PROFIBUS Nutzerorganisation e.V. 2008) 
Die GSDML (General Station Description Markup Language) ist eine Weiterentwicklung der GSD für 
die Anforderungen von PROFINET. Diese stellt neben den Beschreibungen zur Kommunikation wei-
tere Informationen zum Aufbau des Geräts bei modularen Geräten bereit. Dabei ist eine weiter-
führende Modularisierung möglich. Sie basiert mit der Beschreibungsstruktur auf der ISO 15745. 
(PROFIBUS Nutzerorganisation e.V. 2019) 
Ein weiterer Vertreter für diese Kategorie ist EDS (Electronic Data Sheet) für die Feldbusse, welche 
die ODVA verwaltet. Diese sind DeviceNet und Ethernet/IP. Eine EDS ist, wie die GSD, eine schlüs-
selwortbasierte ASCII Textdatei. Sie stellt alle Informationen über die IO Verbindungen bereit und 
kann zusätzlich das Parameter Object beschreiben. Das Parameter Object stellt in den genannten 
Bussystemen eine Beschreibung aller einstellbaren Informationen des Geräts zur Verfügung. 
(Schiffer 2017) 
Eine aufbauende Ausprägung ist das Device Configuration File (DCF) bei CANopen. Es besitzt die 
gleiche Struktur wie die EDS eines Gerätes, beinhaltet jedoch die Objekte eines konfigurierten Ge-
rätes. Somit umfasst dieses Beschreibungsformat, im Gegensatz zur EDS, nicht die typspezifischen 




Daten des Geräts, sondern beinhaltet die konkreten Werte für die jeweilige Instanz des Gerätes. 
Somit wird ein Abbild der Geräteinstanz geschaffen, welche auf andere Geräte übertragen werden 
kann. (CAN in Automation e. V. 2005) 
Die Ethernet POWERLINK XML Device Description stellt vergleichbare Mechanismen wie bei CAN 
(Controller Area Network) bereit. Dabei können, zusätzlich zu den Gerätetyp- und Geräteinstanz-
beschreibungen, auch Profile beschrieben werden. Alle Beschreibungen setzen auf ein gemeinsa-
mes Format, welches wieder auf ISO 15745 basiert. (Ethernet POWERLINK Standardisation Group 
(EPSG) 2016) 
Im Gegensatz zu den bisher vorgestellten Vertretern stellt Field Device Configuration Markup Lan-
guage (FDCML) eine systemneutrale Beschreibung im XML-Format für Automatisierungskompo-
nenten dar. Sie basiert ebenfalls auf ISO 15745. Zu folgenden Bereichen sind Beschreibungen ent-
halten: Identifikation, Gerätefunktion, Gerätekonfiguration, Kommunikationseigenschaften und 
Gerätedokumentation (fdcml.org 2002). Die Anwendung von FDCML erfolgt nur vordergründig bei 
Interbus. Eine breite Anwendung ist jedoch nicht vorzufinden.  
Die Funktions- und Parameterbeschreibungen haben, im Gegensatz zu den reinen Gerätebeschrei-
bungen, eher den Fokus auf die Beschreibung und das Verfügbarmachen der einzelnen zugreifba-
ren Parameter bzw. Funktionen der Geräte. Dabei wird nicht zwingend die Struktur der Geräte 
berücksichtigt. EDD (Electronic Device Description) stellt einen Vertreter dar, der primär die Para-
meter und Funktionen eines Geräts adressiert. Sie ist eine Beschreibungssprache auf Basis des 
ASCII-Formats mit Trennung zwischen Daten und Programm. Eine EDD enthält keinen selbstaus-
führenden Programmcode, sondern beinhaltet Code, der interpretiert werden muss. Die Kernfea-
tures sind dabei Beschreibung der Geräteparameter, Beschreibung der Abhängigkeiten zwischen 
den Parametern, logische Gruppierung von Geräteparametern, Auswahl und Ausführung von Ge-
rätefunktionen, die Beschreibung von Menüs und Oberflächen und Beschreibungen der übertra-
genen Datenstrukturen (Riedl et al. 2002). Die DIN EN 61804-2 definiert die EDD (DIN EN 61804-2).  
PROFINET CBA nutzt eine PROFINET Component Description (PCD). Diese stellt Informationen zu 
den Funktionen und Objekten der einzelnen PROFINET-Komponente bereit. Diese XML-basierte 
Beschreibung umfasst insbesondere die Beschreibung der Komponente an sich (Identifikation und 
Name), die Beschreibung der Hardware (Adressen, Diagnosedaten, Verschaltungen), die Beschrei-
bung der Software (Schnittstellen, Eigenschaften der Variablen, Datentyp und Richtung), und den 




Ablageort des Projekts (Popp 2004). Somit steht eine umfassende Beschreibung bereit, die jedoch 
mit der Einstellung von PROFINET CBA auch vom Markt verschwunden ist.  
Die UDD (Uniform Device Description) ist eine Entwicklung der Sick AG. Sie stellt sicher, dass alle 
Geräte dieselben Grundfunktionen haben. Unter Grundfunktionen werden hier Parameter, Attri-
bute, Kommunikationsprotokoll und ähnliches verstanden. Gleichzeitig stellt die UDD auch einen 
Teil bereit, welcher Aktualwerte der Geräte sichern kann, so dass alle Daten von der Typsicht bis 
hin zur Instanzsicht in einer Gerätebeschreibung gesichert werden können. (SICK AG 2017) 
3.4.2 Vergleich 
Die bisher vorgestellten Gerätebeschreibungssprachen haben verschiedene Ursprünge und Zwe-
cke. Dabei existieren sowohl Sprachen, die nur den Zweck haben einen Geräte- und Kommunika-
tionsaufbau zu erreichen, als auch Sprachen, die die Instanzwerte der Geräte abbilden können. 
Unterschiedliche Feldbusse benutzen in der Regel unterschiedliche Sprachen. Dies hängt zum ei-
nen mit einem gewissen Protektionismus zusammen, zum anderen sind aber auch die Adressie-
rungs- und Gerätemodellierungsmechanismen in verschiedenen Feldbussen unterschiedlich. Es 
bestehen Sprachen mit der Möglichkeit, unabhängig von der vorhandenen Busanschaltung, Geräte 
zu beschreiben. „Funktionsbausteine für die Prozessautomation und elektronische Gerätebe-
schreibungssprache – Teil 2: Festlegung des Funktionsbausteinkonzepts“ schreibt, dass die Abbil-
dung auf die jeweilige Busanbindung durch eine Expertengruppe erfolgen muss (DIN EN 61804-2). 
Dennoch sind viele verschiedene Sprachen vorhanden und müssen für die verschiedenen Geräte 
gepflegt werden. 
Gössling beschreibt, dass sich die in Deutschland üblichen Gerätebeschreibungen über Ontologien 
ineinander überführen lassen (Gössling 2014). Dabei wird als Grundlage das Gerätemodell aus ISO 
15745 verwendet. Die Sprachen GSD, GSDML, EDDL und EDS wurden in Ontologien abgebildet. Die 
weiteren Sprachen IO Link DD und FDCML wurden konzeptionell bearbeitet. Mittels einer Integra-
tion Ontology werden die einzelnen Bestandteile aufeinander abgebildet, so dass die Informatio-
nen der einzelnen Sprachen in alle weiteren Sprachen überführt werden können. Dabei sollte je-
doch klar sein, dass nur in einer Sprache vorhandene Informationen nicht willkürlich generiert 
werden können. So kann mit einer Ontologie beispielsweise keine Parameterzugriffslogik einer 
EDD aus einer GSD generiert werden, da die passenden Informationen nicht vorhanden sind.  




3.5 MODELLIERUNGS- UND PROGRAMMIERSPRACHEN 
Um komplexe Zusammenhänge und Algorithmen ausdrücken zu können, haben sich in den unter-
schiedlichen Domänen unterschiedliche Sprachen entwickelt. Im Folgenden werden ausgewählte 
Modellierungs- und Programmiersprachen aus der Welt der IT, der Gebäudeautomation und der 
industriellen Automation vorgestellt. Der Fokus hierbei liegt primär auf grafischen Sprachen, da 
diese in der industriellen Automation sehr beliebt sind. Dennoch werden ausgewählte textuelle 
Sprachen mit betrachtet.  
3.5.1 Informationstechnologie 
Als grafische Beschreibungssprachen in der Welt der IT sind vor allem IDEF (ICAM Definition oder 
Integrated Definition) und UML (Unified Modeling Language) zu nennen. Beide werden im Folgen-
den kurz eingeführt. Anschließend wird als weitere relevante Beschreibungssprache MathML vor-
gestellt.  
Die IDEF ist eine offene Sprache und wird von zahlreichen CASE Tools unterstützt. Erstmals wurde 
sie Anfang der 1980er Jahre veröffentlicht und eigentlich für die US-Luftwaffe entworfen. Sie stellte 
ursprünglich drei Teile der Beschreibungen bereit. Diese waren IDEF0 für die funktionale Model-
lierung, IDEF1 für die Modellierung des Informationsmodells und die IDEF2 für die Modellierung 
eines dynamischen Systems (ISO/lEG/IEEE 31320-1 :2012(E)). Im Laufe der Zeit sind noch weitere 
Modellierungsmöglichkeiten hinzugekommen oder wurden ergänzt. Dabei reichen die Möglichkei-
ten jetzt von der Prozessbeschreibung (IDEF3) über die Objektbeschreibungen (IDEF4) bis hin zur 
Netzwerkbeschreibung (IDEF14) und viele weitere Themen (Mayer et al. 1995). Für diese Arbeit ist 
der interessanteste Teil die IDEF0 zur Funktionsmodellierung. Auf diesen wird im Folgenden näher 
eingegangen.  
Die IDEF0 (ISO/lEG/IEEE 31320-1 :2012(E)) stellt eine grafische Möglichkeit zur Funktionsmodellie-
rung zur Verfügung. Dabei werden Funktionen als Blöcke dargestellt. Diese Blöcke haben einen 
Control Eingang von oben, über den der Block gesteuert werden kann und einen Mechanism Ein-
gang von unten, über den Ressourcen genutzt werden können. Der Datenfluss erfolgt von links 
nach rechts, über Inputs nach Outputs. Die Blöcke lassen sich hierarchisch kaskadieren, so dass 
über zusammengesetzte Blöcke Komplexität gekapselt werden kann. Detaillierte Vorgaben zur Mo-
dellierungstiefe bestehen nicht. Ein Beispielblock ist in Abbildung 17 zu sehen. 





Abbildung 17: IDEF 0 Block aus (ISO/lEG/IEEE 31320-1 :2012(E)) 
Wie IDEF0 stellt auch UML Möglichkeiten zur Modellierung von Funktionalitäten zur Verfügung. Für 
diese Zielstellung sind insbesondere die Verhaltensdiagramme, wie das Anwendungsfalldia-
gramm, das Aktivitätsdiagramm, das Zustandsdiagramm und das Sequenzdiagramm, geeignet. Da 
ein Anwendungsfalldiagramm sehr generisch ist und ein Sequenzdiagramm nur die Aufrufe der 
einzelnen Funktionalitäten abbildet, wird im Folgenden lediglich auf das Aktivitäts- und das Zu-
standsdiagramm eingegangen. Mit einem UML Aktivitätsdiagramm (vgl. Abbildung 18) können Ak-
tivitäten einzelner Programmteile beschrieben werden. Dabei werden, ausgehend von einem 
Startpunkt, Aktivitäten verwendet, die mit Kanten verbunden werden. Die Kanten können ein Ge-
wicht oder eine Bedingung aufweisen. Fallunterscheidungen und Parallelisierung können ebenfalls 
abgebildet werden. Es bestehen keine Vorgaben wie detailliert oder wie formell die Aktivitäten und 
Bedingungen niedergeschrieben werden müssen. In einem Zustandsdiagramm (vgl. Abbildung 19) 
können auch Zustände ausgehend vom Startpunkt modelliert werden, die über Transitionen ge-
wechselt werden können. Ein Zustand als erweiterter Zustandsknoten kann eine entry-, do- und 
exit-Aktion aufweisen, welche beim Betreten, während des gesamten Aufenthalts in dem Zustand 
oder beim Verlassen des Zustands ausgeführt wird (siehe Abbildung 20). Transitionen werden 
durch ein Ereignis ausgelöst. Sie können einen Guard besitzen, der erfüllt sein muss, damit die 
Durchführung der Transition beginnt. Weiterhin kann bei Transitionen eine Aktion definiert wer-
den, die beim Auslösen der Transition durchgeführt wird. Auch hier erfolgen in der Spezifikation 
keine Festlegungen zur Detailtiefe und zum exakten Syntax der einzelnen Beschreibungen. (Object 
Management Group 2017) 
 
Abbildung 18: Ausschnitt UML-Aktivitätsdiagramm 





Abbildung 19: Ausschnitt UML-Zustandsdiagramm 
 
Abbildung 20: Erweiterter UML-Zustandsknoten 
Innerhalb des Engineerings ist es immer wieder nötig, mathematische Ausdrücke zu beschreiben, 
um beispielsweise Zusammenhänge und Abhängigkeiten zwischen einzelnen Teilen von Systemen 
zu formalisieren. Für diese Beschreibung von mathematischen Ausdrücken kann MathML (Carlisle 
et al. 2009) verwendet werden. Da diese Sprache auf XML basiert, ist sie weit verbreitet und wird 
auch gern in anderen Beschreibungen als zusätzlicher Teil eingesetzt. Ein weit verbreiteter Zweck 
ist, Formeln visuell niederzuschreiben, so dass diese auf verschiedenen Geräten bzw. Plattformen 
gleich aussehen. Da aufgeschriebene Formeln jedoch nicht eindeutig sind und es so zu Missver-
ständnissen bei der Interpretation kommen kann, ist auch hier eine klare Beschreibung der Be-
deutung der Formeln notwendig. Hierzu wurden in MathML zwei verschiedene Dialekte definiert. 
Diese sind Presentation Markup und Content Markup. Beide Dialekte lassen sich sowohl einzeln als 
auch in Kombination miteinander verwenden, so dass sowohl Darstellung als auch Inhalt der For-
meln klar definiert ist. Bei MathML Presentation Markup sind etwa 30 Elemente und 50 Attribute 
definiert, die es ermöglichen, die Optik der Formeln zu beschreiben. Die am häufigsten genutzten 
Elemente sind dabei die Token Elemente. Diese dienen der Kennzeichnung von einzelnen definier-
ten Symbolen. Dabei handelt es sich um Operatoren, Zahlen und Variablen. Dagegen bringt der 
MathML Content Markup Dialekt 150 Elemente und 12 Attribute mit. Hier werden auch alle Opera-
toren als separates Element definiert und die Operatoren können so eindeutig erkannt werden. 
(Sandhu 2003) 
MathML wird in vielen Erweiterungen verwendet. Diverse Veröffentlichungen zeigen auf, dass eine 
Integration in Engineeringmodelle sinnvoll ist, da auf die formale Beschreibung der Formeln zu-
rückgegriffen wird und diese in weiteren Schritten automatisiert zu verwenden (Mühlhause 2012), 
(Fay et al. 2013) und (Estevez und Marcos 2012). Dabei liegt die Verwendung sowohl bei Verifikation 
der Modelle als auch bei einer gesicherten Übergabe an folgende Gewerke.  




3.5.2 Gebäudeautomation  
Die Gebäudeautomation greift wie die industrielle Automation auf grafische Sprachen zurück. In 
der Regel ist die Gebäudeautomation geprägt von einer hohen Anzahl an Aktoren und Sensoren, 
über die keine sonderlich komplexen Funktionen abgebildet werden. Es bestehen innerhalb dieses 
Umfeldes zwei Richtlinien, die die Beschreibung der Funktionalitäten regeln (VDI 3813 - 2), (VDI 
3814 - 1). 
 
Abbildung 21: Beispielfunktion aus „Gebäudeautomation (GA) Raumautomationsfunktionen (RA-
Funktionen)“ (VDI 3813 - 2) 
„Gebäudeautomation (GA) - Raumautomationsfunktionen (RA-Funktionen)“ beschreibt die Model-
lierung der Raumautomatisierungsfunktionen (VDI 3813 - 2). Sie werden in einer Blockschreibweise 
dargestellt (vgl. Abbildung 21). Dabei wird die Funktion als Block und die Prozessanbindung als 
Kreis oberhalb des Blocks abgebildet. Von links kommend werden die Eingänge dargestellt und 
nach rechts abgehend die Ausgänge. Die Namen der Parameter werden innerhalb der Norm vor-
gegeben, so dass Rückschlüsse auf deren Datentyp gezogen werden können. Dabei wird bewusst 
die Sicht auf die konkrete Hardware ausgelassen, und somit können auch keine Anforderungen an 
Geräte z.B. bezüglich Reaktionszeiten, Busanbindung oder Messbereiche festgelegt werden. Pro 
Raumtyp werden die einzelnen Funktionslisten erstellt. Mit dieser Festlegung werden auch die be-
nötigten Aktoren, Sensoren und Datenpunkte definiert. Mittels der „Gebäudeautomation (GA) Sys-
temgrundlagen“ werden, aufbauend auf den definierten Raumautomationssystemen, die Funktio-
nen für das Gebäude festgelegt (VDI 3814 - 1).  
3.5.3 Industrielle Automation  
In der industriellen Automation existieren ebenfalls zahlreiche Ansätze an Modellierungs- und Pro-
grammiersprachen. Diese umfassen u.a. die klassischen Sprachen aus IEC 61131, die Funktions-
blocksprache aus der IEC 61499 und als Modellierungssprache SysML mit diversen Erweiterungen.  




„Speicherprogrammierbare Steuerungen – Teil 3: Programmiersprachen“ definiert fünf verschie-
dene Sprachen, die hauptsächlich auf einer SPS genutzt werden (DIN EN 61131-3). In der Norm 
wird in textuelle und grafische Sprachen unterteilt. Zu den textuellen Sprachen zählen die Anwei-
sungsliste und der strukturierte Text. Die grafischen Sprachen sind Kontaktplan und die Funktions-
bausteinsprache. Nicht eindeutig zuzuordnen ist die Ablaufsprache, da es sowohl eine grafische 
als auch eine textuelle Ausprägung gibt. Dabei werden in allen Sprachen die gleichen Datentypen 
verwendet. Mit der Weiterentwicklung im Jahr 2013 wurden wesentliche neue Sprachkonzepte auf-
genommen. So bestehen jetzt „Regeln für implizite Datentyp-Konvertierungen, Funktionen für ex-
plizite Datentyp-Konvertierungen, Funktionen für Byte-Reihenfolgen (Endian), Referenzen (aber 
keine Zeigerarithmetik), Namensräume und abstrakte Schnittstellen“ (Simon 2016, S. 1). Ebenso 
wurden objektorientierte Sprachelemente aufgenommen.  
Die Anweisungsliste wird voraussichtlich in der nächsten Überarbeitung des Standards entfernt 
(Simon 2016). Daher entfällt an dieser Stelle eine nähere Betrachtung. Beim Kontaktplan, auch 
Ladder Diagram genannt, werden die Signalflüsse dargestellt. Es werden einfache Elemente mit 
festen Symbolen im Diagramm dargestellt. Komplexe Elemente, wie zum Beispiel Zähler, werden 
als Funktionsblöcke mit Inputs und Outputs verbildlicht. Bei der Ablaufsprache, auch als Sequential 
Function Chart bezeichnet, werden einzelne Schritte und Transitionen modelliert. Anwendung fin-
det die Sprache bei Prozessen mit Zustandsverhalten, welche schrittweise abgearbeitet werden. 
Dabei werden Schritte, in denen bestimmte Befehle abgearbeitet werden sowie Transitionen mit 
Bedingungen definiert, die erfüllt sein müssen, damit der Schritt verlassen werden kann. Es ist 
möglich, dass mehrere Schritte parallel aktiv sind. Aus der Kombination von Schritten und Transi-
tionen ergeben sich sogenannte Ablaufketten. Die Funktionsbausteinsprache, auch Function Block 
Diagram genannt, kommt ursprünglich aus dem Bereich der Signalverarbeitung. Hier werden Netz-
werke definiert, welche Funktionsblöcke benutzen. Deren Eingänge und Ausgänge werden mit Li-
nien verbunden, so dass der Datenfluss konfiguriert wird. Externe Variablen des Netzwerks werden 
als Text im Diagramm mit Ein- und Ausgängen visualisiert. Die Norm DIN EN 61131-3 selbst behan-
delt den Aufbau der Netzwerke kaum, sondern verweist nur auf die Norm für Schaltzeichen in der 
Digitaltechnik (IEC  60617-12). Festlegungen zu Funktionsblock- oder Parameterinhalten bzw. Funk-
tionsblock bzw. Parameternamen bestehen nicht. In der Regel werden die Blöcke in der Steuerung 
zyklisch aufgerufen. Eventbasierte Aufrufe ganzer Netzwerke sind möglich. Die wohl nachvollzieh-
barste Variante der IEC 61131 Programmiersprachen ist Structured Text. Sie ist von der Anwen-
dung her vergleichbar mit Sprachen aus der IT-Welt und ermöglicht eine prozedurale Programmie-
rung. Die einzelnen Programme werden dabei aus Anweisungen zusammengesetzt.  





Abbildung 22: Eigenschaften von Funktionsbausteinen aus (IEC 61499-1) 
Die IEC 61499 ergänzt das Konzept der Funktionsblocksprache um weitere Möglichkeiten (IEC 
61499-1). So können neben den Daten auch Events für die Steuerung von Programmabläufen ge-
nutzt werden (vgl. Abbildung 22). Dies ermöglicht eine explizite Abarbeitung der Funktionen bei 
Bedarf. Weiterhin ist es möglich, dass komplexe Funktionalität über zusammengesetzte Funktions-
bausteine gekapselt werden kann. Dabei wird nach außen nur ein Baustein mit Schnittstellen sicht-
bar. Im Inneren steckt jedoch ein vollständiges Netzwerk an Funktionsblöcken, welches die eigent-
liche Funktion abarbeitet. Mittels Service Interface Funktionsblöcken kann auch eine explizite Mo-
dellierung von Kommunikationsfunktionen entstehen. Es wird nicht festgelegt welche Art der Kom-
munikation über diese Bausteine erfolgt. So können beliebige Busse oder Geräte integriert wer-
den. In der Norm wird auch ein Austauschformat festgelegt. Dieses ermöglicht die Schnittstellen-
beschreibung der einzelnen Funktionsblöcke sowie die Beschreibung der beteiligten Hardware in 
einem Netzwerk, eine Zuweisung der Funktionsblöcke zu der konkreten Hardware und eine Ver-
netzung der Funktionsblöcke. Eine Festlegung bezüglich Namenskonventionen für Parameter oder 
Funktionsblöcke erfolgt nicht. Außerdem bestehen Verfahren zur Migration von 61131-basierten 
Sprachen zu 61499-Funktionsblöcken (Dai und Vyatkin 2011). Ebenso werden Wege aufgezeigt um 
aus IEC 61499 Funktionsblöcken wieder IEC 61131-3 Sprachen zu erstellen (Ferrarini et al. 2006). 




Im Weiteren finden sich mehr und mehr Steuerungen, welche sich über eine Hochsprache wie C++ 
programmieren lassen. So sind mittlerweile von vielen namenhaften Herstellern Steuerungen ver-
fügbar, welche direkt mit C++-Code programmierbar sind. Der Code wird anschließend über einen 
plattformspezifischen Compiler übersetzt. Typische Vertreter dieser Steuerungen sind Beckhoff 
(Beckhoff Automation GmbH & Co. KG, Deutschland 2019), Siemens (Czech und Rauscher 2018) 
und Phoenix Contact mit PLCnext (PHOENIX CONTACT 2020). In der Regel wird zwischen Program-
men für den Echtzeitteil und den nicht-Echtzeitteil unterschieden. Für den Echtzeitteil stehen nur 
sehr rudimentär Bibliotheken bereit, so dass es nicht unbedingt an das Implementieren mit Hoch-
sprachen auf dem PC erinnert. Für den nicht-Echtzeitteil sind jedoch größtenteils normale Pro-
gramme möglich.  
Die Systems Modeling Language (SysML) (Object Management Group 2019) ist eine Erweiterung 
von UML. Hier werden Diagramme aus der regulären UML-Spezifikation übernommen und teil-
weise ergänzt bzw. erweitert. Zu den Verhaltens- und Strukturdiagrammen wird zusätzlich ein An-
forderungsdiagramm eingeführt. Die Verhaltensdiagramme Sequenzdiagramm, Zustandsdia-
gramm und Anwendungsfalldiagramm werden unverändert übernommen und das Aktivitätsdia-
gramm wird angepasst. Das Strukturdiagramm Paketdiagramm wird aus UML übernommen, das 
Blockdefinitionsdiagramm wird erweitert und das interne Blockdiagramm wird um ein parametri-
sches Zusicherungsdiagramm ergänzt. Im Folgenden werden nur die verwendeten UML Dia-
gramme bzw. deren Erweiterungen näher erläutert, welche noch nicht unter 3.5.1 erklärt wurden. 
Das Aktivitätsdiagramm in SysML nutzt im Wesentlichen alle Möglichkeiten, welche UML mitbringt. 
Ergänzt werden diese noch durch die drei Erweiterungen Control as Data, Continuous Systems und 
Probability. Mit Hilfe von Control as Data werden einzelne, bereits aufgerufene Aktionen nicht er-
neut durchgeführt. Continuois Systems können über die Angabe einer Rate an den Objekt- oder 
Kontrollfluss modelliert werden. Dabei sind Angaben von Continuous oder Discrete möglich. Es wer-
den als Rate die erwartete Anzahl an Objekten pro Zeit angegeben, welche eine Kante durchlaufen. 
Weiterführend können mit der Probability-Erweiterung Wahrscheinlichkeiten bei Entscheidungen 
an den ausgehenden Kanten und Ausgangsparametern angegeben werden. Das Blockdefinitions-
diagramm wird vom Klassendiagramm aus der UML abgeleitet. Ein Block repräsentiert ein Modul 
in einem System. Mit diesem Diagramm können Blöcke in Relationen gesetzt und Beziehungen 
modelliert werden. Eine Modellierung von Schnittstellen ist ebenfalls möglich. Das Besondere da-
bei ist, dass auch physikalische Einheiten mit abgebildet werden können. Aber auch Enumeratio-
nen für diskrete festgelegte Werte und FlowSpecification können als Schnittstelle definiert werden. 




Letzteres wird für alle nicht zuvor beschriebenen Szenarien verwendet. Das interne Blockdia-
gramm wird primär für die Modellierung der statischen Struktur von Systemen verwendet. In der 
Regel werden nur folgende Elemente innerhalb des Diagramms verwendet: Systemkomponenten 
als Instanzen der Blöcke (sogenannte Properties), Schnittstellen in Form von Flow Ports und Verbin-
dungen zwischen den Schnittstellen, modelliert durch ItemFlow-Konnektoren (Alt 2012). Das para-
metrische Zusicherungsdiagramm kann zur grafischen Darstellung von parametrischen Gleichun-
gen genutzt werden. Dabei werden die Rechenoperationen als Blöcke modelliert und die eigentli-
che Berechnung als constraint beschrieben. Somit können auch Formeln grafisch beschrieben wer-
den.  
Mit dem Anforderungsdiagramm können verschiedene Anforderungen und die Relationen zu den 
restlichen Modellelementen dargestellt werden. Die Anforderungen werden verbal aufgeschrie-
ben. Der Stereotyp «deriveReqt» findet Anwendung zur Darstellung von Beziehungen zwischen An-
forderungen. Erfüllen Systemkomponenten eine Anforderung, wird dies durch den Stereotyp «sa-
tisfy» gekennzeichnet. Zusammengehörige Testfälle und Anforderungen werden mit «verify» ge-
kennzeichnet und mit «refine» wird gekennzeichnet von welchem Anwendungsfall die Anforderung 
ausgeht (Alt 2012), (Object Management Group 2019). 
Zusätzlich existieren zahlreiche Erweiterungen für SysML. Als Beispiel ermöglicht SysML-vAT von 
Frank, dass ein Architekturentwurf für verteilte Automatisierungssysteme durch eine Modellie-
rungssprache unterstützt wird (Frank 2014). SysML-vAT ist eine Erweiterung von SysML for auto-
mation (SysML-AT) durch Vogel-Heuser und andere (Vogel-Heuser et al. 2014). Dabei werden 
hauptsächlich weitere Modellelemente definiert, die eine vollständigere Beschreibung ermögli-
chen. So kann die Hardwarearchitektur mit vier zusätzlichen Blöcken modelliert werden. Diese er-
ben vom Block und sind Modul, Sensor, Aktor und Knoten. Für eine bessere Unterscheidung in den 
Diagrammen werden die neuen Blöcke auch noch farblich gekennzeichnet. Zur Modellierung der 
Softwarearchitektur werden die Requirements um Functional Requirement und Non-Functional Requi-
rement erweitert. Auch die Klassen Functionality und Automation Function werden bereitgestellt. 
Diese ermöglichen eine Trennung zwischen der eigentlichen Funktionalität (Device Function) und 
der Software, welche diese bereitstellt (Application Process). Weiterführend werden die Ports der 
Blöcke um eine Kommunikationsrichtung ergänzt, so dass auch die Schnittstellenkonzepte der IEC 
61131-3 abgebildet werden können. Eine weitere Erweiterung von SysML-vAT ist, dass sich Verbin-
dungen zwischen Elementen abbilden lassen. So besteht die Möglichkeit, Gültigkeits- bzw. Hierar-




chieverbindungen darzustellen, die z.B. für Anforderungen und die betroffenen Komponenten ver-
wendet werden können. Aber auch ein logischer Zusammenhang lässt sich als Verbindung abbil-
den. Diese kann für die Definition allgemeiner Abläufe und Zusammenhänge zwischen Elementen 
genutzt werden. Die Kennzeichnung von Datenverbindungen (zyklisch) und Steuerverbindungen 
(azyklisch) ist ebenfalls vorgesehen. Hier werden die tatsächlichen Kommunikationsflüsse abgebil-
det (Frank 2014). 
3.5.4 Fazit 
Im Allgemeinen lässt sich feststellen, dass sich in allen betrachteten Sprachen aus den drei Gebie-
ten mehr oder minder Ähnliches ausdrücken lässt. So bestehen Ansätze, die eine Event-basierte 
Steuerung ermöglichen, bzw. als Gegenentwurf eine zyklische Abarbeitung vorsehen. Jedoch wur-
den auch Arbeiten aufgezeigt, die eine Überführung der Logik in die jeweils andere ermöglichen. 
Ein interessanter neuer Trend in der Automatisierungstechnik ist das Programmieren der Steue-
rungen mit C++, da somit eine Annäherung an Möglichkeiten der IT stattfindet. Ob diese Möglich-
keiten realistisch nutzbar werden, oder ob es nicht zu viele Möglichkeiten für die Entwickler bereit-
stellt, bleibt derzeit jedoch offen.  
3.6 AUSTAUSCHFORMATE IM ANLAGENBAU  
Neben den Programmiersprachen werden auch diverse weitere Sprachen bzw. Formate im Anla-
genengineeringprozess verwendet. Im Folgenden werden die Formate CAEX (Computer Aided En-
gineering eXchange), PLCopen XML und AutomationML (Automation Markup Language) vorge-
stellt.  
3.6.1 Computer Aided Engineering eXchange 
CAEX ist eine XML-basierte Beschreibungssprache, welche in „Darstellung von Aufgaben der Pro-
zessleittechnik - Fließbilder und Datenaustausch zwischen EDV-Werkzeugen zur Fließbilderstellung 
und CAE-Systemen“ definiert ist und 2008 veröffentlicht wurde (IEC 62424). Ihr zugrundeliegendes 
Modell besteht aus Unit-Klassenbibliotheken, Rollen-Klassenbibliotheken, Schnittstellen-Klassen-
bibliotheken und Systemhierarchie-Bibliotheken. In CAEX werden Maschinen durch Instanziierung 
der Objekte in Unit- und Rollen-Klassenbibliotheken gebildet. Schnittstellen können Objekte dieser 
Klassen verbinden. Somit kann CAEX Funktionen, Komponenten, Betriebsmitteln und Schnittstel-
len beschreiben. Weiterhin können auch die beschriebenen Inhalte vernetzt werden. Eine Verhal-
tensbeschreibung ist nicht enthalten. Es bestehen aber Erweiterungen, welche das nachholen, z.B. 




die Erweiterung von CAEX zu CAEX++ von Hadlich (Hadlich 2015). Hierbei wird unter anderem die 
Funktionalität mit der Einbindung externer Referenzen als Uniform Resource Identifier (URI) ge-
schaffen, so dass weitere Beschreibungsformate in einer CAEX Datei verlinkt werden können. Wei-
terhin werden Attribute wie Formula eingeführt, mit dessen Hilfe über eine MathML-Syntax (Ma-
thematical Markup Language Syntax) Zusammenhänge zwischen den einzelnen Elementen ver-
deutlicht werden können (Sandhu 2003). Auch führt Hadlich ein Merkmalsmodell in CAEX ein, wel-
ches über Referenzen an die einzelnen Elemente angehangen wird (Hadlich 2015). Somit stellt 
CAEX ein Austauschformat für Engineeringdaten zur Verfügung. 
3.6.2 PLCopen XML  
Mit PLCopen XML steht ein Austauschformat bereit, welches die vollständige Beschreibung aus der 
DIN EN 61131-3 Welt abbilden kann. Dieses Austauschformat ist in „Speicherprogrammierbare 
Steuerungen –Teil 10: XML-Austauschformat für IEC 61131-3“ definiert und setzt auf XML auf (DIN 
EN 61131-10). Es ermöglicht den Wechsel zwischen den verschiedenen Engineeringumgebungen 
und die Nutzung in verschiedenen Engineeringphasen. Dabei werden nicht nur die strukturellen 
Informationen des Programms übernommen, sondern darüber hinausgehend auch die optischen 
Informationen, wie z.B. die Positionierung der Funktionsblöcke (Simon 2016). PLCopen XML findet 
sich in diversen Formaten eingebettet wieder, welche PLCopen als unterlagertes Modell verwen-
den. Für diese Formate bestehen dann wieder diverse Werkzeuge, welche PCLopen XML interpre-
tieren können. AutomationML ist eines der Formate. Bei AutomationML liegt der Fokus auf der 
Beschreibung der frühen Phasen des Lebenszyklus einer Anlage. Deshalb werden hier besonders 
die Beschreibungen in Sequential Function Chart (SFC) verwendet. Dies ist begründet auf der zu 
diesem Zeitpunkt vorliegenden Informationen (Hundt et al. 2010). 
3.6.3 AutomationML 
AutomationML ist in „Datenaustauschformat für Planungsdaten industrieller Automatisierungs-
systeme – Automation markup language – Teil 1: Architektur und allgemeine Festlegungen“ als of-
fenes Austauschformat standardisiert (DIN EN IEC 62714-1). Es stellt eine XML-basierte Beschrei-
bungssprache bereit, welche verschiedene Modelle miteinander über Links kombiniert, so dass ein 
komplexes Automatisierungssystem beschrieben werden kann. Dabei ist die Zielstellung von Au-
tomationML, dass ein einfacher Datenaustausch während des Engineerings von industriellen An-
lagen auf einem objektorientierten Niveau erfolgen kann. Hierfür werden die zu beschreibenden 




Objekte in Teile topologisch zerlegt und die einzelnen Unterobjekte genauer beschrieben (vgl. Ab-
bildung 23). Die einzelnen Modelle, welche AutomationML implementiert, sind Topologie, Geomet-
rie, Kinematik und Logik. Jeder Teil kann mit den anderen über Links verbunden werden, so dass 
eine Beschreibung aus allen vier Sichten besteht. Die Topologie wird dabei mit CAEX (IEC 62424) 
implementiert. Geometrie und Kinematik werden mittels COLLAborative Design Activity (COLLADA) 
umgesetzt. COLLADA kommt aus der Umgebung der 3D-Animation und wurde bereits im Oktober 
2004 erstmalig spezifiziert. Es ermöglicht, neben dem einfachen Austausch von Modellen und Tex-
turen, auch die Übertragung der Schritte, welche für diese Modelle und Texturen verwendet wur-
den. Weiterhin ist es auch möglich, Informationen über Physics mit abzulegen (Arnaud 2016). Die 
Logik, welche in den einzelnen AutomationML Objekten hinterlegt ist, wird mit PLCopen XML be-
schrieben. Somit sind alle beteiligen Formate XML-basiert, wodurch eine Zusammenführung er-
leichtert wird. 
 
Abbildung 23: Strukturbeispiel AutomationML nach (Drath et al. 2008) 
Über Umwege lassen sich auch noch weitere Formate integrieren. So ermöglicht die Arbeit von 
Estevez und Marcos es, dass MathML als SystemUnitClass mit integriert werden kann (Estevez und 
Marcos 2012). Auch bestehen weitere Veröffentlichungen für semantische Erweiterungen. „Auto-
mationML - The glue for Seamless Automation Engineering“ stellt Handlungsempfehlungen für se-
mantische Identifikation von Strukturen und Eigenschaften bereit (Common Working Group of Au-
tomationML e.V and eCl@ss e.V. 2015). Dabei wird auch hier wieder über eine Referenz im Modell 
nach außen verwiesen. Konkret wird das Element RefSemantic verwendet um mit einem Attribut 




auf eCl@ss zu zeigen. Auf der Ebene der Geräteentwicklung ist AutomationML bisher nicht zu fin-
den.  
3.6.4 Fazit 
Mit den zuvor präsentierten Austauschformaten sind somit Schnittstellen für eine Werkzeugkette 
im Anlagenbau vorhanden. Sie bieten standardisierte Austauschmöglichkeiten und hinreichende 
Flexibilität. Grundsätzlich können Informationen aus AutomationML – speziell aus CAEX – verwen-
det werden, um später die Anforderungen der Anlage zu beschreiben. Diese können dann wäh-
rend des Designs der Geräte- und Anlagenapplikation verwendet werden. Auch ist eine Verwen-
dung des PLCopen XML Teils als Exportformat vorstellbar. Generell kann gesagt werden, dass sich 
AutomationML als Import- und Exportschnittstelle eignet.  
3.7 MERKMALE 
Merkmale sind ein definiertes Vokabular für einen bestimmten Zweck. Mit dem Vokabular werden 
dabei in der Regel technische Ausdrücke beschrieben. Der Zweck ist, im hier betrachteten Sinn, die 
Beschreibung auf den Gebieten der industriellen Automatisierung (Geräte, Anlagen, ...). Das Voka-
bular sollte in einer maschinenlesbaren und interpretierbaren Art festgelegt werden, so dass dies 
als Referenzwörterbuch gilt. Mit Hilfe des Referenzwörterbuches wird eine eindeutige und korrekte 
Interaktion von Anwendungen ermöglicht (DIN EN 61360-1). Konkreter dienen die Merkmale zur 
eindeutigen Identifikation von Eigenschaften, Klassen, Hierarchien und deren Relationen. Sie sol-
len die Semantik von Schnittstellen durch die Eigenschaften Eindeutigkeit, Präzision, Beherrschung 
von Synonymen und Sprachunabhängigkeit sicherstellen (Döbrich und Heidel 2012). Sie bilden so-
mit einen Grundbaustein für die Kommunikation in Industrie 4.0 (Plattform Industrie 4.0 2016). Im 
Folgenden wird ein Einblick in die einzelnen beteiligten Merkmalleisten gegeben. 
3.7.1 IEC 61360  
Die DIN EN 61360-1 mit dem Titel „Genormte Datenelementtypen mit Klassifikationsschema für 
elektrische Bauteile – Teil 1: Definitionen – Regeln und Methoden“ adressiert Anwendungsexper-
ten (DIN EN 61360-1). Dabei gibt sie eine Einführung in das Klassifikationsschema und dessen Ver-
wendungsmöglichkeiten. Sie basiert auf der ISO 10303 (STEP) (Döbrich und Heidel 2013) und wird 
in verschiedenen Beschreibungen, wie eCl@ss, (VDI/VDE 3682-2) und PLIB (ISO 13584-42), genutzt. 
Mit OntoML (ISO 13584-32) besteht ein Serialisierungsformat, welches für alle darauf aufbauenden 
Beschreibungen verwendet werden kann. Inhaltlich erfolgt die Klassifikation in den Kategorien 




Wörterbuch (Dictionary), Klasse (Item Class) und Sachmerkmal (Property). Das Wörterbuch besteht 
aus Elementen, welche unter anderem Klassen, Merkmale und Relationen sind. Dabei besitzen die 
Klassen eine Art Hierarchie indem sie per Assoziation einen Supertyp aufweisen können. Weiterhin 
haben Klassen Merkmale. Diese lassen sich durch Wertlisten und Maßeinheiten näher beschrei-
ben. Merkmale können unabhängige oder abhängige Merkmale sowie sein. Allgemeine Merkmale 
bestehen nicht, da die Klasse Property abstrakt modelliert wurde. Merkmale bringen eine Reihe 
Attribute mit, welche belegt werden können. Diese adressieren Angelegenheiten der Merkmals-
verwaltung, wie z.B. Versionierung, Bezeichnung, Freigaben usw. Aber auch Einheiten, Werteberei-
che und Formeln sind vorgesehen. Es wird an dieser Stelle empfohlen, die Formeln in MathML 
auszudrücken. Für die Einheiten können die Identifier aus dem Dokument „Bezeichnung von Maß-
einheiten für die rechnerbasierte Verarbeitung“ (DIN IEC/TS 62720) verwendet werden.  
Die Wiederverwendung von bereits definierten Merkmalen aus anderen Klassen ist über ein Kon-
strukt mit einer is_case_of-Beziehung und zu einer entsprechenden Superklasse möglich. Dabei 
wird angegeben aus welcher Klasse die Merkmale und welche konkreten Merkmale übernommen 
werden sollen. Das Konzept ermöglicht eine große Flexibilität, da nur Teile der Merkmale über-
nommen werden können. Es hat jedoch auch zur Folge, dass die Verwendung nicht sonderlich 
intuitiv ist. Dieses Konzept kann zu einem Auslassen eventuell relevanter Merkmale führen. Die 
Variante ohne Vererbung ist sehr einfach gehalten. Der Initialaufwand ist gering und somit können 
Klassen definiert und bei Bedarf teilweise verwendet und ergänzt werden. Das Definieren neuer 
bzw. weiterer Klassen wird hingegen erschwert, da immer eine vollständige Betrachtung des Wör-
terbuchs durchgeführt werden muss, ob nicht bereits Grundlagen zu dieser Klasse definiert wur-
den und somit Merkmale wiederverwendet werden können. Da dieses Konzept in Software gedeu-
tet werden muss und nicht durch Standardsoftware abgedeckt wird, bietet dies eine zusätzliche 
Fehlerquelle aber auch einen höheren Freiheitsgrad. Der Freiheitsgrad ist jedoch nicht zwingend 
erforderlich, da nur Merkmale beschrieben und noch keine Daten assoziiert werden. Ein drama-
tisch höherer Planungsaufwand bestände allerdings bei der klassischen Vererbung und somit bei 
der Übernahme aller Daten der Elternklasse. Es können aber sehr leicht erbende Klassen eingefügt 
werden, welche die Eigenschaften ihrer Elternklassen übernehmen. Weiterhin ließe sich noch das 
Thema Polymorphismus abdecken, für das ebenso ein Konstrukt erstellt wurde. Dieses beschrie-
bene Verfahren würde jedoch auch dazu führen, dass wahrscheinlich ein breiteres Verständnis 
und eine größere Akzeptanz für die Merkmale vorhanden wäre und es somit zu einer schnelleren 
Verbreitung kommen würde. Ohne eine zentrale Stelle, welche diese Planung jedoch übernimmt, 
ist dieses Verfahren nicht möglich. Für eine Strukturierung von Merkmalen in Gruppen sind Blöcke 




vorgesehen. Diese stellen Klassen dar, in denen Merkmale definiert wurden. Sie können als Temp-
lates in andere Klassen eingebunden werden.  
3.7.2 Wesentliche genormte Merkmalleisten  
Da der hauptsächliche Fokus dieser Arbeit auf industrieller Automation und den damit verbunde-
nen Komponenten liegt, wird im folgenden Teilabschnitt die Normendokumentstruktur für Pro-
duktmerkmale in der Automatisierungstechnik erläutert. Aufbauend auf der zuvor vorgestellten 
IEC 61360 werden noch Teile aus der IEC 61987 und IEC 62683 dargelegt.  
Die Reihe IEC 61987 wird unter anderem durch eCl@ss genormt (George 2014). Dabei stellt das 
Dokument „Industrielle Leittechnik – Datenstrukturen und -elemente in Katalogen der Prozessleit-
technik – Teil 10: Merkmalleisten (ML) für den elektronischen Datenaustausch – Grundlagen“ 
(DIN EN 61987-10) Grundlagen für die folgenden aufbauenden Teile der Normenreihe. Innerhalb 
der IEC 61987 werden Merkmalleisten für elektrische und prozessleittechnische Einrichtungen 
festgelegt. Das definierte Ziel dieser Leisten ist eine Erleichterung des Engineerings bei Planung 
und Instandhaltung und die Bereitstellung eines Werkzeugs zur Verbesserung der eigenen Abläufe 
und Prozesse für die Beteiligten im Engineering. Zu diesem Zweck führt die DIN EN 61987-10 unter 
anderem eine Möglichkeit für die Komposition bzw. Aggregation von Geräten zu zusammengesetz-
ten Geräten ein. Somit können Merkmalleisten zu einem Gerät verbunden werden. Auch bringt die 
DIN EN 61987-10 eine Unterteilung der Merkmalleisten mit sich. Dabei werden die technischen 
Eigenschaften in Geräte-Merkmalleisten (GML), die betrieblichen Aspekte in der Betriebs-Merkmal-
leiste (BML), die administrativen Informationen in der administrativen Merkmalleiste (AML) und die 
kommerziellen Merkmale in der kommerziellen Merkmalleiste (KML) gesammelt. Weitere Merk-
malleisten können unter der Bedingung, dass die Struktur der Norm eingehalten wird, frei definiert 
werden. Die verschiedenen Merkmalleistenkategorien finden in verschiedenen Engineering Pha-
sen Verwendung. Dabei wird die BML in Vorplanung und Anfrage, die AML während Anfrage und 
Angebot, die GML in Anfrage, Angebot, Auswahl und dem Detail-Engineering und die KML während 
Angebot und Auswahl verwendet. Die folgenden Normteile spezifizieren die Merkmale für ver-
schiedene Gerätetypen. Es werden Festlegungen in den 10er Teilen der IEC 61987 zu den Merkma-
len von Messgeräten getroffen. In den 20er Teilen der Norm werden Merkmale von Stellgeräten 
und in den 30er Teilen Merkmale der Signalanpassung beschrieben. Dabei legt jeweils der erste 
Teil der Reihe die gültigen generellen Strukturen für die entsprechende Reihe fest. Am Beispiel für 
die Messgeräte wird verdeutlicht, welche Arten von Festlegungen die generellen Strukturen betref-
fen. Das Dokument „Industrielle Leittechnik – Datenstrukturen und -elemente in Katalogen der 




Prozessleittechnik – Teil 11: Merkmalleisten (ML) für Messgeräte für den elektronischen Datenaus-
tausch – Allgemeine Strukturen“ (DIN EN 61987-11) stellt ein Kategorisierungsschema für Messein-
richtungen auf und beschreibt die allgemeine Struktur der zugehörigen BMLen und GMLen. Im 
Speziellen trifft dies „die Betriebsbedingungen der Messeinrichtung, die Umgebungsbedingungen 
am Messpunkt, das Leistungsvermögen der Messeinrichtung, die metrologischen, mechanischen 
und elektrischen Eigenschaften der Messeinrichtung und die Übereinstimmung der Messeinrich-
tung mit spezifischen industriellen Anforderungen“ (DIN EN 61987-11, S. 8). Aufbauend auf dieser 
Norm legt wiederum Teil 14 der DIN EN 61987 konkrete Merkmalleisten für die Temperaturmess-
geräte fest (DIN EN 61987-14). Es werden für Temperaturmessumformer und Temperaturanzeiger 
BMLen definiert. Für die GMLen erfolgen Festlegungen für die Temperaturanzeiger, die verschie-
denen Typen von Temperaturmessumformern und die Komponenten an einem Temperaturmess-
gerät. Das Normendokument legt nur die Referenz auf den Klassifizierungsknoten fest. Die Aus-
prägung des Knotens kann in einem Online-Wörterbuch nachgeschlagen werden.  
Ähnliche Strukturen und Festlegungen finden sich in weiteren Normen. So legt beispielsweise die 
DIN Merkmalleisten für Niederspannungsschaltgeräte fest (DIN EN 62683). Auch auf anderen An-
wendungsgebieten, wie z.B. den Antrieben, werden Merkmalsbeschreibungen auf der Grundlage 
der IEC 61360 angestrebt. Als Beispiele lassen sich hier die Antriebe (ZVEI - Zentralverband Elekt-
rotechnik-und Elektronikindustrie e.V. 2018) nennen, wobei dieses Beispiel nicht standardisiert ist.  
Mit den gezeigten Standards ist eine Beschreibung der adressierten Gerätearten in ihrem Umfeld 
möglich. Dabei bleiben diese auf einer Ebene, die Planer bis zum Anwender unterstützen können. 
Die Verallgemeinerung von diversen Merkmalsgruppen ist nicht immer gegeben. So bestehen z.B. 
diverse Ausprägungen von verschiedenen analog-Funktionsblöcken innerhalb der Verzeichnisse. 
Auch existieren, trotz der Bemühungen, die Definitionen soweit wie möglich zusammenzufassen, 
sehr viele Merkmale. 
3.7.3 Realisierte Merkmalleisten 
Die bisher beschriebenen Struktur- und Inhaltsvorgaben müssen letztendlich in konkreten Merk-
malleisten umgesetzt werden. Hierbei gibt es verschiedene Vertreter, welche sich an diverse Vor-
gaben halten bzw. welche schon etabliert waren, bevor die Vorgaben erstellt wurden. Bekannte, 
jedoch für diese Arbeit weniger relevante Realisierungen sind: 
- Open Technical Dictionary (eOTD) der Electronic Commerce Code Management Associa-
tion (ECCMA) 




- ETIM-Klassifikation von ETIM Deutschland e. V. 
Dabei lässt sich die ETIM auf eCl@ss abbilden (ETIM Deutschland e.V. 2019). 
Die relevante Realisierung ist eCl@ss bzw. der enthaltene Teil von Prolist. Prolist zielte ursprünglich 
auf das Engineering der Prozessautomatisierung ab und implementierte dabei die Vorgaben aus 
der Namur-Empfehlung 100 (NE 100). ECl@ss zielte hingegen zuerst auf den Einkauf ab, damit Käu-
fer und Verkäufer von Geräten und Systemen unterstützt werden könnten. Dabei wurden insbe-
sondere Beschaffungsvorgänge unterstützt, indem Produkte eindeutig beschrieben wurden. 
Nachdem diverse Vergleiche (u.a. (Ahrens 2010)) eine Vereinbarkeit von den verschiedenen Reali-
sierungen feststellten, wurden diese harmonisiert und zum harmonisierten eCl@ss zusammenge-
fasst. In eCl@ss werden GMLen, BMLen, AMLen und KMLen beschrieben. Verwendung findet 
eCl@ss dabei im Engineering und Betrieb von digitalen Fabriken (Epple et al. 2017) und im Rahmen 
der Industrie 4.0 Verwaltungsschale (Bedenbender et al. 2019), (Klein et al. 2016). 
3.7.4 Weiterverwendung von Merkmalen mit Semantik 
Semantik dient der Nutzung und dem Teilen von Daten über Applikations- und Unternehmens-
grenzen hinweg (W3C 2013) oder weiter formuliert, dass Maschinen semantische Dokumente und 
Daten verstehen können (Berners-Lee et al. 2001). Im industriellen Kontext wird formuliert, dass 
„ohne gemeinsame Semantik keine Kooperation der Gegenstände“ (eCl@ss e. V. 2016, S. 26) erfol-
gen kann.  
Im Kontext von Semantik existieren verschiedene Technologien, welche im Semantic web layer cake 
nach Berners-Lee zusammengefasst sind (Berners-Lee 2000). Er stellt ein Schichtenmodell als 
Grundlage bereit, welches immer weiterentwickelt und diskutiert wird. Die aktuelle offizielle Ver-
sion ist dabei in der Veröffentlichung von Bratt zu finden (Bratt 2007). Einzelne Schichten und Teile 
der Technologie werden im Folgenden kurz vorgestellt. Als Grundlagen werden die verbreiteten 
Konzepte von URI/IRI verwendet, die eine eindeutige Adressierung ermöglichen. Aufbauend auf 
dieser Adressierung ermöglicht das Resource Descritption Framework (RDF) eine Beschreibung 
von Ressourcen. Diese Beschreibung wird in der Regel als Tripel aus Subjekt, Prädikat und Objekt 
angegeben. Das RDF-Schema wiederum beschreibt eine konkrete Domäne mittels Klassen und At-
tributen. Somit können Taxonomien beschrieben werden. Ein weiterer Bestandteil des Semantic 
web layer cakes ist SPARQL (SPARQL Protocol And RDF Query Language). Es stellt eine Abfragespra-
che für RDF dar, mit Hilfe derer Daten selektiert und kombiniert werden können. Ein weiterer Teil 




sind Ontologien. Sie stellen eine formale Beschreibung einer Domäne dar und bieten die Möglich-
keit Wissen übergreifend auszutauschen. Dabei sind sie ein Netzwerk von Informationen. Gruber 
definiert „an ontology is an explicit specification of a conceptualization.” (Gruber 1993, S. 199). Auf 
Basis von semantischen Technologien kann u.a. durch Reasoning Wissen erzeugt werden. Unter 
Reasoning wird die Ableitung von bisher Unbekanntem aus Bekanntem verstanden (Lehmann und 
Bühmann 2014). Die Inferenz stellt das elementare Schlussfolgern dar, welches auch mit Hilfe ei-
nes Computers stattfinden kann (Dengel 2012). Sie ist eine Grundlage für das Reasoning. Weiter-
führend sind Erklärungen zu semantischen Technologien werden von Hitzler und Geisler veröf-
fentlicht (Hitzler 2008), (Geisler 2009).  
Im Allgemeinen wird Semantik in der Automatisierungstechnik bereits angewendet. So beschrei-
ben Steinegger und Zoitl die Generierung von Code für Steuerungen aus Engineeringdaten mittels 
Semantik (Steinegger und Zoitl 2012). Abele und Grimm verbinden mehrere Modelle verschiedener 
Werkzeuge und Sichten mittels Semantik (Abele und Grimm 2013). Orozco und Lastra beschreiben 
ein semantisches Modell für die Sprache der IEC 61499 (Orozco und Lastra 2006). 
Auch auf dem Feld der Merkmale sind zahlreiche Publikationen für die Verwendung von Merkma-
len und Semantik zu finden. Der eCl@ss e.V. beschreibt in einem Whitepaper, dass für die Verwen-
dung im Rahmen von Industrie 4.0 konsensuale Semantik gebraucht wird (eCl@ss e. V. 2016). Es 
wurde festgestellt, dass eCl@ss diese bereitstellen kann. Riedel, Arroyo und Fay kombinieren Au-
tomationML und eCl@ss für eine Geräteauswahl während des Engineerings von industriellen An-
lagen (Riedel et al. 2015). Dabei wird der Schritt vom Topologiemodell zum konkreten Modell adres-
siert. Hildebrandt et al. stellen zwei Metamodelle, die während des Engineerings verwendet wer-
den können, auf (Hildebrandt et al. 2017). Diese lassen sich unter anderem mittels Ontologien ver-
knüpfen. Auch hier werden wieder Merkmale aus eCl@ss verwendet, damit diese in den Metamo-
dellen genutzt werden können. Grangel-Gonzalez et al. beschreiben eine Abbildung von Industrie 
4.0 Komponente mittels RDF und Merkmalleisten aus eCl@ss bzw. weiteren relevanten Ontologien, 
so dass diese übergreifend Verwendung finden (Grangel-Gonzalez et al. 2016).  
3.7.5 Fazit 
Die Merkmale sind essentiell für die Unterstützung beim Engineering und beim Betrieb von Indust-
rieanlagen. Gerade mit dem Trend von Industrie 4.0 und der Losgröße 1, werden Mechanismen 
benötigt, die eine automatische Organisation der Produktion ermöglichen. Die Merkmale bieten 
dabei eine gute Möglichkeit für die eindeutige Beschreibung von Eigenschaften der Teile in einer 




industriellen Anlage. Die Teile meint, in dem Zusammenhang, alles Relevante wie beispielsweise: 
Applikationen, Geräte, Anlagen oder Werkstücke. Es bleibt offen, ob die Strukturen in den Merk-
malleisten tragen werden. Sie bieten jedoch derzeit einen Stand, der im Laufe der Verwendung 
angepasst werden kann, so dass auch hier die klassischen Konzepte der Vererbung übernommen 
werden können. Die semantischen Technologien helfen ebenso beim Engineering und sind ein es-
sentieller Bestandteil von Industrie 4.0.  
3.8 ANLAGENENTWURF IN DER AUTOMATISIERUNGSTECHNIK 
Das Engineering von Anlagen umfasst alle Aufgaben und Tätigkeiten, die in den verschiedenen 
Phasen des Lebenszyklus einer Automatisierungsanlage vom Konzept über Planung, Errichtung, 
Kommissionierung, Betrieb/Optimierung bis hin zum Abriss anfallen. Dabei ist jeder Anlagenent-
wurf eine Einzelanfertigung für den jeweiligen Auftrag. Dies hängt vor allem mit den sehr unter-
schiedlichen Anforderungen und den lokalen Gegebenheiten an den einzelnen Standorten zusam-
men (Urbas et al. 2012). Beim Engineering von Anlagen ist eine Vielzahl an Fachdisziplinen beteiligt 
(Holm et al. 2013). Dies führt auch dazu, dass eine Vielzahl an Personen mit unterschiedlichen Wis-
senshintergründen und unterschiedlichen Werkzeugen, am Engineering beteiligt ist. Der Hauptteil 
der Engineeringaufgaben entsteht während des Anlagen- und PCS-Engineerings (Lauber und Göh-
ner 1999). Um diesen Aufgaben gerecht zu werden, bestehen verschiede Modelle, die die einzelnen 
Phasen adressieren. Dabei existieren, je nach Domäne für die die Anlage entwickelt wird, verschie-
dene Normen bzw. Vorgaben für die Gestaltung der einzelnen Phasen. Eine allgemeine Form ist in 
dem Dokument „Engineering von Anlagen – Evaluieren und optimieren des Engineerings – Grund-
lagen und Vorgehensweise“ des VDI/VDE zu finden (VDI/VDE 3695 Blatt 1). Hier werden die vier 
Phasen Akquise, Planung, Realisierung und Inbetriebnahme definiert. Diese korrelieren weitestge-
hend mit den eingangs erwähnten Phasen. Lediglich der Abriss wird hier ausgelassen. Etwas spe-
zieller beschreibt PPEAM (Lewis und Thomson 1998) die einzelnen Schritte. In diesem Modell wer-
den alle Phasen bis hin zur Dekommissionierung beschrieben. Es muss erst ein Konzept von Pro-
zess und Anlage erstellt werden, dann erfolgt ein detaillierter Entwurf. Anschließend erfolgen die 
Konstruktion und die Beschaffung. Weiterführend erfolgen Betrieb/Wartung und Dekommissio-
nierung. In den anschließenden Teilabschnitten werden neben den einzelnen detaillierten Schrit-
ten in den Phasen auch die Schnittstellen zwischen den Phasen beschrieben. So entsteht eine um-
fassende Schrittfolge für das Engineering von industriellen Anlagen. Für den Bereich der Prozess-
industrie beschreibt das NAMUR-Arbeitsblatt 35 ausführlich die einzelnen Schritte, die für ein En-
gineering einer prozesstechnischen Anlage erforderlich sind (NA 35). Sie definiert für Anlagen mit 




chemischen Prozessen das Projekt Engineering. Dabei werden sieben Schritte formuliert, die wie-
derum mit diversen unterlagerten Schritten beschrieben werden. Die üblichen Teile Betrieb/Opti-
mierung und Dekommissionierung werden in der NA 35 nicht beschrieben. Dafür wird jedoch die 
Planung detaillierter unterteilt.  
Generell kann man von einem modellgestützten Engineering bei der Errichtung einer industriellen 
Anlage sprechen. Dabei werden mehrere unterschiedliche Modelle, auf Grundlage bestehender 
Modelle, in den einzelnen Phasen und bei den einzelnen Gewerken ausgeprägt. An dieser Stelle 
sollte eine Durchgängigkeit erreicht werden. Der VDI/VDE beschreibt in seiner Richtlinie 3695 
Blatt 4 unter anderem Ziele für diese Durchgängigkeit (VDI/VDE 3695 Blatt 4). Ziele können dabei 
sein, dass Daten zwischen Werkzeugen elektronisch austauschbar sind. Hierfür werden verschie-
dene Stufen präsentiert. Diese sind im einfachsten Fall, dass die Planungsdaten elektronisch vor-
liegen. Umfassender ist eine weitere Stufe, welche verlangt, dass die Planungsdaten in die einzel-
nen Werkzeuge importierbar sind. Die höchste Stufe verlangt eine vollständige Integration mit Ab-
hängigkeitsanalysen und Konsistenzprüfungen. Fay, Schleipen und Mühlhause schreiben dazu je-
doch auch, dass nicht immer die höchste Stufe für diese Durchgängigkeit erreicht werden muss, 
sondern Aufwand und Nutzen abgewogen werden müssen und auch eine niedrigere Stufe für die 
Durchgängigkeit verwendet werden kann (Fay et al. 2013). Die Durchgängigkeit wird zudem von 
anderen Veröffentlichungen adressiert. So beschäftigen sich Jäger und andere mit der Durchgän-
gigkeit und der Nutzung von Microsoft Visio und AutomationML (Jäger et al. 2013).  
Innerhalb von Konzept, Planung und Errichtung werden verschiedene Strukturbeschreibungen 
verwendet. Dabei kommen unter anderem Fließschemata wie das Grundfließschema, das Verfah-
rensfließschema oder das Rohr- und Instrumentierungsfließschema zum Einsatz. Diese werden 
immer detaillierter. Im Grundfließschema finden sich nur Masseströme. Im Verfahrensfließschema 
werden Verfahrensbeschreibungen, Wirkabläufe, Stoffströme und erste Mess- und Regelstellen 
dargestellt und im Rohr- und Instrumentierungsfließschema liegt der Fokus auf den Apparaten, 
Armaturen, Hilfsaggregaten und PLT-Stellen. Nähere Angaben zu den einzelnen Fließschemata legt 
Ullrich fest (Ulrich 2009). SysML-basierte Ansätze werden zur Struktur- und Verhaltensbeschrei-
bung genutzt (z.B. (Schütz und Wannagat 2009), (Vogel-Heuser et al. 2014), (Frank 2014)). Insbe-
sondere ermöglicht der Ansatz von Frank ein Engineering für die verteilte Automatisierung (Frank 
2014). In den zugrunde liegenden Veröffentlichungen wird ein Engineeringansatz über das V-Mo-
dell beschrieben (Frank et al. 2012) bzw. (Vogel-Heuser et al. 2014). Es werden mehrere Abstrakti-
onsschichten auf der Basis von Huber eingeführt (Huber et al. 1996). So erfolgt eine Unterteilung 




in Mechanik, Automatisierungstechnik-Komponenten und Software. Vergleichbar mit einem IT-
Entwurf erfolgt zuerst eine Anforderungsanalyse. Wobei an dieser Stelle funktionale und nicht-
funktionale Anforderungen ermittelt werden, welche das Gesamtsystem einzuhalten hat. Anschlie-
ßen folgt auf allen Schichten immer eine Analyse, Erstellung eines Konzepts, gefolgt von der Pla-
nung. Die AT-Hardware und AT-Software werden in Beziehung zueinanderstehend nach einem ge-
trennten Entwurf in ein gemeinsames Modell überführt. Dies enthält bereits die Verteilung der 
Software auf die einzelnen Komponenten. Im letzten Schritt des Modellausschnitts werden die ein-
zelnen Teile zusammengesetzt und die Software implementiert.  
Auf dem Gebiet der Aufwandsbetrachtungen sind wenige Veröffentlichungen zu finden. Es befas-
sen sich jedoch Dürkop und andere im Rahmen eines Fallbeispiels damit (Dürkop et al. 2015). Hier-
bei wird die Aussage getroffen, dass 50-60 % des Engineering-Aufwands auf die Software der An-
lage und 40-50% auf die Hardware der Anlage entfallen.  
Ein Trend zeigt sich bei der Betrachtung der Steuerungshardware. Während in traditionellen Steu-
erungen nur klassische Programmiersprachen nach IEC 61131-3 bzw. IEC 61499 zum Einsatz ka-
men, finden sich mittlerweile diverse Steuerungen, welche sich mit Hochsprachen programmieren 
lassen. Dieser Einfluss der IT zeigt sich jedoch auch noch an anderen Stellen. So finden sich erste 
Plattformen, die das Arbeiten wie ein Entwickler aus der IT-Welt ermöglichen, indem fertige Biblio-
theken über Markplätze getauscht werden können. Sie stellen einen ersten Schritt in die Welt der 
flexiblen Steuerungen dar. Dabei wird sowohl mit Erfüllung der Echtzeitanforderungen als auch 
mit einer einfachen Anpassungsfähigkeit durch Integration von Open Source Software geworben 
(PHOENIX CONTACT 2020). Das ist jedoch nur ohne eine gründliche Beschreibung der Anforderun-
gen von Applikation, Software und Hardware möglich, wenn die Plattform nicht heterogen ist.  
Generell lässt sich feststellen, dass der Entwurf von Automatisierungsanlagen in Phasen geteilt ist 
und dass sich das V-Modell als Vorgehensmodell für den Entwurf in diversen Publikationen wie-
derfindet.  
3.9 MODELLE UND ENGINEERING 
An dieser Stelle werden modellbasierte Konzepte des Engineerings mit einem starken Fokus auf 
die Software vorgestellt. Es werden zuerst allgemeine, aus der IT-Welt kommende Ansätze aufge-
zeigt. Anschließend werden exemplarisch einzelne Ansätze und Realisierungen aus der Automati-
sierungstechnik dargelegt.  




3.9.1 Allgemeines und Konzepte 
Im Allgemeinen ist die Verwendung von Modellen (z.B. UML) in der Softwareentwicklung etabliert. 
Dabei wird von einem modellbasierten Softwareentwurf gesprochen. Dennoch sind Inkonsisten-
zen zwischen Modellen und der zu entwickelnden Software nicht ausgeschlossen, da Modelle in 
der klassischen Softwareentwicklung eher den Charakter einer Dokumentation aufweisen. Wenn 
dies vermieden werden soll und sogar aus den Modellen eine Software generiert werden kann, 
wird von einem Model-driven Software Developement (MDSD) gesprochen. Dabei ist modellgetrie-
bene Softwareentwicklung wie folgt definiert: „Modellgetriebene Softwareentwicklung (Model Dri-
ven Software Development, MDSD) ist ein Oberbegriff für Techniken, die aus formalen Modellen 
automatisiert lauffähige Software erzeugen“ (Stahl et al. 2012, S. 11). Es müssen demnach formale 
Modelle als Grundlage für die MDSD verwendet werden. Diese Modelle werden dabei mit einer 
domänenspezifischen Abstraktion modelliert, so dass der Zielbereich eingeschränkt wird. Die Vor-
teile der Verwendung von MDSD sind: 
- Abstraktion (eine klare Trennung zwischen Implementierungsdetails und dem fachlichen 
Modell) 
- einheitliche Architektur (einheitliches MetaModell zur Generierung) 
- höhere Entwicklungsgeschwindigkeit 
- Wiederverwendung von Modellen, Generatoren, Architekturen 
- Interoperabilität und Plattformunabhängigkeit  
- bessere Softwarequalität. 
Die wesentlichen Bestandteile von der MDSD Technik sind: 
- die Domäne (der Geltungsbereich der Modelle) 
- das Metamodell (eine formalisierte Beschreibung der Domäne) 
- die Domain Specific Language (DSL) (eine Sprache zur Beschreibung der Domäne) 
- das formale Modell (in der DSL beschriebene Abbildung aus dem Kontext des Metamo-
dells, welches automatisch überführbar in Code ist) 
- und die Modeltransformation. 
Die Modelltransformation kann in Model to Code (M2C) und Model to Model (M2M) Transformati-
onen unterschieden werden. Die M2M Transformation dient der Verwendung von verschiedenen 
Meta-Modelle, und das formale Modell kann in Ausprägungen auf Basis verschiedener Meta-Mo-




delle überführt werden. Dies kann nötig sein, wenn sich Meta-Modelle ändern, Vorgaben von an-
deren Werkzeugen bestehen oder verschiedene Sichten auf das formale Modell nötig sind. Die 
M2C Transformation erzeugt aus dem formalen Modell mit einem Generator und passenden 
Templates Quellcode. Dieser ist im Idealfall vollständig und sofort ausführbar. Andernfalls sind 
noch weiterführende Implementierungen in dem Generat bis zum vollständigen Quellcode not-
wendig. Gegebenenfalls muss der vollständige Quellcode plattformspezifisch compiliert werden, 
so das eine ausführbare Datei (Binary) entsteht. Eine Umsetzungsvariante der MDSD ist zum Bei-
spiel die Model-driven Architecture (MDA) von der Object Management Group (OMG) (Stahl et al. 
2012). Voelter, Salzmann und Kircher beschreiben eine mögliche Nutzung der MDSD auf verschie-
denen embedded-Geräten unter gewissen Einschränkungen (Voelter et al. 2005).  
Nach Ameller ist MDSD nur auf Softwaregenerierung beschränkt (Ameller 2009). Breiter angelegt 
sind MDD (Model-driven Development) und noch breiter MDE (Model-driven Engineering). Cabot 
fügt übergeordnet noch Model-based Engineering (MBE) hinzu (Cabot 2018). MDD ermöglicht die 
Modellierung eines Systems, welches in ein echtes System transformiert werden kann (Mellor et 
al. 2003). Schmidt beschreibt, dass MDE eine Technologie ist, welche es ermöglicht, effizient domä-
nenspezifische Konzepte auszudrücken (Schmidt 2006). Weiterführend kann mit MDE die Komple-
xität der Plattformen gegenüber klassischen Hochsprachen verringert werden.  
3.9.2  Modelle und Engineering in der Automatisierung 
Das Engineering von Automatisierungssystemen ist in der Regel ebenfalls modellbasiert und wird 
als modellbasiertes System Engineering (MBSE) bezeichnet. Steinbach schreibt für diese Verfahren 
Modellierungsregeln auf (Steinbach 2012). Zu Beginn des Verfahrens wird eine Anforderungsana-
lyse durchgeführt. Dabei werden die Anforderungen der Nutzer und der Umgebung aufgenom-
men. Es werden die funktionale, logische und physische Architektur erfasst und modelliert. Im sich 
anschließenden Systemdesignprozess werden die gefundenen Anforderungen angereichert, um 
die regulatorischen Anforderungen und Standards erneut zu den drei getroffenen Architekturen 
zu modellieren. Es stellt sich immer wieder heraus, dass modellbasiertes System Engineering mit 
SysML durchgeführt wird. Dies wird in diversen Veröffentlichungen (z.B. von Cloutier et al. (Cloutier 
et al. 2015)) deutlich. Weiterführend bestehen auch Ansätze für die Anforderungen an das modell-
basierte System Engineering (Holt et al. 2015). 
Wird primär die Softwareseite des Engineerings betrachtet, so finden sich auch hier diverse An-
sätze. Witsch und Vogel-Heuser beschreiben einen Weg von UML zu IEC 61131 konformem Code, 




dargestellt in CoDeSys V3 Notation (Witsch und Vogel-Heuser 2009). Ein weiteres Modell wurde mit 
der SysML Erweiterung SysML-vAT definiert, welches bereits in 0 beschrieben wurde. Hierbei wer-
den Merkmale genutzt, um die funktionalen und nicht-funktionalen Anforderungen zu beschrei-
ben (Hadlich 2015). Diese werden für eine Verteilung der Funktionsblöcke auf die Ressourcen ge-
nutzt (Eckert 2015). 
Andere Ansätze sind ausgelegt auf die Generierung von Code für das Engineering von Automati-
sierungsanlagen. Vier Vertreter werden im Folgenden kurz vorgestellt. (Lüder und Peschke nutzen 
für die Generierung von Code GAIA-UML ((vgl. (Wooldridge et al. 2000)) (Lüder und Peschke 2007). 
Dabei werden in GAIA-UML Aktivitäten, Rollen, Ereignisse und Protokolle mit definierten Beschrei-
bungselementen abgebildet. Es wird eine Methode beschrieben, welche eine Systembeschreibung 
aus einem generischen Verhaltensmodell des Systems in ein generisches Modell für die Steuerung 
überführt. Anschließend wird dieses Modell in ein Implementierungsmodell für Steuerungen über-
führt, bevor aus diesem Modell der ausführbare Code für das Steuerungssystem generiert wird. 
Auch Prayati und andere stellen einen Ansatz für die Generierung von Code für Automatisierungs-
anlagen bereit (Prayati et al. 2004). Dabei wird  Real-Time-UML (Object Management Group 2005) 
als Grundlage eingesetzt, mit dem die nicht-funktionalen Anforderungen an das System beschrie-
ben werden. Mittels Zustandsmaschinen und IEC 61499 Funktionsblöcken wird die Applikation er-
stellt. Diese wird auf die einzelnen beteiligten Geräte verteilt. Die Applikation wird dann als Java 
Code generiert und auf die einzelnen Geräte gebracht. Thramboulidis knüpft an der zuvor genann-
ten Veröffentlichung an und zeigt auf, dass diese sehr oberflächlich ist und viele Fragen offenlässt 
(Thramboulidis 2007). Unter anderem bleibt ungewiss, wie die Echtzeitfähigkeit mit Java sicherge-
stellt wird. Außerdem werden viele Einflussfaktoren aufgelistet, die dabei außer Acht gelassen wur-
den. Weiterhin befassen sich Panjaitan und Frey  mit dem Generieren von Code für Automatisie-
rungsanlagen (Panjaitan und Frey 2006). In dieser Veröffentlichung werden normale UML-
Diagramme als Basis eingesetzt und auf IEC 61499 Blöcke abgebildet. Zur Darstellung der Funkti-
onsblöcke und deren Schnittstellen werden Paketdiagramme und Klassendiagramme verwendet. 
Zustandsdiagramme werden für die interne Logik der Funktionsblöcke genutzt. Als vierter Vertre-
ter wird der Ansatz von Hussain und Frey vorgestellt (Hussain und Frey 2008). Dieser Ansatz nutzt 
ebenfalls UML-Modelle zur Generierung von IEC 61499 Funktionsblöcken. Wie bereits zuvor wer-
den auch hier Teile für die Modellierung aus dem UML Profil Schedulability, Performance and Time 
(Object Management Group 2005) verwendet. Dabei wird ein an das V-Modell angelehnter Ent-
wurfsprozess genutzt. Besonders ist, dass der Ansatz auf heterogene Plattformen die spezifischen 




Lösungen bringen soll. Zu diesem Zweck werden einige nicht-funktionale Anforderungen adres-
siert, die gerade auf den heterogenen Plattformen auftreten. Speziell wird hier erwähnt, dass die 
Performance der einzelnen beteiligten Komponenten auf der jeweiligen Zielhardware ermittelt 
werden muss. Spätestens jedoch beim vorgestellten Test zeigt sich, dass auch dieser Ansatz nur 
auf homogener Hardware umgesetzt wurde und somit nicht weit genug reicht.  
Zusammenfassend lässt sich feststellen, dass der Einsatz von Modellen für das Engineering in der 
Automatisierung in breiter Masse anzutreffen ist. Dabei ist auch davon auszugehen, dass nicht alle 
Anbieter ihr Know-How offenlegen und somit noch weitaus mehr in Modellen gelöst wird, als hier 
beschrieben ist. Das Generieren von Applikationen ist auf der Ebene der Steuerungen mindestens 
auf homogener Hardware bereits verfügbar. Die zusätzlichen Anforderungen, welche die Verwen-
dung von heterogenen Umgebungen bis hinunter auf das Feldgerät mit sich bringt, lassen sich 
jedoch nur teilweise mit den vorgestellten Ansätzen lösen.  
3.10 GENERIC DEVICE 
Die Trennung von Applikation und Kommunikation ist seit jeher ein konzeptionelles Entwurfsmittel 
in der Automation. Dies erfolgt jedoch fast ausschließlich zur Designzeit. Die Strukturen der Feld-
geräte sind damit zwar modular, diese Modularität von Applikation und Kommunikation wird je-
doch weitestgehend nur beim Feldgerätehersteller für die Weiterentwicklung genutzt. Die Flexibi-
lität und auch die Dauer der Entwicklung der Geräte ändern sich somit kaum. In diesem Zusam-
menhang ist es wünschenswert, eine leistungsfähige und flexible Plattform für die Implementie-
rung von Applikationsfunktionen zu haben. Diese Plattform soll es ermöglichen, die Designzeit der 
Applikationen und damit auch die des gesamten Feldgerätes deutlich zu verkürzen, um bereits zu 
einem frühen Zeitpunkt der Entwicklung die Funktionalität eines komplexen Gesamtsystems nach-
bilden und testen zu können. Vor diesen Hintergründen wurde das Generic Device (Mätzler et al. 
2012) entwickelt, welches die Möglichkeit schafft, beliebige Applikationssoftware in Modulen von 
virtuellen Feldgeräten verteilt umzusetzen. 
3.10.1 Aufbau des Generic Devices 
Das Generic Device ist ein modulares, frei konfigurierbares Software-Feldgerät. Der Aufbau des 
Gerätes ist in Abbildung 24 zu sehen. Es besteht aus drei funktionalen Teilen und einem, hier nicht 
dargestellten Teil, welcher für die interne Verwaltung und Konfiguration zuständig ist. Die Konfigu-
ration erfolgt mittels einer XML-Datei, welche dem Generic Device als Startparameter übergeben 




werden muss. In ihr sind alle wesentlichen Konfigurationsdaten für den Hochlauf des Feldgeräts 
festgehalten. 
 
Abbildung 24: Schematischer Aufbau des Generic Devices mit Konfiguration 
Der Feldbus-Geräte-Stack ist unabhängig von den verwendeten Applikationen und wird durch den 
generischen Data-Container gekapselt. Er ist zuständig für die Kommunikation entsprechend der 
Konfiguration durch die XML-Datei. Über eine generische Schnittstelle kann vom Stack aus auf die 
Application Process Objects (APOs) im Data-Container zugegriffen werden. 
Der Data-Container ist ein generischer Container für die APOs. Er verfügt über eine generische 
Schnittstelle für den Zugriff auf die APOs. Die Zugriffe erfolgen je nach gewünschtem Zeitfenster 
und gewünschter Datenkonsistenz entweder ausschließend oder konkurrierend. Für die zyklische 
Kommunikation werden ausschließende Zugriffe verwendet, um sicherzustellen, dass eine voll-
ständige Momentaufnahme an die Steuerung übermittelt wird. Für die azyklische Kommunikation 
können hingegen dennoch zeitgleich andere Daten im Data-Container verändert und gelesen wer-
den, ohne dass eine Verfälschung der Prozessdaten erfolgt. Weiterhin können auch Berechtigun-
gen für die einzelnen Daten im Data-Container gesetzt werden, so dass bestimmte Zugriffe und 
damit ungewollte Veränderungen der Daten von vornherein ausgeschlossen werden können. 
Ein weiterer Bestandteil des Generic Devices sind die Feldgeräteapplikationen. Diese sind als Soft-
warekomponenten (dynamisch gelinkte Bibliotheken) realisiert, welche die Kernfunktionalität des 
Software-Feldgerätes implementieren und bei Bedarf geladen werden. Sie sind feldbusunabhängig 
und können prinzipiell durch den generischen Data-Container an jedem, in das Generic Device 




integrierten, Feldbusstack betrieben werden. Das Instanziieren von Feldgeräteapplikationen er-
folgt ähnlich einem modularen Gerät durch das dynamische Stecken und Ziehen von Modulen. Die 
Konfiguration der einzelnen gesteckten Applikationen erfolgt zum einen durch je einen XML-
Knoten, welcher beim Erstellen der Applikation übergeben wird, und zum anderen durch die übli-
che, azyklische Parametrierung des Geräts zum Verbindungsaufbau. Das Augenmerk bei der Um-
setzung des Konzepts der busunabhängigen Applikationen lag auf der leichten Implementierbar-
keit und der zukünftigen Erweiterbarkeit des Gerätes um weitere Applikationen. 
Einige Beispiele für Feldgeräteapplikationen auf dem Generic Device werden im Folgenden aufge-
führt. Eine Möglichkeit ist die Anbindung an einen realen Prozess mittels PC-IO-Hardware (z.B. Di-
gital-IO). Hierbei werden bevorzugt Geräte mit USB-Anschluss verwendet, da diese ohne erhebli-
chen Aufwand in handelsüblichen IT-Virtualisierungslösungen integrierbar sind. Weiterhin ist eine 
Logging-Applikation für Prozesswerte und Ereignisse vorgesehen. Ebenso ist eine generische Ge-
räteapplikation umsetzbar, welche die Auslagerung von Teilen der Leitsystemapplikation und de-
ren Verteilung mittels IEC 61499 Function Blocks ermöglicht. Eine Anbindung an externe Daten-
quellen durch die Message Oriented Middleware ActiveMQ bzw. durch MQTT (Message Queuing 
Telemetry Transport) ermöglicht die Einspeisung von Simulationsdaten in eine reale Feldbusum-
gebung, so dass auch Teilanlagen in einer realen Anlage simuliert werden können. Dabei ist das 
Generic Device nicht nur auf normaler PC-Hardware lauffähig, sondern kann ebenso auf ARM-
Hardware betrieben werden (Mätzler et al. 2014). 
3.10.2 Feldgerätevirtualisierung 
Durch die steigende Leistungsfähigkeit von PC-Komponenten ist eine Nutzung von Hardware-Vir-
tualisierungslösung möglich (Mätzler et al. 2012). Dabei handelt es sich um eine Abstraktions-
schicht, welche die Ressourcen eines Host-Systems mehreren speziellen und angepassten Gast-
Systemen zur Verfügung stellt. Hierbei ist die verwendete Hardware von untergeordneter Rolle, da 
sie lediglich die Plattform für eine Virtualisierung darstellt. 
Ein wesentlicher Aspekt bei der Virtualisierung der Geräte ist die Reduzierung des Aufwandes für 
eine Simulation von (Teil-)Anlagen, wobei reale und virtuelle Geräte beliebig mischbar sind. Hierfür 
ist eine Applikation für das Generic Device vorhanden, welche eine Simulationssoftware anbindet. 
Ebenso ist auch eine Applikation verfügbar, welche über die Peripherie des PCs einen realen Pro-
zessanschluss ermöglicht. 




Durch eine leistungsstarke Virtualisierungsumgebung aus dem IT-Umfeld kann eine sehr große 
Anzahl an virtuellen Feldgeräten in einem Ethernet-Segment erreicht werden. Somit kann eine 
Lastverteilung realisiert werden, wodurch dynamisch auf normale Schwankungen in den Anforde-
rungen der Applikation eingegangen werden kann, ohne weitere Ressourcen präventiv zu allokie-
ren. 
 
Abbildung 25: Vereinfachter Beispielaufbau mit virtuellen und realen Feldgeräten 
Die so geschaffenen virtuellen Feldgeräte können in einem Testszenario neben den realen Geräten 
integriert und verwendet werden. Ein vereinfachter Beispielaufbau hierzu ist in Abbildung 25 zu 
sehen. Dieser realisiert die Integration einer realen Steuerung, eines realen Feldgeräts und drei 
angeschlossener virtuellen Hosts, auf denen je ein Generic Device ausgeführt wird. Die Datenpa-
kete auf dem Netzwerk – dargestellt in Abbildung 25 mit den eingefärbten Vierecken – werden 
durch die Bridge den einzelnen Generic Devices zugeordnet. Für den Feldbuscontroller der Steue-
rung ist es nicht relevant, ob er mit virtuellen oder realen Geräten kommuniziert, da beide Feldge-
rätearten für die Steuerung transparent sind. Unter der Zuhilfenahme einer Virtualisierungslösung 
ist es somit möglich, Software-Feldgeräte, welche die Prototypen für später zu installierende Feld-
geräte darstellen, sehr einfach in einer nahezu beliebigen Anzahl zu erstellen und für den Test der 
Leitsystemapplikation bereitzustellen. 
3.11 PERFORMANCEBETRACHTUNGEN UND MONITORING VON 
FELDGERÄTEN 
Das Performance Engineering wird durchgeführt um Ressourcenanforderungen zu ermitteln und 
zu beschreiben. Im industriellen Umfeld werden dabei in der Regel Reaktionszeiten ermittelt. In 
einzelnen Ansätzen wie z.B. von Eckert (Eckert 2015) werden darüber hinaus auf SPS-Ebene auch 
noch die hardwarebezogenen Faktoren, wie CPU und Speicher, mit einbezogen. Auf heterogenen 




Plattformen sind derzeit hingegen keine Betrachtungen zu finden. Es bestehen jedoch verschie-
dene Modelle in der IT-Welt mit denen Performancebetrachtungen modelliert werden können. Im 
Folgenden werden drei Vertreter kurz vorgestellt.  
Gomaa und Menascé beschreiben die Anreicherung von UML-Diagrammen um Performance An-
notationen (Gomaa und Menascé 2001). Dabei werden Komponenten modelliert, welche Input- 
und Output-Ports aufweisen. Ports besitzen dabei eine Nachrichtenrate pro Sekunde. Nachrichten 
wiederum lösen Ereignisse aus, die mit einer angenommenen Wahrscheinlichkeit eintreten, eine 
gewisse Rechenzeit brauchen und dann abermals Ausgangsereignisse auslösen. Ausgangsereig-
nisse setzen Nachrichten mit einer bestimmten Größe ab. Darüber lassen sich anschließend Aus-
lastung der Hardware und Zeiten berechnen. Offen bleibt dabei jedoch, woher die Zeiten kommen, 
da die Ausführungszeiten abhängig von der verwendeten Hardware sind. Weiterhin sind die Bei-
spiele dieser Veröffentlichung im Sekundenbereich angesiedelt. Unklar ist, ob sich diese Zeiten 
ohne weiteres auf die in der Automation üblichen Zeitbereiche im Millisekundenbereich übertra-
gen lassen.  
Schmietendorf und Dimitrov beschreiben einen ähnlichen Weg (Schmietendorf und Dimitrov 
2001). Auch hier ist die Kernidee eine Anreicherung von UML-Diagrammen um eine Performance-
beschreibung. Hier werden Anwendungsfall-, Sequenz- und Zustandsdiagramme angereichert. Je-
der Anwendungsfall erhält zusätzlich eine Aufrufhäufigkeit, eine Vorbereitungs- und eine Ausfüh-
rungszeit. Im Sequenzdiagramm werden Zeiten für jeden Aufruf und die Dauer von Operationen 
annotiert. Weiterführend werden Marker gesetzt um eine harte Verknüpfung zum Zustandsdia-
gramm zu erreichen. Mit dem Zustandsdiagramm werden Wahrscheinlichkeiten für die Transitio-
nen annotiert, so dass diese mit in die Aufwandsberechnung einfließen können. Generell kann 
davon gesprochen werden, dass ROOM (Real-Time Object-Oriented Modeling) (Selic 1996) mit in 
UML integriert wird. Auch hier bliebt offen, wo die Informationen auf Feldgeräte und Funktions-
blöcke herkommen sollen. Letztendlich kann das nur ein Entwickler der Feldgeräteapplikationen 
definieren. Ob dieser Aufwand jedoch gerechtfertigt ist und mit der Methode nützliche Vorhersa-
gen für die AT getroffen werden können, bleibt ebenfalls offen.  
Allgemein kann festgestellt werden, dass auf Feldgeräteebene keine wirklichen Methoden bekannt 
sind, wie eine Performance Betrachtung der Applikation erfolgen kann. Dies ist auch darin begrün-
det, dass es extrem wenige bis keine dynamischen Anwendungen auf Feldgeräten gibt und somit 
auch derzeit nicht die zwingende Notwendigkeit besteht, sich mit dem Thema auseinander zu setz-




ten. Auf SPS-Ebene hingegen finden sich solche Betrachtungen. Eckert beschreibt, dass die wesent-
lichen Einflussfaktoren auf die Applikation die Klemme-Klemme Reaktionszeit und zwei verschie-
dene Speicherallokationen sind (Eckert 2015).  
Die Performance der beteiligten Komponenten sollten ebenfalls überwacht werden. Dies ist theo-
retisch auch auf der Ebene der Feldgeräte möglich. Dabei können hersteller- oder profilspezifische 
Alarme an die SPS gesendet werden, falls die gesetzten Grenzen über- oder unterschritten werden. 
Jedoch müssen hier diese Grenzen zuerst von einem Entwickler parametriert werden. Einen Beleg 
für den Einsatz dieser Möglichkeit wurde nicht gefunden. Auf der Ebene der SPS hingegen werden 
Monitoring-Möglichkeiten bereits angewendet. Im klassischen Fall kann ein Monitoring über her-
stellerspezifische Alarme – z.B. bei Siemens nach dieser Anleitung (Siemens AG 2020) – erfolgen. 
Zoitl et al. fühen ein Monitoringansatz für verteilte Steuerungen mit einer IEC 61499 Laufzeitum-
gebung ein (Zoitl et al. 2013). Wenger et al. beschreiben, aufbauend auf den zuvor genannten An-
satz, das Monitoring von 4diac basierter IEC 61499 Runtime (Wenger et al. 2015). Dabei werden 
Zustandsübergänge und mögliche Wertebereiche modelliert. Gegen diese kann dann das laufende 
Funktionsblocknetzwerk getestet werden. Eine Erweiterung des Cloud-basierten Monitorings für 
verteilte Steuerungen stellen Wenger et al. vor (Wenger et al. 2016). Mit diesem Ansatz können die 
damit verbundenen Timing Anforderungen überwacht werden. Dabei wird jedoch nur das Verhal-
ten des Funktionsblocknetzwerkes beobachtet. Ein Monitoring der unterlagerten Hardware der 
Laufzeitumgebungen bleibt außen vor.  
Zusammenfassend ist das Monitoring von dynamisch verteilten Applikationen derzeit möglich. Al-
lerdings sind keine Ansätze bis auf die Feldgeräteebene hinunter und mit der Betrachtung mögli-
cher heterogener Hardware im industriellen Umfeld vorhanden.  
3.12 INTERNET OF THINGS 
Ashton führte erstmals den Begriff Internet of Things (IoT) ein (Ashton 2009). Dabei erzeugen in 
einem Internet of Things nicht Menschen Daten, sondern die Dinge an sich. Primär findet eine 
universelle Vernetzung über Internettechnologien zwischen den Knoten statt und somit können 
leicht einzelne Anwendungen realisiert werden. Die Anwendungen reichen dabei von Smart Home 
über Smart City bis hin zur Smart Factory (Borgia 2014). Bei den Anforderungen stehen in erster 
Linie die funktionalen Anforderungen im Vordergrund. Nicht-funktionale Anforderungen werden 
zwar dennoch von einigen Veröffentlichungen adressiert (vgl. z.B. (Tarkoma und Ailisto 2013) oder 




(Razzaque et al. 2016)), jedoch werden diese im Allgemeinen nur untergeordnet betrachtet. Es fin-
det sich eine große Heterogenität bei den Herstellern von Geräten und Geräten an sich. Vergleich-
bar mit der traditionellen Automation, kann es dabei entweder in einen Vendor lock-in (SmartCi-
tiesWorld 2019) oder zu einem massiven Engineeringaufwand kommen (ANSYS 2016). Dabei sind 
die Gründe für den Aufwand divers. So wächst allein durch die zahlreichen Möglichkeiten die 
Menge an Software.  
Auch bestehen Ansätze im Engineering von IoT-Systemen, die ähnliche Kerne aufweisen. So wer-
den zum Beispiel modellbasierte Szenarien mit einer im Engineering integrierten Simulations-
schleife für die Integration nicht-funktionaler Anforderungen ergänzt (Thang Nguyen et al. 2017). 
Es müssen somit die nicht-funktionalen Anforderungen spezifiziert und Simulationen erstellt wer-
den, die diese Anforderungen anhand der Planung überprüfen können.  
Im Allgemeinen können somit Ansätze aus dem Umfeld des Internet of Things die Herausforde-
rungen beim Entwurf von Feldgeräteapplikationen unterstützen. Vollständig lösen können diese 
Ansätze die Probleme jedoch nicht. Das IoT bietet eine sehr große Auswahl an unter Umständen 
zielführenden Techniken, Methoden und Technologien. Diese sind jedoch derzeit kaum struktu-
riert. Es existieren zwar Ansätze zur Strukturierung mit der Web of Things (WoT) Architecture (W3C 
2020), die Strukturierung trägt jedoch noch nicht weit genug. Der Trend hat somit Potential, aber 
ohne Struktur dahinter und zusätzlichen Beschreibungen ist es derzeit für den Kontext der Indust-
rie im breiten Umfang eher nicht anwendbar.  




4. UNTERSTÜTZUNGEN IM GERÄTEENGINEERING-
PROZESS 
Im Folgenden wird der Geräteengineeringprozess mit seinen Vorbedingungen vorgestellt. Dabei 
wird die Zielstellung verfolgt, dass der Gerätehersteller als Softwareentwickler soweit wie möglich 
durch Automatismen im Erstellungsprozess der Gerätesoftware unterstützt wird. Hierzu wird eine 
Werkzeugkette vorgestellt und insbesondere auf die Modellwahl, die Integration von Merkmalen 
in den Geräteentwicklungsprozess, die Erweiterung der bestehenden Profil-Beschreibung und des 
bestehenden Werkzeugs zur Generierung sowie die Vernetzung der funktionalen Elemente aus 
den Profilen eingegangen.  
4.1 FORMALISIERTER GERÄTEENGINEERINGPROZESS 
Mätzler und Wollschlaeger beschreiben eine Werkzeugkette für semantisch angereicherte Geräte-
entwicklung von profilkonformen Feldgeräten (Mätzler und Wollschlaeger 2016). Dabei sind sechs 
Schritte wesentlich, welche in Abbildung 26 bis Abbildung 31 dargestellt sind. Die neu hinzugekom-
menen Elemente sind in den Abbildungen farblich hinterlegt. 
 
Abbildung 26: Schritt 0 - Profilentwicklung durch die Feldbusorganisation 
Schritt 0 (Abbildung 26) ist als Vorbedingung zu betrachten. Dieser sagt, dass es ein Profil Tool gibt, 
welches sowohl ein menschenlesbares Profildokument als auch ein maschinenlesbares Profil-XML 
exportieren kann. Im Vergleich mit dem bisher bestehenden Werkzeug von Frenzel et al. (vgl. (Fren-
zel et al. 2010)) müssen zusätzlich Merkmale nach IEC 61987 bzw. eCl@ss, formalisierte funktionale 
Beschreibungen und eine explizite Beschreibung der Prozessdaten verwendet bzw. realisiert wer-
den. Mit diesen zusätzlichen Informationen wird es möglich, in den folgenden Schritten Funktiona-
litäten aus der formalen Profilbeschreibung zu generieren.  




Im Schritt 1 (Abbildung 27) werden als Mindestfähigkeit Stubs von FEs und eine erweiterte Doku-
mentation generiert. Die FEs werden dabei objektorientiert abgebildet. Dies bedeutet, dass der 
Rahmen der FEs (Klassen, Parameter, getter/setter für die Parameter) generiert wird. Die konkrete 
Funktionalität bleibt jedoch außen vor. Sofern die entsprechenden Beschreibungen für die Gene-
rierung der Funktionalität enthalten sind, können auch die Funktionalitäten in diesem Schritt mit 
generiert werden, so dass ein vollständig lauffähiges FE entsteht. Für alle Stubs müssen im Schritt 
2 (Abbildung 28) die entsprechenden Implementierungen gemäß des Profildokuments manuell 
vorgenommen werden. Dabei müssen insbesondere Ressourcenanforderungen beschrieben und 
wenn nötig Merkmale spezialisiert werden. Daneben können im Schritt 3 (Abbildung 29) auch wei-
tere nicht Profil-konforme FEs implementiert werden.  
 
Abbildung 27: Schritt 1 - Stubs für funktionale Elemente generieren 
 
Abbildung 28: Schritt 2 - funktionale Elemente implementieren 
 
Abbildung 29: Schritt 3 - nicht Profil-konforme funktionale Elemente implementieren 




Die so geschaffene Basis an FEs kann in Schritt 4 (Abbildung 30) zu einem Netzwerk aus FEs ver-
bunden werden. Dabei ist es möglich, aus den Beschreibungen der FEs und insbesondere aus den 
Merkmalen, Plausibilitätsprüfungen für die Vernetzung der FEs durchzuführen und eine Meta-Be-
schreibung des Geräts zu generieren. Ebenso können Merkmale in diesem Schritt spezialisiert wer-
den. Eine Besonderheit an dieser Stelle ist, dass die Verknüpfung der FEs nicht mehr beim Geräte-
hersteller geschehen muss, sondern auch beim Systemintegrator bzw. Betreiber des Geräts ge-
schehen kann. Im Zusammenspiel mit den Communication FEs ist eine Kommunikation der Daten 
aus dem Netzwerk der FEs möglich. Im letzten Schritt (Abbildung 31) können die Gerätebeschrei-
bungen, basierend auf der Meta-Beschreibung, generiert werden. Diese Möglichkeit und eine 
Meta-Beschreibung ist bereits durch Gössling beschrieben (Gössling 2014).  
 
Abbildung 30: Schritt 4 - funktionale Elemente zu einem Netzwerk verbinden 
 
Abbildung 31: Schritt 5 - Erzeugung von Gerätebeschreibungen 
4.2 AUSWAHL EINES MODELLS FÜR DIE BASIS DER FELDGERÄTE-
APPLIKATIONSENTWICKLUNG 
Um Feldgeräteapplikationen generieren zu können, muss ein geeignetes Modell gefunden werden, 
mit dem es möglich ist, grundlegende Komponenten der Feldgeräteapplikation zu generieren. 
Diese grundlegenden Komponenten sind die FEs. Für dieses Modell sind Informationen aus Profi-
len von großer Bedeutung. Im Folgenden werden drei Ansätze für die Basis der Feldgeräteapplika-
tionsentwicklung diskutiert. Dabei handelt es sich um die Integration der Profilinformationen in 




Merkmalleisten, die Integration der Profilinformationen in eine Ontologie und die Nutzung der be-
stehenden auf IEC 62390-basierten XML-Dateien. 
Die Anforderungen an die drei Ansätze lauten dabei wie folgt (Mätzler und Wollschlaeger 2017a): 
(1) Beschreibung von möglichen Blöcken aus Profilen  
(2) Beschreibung von möglichen Blöcken für einen Gerätetyp 
(3) Beschreibung der Variablen der Blöcke 
(4) Beschreibung der Funktionalität der Blöcke, wenn durch Profil vorgegeben 
(5) Niedrige Komplexität und Aufwand für die Profilentwickler 
4.2.1 Integration in Merkmalleisten 
Bei der Integration der Profilinformationen in die bestehenden Merkmalleisten handelt es sich um 
einen naheliegenden Ansatz. Dies begründet sich darin, dass bereits strukturelle Informationen 
bezüglich der Geräte vorliegen, so dass es einleuchtend wäre, die strukturellen Informationen hin-
sichtlich der Softwarestruktur mit zu integrieren. Auf Basis der Merkmalleiste nach IEC 61987, ab-
gebildet im IEC CDD soll dieser Ansatz weiter verdeutlicht werden. 
Strukturell werden in Merkmalleisten zwar Geräte beschrieben, aber die Kategorien unter denen 
die Beschreibung zusammengefasst sind, sind auf die einzelnen Bauteile der Gerätetypen ausge-
legt und nicht auf die Funktionalitäten der Geräte. Somit ist eine Darstellung von zusammenge-
setzten Feldgeräten mit verschiedenen Funktionalitäten nicht möglich. Ebenso ist die Kategorisie-
rung der Geräte nicht nachvollziehbar und basiert nicht auf gängigen Informationen, wie sie z.B. 
für Aktoren (Heim und Polke 1994) oder für Sensoren (Freytag et al. 1994) definiert wurde. Die 
Blöcke der Geräte sind in einer flachen Hierarchie abgelegt. Eine Vererbungsstruktur von Blöcken 
ist nicht umgesetzt. Dies wäre jedoch gerade für die Beschreibung von Geräten wünschenswert, 
da hier bereits Modelle existieren, die genau diese Vererbung nutzen. Es müsste eine Beziehung 
zwischen Geräten und dem allgemeinen Gerätemodell (modelliert als Block) hergestellt werden, 
so dass eine Beziehung zwischen den spezialisierten Geräten und den spezialisierten Modellele-
menten hergestellt werden kann. Dabei muss die spezielle Assoziation die generische Assoziation 
überschreiben. Die Modellierung des Gerätemodells als Block widerspricht zwar dem derzeitigen 
Verhalten, dass Blöcke keine Vererbungsstruktur aufweisen. Aber dieser Punkt ist nur untergeord-
net von Bedeutung, da diese Regelung eventuell entschärft werden könnte. Ein Beispiel zu dem 
zuvor beschriebenen Modell ist in Abbildung 32 dargestellt. 





Abbildung 32: Beispiel zur Integration eines Gerätemodells in das Merkmallexikon CDD 
Hier wird ein TF12 Temperatursensor der Firma ABB angenommen und der Aspekt der Auswahl 
des Transducer Blocks nachgebildet. Es müsste eine Klasse zwischen Charakterisierung und Mess-
gerät eingefügt werden, welche allgemein ein Feldgerät beschreibt. Dieser Klasse würde das Gerä-
temodell nach IEC 62390 assoziativ zugeordnet werden. Die Device Klasse dieses Gerätemodells hat 
assoziativ Functional Elements zugeordnet, welche unter anderem FBlocks sein können. Diese kön-
nen unter anderem auch Transducer Blocks sein. Ein Temperaturmessgerät muss jedoch einen spe-
ziellen Transducer Block besitzen, mit dem es Temperaturen messen kann. Nach dem Profil „Remo-
teIO for Process Automation“ (PROFIBUS Nutzerorganisation e.V. 2011) könnte dies ein Sensor TB 
(Transducer Block), oder nach „PROFIBUS Profile for Process Control Devices“ (PROFIBUS Nutzer-
organisation e.V. 2018) auch ein Temperature TB sein. Solche Assoziationen sind beispielhaft in Ab-
bildung 32 eingezeichnet. Es ist zwingend erforderlich die Assoziationen als Regel zu definieren, da 
keine direkte Assoziation zwischen dem speziellen, möglichen Transducer Block und der Feldgerä-
teklasse sinnvoll ist. Diese sind bereits indirekt über die Klasse Feldgerät verbunden und es könnte 
so zu einer doppelten Assoziation auf unterschiedlichen Ebenen kommen. Ohne diese Assoziation 
ist jedoch kein Rückschluss möglich, welche Arten von Feldgeräten mit welchen Profilen gebaut 
werden können, ohne dass alle Varianten bestehender Feldgeräte untersucht werden würden. 
Eine Beschreibung der Funktionalität der einzelnen Blöcke könnte ebenfalls über Merkmale ge-
schehen. Dabei müssten jedoch verbindliche Festlegungen getroffen werden, was ein spezielles 
Merkmal an Funktionalität ausdrückt. Dem Beispiel aus Abbildung 32 entsprechend, müsste ein 
Merkmal für die Fähigkeit des Erfassens von Temperaturen definiert werden, welches dann sowohl 
dem Temperature TB als auch dem Sensor TB zugeordnet werden würde. Ein Sensor TB müsste dann 




auch noch weitere mögliche Fähigkeiten, wie z.B. das Füllstandmessen besitzen. Diese Festlegun-
gen würden die Möglichkeiten der Beschreibung der Funktionalität der Blöcke dramatisch einen-
gen, da nur noch fest definierte Funktionalitäten beschrieben werden könnten und dies auch hier 
nur eine indirekte Assoziation darstellt. Eine derartige Festlegung würde dazu führen, dass die 
Möglichkeit der Beschreibung der Funktionalitäten durch die Profilentwickler sehr wahrscheinlich 
nicht genutzt würde. Eine Integration der Beschreibung der FEs aus den Profilen in die bestehen-
den Merkmalleisten ist somit nur teilweise möglich und deckt nicht alle Anforderungen ab. Zusätz-
lich ist der Ansatz komplex und aufwändig für die Profilentwickler, da bestehende Strukturen auf 
andere Informationsräume abgebildet werden müssen und auch für alle Blöcke und deren Variab-
len Merkmale definiert sein müssen. 
 
Abbildung 33: Beispiel für Spezialisierung von Profilen 
4.2.2 Vollständige Abbildung mittels Ontologie 
Die Verwendung einer Ontologie ist ebenso naheliegend. Eine Ontologie bietet die Möglichkeit zur 
Darstellung von Beziehungen und Abhängigkeiten zwischen verschiedenen Klassen und Objekten. 
Bereits Gössling stellt einen Abbildungsansatz von Profilen in eine Ontologie vor (Gössling 2014). 
Diese stellt jedoch nur die Abbildung der Basisinformationen auf Klassen dar. Konkrete Individuen 
wurden dabei nicht erstellt und spezielle Profile wurden ebenso nicht verifizierbar in diese Basi-
sontologie überführt. Ein Mapping wurde zwar aufgezeigt, jedoch sind zur Überführung verschie-
dener Profile in Gösslings Ontologie zuerst Attribute und weitere Assoziationen bzw. Regeln zu 
definieren, bevor die Informationen tatsächlich gemappt werden können. Bei der Definition dieser 
zusätzlichen Informationen muss im Allgemeinen betrachtet werden, welche Information jedes 
Profil bereitstellt und welche Information profilspezifisch ist. Eine profilspezifische Information 
kann nicht zwingend in die hier zu findende Basis-Ontologie überführt werden, sondern muss in 
eine spezifische Ontologie überführt und auf die Basis-Ontologie gemappt werden. In Abbildung 




33 ist exemplarisch dieser Zusammenhang abgebildet. Hierbei wird dargestellt, dass das allge-
meine Gerätemodell nach IEC 62390 in einer Basis-Ontologie modelliert wird. Die spezifischen Pro-
file können meist in das allgemeine Modell überführt werden. Weitere, nicht direkt abbildbare, 
Elemente aus den spezifischen Profilen dürfen dabei nicht verloren gehen und müssen in spezifi-
schen Ontologien abgebildet werden. 
Ein Beispiel hierzu ist für das Condition Monitoring Profil (Verband Deutscher Maschinen und An-
lagenbauer 2013) und das Profibus PA Profil (PROFIBUS Nutzerorganisation e.V. 2011) bei Gössling 
zu finden (Gössling 2014, S. 61–64). Für eine konkrete Überführung von Profilinhalten müssten 
Individuen erstellt werden, so dass der Ansatz validiert werden könnte. Die Profilhersteller müss-
ten jedoch das Mapping auf die Basis-Ontologie durchführen. Für die Profilhersteller würde dies 
einen immensen Zusatzaufwand bedeuten, der vermutlich nicht durch die Feldbusorganisationen 
getragen werden würde. Mit diesem Aufwand wäre eine Beschreibung von möglichen Blöcken aus 
verschiedenen Profilen, inklusive deren Variablen, gut möglich. Für die Realisierung der Beschrei-
bung von möglichen Blöcken für einen Gerätetyp wäre ein zusätzlicher Verweis auf die Merkmal-
leisten oder eine andere Basis für die Geräteklassifikation vorstellbar. Die Funktionalität der Blöcke 
lässt sich jedoch nur ähnlich der Merkmalleisten-basierten Variante umsetzten. Es müssten Ver-
weise auf bestehende Funktionalitätsdefinition implementiert werden. Dadurch müssten die Funk-
tionalitätsdefinition intensiv gepflegt, wodurch auch hier die Profileentwickler massiv einschränkt 
wären, was direkt zur Nicht-Nutzung der Funktionalitätsdefinition führen würde. 
Für den Zweck des modellgestützten Entwurfs von Feldgeräteapplikationen ist die Verwendung 
einer Ontologie allein damit zwar vorstellbar, wird aber nicht weiterverfolgt. Wie der folgende Ab-
schnitt zeigt, ist die Umsetzung auch mit einfacheren und bewährteren Mitteln realisierbar. 
4.2.3 Nutzung des Profil-XML-Formats und einer Ontologie zur Be-
schreibung der Zusammenhänge zwischen Profilelementen und 
Geräten  
Unter Verwendung bewährter Ansätze von Simros et al. und Mätzler et al. (vgl. (Simros et al. 2014) 
und (Mätzler et al. 2013)) werden die Profilinformationen aus dem Profil-XML extrahiert und durch 
eine Ontologie, adäquat zum Ansatz von Mätzler et al. (Mätzler et al. 2016), verknüpft. Die aus dem 
formalisierten Profil gewonnenen Informationen werden zur Generierung von funktionalen Ele-
menten genutzt. Die Beschreibung der Profil-XML-Datei enthält dabei sowohl eine Beschreibung 




der Blöcke, als auch eine Beschreibung der Variablen der Blöcke. Die Beschreibung der Funktiona-
lität beschränkt sich auf die Implementierungsmöglichkeit für Zustandsmaschinen. Die Verknüp-
fung zwischen FEs und den verschiedenen Geräten, die mittels dieser FEs erstellt werden können, 
muss der Profilentwickler dennoch zusätzlich abbilden. Dies ist jedoch eine wesentliche Informa-
tion für Profile, denn nur die Beschreibung der funktionalen Elemente allein kann nicht die Inten-
tion des Profilentwicklers wiedergeben, für welche speziellen Gerätetypen diese anwendbar sind. 
Daher müssen diese Zusammenhänge zusätzlich geliefert und in dieser Variante in einer separaten 
Ontologie abgelegt werden. Weiterhin ist eine Integration von Merkmalen in den Entwurf der Feld-
geräte und damit auch der FEs vorstellbar. Die Integration wird im folgenden Punkt 4.4 näher be-
schrieben. Dieser Ansatz geht in Komplexität und Aufwand über den bisher für die Profilentwick-
lung vorgestellten Ansatz nur durch die Verknüpfung von Gerätetypen und den Blöcken der Profile 
hinaus und ist somit als minimal mehraufwändig zu betrachten. Dabei bietet er jedoch weiteres 
Potential für zusätzliche Annotationen. 
4.2.4 Fazit zur Modellwahl 
In den vorhergehenden drei Punkten wurden verschiedene Möglichkeiten zur Modellierung für die 
Feldgeräteapplikationsentwicklung untersucht. Die Ergebnisse lassen sich mit der folgenden Ta-
belle zusammenfassen. Für die Wertungspunkte gilt folgende Bedeutung: 
- -1  schlecht bis nicht unterstützt 
- 0 mit einigem Aufwand unterstützt 
- 1  mit geringem Aufwand oder direkt unterstützt 
Tabelle 1: Bewertung zur Modellwahl 
  Ansatz 
Kriterium 
Merkmalleiste Ontologie Profil-XML und 
Ontologie 
(1) Beschreibung von möglichen 
Blöcken aus Profilen  
0 1 1 
(2) Beschreibung von möglichen 
Blöcken für einen Gerätetyp 
0 1 1 
(3) Beschreibung der Variablen der 
Blöcke 
1 1 0 




(4) Beschreibung der Funktionalität 
der Blöcke, wenn durch Profil 
vorgegeben 
-1 -1 0 
(5) Niedrige Komplexität und Auf-
wand für die Profilentwickler 
0 -1 1 
Summe 0 1 3 
 
Die Bewertung der einzelnen Möglichkeiten ergibt, dass die Variante mit Profil-XML und einer se-
paraten Ontologie zur Vernetzung von Gerätemodell und Geräteklassen die beste Wahl darstellt. 
Daher wird dieses Modell im Folgenden verwendet. Ebenso offenbart sie, dass keine der gefunde-
nen Modelle eine gute Möglichkeit zur Beschreibung der Funktionalität der Blöcke bietet.  
4.3 RESSOURCENBESCHREIBUNG FÜR FUNKTIONALE ELEMENTE UND 
HARDWARE 
Software braucht generell Ressourcen, damit diese ihre Aufgaben erfüllen kann. Dafür werden ver-
schiedene Ressourcen durch Hardware, auf der die FEs am Ende laufen sollen, bereitgestellt. Die 
FEs benötigen diese Ressourcen auf der Hardware – zum Teil exklusiv und zum Teil nur temporär. 
In ersten bestehenden Arbeiten (Frank et al. 2013; Eckert 2015) auf dem Gebiet der industriellen 
Automation sind folgende Anforderungen zu finden: Benötigter Speicher eines FB, bereitgestellter 
Speicher in einem Knoten, zur Ausführung eines FB benötigte Ausführungszeit bzw. minimale Be-
fehlsabarbeitungszeit in einem Knoten und die Klemme-Klemme Reaktionszeit. In weiteren An-
wendungsbereichen wie z.B. bei den ECUs (Electronic Control Units) im Automobilumfeld existie-
ren ebenso Ansätze wie z.B. von Zeller und Prehofer (Zeller und Prehofer 2013) und Meedeniya et 
al. (Meedeniya et al. 2011). Diese richten sich jedoch immer an eine einzelne Plattform, bei der sich 
die einzelnen Parameter leicht ermitteln lassen und im Anschluss statisch sind. Für heterogene 
Systeme sind diese nicht anwendbar, da sich dort zum einen die Parameter nicht so leicht ermitteln 
lassen und diese sich unter Umständen während der Laufzeit ändern können.  
Die gefundenen Anforderungen sind in Teilen (wie z.B. der Speicherbedarf) direkt auf die hier be-
nötigten Ressourcenbeschreibungen zu übertragen. In den zuvor genannten Arbeiten wurde je-
doch eine andere Basis verwendet, weshalb die beschriebenen Ausführungszeiten nicht näher er-
läutert werden. Da in der hier getroffenen Lösung eine Hardware- und Software-Plattformunab-
hängigkeit erreicht werden, sind pauschal die Ausführungszeiten der FEs keine erstrebenswerte 




Beschreibung. Die Ausführungszeiten von Software sind abhängig vom Typ der CPU (Central Pro-
cessing Unit), ihrer Auslastung und der IO-Performance.  
Da der Speicherbedarf eines FEs auf der Hardware unterschiedliche Speichermedien betrifft, muss 
dieser Parameter noch unterteilt werden. Ein FE benötigt sowohl Speicher während der Ausfüh-
rungszeit im RAM als auch auf dem persistenten Speicher (z.B. HDD, SSD, ROM) zum Ablegen. Der 
Bedarf zur Ausführungszeit wird im folgenden Speicher runtime und der statische Bedarf wird Spei-
cher load genannt. Bei der Ermittlung des Speicherbedarfs tritt beim näheren Betrachten ein wei-
teres Problem auf. Der Speicherbedarf, der mit load angegeben ist, bezieht sich auf den Speicher-
platz, den das Binary des FEs zur Ablage auf einem Medium auf dem Gerät benötigt, auf dem es 
ausgeführt werden soll. Der Speicherbedarf runtime gibt den RAM-Bedarf an, den das FE auf dem 
Gerät benötigt, wenn es instanziiert wird. Beide Speicherbedarfe sind jedoch nicht einfach zu er-
mitteln. Der Speicher load ist bedingt abhängig von der Hardware, auf der das FE laufen soll, da 
jeder Compiler Abweichungen in der Dateigröße des Compilats erzeugt. Diese Abweichungen kön-
nen dabei sehr gering oder, wenn zwingend externe Libraries mit eincompiliert werden müssen, 
relativ groß sein. Eine genaue Aussage ist nur nach dem Compilieren möglich. Der Speicherbedarf 
runtime ist durch dynamic Memory allocation nicht exakt vorhersagbar, da innerhalb des FEs dyna-
misch Speicher allokiert und freigegeben werden kann. Daher ist nur eine grobe Aussage zum 
Speicherbedarf möglich. 
Die Klemme-Klemme Reaktionszeit ist für bestimmte Teilmengen der FEs ein realistisches Merk-
mal, jedoch haben auch auf einige FEs Klemmenausgänge keinen direkten Bezug. Ein Condition 
Monitoring Function Block beispielsweise kann Teile überwachen, ohne dass ein direkter Klem-
menausgang bedient werden muss. Besser wäre hier eine Bewertung der maximalen Signallauf-
zeiten zwischen definierten Punkten. Werden das Echtzeitscheduling betrachtet, so gibt beispiels-
weise Cheng folgende Parameter vor, die bzgl. der Planung von Tasks relevant sind (Cheng 2002): 
start, release, ready, or arrival time; (maximum) computation time; relative deadline (deadline relative 
to the task’s start time); absolute deadline (wall clock time deadline). Da es sich in der Regel um zykli-
sche Aufrufe der FEs handelt und somit viele absolute Startzeiten und Deadlines existieren, sind 
die absolute Startzeit und die absolute Deadline zu ersetzen durch eine Aufrufhäufigkeit oder Auf-
ruffrequenz und die relative Deadline. Zur Ermittlung der computation time gibt es verschiedene 
Ansätze. Diese reichen von einfachen Ansätze wie Table Lookup Method, Instruction Counting, 
Software Monitors, Dual Loop Benchmark, Simulation und Direct Measurement bis hin zu komple-




xen Ansätze wie Micro-analysis Technique (Harmon et al. 1994), analyzing static and dynamic pro-
gram paths (Park 1993) und komplexe Toward Better Computation Models for Modern Machines 
(Jurkiewicz 2013). Dabei sagt Cheng, dass auch die einfachen Ansätze tragen, jedoch zu pessimisti-
schen Bewertungen führen (Cheng 2002, S. 43). Dennoch setzen die meisten Ansätze direktes Wis-
sen für einzelne Befehle auf den einzelnen unterlagerten Hardware-Architekturen voraus, oder 
Tests der zu betrachtenden Software auf der korrekten Plattform und insbesondere der Hardware-
Architektur. Auch hier ist wieder die Ausführungszeit schwer zu ermitteln, da diese stark abhängig 
von der verwendeten Hardware und der parallellaufenden Software ist. Eine mögliche Lösung stellt 
die Betrachtung der verbrauchten CPU-Zyklen pro Zeitspanne oder pro Aufruf dar. Dieser Wert 
muss zwar auch auf jeder zu verwendenden Hardware bestimmt werden, lässt sich jedoch im Re-
gelfalle leicht und zuverlässig ermitteln. Bei nicht zyklischen FEs kann der CPU-Zyklenverbrauch 
pro Aufruf ermittelt und über eine Aufrufwahrscheinlichkeit eine mögliche Obergrenze von FEs auf 
einem Gerät gefunden werden. Genauere Untersuchungen, Evaluationen und weiterführende Lö-
sungsansätze für die verbleibende Ungenauigkeit der Messung wurden durch Mätzler und Woll-
schlaeger dargestellt (Mätzler und Wollschlaeger 2017b).  
Eine Ressourcenbeschreibung für spezielle Hardware bzw. Software muss ebenso realisiert wer-
den können. Solch eine Beschreibung könnte z.B. sein, dass ein OPC Unified Architecture (OPC UA) 
Stack ein Netzwerkinterface mit einem bestimmten Datendurchsatz, ein Temperature Transducer 
Block einen Temperaturfühler oder das Generic Device eine installierte Library (LibXML, USB PIO Lib 
oder andere FEs) benötigt. Dabei kann ein FE sowohl von Software als auch von Hardware abhän-
gig sein. Diese Abhängigkeiten lässt sich mit Merkmalen und Verweisen auf bestimmte Eigenschaf-
ten oder URIs auf Software abbilden.  
Zusammenfassend lassen sich folgende wichtige Ressourcenbeschreibungen für FEs festhalten: 
o Speicher load 
o Speicher runtime 
o Anzahl benötigter CPU-Zyklen auf Hardware-Plattform 
o relative Deadline 
o Abhängigkeiten (Hard- und Software)  
Für die Gerätesicht bei den Ressourcenbeschreibungen sind folgende Pendants entscheidend und 
müssen abgebildet werde: 
o Speicher load 




o Speicher runtime 
o Anzahl bereitgestellter CPU-Zyklen 
o bereitgestellte Hardware  
o installierte Software (externe Software und FEs) 
4.4 INTEGRATION VON MERKMALEN IN DEN GERÄTEENGINEERING-
PROZESS 
Merkmale sind im Geräteengineeringprozess von essentieller Bedeutung, da diese in diversen 
elektronischen Beschreibungen die Funktionalitäten und Parameter der Geräte maschinenver-
ständlich beschreiben können und in weiten Teilen schon beim Entwurf der Geräte oder sogar 
beim Entwurf des Profils, dem das Gerät später folgt, feststehen. Für die Integration gibt es ver-
schiedene Wege. Diese können einerseits eine direkte Integration in die vorhandenen Beschrei-
bungen sein, also ein Hinzufügen von Feldern in die Beschreibungen, so dass diese direkt mit Merk-
malsattributen versehen werden. Zum anderen kann es auch ein externes Mapping von Informa-
tionen in bestehenden Beschreibungen auf Merkmale sein. Im Folgenden wird auf beide Wege 
genauer eingegangen.  
Eine direkte Integration der Merkmale in die jeweilige Beschreibung hat den Vorteil, dass die zu 
beschreibenden Elemente direkt mit den Merkmalen verknüpft sind. Dabei ist es unmittelbar nach-
vollziehbar, welches Attribut durch welches Merkmal beschrieben wird. Die Profil-XML sieht dabei 
an einigen Stellen direkt eine semantische Beschreibung vor. Beispielsweise ist bei jedem Parame-
ter ein Attribut semanticsOfValue vorgesehen, welches sich direkt eignen würde, um die entspre-
chenden Annotationen zu verorten. Hingegen ist eine semantische Beschreibung der funktionalen 
Elemente nicht vorgesehen. Auch hier lässt sich eine entsprechende Annotation in einer Erweite-
rung der Profil-XML sicher vorsehen. Um das volle Potential der Merkmale nutzen zu können, 
müssten jedoch die Annotationen ganzheitlich durch alle Beschreibungen für die Blöcke und Ge-
räte mitgezogen werden, was direkt dazu führt, dass nahezu alle vorhandenen Beschreibungen für 
die Geräte erweitert werden müssten. Deshalb wurde durch Mätzler et al. eine Variante präsen-
tiert, mit der sich auch bestehende Beschreibungen mit Merkmalen anreichern lassen (Mätzler et 
al. 2016). Dabei wird in einer separaten Mapping-Datei pro zu beschreibendem Element über XPath 
(XML Path Language) auf die entsprechende konforme, originale Beschreibung verwiesen und mit 
einem Merkmalsverweis versehen. Als Merkmale werden hier die Merkmalleisten nach IEC 61987 
verwendet. Eine schematische Darstellung ist dabei in Abbildung 34 dargestellt. In der Mapping-
Datei werden RDF Ausdrücke verwendet. Dabei wird immer genau einer URI, welche auf ein zu 




beschreibendes Element verweist, ein Merkmal mit dem Knoten HasSemanticsOfType zugeordnet. 
Ein mögliches Beispiel hierzu ist ein Funktionsblock zum Messen einer Temperatur (siehe Abbil-
dung 35). Zu diesem Zweck werden aus der IEC 61987 entsprechende Properties ausgewählt und 
dem Funktionsblock sowie seinen Parametern zugeordnet. Die Abbildung erfolgt dann am Beispiel 
der Profil-XML und einer GSDML-Datei in Abbildung 36. Somit wird eine übergreifende Nutzung 
der Merkmale von Geräteprofil bis zur Gerätebeschreibung bzw. Industrie 4.0-konformen Be-
schreibung sichergestellt, auch wenn diese Abbildung unter Umständen eine entsprechende An-
notation noch nicht oder nur teilweise ermöglicht. 
 
Abbildung 34: Annotation bestehender Beschreibungsmittel 
 
Abbildung 35: Beispielannotation eines Funktionsblocks 
4.5 ERWEITERUNGSBEDARF AN BESTEHENDEN BESCHREIBUNGEN 
Da die bestehende Beschreibung nicht alle Anforderungen an sie abdeckt, muss diese erweitert 
werden. Im Folgenden sind exemplarisch wesentliche Punkte, wie die Integration einer expliziten 
funktionalen Beschreibung, Umorganisation bei der Beschreibung von Parametern und funktiona-
len Elementen, sowie die Abbildung der beschriebenen Parameter auf Kommunikation im Geräte-
netzwerk, beschrieben. 





Abbildung 36: Beispiel dokumentübergreifende Abbildung von Merkmalen 
4.5.1 Integration funktionaler Beschreibungen in den Geräteenginee-
ringprozess 
Für die erleichterte Generierung der Funktionalität der beschriebenen FEs müssen weiterführende 
Informationen formalisiert werden. Hierzu werden explizit Enumerationen eingeführt und die be-
reits existierenden Zustandsmaschinen durch Verwendung von MathML-Ausdrücken spezifiziert.  
4.5.1.1 Codierung für Status 
In den existierenden Profilen werden feststehende, wiederkehrende Begriffe für einzelne Parame-
ter verwendet. Dabei werden diese bisher nur im Profildokument durch eine durchgängige Groß-
schreibung und evtl. einer Wertebelegung ausgezeichnet. Im formalen Teil des Profils finden sich 
diese Festlegungen jedoch nicht wieder. In diversen Programmiersprachen und in UML haben sich 
für solche Anwendungsfälle Enumerationen bewährt. Deshalb ist es naheliegend, die Grundlagen 
für die Verwendung von Enumerationen ebenso für die Generierung der FEs zu verwenden und 
somit ein leichteres Verständnis des generierten Quelltextes zu ermöglichen. Als Voraussetzung 
hierfür muss in der formalen Profilbeschreibung ein neuer Knoten hinzugefügt werden, der die 
Enumerationen abbilden kann. Dabei haben Enumerationen eine ID und jeder Value innerhalb der 
Enumeration hat einen Namen und bei Bedarf einen zugeordneten Wert, so dass auch schon evtl. 




vorgegebene Kodierungen übernommen werden können. Das entsprechende Schemafragment ist 
in Abbildung 37 dargestellt.  
 
Abbildung 37: Schemafragment für eine Enumerationsbeschreibung 
4.5.1.2 MathML für Funktionen 
Bisher sind nur einfache Zustandsmaschinen in der formalen Beschreibung von Profilen enthalten, 
wobei es sicher auch nicht immer sinnvoll ist, eine funktionale Beschreibung als Profilersteller hin-
zuzufügen. Für einige FEs ist dies jedoch durchaus vorstellbar und auch sinnvoll. Somit könnte z.B. 
eine Invertierungsfunktion oder eine Konvertierungsfunktion für bestimmte Temperaturfühler 
einfach und vollständig beschrieben werden. Wichtig ist dabei, dass das Profil nicht zwingend eine 
solche Beschreibung liefern muss, da dies sonst eine dramatische Einschränkung der Geräteher-
steller mitbringen würde. Die bisherigen Möglichkeiten der formalen Beschreibung von Profilen 
enden jedoch bei der Beschreibung von Transitionen, Guards und Actions. Auch gibt es für diese 
keine formalen Festlegungen, so dass eine Generierung von Funktionalität aus der Beschreibung 
der Zustandsmaschinen nicht oder nur bedingt möglich ist.  
Als Beispiel lässt sich das funktionale Element Limit Check aus dem Profil für RemoteIO for Process 
Automation (vgl. (PROFIBUS Nutzerorganisation e.V. 2011, S. 39–40)) verwenden, wobei auch hier 
im Profil keine Zustandsmaschine definiert ist. Prinzipiell wäre dieses FE ein Kandidat, dessen Funk-
tionalität durchaus in einem Profil definiert sein könnte, da auch schon ein reines Zustandsdia-
gramm für die Beschreibung der vollen Funktionalität reichen würde. Eine eigene Definition eines 
möglichen Zustandsdiagramms für diesen Block ist in Abbildung 38 zu sehen. Dabei ist auf der 
linken Seite ein allgemeines Zustandsdiagramm für ein FE mit der Aufgabe einer Grenzwertüber-
wachung abgebildet. Diese könnte prinzipiell für jedes andere FE so aussehen, da es nur die Basis-
funktionalität eines jeden aktivier- und deaktivierbaren FEs darstellt. Die spezielle Funktionalität ist 
im rechten Teil der Abbildung zu sehen. Dabei handelt es sich um ein Subzustandsdiagramm für 




den Zustand Operate. Dieser unterteilt sich in drei Unterzustände Nominal, HiLimExceeded und LoLi-
mExceeded, welche den Zustand des InputValues darstellen. An den Transitionen befinden sich Gu-
ards, die die Bedingungen für den Übergang in den nächsten Zustand mathematisch beschreiben 
und Actions, die beim Übergang der Transitionen ausgeführt werden, welche ebenso mathema-
tisch beschrieben sind.  
 
Abbildung 38: Zustandsdiagram für Limit Check (links: allgemeines Zustandsdiagramm, rechts: Zu-
standsdiagramm für den Subzustand Operate) 
Die automatische Interpretation der Transitionen (Guards und Actions) ist jedoch schwierig, da es 
auf eine Zeichenketteninterpretation hinausläuft und die Syntax nicht näher definiert ist. Somit 
ergibt sich eine gewisse Unschärfe auf den generierten Algorithmus. Eine deterministischere Lö-
sung lässt sich zum Beispiel mittels MathML in Kombination mit den bestehenden Zustandsma-
schinen erreichen. Dabei könnte eine konkrete Funktionalität für bestimmte FE beschrieben wer-
den, wobei MathML genau für die zuvor genannten, fehlenden formalen Beschreibungen verwen-
det wird. Es können jedoch auch weiterhin komplexe Terme sowohl menschenlesbar dargestellt, 
als auch maschinenlesbar interpretiert bzw. geparst werden. Für MathML gibt es verschiedene Di-
alekte. Diese sind Content Markup und Presentation Markup. Generell besteht eine breitere Unter-
stützung für Presentation Markup. Im Allgemeinen lassen sich auch aus Presentation Markup die 
korrekten formalen Bedingungen bzw. Berechnungen ableiten. Für die vollständige Berechenbar-
keit wird aber Content Markup benötig, da sich in Presentation Markup Ausdrücke abbilden lassen, 
die mehrdeutig sind. Der Ausdruck 2 ! kann beispielswiese sowohl 2 ! bedeuten, als 
auch 2 !). Es existieren aber Lösungen um beide Dialekte ineinander überführen zu können. 




Dabei sind die Lösungen von Content Markup nach Presentation Markup immer mathematisch kor-
rekt, während die Rückrichtung, auf Grund der zuvor gezeigten Mehrdeutigkeiten, nicht immer mit 
dem gewollten übereinstimmen müssen (Sandhu 2003). Im Folgenden wird Content Markup einge-
setzt, da es eindeutig und somit universell ist. Prinzipiell ist weitreichend Äquivalentes jedoch auch 
mit Presentation Markup möglich. 
 
Abbildung 39: Zustandsdiagramm für einen Analog Input Function Block mit Verweisen 
Das im Grunde wenig komplexe Beispiel der Grenzwertüberwachung verdeutlicht, dass die Über-
sichtlichkeit des Zustandsdiagramms recht schnell verloren geht und somit der eigentliche Sinn 
der schnellen Überblicks über eine Problematik nicht mehr gewährleistet ist. Für komplexe For-
meln sind deshalb auch Verweise in extra Bereiche im Profildokument vorstellbar, so dass die Zu-
standsdiagramme nicht überladen dargestellt werden. Somit sind auch leicht komplexere, aber 
dennoch in Profilen heute schon modellierte Zustandsdiagramme, wie zum Beispiel für den Zu-
standsautomat des Analog Input Function Blocks für Profibus PA Geräte (PROFIBUS Nutzerorganisa-
tion e.V. 2018, 157 ff), leicht abbildbar. Dabei ist die Zustandsmaschine in Abbildung 39 dargestellt 
und auszugsweise die entsprechende Guard und Action der Transition 2 in Abbildung 40 bzw. Ab-
bildung 41 veranschaulicht. Diese Beschreibung kann von diversen Werkzeugen direkt interpre-
tiert und verarbeitet bzw. verlustfrei in die Presentation Markup Form überführt werden, so dass 
diese dann menschenlesbar dargestellt werden kann.  





Abbildung 40: MathML Notation für Guard an Transition 2 
 
Abbildung 41: MathML Notation für Action an Transition 2 
Generell lassen sich jedoch auch noch andere Formate zum Ausdrücken der formalen Bedingun-
gen verwenden. Hier sind ebenso Beschreibungen mit State Chart XML (SCXML), Petrinetzen, Quell-
code oder natürlicher Sprache vorstellbar. Wobei aber jeweils die Freiheitsgrade der Ausdrucks-
möglichkeiten eingeschränkt werden müssen, damit sich deterministische Lösungsmöglichkeiten 
für die Überführung der beschriebenen Algorithmen in Quellcode ergeben. 
4.5.2 Ergänzungen zu Parametern und funktionalen Elementen 
Zur besseren Vernetzung der FEs und Parameter bzw. besseren Beschreibung müssen noch ein-
zelne Referenzen bzw. Informationen ergänzt werden. FEs können unterlagerte FEs (sub-FE) ent-
halten. Diese sind bereits explizit in einigen Profilen beschrieben, können aber derzeit nicht im 
formalen Teil abgebildet werden. Dabei werden an den FEs Referenzen auf die zugeordneten un-
tergeordneten FEs abgelegt und mit einem zusätzlichen Attribut versehen, welches kennzeichnet, 
ob das Elemente dabei verpflichtend oder optional ist. Für eine Modellkonformität nach dem Leit-
faden für Geräteprofile in der Automatisierungstechnik (IEC/TR 62390) wird an den FEs noch ein 
type ergänzt, mit dessen Hilfe zwischen den wesentlichen Blöcken Function Block, Transducer Block 
und Physical Block unterschieden werden kann. Die wesentliche Änderung besteht in der Zuord-
nung zwischen FEs und Parametertabellen. Bisher war an den Parametertabellen vermerkt, für 
welches FE diese verwendet wurde. Dabei war es jedoch nicht möglich, eine Parametertabelle für 
mehrere FEs zu verwenden. Weiterhin war es menschenlesbar schwer nachvollziehbar, welche Pa-
rameter in welchem FE verwendet werden. Mit der Änderung der Richtung der Referenz, so dass 




FEs auf Parameterlisten zeigen, können beide Nachteile ausgeglichen und so auch mehrere Para-
metertabellen verwendet und die Parameter eines FEs aus mehreren Parametertabellen zusam-
mengesetzt werden. Die so festgelegte Struktur kann in Abbildung 42 betrachtet werden. 
 
Abbildung 42: Beschreibung der funktionalen Elemente im Profil-XML 
 
Abbildung 43: Beschreibung eines Parameters im Profil-XML 




Die Parameter erhalten zusätzlich noch einen Typ, so dass zwischen Parametern im klassischen 
Sinne, Input, Output und Identification unterschieden werden kann. Somit ist zum einen eine Ori-
entierung für die später noch zu vergebenden ASEs möglich und zum anderen eine grobe Orien-
tierung für einen möglicherweise anschließenden händischen Entwicklungsprozess gegeben. Wei-
terhin werden die Referenzen auf die FEs aus den Parameter Tables entfernt, da hierdurch Parame-
tertabellen wiederverwendet werden können (siehe vorheriger Absatz). Als zusätzliche Verweis-
möglichkeit wird eine Referenz auf die Enumerationen ermöglicht, damit ein einzelner Parameter 
auch Werte aus einer Enumeration annehmen kann. Entgegen der bisherigen Nutzung der Para-
metertabellen sollten explizit alle kommunizierbaren Inhalte der FEs beschrieben werden, damit 
diese vorangelegt generiert und, sofern möglich, im Generat genutzt werden können. Dabei sollten 
vor allem explizit die auszutauschenden Prozessdaten beschrieben werden. Hierfür kann die 
Struktur in Abbildung 43 Anwendung finden.  
 
Abbildung 44: Beispielabbildung von realen Objekten in ASEs 
4.5.3 Mapping von Parametern zu ASEs 
Damit Parameter kommuniziert werden können, müssen diese auf APOs, die wiederum in ASEs 
liegen, abgebildet werden (vgl. Abbildung 44). Hierzu werden reale Objekte, im Sinne der DIN EN 
61158-5-3 (vgl. (DIN EN 61158-5-3)), inklusive deren Attribute in Profilen beschrieben. Anhand von 
Dienstklassen der realen Objekte werden APOs abgeleitet. Dabei werden, sofern möglich, rele-
vante Attribute von den realen Objekten auf die APOs übernommen. Die ASEs müssen durch Feld-
busorganisation mit entsprechenden Parametern beschrieben werden. Eine Ableitung der Para-
meterwerte aus Profilen ist dabei nahezu unmöglich, da die meisten Werte zur Profilerstellungszeit 
noch nicht vorliegen, oder aber Profile generisch und abstrakt von den zu verwendenden ASE-
Typen sein sollten. Somit kann nur eine Zuordnung, bzw. Unterstützung dabei hier das Ziel sein. 
4.5.3.1 Unterscheidung zwischen realem Objekt, APO und ASE 
Die in den Profilen beschriebenen Datensätze und Parameter stellen im Kontext der DIN EN 61158-
5-3 reale Objekte dar. Diese müssen, um kommuniziert werden zu können, auf Kommunikations-
dienste (ASEs) abgebildet werden. Hierzu ist eine Zwischenschicht, die APOs, vorgesehen. APOs 
können dabei mehrere reale Objekte vereinen und ebenso aus mehreren APOs bestehen.  




Die Kommunikationsdienste sind in den bestehenden Profil-Beschreibungsformaten nicht defi-
niert. Es existieren zwar semiformale Festlegungen über die Kommunikationsdienste wie z.B. die 
Beschreibungen aus der DIN EN 61158-5er Reihe, die weitreichend sind, jedoch nicht exakt genug, 
um automatisiert Dienste aus der Beschreibung zu generieren oder zu identifizieren. Es werden 
aber Identifier für die ASEs, Identifier für die entsprechenden Services und jeweils Attribute be-
schrieben. Gerade über die Identifier können ASE-Implementierungen identifiziert werden. Unter-
schiedliche ASEs benötigen in der Regel auch unterschiedliche Attribute. Diese sind als Liste sowohl 
an der jeweiligen ASE, als auch am jeweiligen Service angegeben. Die Attribute können dabei man-
datory, optional oder conditional sein. Es existieren zwar Ansätze, welche Daten aus strukturierten 
PDF-Dateien extrahieren, (siehe (Schillinger 2015)) so dass es auf den ersten Blick möglich er-
scheint die ASEs, deren Dienste und Attribute automatisiert zu extrahieren. Jedoch sind im konkre-
ten Fall die Beschreibungen so heterogen, dass sich die verbalen Schilderungen zwar ähneln, je-
doch im speziellen unterscheiden. Beispielsweise werden in DIN EN 61158-5-3 (vgl. (DIN EN 61158-
5-3)) DP ASEs, in DIN EN 61158-5-8) (vgl. (DIN EN 61158-5-8)) FAL ASEs und in DIN EN 61158-5-14 (vgl. 
(DIN EN 61158-5-14)) ASEs dargestellt. Solche Feinheiten und eine Formatierung, die eine struktu-
rierte Extraktion erschwert, sorgen für einen immensen Aufwand, die benötigten Daten zu extra-
hieren, so dass im Folgenden davon ausgegangen wird, dass die Daten derzeit händisch extrahiert 
werden müssen. 
Die in den Datensätzen und Parametern beschriebenen realen Objekte bringen weiterführend At-
tribute mit sich. Zu diesen gehören u.a. ob das Datum schreibbar ist, ob es persistent ist, welcher 
Datentyp verwendet wird und auch ein eindeutiger Identifier. Diese Attribute müssen mit zum In-
formationsmodell des realen Objektes übernommen werden und für die spätere Verwendung in 
den APOs bereitgestellt werden.  
 
Abbildung 45: Beispiel: vom realen Objekt (orange dargestellt) zur ASE 




4.5.3.2 Abbildung auf APOs 
Die realen Objekte der FEs können zu APOs zusammengestellt werden. Hierzu müssen APOs an-
gelegt werden, in denen auf die realen Objekte verwiesen wird. Dabei können mehrere reale Ob-
jekte in einem APO verwendet werden. Ein reales Objekt kann auch in mehreren APOs verwendet 
werden. Ein Beispiel hierzu ist in Abbildung 45 dargestellt. 
Hierfür wird ein zusätzlicher XML-Knoten in der Profil-XML erstellt (siehe Abbildung 46), welcher 
genau diese APOs beschreibt. Der XML-Knoten hat dann eine Liste mit Einträgen, die auf die Ele-
mente der Parameterlisten verweist. Gleichzeitig besitzt jedes APO bereits eine grobe Typisierung 
der später benötigten ASE. Somit ist es Profilentwicklern bereits möglich, die zusammengestellten 
APOs für die entsprechende Verwendung in einem Bussystem vorzusehen. Da an dieser Stelle die 
APOs noch busunabhängig sind, wird hier eine busübergreifende Typisierung von ASEs nötig z.B. 
zyklische Prozessdaten,  Parameter, Alarm, Diagnose. Nicht in allen Bussystemen lassen sich ASEs 
so kategorisieren. In einigen Bussystemen gibt es weitere ASEs und in anderen nicht alle ASE Ty-
pen. Deshalb kann hier nur eine grobe Typisierung vorgenommen werden, welche dann auch im 
Rahmen der Abbildung auf konkrete ASEs noch einmal angepasst werden kann. Im weiteren Ver-
lauf werden die vier gängigsten ASEs IOData, ParameterData, Alarm und Diagnosis verwendet. Die 
Liste ist unvollständig, kann aber bei Bedarf erweitert werden. 
 
Abbildung 46: XML-Abbildung für die Zusammenstellung von APOs 
4.5.3.3 Abbildung der ASEs 
Für die Abbildung von APOs zu ASEs gibt es mehrere Möglichkeiten. Die erste Möglichkeit ist eine 
Anreicherung der APO-Abbildung um weitere Merkmale zum ASE-Typ, die dann die genauen ASEs 
und deren busspezifischen Parameter abbilden müssen. Bei dieser Variante müssen die busspezi-
fischen Parameter, wie z.B. Busadressen, mit übergeben werden, da diese sich nicht verallgemei-
nern lassen. Somit ist zwar eine Erleichterung bei der Zuordnung von ASEs möglich, aber eine voll-
ständige Generierung der Gerätefunktionalität kann auf Grund der fehlenden busspezifischen Pa-
rameter nicht erreicht werden.  




Eine weitere Möglichkeit ist die Anreicherung der APO-Abbildung um eine konkrete ASE-
Zuordnung. Hierzu ist der APO-Definition ein unterlagerter Abbildungsknoten zur ASE-
Beschreibung hinzuzufügen. Der Abbildungsknoten soll als abstrakter Knoten (Platzhalter) inte-
griert werden, den die Feldbusorganisationen spezifizieren müssen. Ein Nachteil dabei ist, dass 
diese auch eine solche Beschreibung liefern müssen, oder sich die Benutzer wieder umständlich 
alle benötigten ASE-Parameter selbst zusammensuchen müssen. Bei der Verwendung eines sol-
chen Konzepts wären jedoch alle busspezifischen Parameter, wie z.B. Busadressen, Lese-
/Schreibrichtung oder Vorbedingungen, wie z.B. ein benötigter Verbindungsaufbau, gleich enthal-
ten. Gerade bei den Adressen müsste zwar mit relativen Adressen gearbeitet werden, da sich 
Adressierung auf unterschiedlichen Ebenen erst bei konkreter Instanziierung festigen muss, was 
jedoch kein großes Problem darstellt. Die Generierung der Funktionalität wäre mit dieser Variante 
somit viel einfacher und vollständig möglich. 
Die dritte Möglichkeit ist die Abbildung des Mapping in einem separaten Knoten und einem sepa-
raten Dokument. Letzten Endes ergeben sich so die gleichen Problematiken wie bei der vorherigen 
Möglichkeit, jedoch können mit dieser Lösung nicht nur APOs abgebildet werden, sondern es las-
sen sich auch noch weitere, nicht spezifizierte Dienste abbilden. Auch ist eine Übernahme der au-
ßerhalb des ASE-Mappings spezifizierten Inhalte leicht in Profile für andere Bussysteme und damit 
anderen ASEs möglich. Es muss lediglich der Mapping-Knoten bzw. das Mapping-Dokument an das 
neue Bussystem angepasst werden. Einziger zusätzlicher Nachteil ist, dass die Zuordnung der 
APOs zu den ASEs sich nicht direkt im Dokument nachlesen lässt, sondern über IDs an unterschied-
lichen Stellen im Dokument nachvollzogen werden muss. Der Ansatz hierzu wurde bereits durch 
Mätzler und Wollschlaeger dargestellt (Mätzler und Wollschlaeger 2017a). Angereichert wird dieser 
Ansatz hier noch um die zuvor schon diskutierte busübergreifende Typisierung von ASEs. Auch 
wenn diese nicht vollständig in jedem Bussystem abgebildet werden kann, so bietet sie doch eine 
Möglichkeit, mit der die Dynamik und Bedeutung der zu kommunizierenden APOs beschrieben 
werden kann. Falls ein Bussystem z.B. nicht die IO-Data ASE bereitstellen kann, so sollte in diesem 
Fall dennoch eine Abbildung auf einen vergleichbaren Service gewählt werden. Mindestens die 
Service Interface Blocks, auf die näher in 4.7 eingegangen wird, können diese grobe Kategorisie-
rung verwenden, um die Daten mit der entsprechenden Dynamik aus dem Netzwerk der FEs zu 
extrahieren.  




Eine busunabhängige Abbildung bringt Vorteile, da den Geräteherstellen Freiheiten gegeben wer-
den, die ohne große Unterstützung der Feldbusorganisationen geschehen kann. Gleichzeitig wer-
den jedoch im Gegenzug die Möglichkeiten dramatisch eingeschränkt. Da eine vollständige Gene-
rierung angestrebt wird, werden nur die anderen beiden Möglichkeiten verfolgt. Weil die Möglich-
keit der Abbildung des Mapping in einem separaten Knoten einen potentiell zusätzlichen Vorteil 
und einen – bei maschineller Verarbeitung – geringen Nachteil hat, wird dieses Variante weiterver-
folgt. Eine entsprechende Repräsentation dieser Variante ist in Abbildung 47 zu sehen. SpecialASE 
muss dabei durch die Feldbusorganisationen weiter definiert werden. Ein Beispiel für PROFIBUS 
ist die Simple Process Data ASE als Repräsentant für die IO-Data ASE. Dabei sind die verpflichtend 
zu definierenden Parameter aus DIN EN 61158-5-3 (DIN EN 61158-5-3) entnommen und in einem 
XML-Schema hinterlegt. Hier sind alle für diese ASE wesentlichen busspezifischen Parameter ent-
halten. Die Abbildung 48 zeigt diese Repräsentation. Die Struktur unter dem Knoten ProcessData-
Description wird aus der DIN EN 61158-1 (DIN EN 61158-1) abgeleitet. Insgesamt ist jedoch festzu-
halten, dass die Nutzerorganisationen für jede mögliche abzubildende ASE eine passende Reprä-
sentation bereitstellen müssen.  
 
Abbildung 47: Mapping von APOs zu ASEs 
4.5.3.4 Allgemeine Profilinfos nach der XML auf busspezifische Adressen 
Da die busspezifischen Adressen noch spezifisch für den konkreten Geräteaufbau festzulegen 
sind, werden hier weitere Informationen gebraucht, die während der Profilerstellung noch nicht 
zur Verfügung stehen können. Simros definiert ein allgemeines Adressmapping von FEs. Auch sind 
hier mehrere Möglichkeiten aufgezeigt, wie und zu welchem Zeitpunkt die busspezifischen 
Adressen zugeordnet werden (Simros 2012). Die erste und einfachste Variante ist, dass die 
Adressen bereits zur Profilentwicklung bekannt und vorgegeben sind und somit nur übernommen 
werden müssen. Sind jedoch nur Parameter ohne Adressen vorgeben, werden diese dicht gepackt, 
entsprechend den jeweiligen Abbildungsvorschriften des Bussystems auf einen festen Adressraum 
abgebildet. Dabei existiert in der Regel ein definierter Raum, in dem alle Datensätze der FEs 
eingeordnet werden müssen. Simros legt dabei fest, dass die Datensätze der FEs immer zu Beginn 
des Adressraums des jeweiligen funktionalen Elements dicht gepackt und ebenfalls alle FEs dicht 




gepackt werden (Simros 2012). Sollte ein FE im Laufe der herstellerspezifischen Ausprägung 
weitere Parameter erhalten, so werden durch Simros auch verschiedene Wege aufgezeigt, wie die 
Datensätze bzw. FEs im Adressraum verschoben werden müssen (Simros 2012). Auch können 
relative Abhängigkeiten zwischen einzelnen Datensätzen und FEs in Profilen definiert werden. Ein 
Beispiel hierfür ist das Objektverzeichnis im Profibus PA-Profil (PROFIBUS Nutzerorganisation e.V. 
2011). Eine Umsetzung für das Objektverzeichnis aus dem Profibus PA-Profil ist jedoch nicht 
vorgesehen.  
 
Abbildung 48: Beschreibung specialASE für Profibus Simple Process Data ASE 
4.6 GENERIERUNG VON FUNKTIONALEN ELEMENTEN AUS PROFIL-
XML 
Um aus der zuvor beschriebenen Profil-XML ein funktionierendes Feldgerät generieren zu können, 
bedarf es einer entsprechenden Software, die aus der Beschreibung Quellcode generiert. Hierzu 
wurde auf eine durch Rehm (Rehm 2017) beschriebene Lösung aufgesetzt, welche an die erweiter-
ten Anforderungen angepasst wurde. Im Folgenden wird erst die Vorarbeit genauer betrachtet und 
im Anschluss werden einige wesentliche Erweiterungen vorgestellt.  




Rehm verfolgt das Ziel einer möglichst weitreichenden Generierung von Software aus einer XML-
Beschreibung und setzt dabei auch auf einige zuvor veröffentlichte Grundlagen dieser Arbeit (z.B. 
(Mätzler und Wollschlaeger 2017a) und (Mätzler und Wollschlaeger 2016)) auf (Rehm 2017). Dabei 
wird zuerst aus der XML-Datei eine Softwarerepräsentation erstellt, welche dann in ein Eclipse Mo-
deling Framework-Modell überführt wird. Dieses Modell heißt Profilmodell. Aus diesem wiederum 
werden Quellcode, Konfigurationsteile und Makefiles generiert. Gleichzeitig werden hier auch 
schon mit einem selbst entwickelten MathML-Parser die Zustandsmaschinen generiert, so dass 
vollständige FEs entstehen können. Ebenso lassen sich auch nur Stubs der FEs generieren, welche 
dann später ausimplementiert werden können. Bei der üblichen Unterteilung der FEs in Function 
und Transducer Blocks wird festgehalten, dass eine vollständige Generierung der Transducer 
Blocks aus den Profilbeschreibungen als nicht realistisch angenommen werden kann. Die Trans-
ducer Blocks kapseln den Hardwarezugriff auf die Sensoren und Aktoren. Wie dieser konkret ab-
laufen soll, wird jedoch nicht in den Profilen spezifiziert. Somit kann angenommen werden, dass 
bei den Transducer Blocks maximal die Stubs generiert werden können, oder sich jeder Geräte-
hersteller ein eigenes Template für jeden Sensor auf jeder Software-Plattform und auf jeder Hard-
ware bauen muss. Function Blocks trifft diese Einschränkung nicht, da diese keinen direkten Hard-
warezugriff benötigen und somit weitestgehend hardwareunabhängig sind.  
Jedoch muss die Lösung erweitert werden, so dass diese den Anforderungen genügt. Im Folgenden 
werden daher ausgewählte Anpassungen, wie die Ergänzung einer durchgängigen Dokumentation, 
die Generierung von zusammengesetzten FEs, der Verwendung der Informationen über die APOs 
und die Generierung von Informationen zur Verwendung in weiterführenden Engineeringwerkzeu-
gen, vorgestellt. 
Für eine möglichst vollständige Überführung der Inhalte, die im formalen Teil von Geräteprofilen 
vorgegeben sind, werden alle Inhalte, die nicht direkt in Quelltext überführbar sind, in Doxygen-
Notation im Quelltext annotiert. Diese können in weiterführenden Werkzeugen mit den generier-
ten oder gebauten FEs verwendet werden. Zu diesen Informationen gehören unter anderem eine 
detaillierte Beschreibung der Parameter und eine Beschreibung der Funktionen, die generiert wur-
den. Dies befähigt darauf aufbauende Software – z.B. zur Vernetzung der FEs – genau diese Infor-
mationen mit für den Nutzer oder den Algorithmus bereitzustellen. Gleichzeitig können aus den 
Informationen mögliche Inhalte für eine perspektivisch vorhandene Industrie 4.0 Verwaltungs-
schalte mit vorbereitet werden. Auch wird über diesen Weg im gewissen Rahmen eine Quellcode-
Dokumentation erreicht. Diese hilft dem Programmierer, der die generierten FEs erweitern soll, 




sich im Quelltext besser zurecht zu finden und reduziert seinen Aufwand, den Quelltext zu doku-
mentieren.  
 
Abbildung 49: Ausschnitt eines Funktionsblocknetzwerks 
Für das Generieren von zusammengesetzten FEs gibt es auf den ersten Blick zwei verschiedene 
Wege: das Generieren von einem zusammengesetzten FE wie ein normales FE als Shared Object, 
oder nur eine Vernetzungsabbildung der untergeordneten FEs (ohne Erzeugung eines gemeinsa-
men Shared Objects). Beide Varianten werden im Folgenden näher erläutert. Zur besseren Verdeut-
lichung des Sachverhalts wird der Ausschnitt aus einem Funktionsblocknetzwerkbeispiel in Abbil-
dung 49 eingeführt. Hierbei sind zwei orange Funktionsblöcke dargestellt. Der rechte Funktions-
block ist ein zusammengesetzter Funktionsblock mit unterlagerten Funktionsblöcken. 
 
Abbildung 50: Realisierung des zusammengesetzten Funktionsblocks mit separater Runtime 
 
Abbildung 51: Realisierung des zusammengesetzten Funktionsblocks durch Vernetzungsabbil-
dung 




Bei einer normalen Generierung müssen im generierten FE die unterlagerten FEs, welche je als 
einzelne Shared Objects abgelegt sind, instanziiert und aufgerufen werden. Somit wird ein vollstän-
diges Netzwerk von FEs aufgebaut und das zusammengesetzte FE als eine eigene Ablaufumgebung 
integriert (siehe Abbildung 50). Daher müsste ein zusammengesetztes FE eine neue Runtime für 
die FEs innerhalb der äußeren Runtime aufspannen. Das wiederum ist nicht ressourceneffizient 
und sorgt unter Umständen für einen größeren Aufwand, die zum zusammengesetzten FE gehö-
renden Parameter außen am Gerät darzustellen. Aber für die Entwicklung der einzelnen FEs bietet 
diese Variante die größten Freiheitsgrade, da auch ohne größeren Aufwand Funktionalitäten in die 
zusammengesetzten FEs integriert werden können. Gleichzeitig ist der Workflow für alle FEs gleich, 
da alle auf Shared Objects abgebildet werden und somit auf jeder Ebene gleich zu behandeln sind. 
Bei der zweiten Variante, wobei keine FEs als Quellcode für Shared Objects generiert werden, son-
dern nur eine Vernetzungsabbildung der untergeordneten FEs generiert wird (siehe Abbildung 51), 
ergeben sich andere Problematiken. Unter anderem stellt es einen Bruch mit der Entwicklungsum-
gebung dar, da genau diese FEs plötzlich nicht mehr mit C++ beschrieben werden, sondern mit 
einer XML-Struktur, die dann in der entsprechenden Verteilungsumgebung bei der Verwendung 
des zusammengesetzten FEs, eingesetzt wird. Somit ergibt sich am Ende des Engineering-Vorgangs 
ein flaches FE-Netzwerk, welches wünschenswert ist. Das Problem hierbei ist jedoch, dass durch 
diesen Schritt eine Integration von Funktionalität in das zusammengesetzte FE nicht direkt möglich 
ist, da Funktionalitäten nur in Shared Objects integriert werden können. Jedoch beschreibt IEC/TR 
62390 (IEC/TR 62390), dass alle FEs Verhalten haben können. Dieser Aussage lässt sich begegnen, 
indem das Verhalten des zusammengesetzten FEs in dem Netzwerk definiert wird. So können zwar 
nicht direkt neue oder weiter Funktionalitäten dem zusammengesetzten FE hinzugefügt werden, 
jedoch kann dies über die unterlagerten FEs geschehen. Das Netzwerk des zusammengesetzten 
FEs kann angepasst und erweitert werden, bis dass die gewollte Funktionalität für das zusammen-
gesetzte FE erreicht ist. Diese werden wiederum nur noch als unterlagerte FEs integriert. Eine 
gleichzeitige Definition von Verhalten in Form von Zustandsdiagrammen und untergeordneten FEs 
wird, für die hier gefundene Lösung, ausgeschlossen. Sollte es sich dennoch erweisen, dass dies 
zwingend benötigt wird, kann ebenso für die definierte Zustandsmaschine ein eigenes FE generiert 
werden, welches zusätzlich im zusammengesetzten FE aufgerufen wird. Für die Vernetzung der FEs 
können jedoch nur sehr wenige Informationen zur Generierung verwendet werden. Es steht der-
zeit in den betrachteten Profilen nur bereit, ob ein FE verpflichtend vorhanden ist oder nicht. Wei-
terhin kann eine Aufrufreihenfolge definiert werden. Eine Verknüpfung der Parameter ist nicht 




vorgesehen. Eine Integration aller möglicher Verknüpfungen gestaltet sich auch als schwierig ab-
bildbar, da für alle Kombinationen von optionalen FEs eine Vernetzung modelliert sein muss. Diese 
Informationen können derzeit nicht aus dem nicht formalen Teil des Profils extrahiert werden, da 
diese nicht beschrieben sind. Die vorhandenen Informationen werden zu einem weiteren Temp-
late in Form einer XML-Datei verknüpft, welches für das Engineeringwerkzeug für die Funktions-
blocknetze verwendet werden kann. Dabei sind alle verpflichtenden und optionalen FEs bereits 
vorangelegt. Sofern die Namen eindeutig und übereinstimmend sind, erfolgt auch eine Vernetzung 
der gleichnamigen Ports. 
Die Informationen zu den APOs können erst nach bzw. während der Vernetzung der FEs verarbei-
tet werden. Da diese auch über FEs hinweg Parameter zusammenfassen können, ist eine direkte 
Annotation an den FEs selbst nicht zweckdienlich. Daher werden diese in einem separaten XML-
Knoten überführt und zusammengefasst, so dass die Informationen dann zum Zeitpunkt der Ver-
netzung der FEs bereitstehen. Dieses XML kann dann händisch weitergepflegt werden, so dass 
noch nicht im Profil enthaltene FEs bzw. weitere Parameter mit adressiert werden können.  
Damit die FEs in einem Engineering leicht grafisch verwendet werden können, muss hierfür eine 
Beschreibung für diese entstehen. Das Engineeringwerkzeug 4diac IDE (Vyatkin 2014) benötigt zum 
Beispiel eine in XML beschriebene Schnittstellenbeschreibung der einzelnen FEs. Diese muss alle 
Event Ein- und Ausgänge und alle Daten Ein- und Ausgänge inklusive der entsprechenden Daten-
typen, sowie einen Namen und einen Kommentar für das FE enthalten. Diese lassen sich aus dem 
gegebenen Profil-XML mit extrahieren.  
4.7 VERNETZUNG FUNKTIONALER ELEMENTE BEIM GERÄTE-
HERSTELLER ZU EINEM MODUL 
Das Ziel an dieser Stelle ist, dass Gerätehersteller über die vorgestellte Werkzeugkette (siehe 4.1) 
die gleiche Funktionalität, wie in der klassischen Geräteentwicklung bisher, erhalten. Die Hard-
ware-Plattform ist dabei bereits festgelegt. Der Gerätehersteller liefert Module, welche dann im 
Zusammenspiel ein Feldgerät darstellen. Diese Module können dabei zu einem modularen oder 
einem statischen Feldgerät führen. Hierzu vernetzt der Gerätehersteller in einem Editor die gene-
rierten und selbst geschriebenen FEs zu einem Netzwerk. Im einfachsten Fall geschieht dies über 
eine XML-Datei, in der beschrieben wird, welche FEs instanziiert werden sollen und wie diese mit-
einander verbunden sind. Ein alternativer Weg hierzu ist, einen bestehenden grafischen Editor wie 
z.B. 4diac IDE von der fortiss GmbH, zu verwenden. Dieser ermöglicht nach gewissen Vorarbeiten, 




Netzwerke von FEs zu erstellen, die erzeugten Netzwerke verschiedenen Geräten zuzuordnen und 
wieder zu exportieren.  
Da an dieser Stelle die Hardware bereits feststeht, können jetzt schon alle FE compiliert werden, 
so dass sie als Shared Objects plattformabhängig bereitstehen und dann im nächsten Schritt ver-
wendet werden können. Ebenso werden an dieser Stelle die plattformabhängigen Benchmarks 
über die Ressourcenanforderungen für die FEs durchgeführt und entsprechend an den FEs anno-
tiert, so dass im weiteren Verlauf des Engineerings auf diese Daten zurückgegriffen werden kann. 
Für die sich anschließende Vernetzung werden zuerst die Schnittstellenbeschreibungen der FEs 
und, sofern gegeben, die Netzwerke von zusammengesetzten FEs in den Editor importiert. Dabei 
werden die generierten oder manuell erstellten Beschreibungen der Schnittstellen in speziellen 
Ordnern abgelegt. Die 4diac IDE kann diese im Anschluss visualisieren. Die Blöcke können per 
Drag-and-Drop verwendet und vernetzt werden. Weiterhin können Ressourcen, auf denen die Blö-
cke instanziiert sind, definiert werden. Eine direkter Upload des Netzwerks auf das Generic Device 
ist, auf Grund der Wahl der Funktionsblock-Runtime durch Rehm (Rehm 2017), zwar nicht möglich, 
die Zuordnung der Geräte kann jedoch manuell erfolgen. Bei der Vernetzung der FEs werden auch 
die zu kommunizierenden APOs des Netzwerks festgelegt. Die Vernetzung kann in Teilen schon 
aus der Profilbeschreibung übernommen werden, ist dann jedoch nicht in der 4diac IDE integrier-
bar, da keine abhängigen Funktionsblöcke nach dem eigentlichen vernetzten automatisiert inte-
griert werden können. Somit kann nicht für jedes verwendete FE gleich der entsprechende Service 
Interface Function Block (SIFB) mit erscheinen. Damit die Daten, welche die FEs benötigen bzw. 
generieren, durch das Feldgerät gelangen, werden diese auf APOs abgebildet. Diese Abbildung ge-
schieht durch Service Interface Function Blocks. Der SIFB stellt die Daten für das Feldgerät bereit, 
so dass das Feldgerät mit dem Funktionsblocknetzwerk interagieren kann. Ein SIFB benötigt den 
Typ, die Kommunikationsrichtung und den Datentyp des Datums sowie eine Adresse des APOs. 
Für jedes Netzwerk von FEs wird ein SIFB generiert und mit den entsprechenden Parametern der 
FEs gleich verbunden. Die Verwendungen von unterlagerten Netzwerken für diesen Ansatz ist 
ebenso nicht realisierbar, da wiederum keine FE-übergreifenden APOs möglich werden. Ebenso 
problematisch ist, dass die 4diac IDE keine Funktionsblöcke mit dynamischen Ports unterstützt. 
Dies würde es ermöglichen, dass nur ein Service Interface Function Block pro Netzwerk zu verwen-
den ist, wie es die Ziel-Runtime vorsieht. Somit wäre es nur direkt möglich einen beliebig großen 
SIFB mit allen Datentypen zu definieren und anschließend nur die wirklich benötigten Ports zu 
vernetzen. Dieser Block ist dann jedoch so groß, dass auch hier eine sinnvolle Verwendung fraglich 




ist. Eine etwas elegantere Lösung wäre pro APO einen SIFB in der IDE zu verwenden und später 
auf das Mapping auf die benötigte Menge an SIFBs entsprechend der Runtime durchzuführen. 
Aber auch hier müssen variable Portanzahlen mit verschiedenen Datentypen geplant werden, da 
die APOs auch wieder zusammengesetzte Daten sein können. In Summe ist es eines der größten 
Probleme bei der Verwendung von der 4diac IDE. Diese Unzulänglichkeit kann nur durch Änderung 
des Programms oder durch den Verzicht auf die Vernetzung durch die Service Interface Function 
Blocks geschehen. Aus diesem Grund erfolgt die Abbildung deshalb händisch. Eine Erweiterung 
der 4diac IDE oder die Integration in andere IDEs (Integrated Development Environments), mög-
licherweise auch vollkommen selbst gebaute IDE, ist aber möglich. 
Die Beschreibung der Vernetzung ohne die Service Interface Blocks wird exportiert und in ein 
durch die Runtime benötigtes Format überführt. Dabei werden auch die benötigten Service Inter-
face Blocks generiert und vernetzt. Es ist zu beachten, dass die Definition der mappingAPOTable 
aus der Profil-XML erweitert werden muss, so dass alle anderen, möglicherweise herstellerspezifi-
schen Erweiterungen abgedeckt sind. Steht die konkrete Busanbindung bereits fest, kann schon in 
Teilen die Abbildung auf ASEs vorgesehen werden. Diese muss noch nicht vollständig sein, da ge-
rätespezifische Adressen noch nicht zwingend festgelegt sind, z.B. beim Entwurf eines einzelnen 
Moduls im PROFINET IO Fall, steht bei der Adresse der Slot noch nicht fest. In dem Fall können 
Wildcards für Adressteile aber vorgesehen werden. Andernfalls muss die Abbildung der APOs auf 
die ASEs erst beim sich anschließenden, konkreten Geräteengineering geschehen, wie es z.B. durch 
Simros (Simros 2012) beschrieben ist. 
4.8 GERÄTEENGINEERING 
Durch das Werkzeug, welches durch Simros et al. vorgestellt wird, können Module, welche unter 
anderem Netzwerke von funktionalen Elementen enthalten, zu Geräten zusammengestellt werden 
(Simros et al. 2014). Dabei werden alle möglichen Module, die ein Gerät aufweisen kann, zuvor in 
einem Katalog von Modultypen zusammengestellt und soweit möglich vorparametriert. Aus diesen 
Typen kann beim Geräteengineering ausgewählt werden. Weitere Parameter, wie z.B. die genauen 
busspezifischen Adressen, werden bei der Zusammenstellung soweit möglich automatisch festge-
legt. Explizit werden die modulpositionsabhängigen Adressen wie z.B. in PROFINET IO Slot und 
Subslot dabei vergeben. Es entsteht ein Device Type Package, welches alle ausführbaren Dateien 
und die entsprechenden Beschreibungen enthält. Die Gerätetypen können beim Endanwender be-
liebig instanziiert und verwendet werden.  




Die Gerätebeschreibungen können mittels der Ontologie von Gössling aus den zuvor erstellten 
Profilinformationen, Dokumentationen und Beschreibungen generiert werden (Gössling 2014). 
Generell wird jedoch festgestellt, dass keine grundlegenden Informationen ohne Hintergrundwis-
sen generiert werden kann. So können von dieser Arbeit aus nicht direkt Gerätebeschreibungen 
für ein spezielles Gerät generiert werden, sondern es bedarf einer zugehörigen Beschreibung für 
das konkrete Gerät, von der dann weitere Gerätebeschreibungen abgeleitet werden können. Dabei 
bringen die Profile bereits zahlreiche Informationen mit, welche im weiteren Verlauf des Lebens-
zyklus der Geräte relevant werden und somit in die Gerätebeschreibungen gehören. So können 
bereits grundlegende Datentypen und Zusammenhänge von Daten aus dem Profil abgeleitet wer-
den. Zusammengehörende Parameter, aber auch grundlegende Zugriffsmechanismen und Adres-
sierungen können bereits ermittelt bzw. abgeleitet werden. Wenn diese Informationen kontinuier-
lich bei der Entwicklung der konkreten Geräte weitergepflegt werden, liegen diese für eine auto-
matisierte weitere Verarbeitung vor und können so für die Gerätebeschreibungen verwendet wer-
den. Gössling stellt dazu eine Ontologie bereit, welche es ermöglicht, dass die Informationen in 
mehr oder minder beliebiger Weise in alle weiteren Beschreibungssprachen übertragen werden 
können (Gössling 2014). Somit wird es möglich, dass die große Vielfalt an Beschreibungssprachen 
auf einen einzigen Punkt reduziert werden kann. Werden nur Geräte bzw. Komponenten im klas-
sischen Sinn erstellt, so können die Beschreibungen bereits nach dem vollständigen Entwurf aller 
Module generiert werden, da zu diesem Zeitpunkt dann alle relevanten Informationen – inklusive 
der Adressierung der einzelnen Datenpunkte – vorliegen. 
  




5. ERWEITERTER ENTWURF VERTEILTER 
APPLIKATIONEN 
Neben dem klassischen Ansatz zur Unterstützung im Geräteengineeringprozess ist die Erweite-
rung des Engineerings ein weiterer Ansatzpunkt. Somit kann der Fokus, welcher bisher lediglich 
auf der Geräteherstellung lag, ausgedehnt werden. Ziel ist es dabei, dass der Entwurf verteilter 
Applikation vom Geräteprofil über die Geräteerstellung hin zum Anlagenapplikationsentwurf, der 
Verteilung der Applikation und der Inbetriebnahme betrachtet wird. Dies wird notwendig, da In-
dustrie 4.0 eine Entwicklung hin zu noch dynamischeren, flexibleren verteilten Systemen erfordert, 
als diese bereits heute existieren. Die Zielhardware für den Entwurf verteilter Applikationen kön-
nen dabei verschiedenen Geräteklassen wie PCs, SPSen, IoT-Devices und Feldgeräte sein. Damit 
einher geht auch, dass die Geräte mit unterschiedlicher Plattformsoftware ausgestattet sein kön-
nen. Unter Plattformsoftware wird hier alles verstanden, was benötigt wird, damit die FEs auf ei-
nem Knoten abgearbeitet werden und kommunizieren können. Dies umfasst insbesondere die 
Runtime der FEs. Um diese heterogene und dynamische Landschaft an Funktionalität, Hardware 
und Software beherrschen zu können, bedarf es einer durchgängigen und universellen Werkzeug-
kette, die unter der Randbedingung der Einhaltung der Applikationsanforderungen, die Erstellung 
und Verteilung von Geräte- und Anlagenapplikationen herstellerübergreifend unterstützt. Diese 
Werkzeugkette muss alle Beteiligten vom Profilschreiber über den Geräteentwickler bis zum In-
tegrator unterstützen, so dass die benötigte Flexibilität erhalten bleibt und dennoch eine weitrei-
chende Unterstützung gegeben ist. Dabei ist es essentiell, dass in allen Phasen des Engineerings 
alle relevanten Informationen gesammelt und aufbereitet werden, so dass diese den nächsten 
Phasen wieder zur Verfügung stehen. Dies beinhaltet insbesondere die Informationen aus Profil, 
Geräteapplikationsentwicklung, Geräteentwicklung, Anlagenapplikationsentwicklung und –vertei-
lung. Die Unterstützung der Geräte- und Applikationsentwickler ist zwingend notwendig, da deren 
Arbeit derzeit immer noch von einer großen Menge an händischen Aktivitäten (z.B. das Überführen 
von Profilen in Geräteapplikationen, das Verteilen der Anlagenapplikation auf verschiedene Hard-
ware) charakterisiert ist (Frenzel et al. 2010). Wo diese Handarbeit nicht mehr zwingend erfolgen 
muss, sind im Regelfall proprietäre Insellösungen vorzufinden, die zwar die Aufgaben prinzipiell 
lösen, jedoch nur unter der Verwendung von herstellerspezifischer Hardware oder spezieller Platt-
formsoftware. Eine wirkliche Heterogenität kann somit nicht adressiert werden.  




Im Folgenden wird auf die Plattformen und Hardwaresysteme eingegangen und das Grundkonzept 
der erweiterten Werkzeugkette vorgestellt. Anschließend werden relevante Teile der Werkzeug-
kette erläutert. Zu diesen gehören die Verwendung von herstellerspezifischen Typen FEs, der Ent-
wurf eigener FEs beim Integrator, der Benchmarker, die Verteilung der FEs und das Online Tool. 
Letztendlich wird nochmals verdeutlicht, wie plattformübergreifende FEs zusammenspielen. 
5.1 SOFTWARE-PLATTFORMEN UND HARDWARESYSTEME 
Die Software-Plattformen und Hardwaresysteme sind bei dem erweiterten Entwurf verteilter Ap-
plikationen von essentieller Bedeutung, da diese Ausführung der Instanzen der FEs massiv beein-
flussen. Dabei hat sowohl die verwendete Hardwarearchitektur als auch deren konkrete Leistungs-
fähigkeit einen Einfluss auf die Funktionalität des Netzwerks von FEs. Da die FEs letztendlich In-
stanzen von Binaries sind, ist auch leicht ersichtlich, dass die Hardwarearchitektur für die Erstel-
lung der Binaries wichtig ist. Es lassen sich zwar auch Ansätze wie in der Java-Welt finden, wo es 
eine virtuelle Maschine gibt, die die verschiedenen Hardwarearchitekturen kapselt. Jedoch bringen 
diese wiederum einen Overhead mit sich, der gerade auf nicht performanten Feldgeräten hinder-
lich sein kann. Aus diesem Grund wird davon ausgegangen, dass solche Ansätze hier keinen Einsatz 
finden. Der Einsatz ist zwar prinzipiell möglich, jedoch nicht notwendig. Die Anforderungen werden 
durch diese Einschränkungen erhöht. Die konkrete Leistungsfähigkeit der Hardware hat direkten 
Einfluss auf die Verteilung der FEs. Die Hardware einer konkreten Instanz kann nur so lange mit 
zusätzlichen FEs befüllt werden, wie diese auch in den vorgegebenen Schranken die Abarbeitung 
der FEs sicherstellen kann. Die Leistungsfähigkeit ist jedoch nicht mehr nur abhängig von der Hard-
warearchitektur, sondern auch noch von der exakten Leistungsfähigkeit des Hardwaresystems. 
Gerade diese Problematik wurde in 4.3 vorgestellt und wird unter 5.5 vertieft.  
Weiterführend hat auch der Software-Plattform-Typ einen enormen Einfluss auf die Werkzeug-
kette. Unter der Software-Plattform wird an dieser Stelle der Verbund aus Abarbeitungsumgebung 
der FEs und der Kommunikationsschnittstellen verstanden. Die Abarbeitungsumgebung ist beim 
Generieren des Quellcodes für die FEs ein Einflussfaktor, da die Abarbeitungsumgebungen Schnitt-
stellen und Datentypen bereitstellen, die zwingend von darin ablaufenden FEs implementiert wer-
den müssen. Auch verhalten sich die unterschiedlichen Abarbeitungsumgebungen anders, so dass 
die Ressourcenverbräuche gleicher FEs auf unterschiedlichen Software-Plattformen andere sein 
werden. In gleicher Weise wird eine andere Konfigurationssyntax für die konkrete Instanziierung 
benötigt, da jede Abarbeitungsumgebung einen anderen Aufbau der Konfiguration benötigt.  




Beispiele für einen Software-Plattform-Typen sind dabei: 
- Generic Device mit FB Runtime von Rehm (Rehm 2017) un-
ter Ubuntu 
- 4diac FORTE 
- Siemens SPS Runtime 




- Siemens SPS 
Beispiele für Hardwaresysteme sind: 
- Büro PC mit Intel® Core™ i5-4590 
- Büro PC mit Intel® Pentium® D Prozessor 915 
- IndustriePC Beckhoff Steuerung C6030-0060 
- Raspberry Pi mit Broadcom BCM2835 SoC 
- SPS S7-317-2 PN/DP 
5.2 ERWEITERTE WERKZEUGKETTE 
Gegenüber dem traditionellen vollständigen Entwurf von Ge-
räteapplikationen beim Gerätehersteller und dem Applikati-
onsentwurf basierend auf den gekauften Geräten und deren 
Funktionalität beim Integrator, muss die unter 4.1 beschrie-
bene Werkzeugkette erweitert und verfeinert werden. Dabei 
sollen so viele Werkzeuge und Zwischenergebnisse wie mög-
lich behalten und soweit möglich weiter genutzt werden. Die-
ser Zielvorgabe wird die Werkzeugkette in Abbildung 52 ge-
recht. Eine kurze Beschreibung der jeweiligen Funktionalität 
ist in Tabelle 2 zu finden. Dabei werden die ersten Teile wie 
Profil, Profil Tool, Profil-XML-Datei unverändert verwendet. Der 
Generator muss hingegen um die Fähigkeiten zur Code-Gene-
rierung für diverse Software-Plattformen (insbesondere die 
Abbildung 52: Erweiterte Werk-
zeugkette für den Entwurf verteil-
ter Applikationen 




außerhalb des Einflussbereichs des Geräteherstellers) erweitert werden. Da die zu generierenden 
FEs auch Bibliotheken der Abarbeitungssoftware enthalten, müssen diese mit in den Generator 
Einfluss finden. Somit muss außerdem für potentiell jede Software-Plattform ein eigenes FE Typ 
Template generiert werden, so dass Schnittstellen und Datentypen der jeweiligen Software-Platt-
form verwendet werden. 
Die FE Typen werden dann mit Hilfe einer gewöhnlichen IDE beim Gerätehersteller – sofern nötig 
– fertig implementiert. Dabei kann eine beliebige IDE für die jeweilige Sprache, in der die FEs ent-
wickelt werden sollen, Verwendung finden. Dies kann im Falle der Programmiersprache C++ z.B. 
ein Eclipse CDT (C/C++ Development Tooling) oder ein Visual Studio sein. Die Wahl der spezifischen 
Entwicklungsumgebung hat dabei keinen direkten Einfluss auf die gesamte Werkzeugkette. Der 
sich anschließende Schritt der Compilierung zu FE Typ Binaries pro Hardwarearchitektur und Soft-
ware-Plattform kann unter gewissen Einschränkungen sowohl beim Gerätehersteller als auch beim 
Integrator erfolgen. Geschieht dies beim Gerätehersteller, so müssen alle Software-Plattformen 
und Hardwarearchitekturen bereits bei der Auslieferung des Geräts feststehen. Der Hersteller be-
nötigt eben jene zugehörigen Informationen, um diese entweder mit dem Generator in die Typ 
Templates zu integrieren oder aber den passenden Compiler für die jeweilige Hardware auszu-
wählen, um die passenden Binaries zu erzeugen. Geschieht die Compilierung hingegen beim In-
tegrator, so muss dieser auch über den vollständigen Quellcode verfügen. Das wird bei den meis-
ten Geräteherstellern nicht auf Verständnis stoßen, da diese dann ihr geistiges Eigentum offenle-
gen müssen, was ein radikaler Umschwung in der Denkweise wäre. Somit ist der zuerst aufgezeigte 
Weg derzeit der wahrscheinlichere, und es lassen sich pauschal alle Software-Plattformen und 
Hardwarearchitekturen abdecken. Dennoch können auch Integratoren eigene FEs entwickeln und 
diese, wie die Gerätehersteller auch, unter dem Punkt Eigene Entwicklungen in die Werkzeugkette 
einspeisen. Sie müssen ebenfalls die Vorgaben der jeweiligen Software-Plattform und Hardwarear-
chitektur berücksichtigen, ihre Entwicklung entsprechend den Vorgaben dokumentieren und die 
Binaries mit entsprechender Beschreibung erzeugen.  
Der Transformator (1) hat als Aufgabe die verschiedenen Beschreibungen zusammenzuführen und 
eine Schnittstellenbeschreibung für den nachfolgenden Vernetzer bereitzustellen. Insbesondere 
ist dieser Schritt für eventuelle Erweiterungen der Schnittstellen durch den Gerätehersteller in der 
Entwicklung der FE Typen aus dem Profil und den eigenen Entwicklungen der Gerätehersteller und 
der Integratoren nötig. Im Normalfall werden diese Beschreibungen bereits über den Generator 
abgedeckt, dieser kann jedoch alle weiterführenden Entwicklungen nicht vorwegnehmen, so dass 




die Schnittstellenbeschreibung noch einmal aus den Beschreibungen im Quelltext der FE Typen 
extrahiert und der exakten Schnittstellenbeschreibung zugeführt werden muss.  
Der Vernetzer nimmt, wie bei dem vollständigen Entwurf beim Gerätehersteller, die Beschreibun-
gen der FEs und bietet diese zur Vernetzung an. Dabei ist der Integrator in der Benutzerrolle dieses 
Werkzeugs und vernetzt damit die vollständige Anlagenapplikation inklusive der jeweiligen Gerä-
tesoftware. Die gesamte Anlagenapplikation muss anschließend noch auf die einzelnen Geräte 
verteilt werden. Im Idealfall kann der Verteiler im gleichen Werkzeug sein wie der Vernetzer. Da sich 
bei den Tests der bestehenden Vernetzer jedoch herausgestellt hat, dass sie zwar eine Verteilung 
der Applikationen unterstützen, diese jedoch nicht automatisiert durchführen können, sind hier 
mehrere Werkzeuge aufgeführt. Insbesondere die 4diac IDE, welche bereits bei der Entwicklung 
der Geräte beim Gerätehersteller verwendetet wurde, bietet die Möglichkeit, einzelne FEs den Ge-
räten zuzuweisen. Dies ist jedoch nur manuell möglich. Es lassen sich Plug-Ins in das Werkzeug 
integrieren, jedoch bleibt dann die Universalität dieses Ansatzes auf der Strecke, so dass hier ex-
plizit eine Trennung vorgenommen wurde.  
Für die Generierung der Gerätebeschreibungen, wie diese bereits durch Gössling (Gössling 2014) 
beschrieben wurde, müssen alle relevanten Informationen, die im Entwicklungsprozess der Geräte 
und Anlagenapplikation angefallen sind, extrahiert und in die Meta-Beschreibung überführt wer-
den. Dies geschieht im Werkzeug Transformator (2), welches nicht mehr Teil dieser Arbeit ist. Dabei 
werden jedoch alle bestehenden Informationen aus den Bereichen Hardware, Schnittstellen und 
dem verteilten Netzwerk logischer FEs herangezogen, so dass eine möglichst umfassende Infor-
mationsgrundlage für die Ontologie zur Generierung der Gerätebeschreibungen besteht. Sollten 
dabei weitere Informationen benötigt werden, welche während der Geräte- und Anlagenentwick-
lung nicht entstanden sind, so müssen diese händisch in die Meta-Beschreibung hinzugefügt wer-
den.  
Tabelle 2: Funktionsbeschreibung Werkzeugkettenbestandteile 
Teil Funktionalität 
Profil (Vorgabe) beschreibt Schnittstellten, Struktur, Verhalten von Bestandteilen von 
Feldgeräten 
Profil Tool unterstützt Profilentwickler bei der Erstellung von Profilen, definierte 
Exportschnittstelle zu Profil-XML bzw. UML- und Word-Dokument 
Profil-XML-Datei maschinenlesbare Form der relevanten Teile des Profils 






Zielruntime und Betriebssystem auf der die FEs letztendlich ablaufen 
sollen 
Generator Umwandlung von Profil-XML nach Profilmodell und im Anschluss nach 
dokumentiertem Quellcode pro Runtime-Typ und FE Typ, Erzeugung 
von Beschreibung für 4diac IDE Import (basierend auf Framework von 
Rehm (Rehm 2017)) 
FE Typ Schnittstellen 
(1) 
beschreibt Schnittstellen und unterlagerte FE Netzwerke aus Profil für 
Vernetzer 
FE Typ Templates Generat mit Dokumentation – je nach Spezifikationsumfang des Profils 
nur Implementation der Stubs bis vollständigem Quellcode 
eigene Entwicklungen 
(Vorgabe) 
stellt weiterführende bzw. über das Profil hinausgehende Funktionali-
täten bereit 
HW Typen (Vorgabe) Vorgaben, welche Hardwaresysteme zu verwenden sind 
IDE weiterführende Entwicklung von FE Typ Templates und eigene Entwick-
lung. Dokumentation der FE Typen. Compilieren für verschiedene Archi-
tekturen  
FE Typen Binary pro 
HW und Plattform 
Typ 
annotierte Binaries für Installation/Benchmarking auf jeweiligem Hard-
waresystem und Software-Plattform 
Transformator (1) überführt Informationen aus FE Typ Schnittstelle (1) und aus FE Typen Bi-
nary pro HW und Plattform (insbesondere die aus eigenen Entwicklungen) 
nach vollständiger FE Typ Schnittstelle (2) für Verteiler und Transformator 
Benchmarker führt Benchmarks des Hardwaresystems und der FE Typen auf jedem 
Hardwaresystem durch und beschreibt deren Ergebnisse in der jeweili-
gen Typenbeschreibung 
FE Typ Schnittstellen 
(2) 
beschreibt Schnittstellen und unterlagerte FE Netzwerke aus Profil und 
IDE für Vernetzer 
Anlagen Applikation 
(Vorgabe) 
Zielanlagenapplikation, die auf die einzelnen Geräte verteilt und im Ver-
netzer modelliert werden soll 
FE Typen Ressourcen-
anforderungen 
enthält Hardware Performance Anforderungen für spezifisches Hard-
waresystem 




HW Typ Ressourcen 
Fähigkeiten 
enthält Hardware Performance Informationen für spezifisches Hard-
waresystem (was bietet die HW) 
Vernetzer vernetzen von logischen FE Instanzen zum Gesamtnetzwerk (ohne 
Kommunikation) 
Netzwerk mit logi-
schen FE Instanzen 
Gesamtnetzwerk der Applikation, noch nicht auf Geräten instanziiert 
HW/Plattform Instan-
zen (Vorgabe) 
für verteilte Applikation verfügbare Hardwaresystem- und Software-
Plattform-Instanzen (Runtime für FEs) 
Verteiler splittet Netzwerk anhand von nicht-funktionalen Anforderungen aus FE 





Netzwerk mit HW Zuordnung und Kommunikationsblöcken 
Online Tool (Überwa-
cher) 
führt Deployment der logischen FE Instanzen durch, leistet Online-
Überwachung von Performancewerten 
FE Instanzen fertiges, verteiltes Netzwerk  
Transformator (2) überführt bestehende Beschreibungen (FE Typ/Instanz/ Netzwerk/ 
Hardware) in Metabeschreibung von Gössling (Gössling 2014) 
Meta- Beschreibung Beschreibung aller Gerätebeschreibungen für Automation 
Ontologie nach Göss-
ling  
Abbildungsvorschrift auf alle Gerätebeschreibungen  
beliebige Gerätebe-
schreibung 
GSDML, EDDL, ... 
5.3 VERWENDUNG VON HERSTELLERSPEZIFISCHEN FUNKTIONALEN 
ELEMENT TYPEN 
Für eine Entwicklung beim Betreiber bzw. Integrator werden auch Typen von FEs, welche beim 
Gerätehersteller implementiert wurden, benötigt. Diese hat der Gerätehersteller bisher klassisch 
vorinstalliert auf den Geräten mitgeliefert. Bei einer dynamischen Verteilung und Anreicherung der 
Applikation beim Integrator müssen diese ebenfalls weiterhin verfügbar sein. Der Hersteller kann 
seine FEs entweder als Typ Binaries oder als Typ Templates ausliefern. Beide Varianten haben Vor- 




und Nachteile, welche im Folgenden näher betrachtet werden. Eine Auslieferung der Typ Templa-
tes bringt mit sich, dass die Integratoren Zugriff auf den Source Code der Gerätehersteller erhalten. 
Dies ist die optimale Möglichkeit für den Integrator, da dieser sich dann bei Bedarf ebenso einen 
Überblick über die Algorithmen verschaffen und somit Einfluss auf die Implementierung nehmen 
kann. Auch wäre das Zielhardwaresystem für das FE vollkommen offen, da der Quellcode im Nor-
malfall für jedes beliebige Hardwaresystem compiliert werden kann. Zudem werden die herstel-
lerspezifischen Funktionalitäten erweiterbar und veränderbar, so dass die Flexibilität nochmals 
steigt. Jedoch wird dann kein Gerätehersteller mehr für seine Algorithmen Garantien übernehmen, 
da diese vom Integrator verändert sein könnten. Generell wäre der Schutz des geistigen Eigentums 
der Gerätehersteller nicht mehr gegeben, da diese Algorithmen einen wesentlichen Teil ihrer Ge-
räte ausmachen, wobei dann auch das Geschäftsmodell der Gerätehersteller sofort in Frage ge-
stellt werden würde. Der zweite Weg wäre, dass die Gerätehersteller Binaries ausliefern und diese 
auf den passenden Software-Plattformen und Hardwarearchitekturen deployed werden können. 
Das stellt eine klare Einschränkung der Möglichkeiten des Integrators dar, da dann die Software-
Plattformen und Hardwarearchitekturen eben nicht mehr frei wählbar wären, sondern nur noch 
die vom Gerätehersteller freigegebenen Plattformen bedient werden können. Eine Verteilung die-
ser FEs auf eventuell andere Hardware kann somit nicht erfolgen. Auch sind die FEs, welche als 
Binaries vertrieben werden, nicht mehr direkt durch den Integrator erweiterbar. Dafür ist es aber 
vorstellbar, dass die Gerätehersteller weiterhin Garantien für die Funktionalität dieser Elemente 
vergeben werden. Ebenso kann der Gerätehersteller die FEs gleich mit Benchmarkergebnissen (vgl. 
5.5) vertreiben, so dass dem Integrator Aufwand abgenommen wird. Aus dieser Gegenüberstel-
lung wird sichtbar, dass beide Wege, technisch betrachtet, möglich sind. Da in der ersten Variante 
den Geräteherstellern wahrscheinlich die Existenzgrundlage genommen wird, wenn diese ihren 
Quellcode öffentlich machen müssen, ist der Weg über die Binaries der denkbarere. Im Ausschnitt 
der Werkzeugkette in Abbildung 53 wird das mit dem Punkt FE Typen Binary pro HW und Plattform 
Typ umgesetzt. 
Eine Auslieferung der Binaries kann, wie es in der IT-Welt im Moment üblich ist, über App-Stores, 
Downloads für die jeweilige Plattform oder als vorinstallierte FEs geschehen. Abhängig vom Distri-
butionsweg sind unterschiedliche Einstiegspunkte für diese FEs in die Werkzeugkette zu nehmen. 
Die Beschreibung muss je nach verwendetem Folgewerkzeug im Transformator (1) angepasst wer-
den. Sollten keine Benchmarks durchgeführt worden sein, sind diese als nächster Einstiegspunkt 
zu wählen. Alternativ können die FEs gleich im Vernetzer verwendet werden. Sollen die Funktiona-
litäten dennoch als Quellcode durch die Hersteller weitergegeben werden, so können diese mit 




den evtl. selbst entwickelten und angepassten Funktionalitäten in der IDE normal verwendet wer-
den. 
 
Abbildung 53: Ausschnitt 1 der Werkzeugkette 
5.4 ENTWURF EIGENER FUNKTIONALER ELEMENTE BEIM 
INTEGRATOR 
Für komplexe Funktionen ist es hin und wieder sinnvoll, diese als vollständige eigene FEs zu defi-
nieren. Zwar lassen sich viele Funktionen auch über die Verknüpfung bereits existierender FEs zu 
zusammengesetzten FEs realisieren, jedoch nicht alle. Beispielsweise eigene Kommunikationsser-
ver bzw. –clients sind in den bestehenden FEs sehr wahrscheinlich nicht enthalten, stellen aber 
unter Umständen einen essentiellen Teil der Anlagenapplikation dar. Auch die, die realisierbar 
sind, sind unter Umständen durch bestehende FEs so aufwändig oder umständlich zu realisieren, 
so dass eine einfache Implementierung direkt in Quelltext leichter erscheint. Ebenso greift auch 
hier der Schutz des geistigen Eigentums. Die Netzwerke aus FEs lassen sich nachträglich wieder 
auslesen. Sollte das nicht gewünscht sein, z.B., weil eine Funktionalität durch einen Subauftragneh-
mer implementiert wurde, so ist der Schutz des Quellcodes auch durch die Verwendung der glei-
chen Mechanismen wie bei dem Gerätehersteller möglich. Dies sind nur einige beispielhafte Sze-
narien, bei denen der Entwurf eigener FEs beim Integrator sinnvoll erscheint. Somit muss ein Weg 
geschaffen werden, eigene FEs als Integrator hinzuzufügen.  
In der Werkzeugkette (siehe Abbildung 53) ist der Schritt für die eigenen Entwicklungen nach dem 
Generator und vor der IDE vorgesehen. Generell ist es möglich, dass dieser Schritt vor dem Gene-
rator durchgeführt wird und der Integrator einen eigenen Generator für die FEs nutzt. Dies bedeu-




tet jedoch, dass der Gerätehersteller einen passenden Generator liefern muss, oder aber der In-
tegrator muss diesen selbst bauen. Die Verortung an der Stelle ist zudem die bessere Wahl, da 
auch hier an dieser Stelle ein ähnliches Einsparpotential wie beim Gerätehersteller besteht. Wei-
terhin wird die Fehleranfälligkeit reduziert und eine Dokumentation gleich mit generiert. Aber auch 
die Flexibilität wird eingeschränkt. Sehr komplexe Algorithmen lassen sich nur schwer in der Meta-
Beschreibung abbilden, so dass gerade das größte Zielgebiet der eigenentwickelten FEs evtl. 
schwer über den Generator-Ansatz bedient werden kann. Gegen die eigenentwickelten FEs durch 
direkten Quellcodes ohne die Verwendung des Generators sprechen jedoch auch die damit ver-
bundenen Einschränkungen, welche im Folgenden näher betrachtet werden. Es erfolgt durch die 
konkrete Implementierung des FEs eine Festlegung auf die spätere Software-Plattform des FEs 
und, je nach Verwendung der Programmiersprache, sogar eine Festlegung auf die Hardwarearchi-
tektur. Es ist dabei zwar möglich für alle zu adressierenden Software-Plattformen zu implementie-
ren, jedoch ist das ein Aufwand der durch einen Generator vermieden werden sollte. Generell sind 
beide Einstiegspunkte möglich und sollten nach einem Abwiegen der Vor- und Nachteile individuell 
festgelegt werden. Der Weg über den Generator erfolgt analog zu dem des Geräteherstellers (siehe 
4.6). Daher wird im Folgenden beschrieben, was im Falle der direkten Entwicklung ohne beteiligten 
Generator zu beachten ist. 
Die Implementierung eines eigenen FEs muss neben dem eigentlichen Algorithmus, z.B. als Zu-
standsmaschine, auch die Programmiersprache und die jeweiligen Schnittstellen der zu verwen-
denden Software-Plattform implementieren. Der Quellcode sollte dabei entweder hardwarearchi-
tekturunabhängige Datentypen verwenden, oder aber für die einzelnen Hardwarearchitekturen 
einen speziellen Quellcode bereitstellen. Letzteres lässt sich z.B. in der Programmiersprache C 
über Makros lösen, welche dann zur Compilezeit aufgelöst werden. Weiterhin müssen die Schnitt-
stellen des FEs implementiert und außerdem dokumentiert werden. In der konkreten Implemen-
tierung der Werkzeugkette wird Doxygen-Notationverwendet. Dies ist eine zweckbestimmte Ent-
scheidung, die nur für den Prototyp der Werkzeugkette getroffen wurde. Generell lässt sich mit 
vielen anderen Beschreibungssprachen gleiches ausdrücken. Allgemein müssen dabei alle entwi-
ckelten FEs beschrieben werden. Hierbei wird hauptsächlich auf die Beschreibung der generellen 
Funktionalität des Elements und auf die Beschreibung der Schnittstellen Wert gelegt. Sie werden 
im Normalfall direkt durch das Profil beschrieben und können so einfach im Verwendungsprozess 
der FEs weiter benutzt werden. In einer eigenen Entwicklung eines FEs müssen genau dieselben 
Beschreibungen getroffen werden. Diese umfassen im Speziellen die Schnittstellen (Wertebereich, 




Default-Wert, Einheit, Semantik, Beschreibungen). Letzten Endes handelt es sich um Beschreibun-
gen auf dem Niveau eines Profils für die spätere Verwendung. Die verbale Beschreibung ist dabei 
optional, hilft jedoch in der späteren Wiederverwendung der FEs. Auch sollten an der Stelle Anfor-
derungen der FEs an das System annotiert werden, wie z.B. speziell benötigte Hardware, zwingend 
folgende FEs oder ähnliches, so dass diese aus der Entwicklung des FEs in die verteilte Automati-
sierungsapplikation übernommen werden können.  
Im Allgemeinen können Templates für ein FE für eine spezielle Software-Plattform vorgegeben 
werden. Aber da die Basisklassen der jeweiligen Software-Plattform implementiert werden müs-
sen, können einige IDEs (z.B. eclipse CDT oder Microsoft Visual Studio) auch die vorgegebenen 
Funktionsköpfe vorbereiten, die dann in der speziellen Implementierung mit Funktionalität zu fül-
len sind. Dabei kann bei einer vollständigen Eigenentwicklung keine weitere Assistenz über die 
normale programmiersprachenspezifische Hilfe geboten werden.  
Im Anschluss an die Entwicklung eines eigenen FEs muss dies der anschließenden Werkzeugkette 
zugänglich gemacht werden. Dabei ergeben sich folgende zwingende Schritte: 
- compilieren für die jeweilige Software-Plattform und Hardwarearchitektur (späteres 
Benchmarking und Verteilung der Binaries auf die einzelnen Knoten) 
- Extraktion der Beschreibung des FEs und seiner Parameter und Zuführung dieser zum 
Transformator für die Übernahme der Beschreibungen in den Vernetzer, so dass das neu 
erstelle FE in der Werkzeugkette weiterverwendet werden kann 
Sind all diese Schritte erfolgt, so kann das neu implementierte FE in gleicher Weise wie die vom 
Gerätehersteller bereitgestellten FEs genutzt werden. Im folgenden Prozess ist dann nicht mehr 
ersichtlich, welches FE vom Gerätehersteller oder vom Integrator kommt.  
5.5 BENCHMARKER 
Eine einfache Ende-zu-Ende Zeitbetrachtung, wie diese zum Beispiel von Eckert (Eckert 2015) 
durchgeführt wird, ist für ein dynamisch verteiltes Netzwerk aus FE für heterogene Hardware und 
Software-Plattform nicht ausreichend. Dies begründet sich mit unterschiedlichen Abarbeitungszei-
ten einzelner FEs auf den verschiedenen Plattformen. Hierdurch ist es nicht möglich ein Enginee-
ring mit FEs ausschließlich auf Basis systemunabhängiger Zeiten durchzuführen. Nichts desto trotz 
ist es nötig für diese Herausforderung eine Lösung zu finden. Deshalb wurden die performancere-




levanten Parameter bereits unter 4.3 und durch Mätzler und Wollschlaeger (Mätzler und Woll-
schlaeger 2017b) vorgestellt. Anhand dieser Festlegungen auf die wesentlichen performancerele-
vanten Parameter wurde ein Benchmarkverfahren aufgestellt, welches die Parameter während 
des Betriebs erfasst und daraus die Verbräuche der jeweiligen FEs aufzeichnet, so dass diese nach 
dem Benchmark ausgewertet und zu Richtwerten zusammengefasst werden können. Dabei erfolgt 
die Ermittlung für jeden einzelnen Typ von FEs auf jeder Software-Plattform und jedem Hardware-
system. (vgl. Abbildung 54) 
 
Abbildung 54: Ausschnitt 2 der Werkzeugkette 
Für die einzelnen performancerelevanten Parameter werden anschließend die einzelnen Ermitt-
lungsverfahren aufgezeigt. Dabei basiert die beispielhafte Umsetzung auf einem Linux Betriebs-
system mit einer monolithischen Runtime für die einzelnen FEs. Dies stellt keine Einschränkung 
dar, da die Verfahren ebenso auf andere Betriebssysteme und verteilte Applikationen anwendbar 
sind. Außer dem Parameter Speicher (load) erfolgt die Ermittlung aller Parameterwerte durch 
Benchmarking. Durch die monolithische Applikation ist es nicht möglich die Parameter CPU Cycles 
und Speicher (runtime) direkt für die einzelnen FEs zu ermitteln. Es muss jeweils die vollständige 
Applikation, die unter anderem auch Stack und Runtime umfasst, auf ihre Hardwareanforderun-
gen mit einem Benchmark überprüft werden. Um den Einfluss des einzelnen FEs zu erfassen, wird 
zuerst ein Durchlauf ohne instanziierte FEs absolviert und dabei werden die Parameter ermittelt. 
Anschließend erfolgen weitere Durchläufe mit einer steigenden Anzahl an instanziierten FEs, bei 
denen ebenso die Werte der Parameter festgestellt werden.  
Nach dem software-plattform- und hardwarearchitekturabhängigen Compilieren kann der benö-
tigte Speicherplatz (load) durch Auslesen der Größe des Compilats ermittelt werden. Dieser ist un-
abhängig von der Anzahl an Instanzen. Der Parameter kann jedoch abhängig von der Funktionalität 




des FEs sein, vor allem wenn das FE Logbücher schreiben oder große Datenmengen zwischenspei-
chern. Ein solches Verhalten kann der Benchmarker nur bedingt feststellen und approximieren. 
Zwar ist es möglich, über die Laufzeit der einzelnen Tests den freien Speicherplatz mit aufzuzeich-
nen. Jedoch ist es nur bedingt aussagekräftig, wenn z.B. zeitlich gesteuert Logbücher geschrieben 
oder Datenbanken gesichert werden und dieser Zeitpunkt entweder gerade so im Testzeitraum 
stattfand oder gerade nicht im Testzeitraum lag. Dies kann nur durch den Entwickler des FEs mit 
annotiert werden. Sollte somit eine Laufzeit- oder Instanzabhängigkeit bei dem Parameter gege-
ben sein, die nicht durch das einfache Messverfahren entdeckt werden kann, so ist dies zwingend 
durch den Programmierer des FEs zusätzlich zu annotieren.  
Der von der Software-Plattform und der Hardwarearchitektur abhängige Parameter Speicher (run-
time) ist auch von der Instanzanzahl der FEs abhängig. Im Linux ist es dabei mit Bordmitteln nur 
möglich den allokierten RAM pro Prozess zu ermitteln. Da ein FE jedoch nur in einem Thread läuft, 
ist hier eine direkte Ermittlung des RAM-Bedarfs nicht möglich. Es ist allerdings realisierbar dies 
indirekt zu ermitteln, indem der Grundbedarf der Software-Plattform, bestehend aus Laufzeitum-
gebung, Stack und weiteren Teilen, gebenchmarkt wird. Dabei erfolgt ein Messdurchlauf ohne in-
stanziierte FEs. Der hierbei ermittelte Grundbedarf wird später von den gemessenen Bedarfen bei 
instanziierten FEs subtrahiert. Dabei kann der eigentliche Bedarf der einzelnen instanziierten FEs 
festgestellt werden. Es zeigt sich, dass der Bedarf an RAM weitestgehend linear ist. Nur die erste 
Instanziierung eines FEs kann zu einem höheren Bedarf an Speicher führen, da hierbei geteilter 
Speicher für andere eventuell folgende Instanzen mit allokiert werden kann. Die Ermittlung des 
RAM-Bedarfs erfolgt über die im Linux Kernel enthaltenen Mechanismen. Hierzu wird die Datei 
/proc/self/status aus dem Prozess selbst abgerufen. Diese stellt dem Prozess selbst die aus Sicht 
des Kernels relevanten Informationen zu Parametern bereit. Dabei werden auch Speicherbedarfe 
und Kernel-Statistiken bereitgestellt. Die Variable VmRSS (Resident set size) stellt dabei den allo-
kierten RAM dar. Die Runtime selbst überwacht, erfasst und loggt diesen Wert zyklisch, so dass 
nach dem Benchmark eine Auswertung erfolgen kann.  
Der ebenso von der Software-Plattform und der Hardwarearchitektur abhängige Parameter der 
verbrauchten CPU-Zyklenanzahl ist gleichermaßen von der Instanzanzahl des jeweiligen FEs abhän-
gig. Auch hier können mit Linux Bordmitteln nur die Verbräuche pro Prozess erfasst werden. Des-
halb muss ebenfalls hier, wie beim RAM zuvor, der Grundbedarf der Software-Plattform ermittelt 
werden. Dies geschieht ebenso durch einen Messdurchlauf ohne Instanzen des zu testenden FEs. 
Der hierdurch gemessene Grundbedarf ist bei der Ermittlung des Verbrauchs mit instanziierten 




FEs dem gemessenen Wert zu subtrahieren. Auch hier ist der Verbrauch der CPU-Zyklen linear im 
Verhältnis zur Anzahl an FEs. Bei zyklisch aufgerufenen FEs ist der Bedarf an CPU-Zyklen pro Se-
kunde relevant. Für Event-basiert-aufgerufene FEs ist der Bedarf an CPU-Zyklen pro Aufruf aus-
schlaggebend. Zusätzlich wird noch die Aufrufhäufigkeit des jeweiligen FEs benötigt. Über Hard-
ware Performance Counter der CPU können die benötigten CPU-Zyklen pro Prozess ausgelesen 
werden. Es müssen zur Ermittlung der verwendeten CPU-Zyklen pro Sekunde sowohl die Zeit, die 
der Prozess lief, als auch die verbrauchten CPU-Zyklen bei zyklisch aufgerufenen FEs geloggt wer-
den. Durch das Linux-Werkzeug perf ist es möglich, prozessweise die genutzten CPU-Zyklen auszu-
lesen. Eine in die Software-Plattform integrierte Überwachung ist mit der Bibliothek Performance 
Application Programming Interface (PAPI) (Müller 2010) möglich.  
 
Abbildung 55: Zeitbetrachtung der einzelnen funktionalen Elemente 
Mittelbar abhängig von der Instanzanzahl eines FEs und von dem Hardwaresystem ist der Parame-
ter Beginn der Berechnung. Das Schema aus Abbildung 55 zeigt, wie zeitlich betrachtet zyklische 
Algorithmen abgearbeitet werden. An dem Zeitpunkt t_start(n-1) beginnt die Abarbeitung des Algo-
rithmus, welche im besten Fall nicht unterbrochen wird. Ist diese Abarbeitung abgeschlossen, so 
wird dieser Zeitpunkt in t_end(n-1) festgehalten. Im Anschluss wird der Thread, welcher die zykli-
sche Abarbeitung steuert, durch einen Mutex gelockt. Dabei ist der Mutex so konfiguriert, dass 
dieser zum berechneten, erneuten Startzeitpunkt t_start(n) eine weitere Abarbeitung des Algorith-
mus zulässt. Dieser Thread ist somit durch den Mutex-Mechanismus in der Zeit des Wartens idle 
und benötigt damit auch keine weiteren CPU-Ressourcen. Sollte es keine zyklische Abarbeitung, 
sondern eine Event-basierte Abarbeitung der Algorithmen geben, so ist der Event mit einem Zeit-
stempel zu versehen. Die Differenz zwischen Event und dem erreichten Zeitpunkt t_start ergibt die 
Abweichung des Beginns der Berechnung. Generell können diese Zeiten nur mit einer genügenden 
Genauigkeit innerhalb des jeweiligen FEs beobachtet und überwacht werden. Dabei kann die mitt-
lere Abweichung des Beginns der Berechnung wie in Formel 1 durchgeführt werden. Hierbei ist eine 
Überwachung in der Größenordnung von Mikrosekunden auf Grund der Gegebenheiten in nor-
malen PCs und den Anforderungen aus den Algorithmen sinnvoll. Wie bei den vorherigen Parame-
tern auch, werden die Ergebnisse in einem Logbuch erfasst. Der Parameter hat eine Korrelation zu 




dem Parameter verbrauchte CPU-Zyklenanzahl. Dies begründet sich darauf, dass bei einer bestimm-
ten Auslastung des Systems die freien Zeiten immer geringer werden und die Wahrscheinlichkeit 
zunimmt, dass eine neue Berechnung beginnen soll, während noch eine andere läuft.  
∑ |  −   − 1  − |
 
Formel 1: Berechnung „mittlere Abweichung des Beginns der Berechnung“ 
∑  −  
 
Formel 2: Berechnung „mittlere Ausführungszeit“ 
Ebenso mittelbar abhängig von der Instanzanzahl eines FEs und von dem Hardwaresystem ist der 
Parameter Ausführungszeit der Berechnung. Die Randbedingungen sind hier ebenfalls vergleichbar 
mit denen des vorherigen Parameters. Die Berechnungsvorschrift für die mittlere Ausführungszeit 
ist in Formel 2 dargestellt. Auch hier ist eine Korrelation zwischen dem Parameter und dem der 
verbrauchten CPU-Zyklenanzahl vorhanden. Das beruht darauf, dass die Systeme versuchen Teilauf-
träge zu erfüllen und auch unter Umständen höher priore Tasks eintreffen, so dass dann laufende 
Tasks unterbrochen werden. Diese Kontextwechsel haben dann Auswirkung auf die Berechnungs-
dauer. 
Generell geht das Ermitteln der konkreten Werte der einzelnen Parameter sofort mit einer Verän-
derung der Anforderungen einher. Es ist nicht möglich, das System selbst von innen zu beobach-
ten, ohne dass dies Einfluss auf die Ressourcenbedarfe hat. Das ist darin begründet, dass die Be-
obachtung an sich auch selbst Ressourcen benötigt, um die Daten zu ermitteln bzw. diese zu be-
rechnen und abzulegen. Bei detaillierter Betrachtung erfolgt dabei ein größerer Verbrauch an CPU-
Zyklen, ein größerer Verbrauch an Speicher (runtime) und – je nach Speicherverhalten – ein größerer 
Verbrauch an Speicher (load). Somit ergibt sich ein potentieller Einfluss auf die Zyklusabweichung. 
Da aufwändige Auswertungen auch offline von der überwachten Software durchgeführt werden 
können, sollte der Einfluss auf die Zyklusabweichung gering sein. Nach dem vollständigen Bench-
marking kann das Logging eingeschränkt werden, damit keine Einschränkungen während des Nor-
malbetriebs der FEs auftreten. Durch die so generierten Messfehler werden die getroffenen Ergeb-
nisse nur pessimistischer, so dass sie den zugesicherten Funktionsumfang nicht behindern, son-
dern nur noch eine zusätzliche Reserve einbauen.  




Neben den Anforderungen der einzelnen FEs, müssen zudem die Fähigkeiten der einzelnen Hard-
waresysteme ermittelt werden. Es ist nötig, jeden einzelnen Hardwaresystemtyp zu testen, da 
diese sich in der Performance unterscheiden können und somit unterschiedliche Mengen an FEs 
beherbergen können. Damit die zuvor gezeigten relevanten Parameter ermittelt werden können, 
muss die Plattform mit einem Benchmark bzgl. ihrer Leistungsfähigkeit getestet werden. Es kön-
nen hier aber nur Parameter untersucht werden, welche die konkrete Hardware des Systems be-
reitstellt. Im Regelfall sind das die folgenden Parameter: Speicher (runtime), Speicher (load) und ver-
brauchte CPU-Zyklen. Zeiten können jedoch nicht pauschal ermittelt werden, da diese auf den kon-
kreten Algorithmen basieren. Zur Ermittlung des Parameters Speicher (runtime) muss der noch ver-
fügbare RAM ausgelesen werden. Dabei kommt es in der Regel zu anderen Werten, als diese in der 
Beschreibung des Hardwaresystems aufgezeigt sind, da das laufende Betriebssystem und noch 
andere laufende Prozesse, wie z.B. die Runtime für die FEs, RAM benötigen. Ebenso vergleichs-
weise einfach wird Speicher (load) ermittelt. Dabei wird der nicht belegte Speicherplatz auf System-
partition ermittelt. An dieser Stelle kommt es zu Abweichungen je nach Ausstattung des Hardware-
systems, da hier ebenso schon das Betriebssystem und weitere installierte Anwendungen, Logbü-
cher und so weiter, vorhanden sind. Die Ermittlung des Wertes für die möglichen CPU-Zyklen auf 
dem Hardwaresystem lässt sich hingegen nicht direkt auslesen. Hierfür wird ein Benchmark mit 
wachsender Menge an Threads, welche eine Endlosschleife implementieren, gestartet und ebenso, 
wie zuvor bei den FEs beschrieben, überwacht. Somit wird auch die Grundlast des Betriebssystems 
und weiterer auf dem Hardwaresystem laufende Prozesse berücksichtig. Nicht direkt adressiert 
wird die konkrete Floatingpoint-, Integerperformance und die Speicheranbindung. Dies ist zwar 
integrierbar, führt jedoch dazu, dass tiefgreifende Analysen der einzelnen Algorithmen durchge-
führt werden müssen, so dass die im Benchmark der Plattform gefundenen Grenzwerte auch auf 
die abzuarbeitenden FEs übertragen werden können. Die auf dem aufgezeigten Weg gefundenen 
Ergebnisse sind somit als relativ ungenau anzusehen und sollten daher mit einer großzügigen Re-
serve versehen werden, so dass die Funktionalität sichergestellt werden kann.  
Zusammenfassend lassen sich die in Tabelle 3 dargestellten relevanten Parameter für die Vertei-
lung von FEs auf heterogene Hardware festhalten. Das Feld des Performance-Engineerings aus der 
Welt der Hochleistungsrechner bietet viele weitere Möglichkeiten, noch genauere Untersuchungen 
und Abschätzungen bzgl. der Lauffähigkeit der FEs auf einzelnen Hardwaresystemen durchzufüh-
ren. Diverse Ansätze aus dem Umfeld (z.B. von Clinard (Clinard 2017)) wurden hier umgesetzt, ins-
besondere der Auswahl der Key Performance Indicators (KPIs), kontinuierlicher Anstieg der Last – 




auch mit ghost runs - und Visualisierung der Ergebnisse helfen dabei ein klareres Ergebnis zu er-
halten. Das Thema ist dabei Gegenstand aktueller Forschung, so dass diese für eine verbesserte 
Integration in den hier vorgestellten Benchmarker erst abgeschlossen sein muss.  
Tabelle 3: Zusammenfassung relevante Parameter 
Name Formelzeichen Kurzbeschreibung 
Speicher (load)  Speicherbedarf des FEs bzw. Angebot des Spei-
chers eines Hardwaresystems bzgl. permanen-
tem Speicher (z.B. HDD) 
Speicher (runtime)  Speicherbedarf des FEs bzw. Angebot des Spei-
chers eines Hardwaresystems bzgl. flüchtigem 
Speicher (RAM) 
Anzahl CPU Cycles   CPU-Zyklenanzahl, die ein FE auf einem System 
zur vollständigen Berechnung benötigt bzw. die 
ein System zur Verfügung hat 
Klemme-Klemme-Reakti-
onszeit 
 Zeit zwischen zwei definierten Punkten in einem 
Netzwerk funktionaler Elemente, die benötigt 
wird bis eine Reaktion auf ein Ereignis eintritt 
mittlere Abweichung des 
Beginns der Berechnung 
 Abweichung des Berechnungsbeginns eines FEs 
gegenüber dem geplanten Zeitpunkt 
mittlere Ausführungszeit  mittlere Zeit, die benötigt wird, damit die Berech-
nung eines FEs auf einem System durchgeführt 
werden kann 
5.6 VERTEILUNG FUNKTIONALER ELEMENTE 
Das Netzwerk funktionaler Elemente wird ohne eine konkrete Zuordnung zu den im Netzwerk be-
findlichen Ressourcen erstellt. Die FEs müssen zwar während des Entwurfs des Netzwerks mit 
funktionalen und nicht-funktionalen Anforderungen versehen werden, aber eine konkrete Zuord-
nung zu einer Hardware und Software bleibt zu diesem Zeitpunkt noch offen. Dies hat den Vorteil, 
dass immer eine auf die Erfüllung der Anforderung optimierte Verteilung erreicht werden kann, 
ohne direkt beim Erstellen des Netzwerks alle Eigenheiten der Hardware berücksichtigen zu müs-
sen und sich bereits zu diesem Zeitpunkt auf eine Hardware festlegen zu müssen. Diese Aufgabe 




erledigt in der Werkzeugkette der Verteiler (siehe Abbildung 56). Der Verteiler braucht für die Auf-
gabe der Zuordnung das Netzwerk der FEs, die bereitgestellte Hardware auf der das Netzwerk 
ablaufen soll und eine Beschreibung über die Anforderungen der FEs sowie die bereitgestellten 
Ressourcen der einzelnen Hardware-Komponenten. Das Netzwerk logischer Instanzen funktiona-
ler Elemente, welches der Vernetzer ausgibt, muss vom Verteiler eingelesen werden. Die vorhan-
denen Hardware- und Software-Plattforminstanzen können auf verschiedenen Wegen ermittelt 
werden. Im einfachsten Fall sind diese ebenso durch eine Beschreibung in Form einer XML-Datei 
einlesbar. Alternativ können auch Protokolle, wie Simple Service Discovery Protocol zur Erkennung 
von vorhandener Hardware im Netzwerk, oder andere Netzwerkmanagementwerkzeuge verwen-
det werden. Die Möglichkeit der Verwendung des automatischen Ermittelns der verfügbaren Hard-
ware ist zu diesem Zeitpunkt der Werkzeugkette noch abhängig davon, ob überhaupt die Hardware 
bereits vorhanden ist und vernetzt zur Verfügung steht. Ist dies nicht oder nicht sicher der Fall, 
sollte zwingend auf die Möglichkeit der expliziten Beschreibung mittels einer XML-Datei zurückge-
griffen werden. Eine Beschreibung zu den Fähigkeiten der einzusetzenden Hardware muss eben-
falls mittels einer XML-Datei erfolgen. Diese Fähigkeiten umfassen insbesondere die funktionalen 
und nicht-funktionalen Anforderungen. Als Gegenstück dazu müssen die FEs, welche zu instanzi-
ieren sind, mit ihren funktionalen und nicht-funktionalen Anforderungen beschrieben sein. Im Ver-
netzungsprozess ergeben sich zusätzliche funktionale und nicht-funktionale Anforderungen, wie 
z.B. die konkrete Verortung bestimmter FEs auf bestimmte Hardware oder an eine bestimmte Lo-
kalität, oder bestimmte Zeitgrenzen, die Teile des Netzwerks einzuhalten haben. Diese Anforde-
rungen sind im Idealfall im Beschreibungsformat des Vernetzers enthalten. Ist das nicht möglich, 
so müssen auch diese Anforderungen mit zu den Anforderungen der FEs ergänz werden, um letz-
ten Endes mit in den Verteilungsprozess einzufließen. Nur mit einer expliziten Beschreibung der 
Fähigkeiten der Hardware und den Anforderungen der FEs kann dann im Verteiler eine Abbildung 
erfolgen. Ein möglicher Verteilungsalgorithmus, welcher all diese Informationen aufnimmt und 
verarbeitet, wird durch Thamm (Thamm 2019) vorgestellt. Innerhalb dieses Algorithmus wird zu-
erst das FE mit den meisten Verbindungen aus dem Netzwerk herausgesucht. Anschließend wird 
anhand der Anforderungen eine passende, zentral im System der vernetzten Hardwaregelegene 
Ressource ausgewählt und das FE dieser Ressource zugewiesen. Von diesem Startpunkt wählt der 
Algorithmus immer wieder ein benachbartes FE anhand der Anzahl an Verbindungen aus und ver-
sucht, dies einer passenden, bereits allokierten Ressource zuzuordnen. Kommt es bei dieser Zu-
ordnung dazu, dass mehrere Ressourcen prinzipiell geeignet sind, so wird die Ressource mit der 
niedrigsten Kommunikationszeit ausgewählt, da Thamm (Thamm 2019) davon ausgeht, dass die 




Kommunikationszeit einen wesentlichen Einfluss auf die Verteilbarkeit des Netzwerks hat. Die letz-
ten beiden Schritte wiederholen sich dann so oft, bis kein unverteiltes FE mehr existiert. Für jede 
Kommunikationsverbindung werden Kommunikationsfunktionsblöcke eingefügt, die dann ebenso 
in die Betrachtung der Hardwareressourcen mit einfließen. Abschließend werden noch einmal die 
nicht-funktionalen Anforderungen in Bezug auf die zeitlichen Anforderungen im Netzwerk über-
prüft. Werden dabei noch Unzulänglichkeiten gefunden, müssen diese im Algorithmus nochmals 
berücksichtigt werden. Sind alle Anforderungen erfüllt, so muss der Verteiler das entsprechende 
Ergebnis exportieren. Dies wird idealer Weise mit dem gleichen Format ausgegeben, das auch Ver-
netzer verwendet. Dies ermöglicht, dass die ressourcenbasierte Verteilung nochmal im Vernetzer 
betrachtet und gegebenenfalls manuell angepasst werden kann. 
 
Abbildung 56: Ausschnitt 3 der Werkzeugkette 
5.7 ONLINE TOOL 
Das im vorherigen Schritt logisch verteilte Netzwerk muss letztendlich noch auf der realen Hard-
ware instanziiert werden. Hierfür wird ein Werkzeug benötigt, welches die partitionierte und zuge-
ordnete Applikationskonfiguration einliest und diese auf die einzelnen Plattforminstanzen mit der 
jeweiligen Runtime verteilt (siehe Abbildung 57). Offensichtlich dabei ist, dass das Online Tool das 
Austauschformat, welches der Verteiler ausgibt, einlesen muss und die vorhandene Hardware und 
Software-Plattformen auffinden muss. Die Hardware kann, im einfachsten Fall, direkt mit aus der 
Ausgabe des Verteilers verwendet werden oder muss mit im Online Tool gepflegt werden. Ist dies 
nicht möglich oder nicht gewünscht, können Service Discovery Dienste, wie z.B. Simple Service Dis-




covery Protocol, oder ein vorhandenes Netzwerkmanagement verwendet werden. Bei der auto-
matischen Erkennung durch Protokolle ist zu beachten, dass diese Mechanismen unter Umstän-
den auf das jeweils zu verwendende Bussystem angepasst werden müssen. Deshalb empfiehlt es 
sich, auf Netzwerkmanagement oder vorab konfigurierte Lösungen zu setzen. Sind die vorhande-
nen Geräte bekannt und das Netzwerk der FEs eingelesen, so müssen die den einzelnen Geräten 
zugewiesenen Teile extrahiert und auf das jeweils nötige Beschreibungsformat für das Gerät über-
führt werden. Hierbei findet eine Modelltransformation von dem Beschreibungsformat des Ver-
netzers auf das Beschreibungsformat der Software-Plattform statt. Ist dieser Schritt erfolgt, so 
muss das Zielgerät entsprechend konfiguriert werden. Dabei werden verschiedene Lösungen in 
den verschiedenen Bussystemen und Software-Plattformen verwendet, was auch hier wieder das 
Online Tool lösen muss. Es bestehen Dienste auf Netzwerkprotokollebene wie bei Profibus FMS, 
die ein Erstellen und Zerstören von Funktionsblöcken ermöglicht. Auch wird in der IEC 61499 eine 
Sprache beschrieben, mittels derer Managementfunktionsbausteine angesprochen werden kön-
nen. Diese können das Anlegen und Zerstören, Starten und Stoppen von Funktionsblöcken auslö-
sen, aber auch einzelne Werte lesen und setzen. Andere Dienste nutzt z.B. das Generic Device, 
welches sich durch eine dynamische Änderung der Konfigurations-XML-Datei umkonfigurieren 
lässt. Da es keine universelle Lösung gibt, welche alle Software-Plattformen unterstützt, ist es er-
forderlich, dass für die zu verwendenden Software-Plattformen die entsprechenden Protokolle 
bzw. Schnittstellen implementiert werden. Über diese Schnittstellen werden dann plattformspezi-
fisch die FEs auf dem Gerät instanziiert, die Kommunikation zwischen den Elementen sowohl in-
nerhalb des Geräts als auch über Gerätegrenzen hinweg eingerichtet und das spätere Monitoring 
konfiguriert. War die Konfiguration aller Geräte mit den FEs erfolgreich, so kann das Netzwerk ge-
startet werden.  
Läuft das Netzwerk, so können die performancerelevanten Parameter überwacht und somit die 
Verteilung überprüft werden. Hierfür können die Grenzwerte für die Parameter direkt an die Ge-
räte mit übergeben werden, so dass diese sich selbst überwachen. Eine weitere Möglichkeit wäre, 
dass alle Parameter an das Online Tool geschickt werden, welches dann die Auswertung vornimmt. 
Es können jedoch nicht alle Parameter dezentral überwacht werden, da gerade bei zeitlichen Be-
dingungen das Zusammenspiel mehrerer Geräte relevant ist. Empfehlenswert ist hier ein Mittel-
weg, bei dem die Geräte lokale Parameter selbst überwachen und verteilte Parameter zentral über-
wachen lassen. Die Geräte müssen dann nur bei Grenzwertüberschreitungen Alarm geben und 
weniger performancerelevante Parameter versenden. Werden keine Grenzen überschritten, so 




kann die Anlage mit dem verteilten Netzwerk den folgenden ausführlichen Funktionstests unter-
zogen werden. Ist dies nicht der Fall, so muss dies dem Verteiler mitgeteilt werden, so dass dieser 
eine neue Verteilung für die FEs bestimmt.  
 
Abbildung 57: Ausschnitt 4 der Werkzeugkette 
5.8 PLATTFORMÜBERGREIFENDE FUNKTIONALE ELEMENTE 
Das Verteilen der FEs auf Umgebungen (Hardwaresysteme und Software-Plattformen) des gleichen 
Typs ist bereits nicht trivial, da neben dem normalen Applikationsentwurf auch noch die Kommu-
nikationszeiten zwischen den einzelnen beteiligten Geräten berücksichtigt werden müssen und bei 
Bedarf auch Synchronisation zwischen den Geräten bestehen muss. Die Verwendung heterogener 
Hardwaresysteme für die Applikationen ist dabei in einem gewissen Rahmen auch möglich. Die 
Verteilung auf unterschiedliche Software-Plattformen stellt hingegen eine große Herausforderung 
dar. Sie bietet jedoch große Vorteile, da so die Vorzüge der unterschiedlichen Software-Plattformen 
genutzt werden können und der Integrator nicht auf einen einzelnen Runtime-Hersteller angewie-
sen ist. Dabei ist es ein wesentlicher Punkt, dass die Werkzeugkette den Integrator unterstützt, so 
dass dieser die Komplexität, welches die Verteilung auf unterschiedliche Software-Plattformen mit 
sich bringt, nicht händisch lösen muss.  
Die Herausforderungen an diesem Szenario sind, dass die Runtimes unterschiedliche, potentiell 
nicht offene Schnittstellen für Konfiguration und Kommunikation zur Laufzeit bzw. schlecht doku-
mentierte Schnittstellen bereitstellen, welche in die Werkzeugkette integriert werden müssen. Wei-
terhin bestehen Einflüsse auf die Funktionsweise der Anlagenapplikation, welche verteilt werden 
soll. Als Beispiel werden zwei FEs zeitgleich durch ein Event aufgerufen. Da die Ausführungsreihen-
folge der FEs in dem Fall parallele Abarbeitung verlangen würde, die Runtime jedoch nur ein Ele-
ment zu einer Zeit ausführen kann, muss hier eine Priorisierung erfolgen. Diese ist jedoch runti-
mespezifisch, wodurch es zu unterschiedlichem Verhalten für das gleiche Netzwerk auf unter-
schiedlichen Runtimes kommen kann. Die Runtimes stellen den FEs Bibliotheken zur Verfügung, in 




denen Funktionalitäten und Schnittstellen beschrieben werden, welche die FEs zwingend verwen-
den müssen. Die Bibliotheken sind dann in der jeweiligen Programmiersprache und im Kontext 
der Runtime verfasst. Die beschriebene Abhängigkeit zwischen Runtime, Zielprogrammiersprache 
und den dazu passenden Software-Bibliotheken lässt sich über den Generator lösen, indem für 
jede Software-Plattform ein eigener Code generiert wird. Jedoch steigt damit auch die Vielfalt der 
zu benchmarkenden Objekte und der mitzuführenden Elemente in den Beschreibungen. Für un-
terschiedliche Plattformen müssen für die FEs separate Benchmarks durchgeführt werden. Diese 
Ergebnisse müssen dann in den Verteiler mit einfließen. Es entsteht damit eine Menge an Beschrei-
bungen für – aus funktionaler Sicht betrachtet – ein und dasselbe FE, was die Komplexität, welche 
der Verteilter beherrschen muss, erhöht. Generell sollte jedoch diese Komplexität in den Beschrei-
bungen bleiben, so dass der Integrator mit dieser nur am Rande konfrontiert wird. In den Genera-
tor, den Verteiler und das Online Tool müssen Erweiterungen für die einzelnen Runtimes integriert 
werden, damit das Verbergen der Komplexität für den Integrator möglich ist.  
Bei der Verwendung unterschiedlicher Hardwaresysteme treten auch noch weitere Herausforde-
rungen auf. Unterschiedliche Hardware-Plattformen geben unterschiedliche Informationen bei 
gleichen Abfragen heraus. Zum Beispiel liefert ein getestetes ARM-Development Board aus einem 
nicht näher genannten Industrie-PC zeitliche Informationen mit einer Auflösung im Millisekunden-
Bereich. Auf einem normalen Desktop-PC und den Raspberry Pis sind diese im Mikrosekunden-
Bereich angegeben. Werden diese Daten ohne das Hintergrundwissen direkt miteinander vergli-
chen, wird der Vergleich im Verteiler im Regelfalle so ausgehen, dass der getestete Industrie-PC 
gegenüber den anderen Systemen als Hardwaresystem vorzuziehen ist, obwohl der Industrie-PC 
aus Sicht der Performance schlechter ist. Dieses Wissen muss explizit mit in den Benchmarker ein-
fließen. Es muss jedoch auch angemerkt werden, dass diese Feststellung ein Einzelfall war. Eine 
weitere Herausforderung für die Verteilung auf unterschiedlichen Hardwaresystemen ist, dass die 
Datentypen unterschiedlich definiert sein können. Beim Übergang zwischen den Runtimes können 
dabei schon Unterschiede in der Benennung entstehen, welche aber in der Regel aufeinander ab-
gebildet werden können. Beim Wechsel von Hardwarearchitekturen kann es hingegen dazu kom-
men, dass sich die Länge der Datentypen unterscheidet und es somit zu Überläufen kommt. Der 
Datentyp unsigned int ist beispielsweise in der Programmiersprache C auf x86 Plattformen 16 Bit 
und auf x64 Plattformen 32 Bit. Um dieser Herausforderung zu begegnen, sollten zwingend immer 
Datentypen mit expliziter Länge, wie z.B. uint16_t, verwendet werden.  




Zusammenfassend kann gesagt werden, dass die unterschiedlichen Umgebungen innerhalb der 




- Online Tool 
Der Generator generiert die spezifischen FEs gleich für die richtige bzw. alle Runtimes. Dies bein-
haltet die korrekte Programmiersprache und die entsprechenden, für die Runtime zwingend be-
nötigten, Schnittstellen. Der Benchmarker testet jedes FE, damit die Ressourcenbedarfe definiert 
sind. Da sich unterschiedlichen Software-Plattformen und unterschiedliche Hardwaresysteme auf 
die Performance der einzelnen FEs auswirken, müssen diese mit in die Tests einbezogen werden 
und je in Kombination miteinander getestet werden. Dabei ergibt sich die Mengenberechnung der 
Test für jedes FE nach Formel 3. Der Verteiler muss die Ergebnisse aus dem Benchmarker berück-
sichtigen. Da diese sehr vielfältig ausfallen, wird auch an dieser Stelle der Aufwand für eine opti-
male Verteilung größer. Jedoch müssen beim Verteiler keine speziellen Anpassungen für jede Soft-
ware-Plattform oder jedes Hardwaresystem vorgesehen werden. Das Online Tool hingegen muss 
wieder für alle Software-Plattformen angepasst werden, da das Online Tool unter Umständen die 
FEs ausliefern und die entsprechenden Runtimes starten und überwachen muss. 
ü    ∗ ∗  
Formel 3: Mengenbetrachtung für Benchmarks 
Bei all dem ist das generelle Ziel, dass alle Schnittstellen zu den Runtimes so gut wie möglich um-
gesetzt werden sollen. Die speziellen Anpassungen in den einzelnen Schritten der Werkzeugkette 
müssen auf so wenig Stellen wie mögliche reduziert werden. Dies ist notwendig, damit die Kom-
plexität (Variantenvielfalt) an Schritten der Werkzeugkette abgefangen wird, die so selten wie mög-
lich durchlaufen werden, damit der Gesamtaufwand für das Engineering der Anlagenapplikation 
beim Integrator nur unwesentlich gegenüber dem jetzigen Stand der Technik steigt. Dabei müssen 
nicht vereinheitlichbare Aufgaben, wie z.B. das unterschiedliche Timing auf unterschiedlichen Run-
times oder die unterschiedlichen Aufrufreihenfolgen, entweder mit harten Festlegungen für Ver-







Nach dem Entwurf der Werkzeugkette wird diese nun evaluiert, so dass ihre Funktionsfähigkeit 
nachgewiesen wird und eventuell existierende offene Herausforderungen gezeigt werden können. 
Hierfür wird zuerst ein Szenario definiert, mit dem die Evaluation durchgeführt werden soll. Im 
Anschluss werden die zwei verschiedenen Anwendungsfälle des modellgestützten Entwurfs von 
Feldgeräteapplikationen an dem Szenario evaluiert. Zuerst erfolgt ein klassischer Entwurf eines 
profilbasierten Feldgeräts und im Anschluss wird der erweiterte Entwurf verteilter Applikationen 
evaluiert. Letztlich wird in diesem Kapitel noch ein Fazit aus den durchgeführten Tests gezogen.  
6.1 SZENARIODEFINITION 
Für eine Evaluation der Werkzeugkette wird ein Szenario festgelegt, welches realisiert werden soll. 
Das Szenario ist – wie die Vorstellung der Werkzeugkette zeigt – zweigeteilt. Im ersten Teil erfolgt 
ein erweitertes Geräteengineering beim Hersteller, während im zweiten Teil der voll integrierte, 
erweiterte Entwurf verteilter Applikationen im Fokus steht. Das jeweilige Teilszenario ist bewusst 
einfach gehalten, so dass auftretende Herausforderungen leicht erkannt werden können. Generell 
soll das Ziel dieser Evaluation eine Machbarkeitsanalyse sein, bei der ausgewählte Herausforde-
rungen aufgezeigt werden.  
Für eine profilbasierte Definition eines Feldgeräts wird eine Messwerterfassung inklusive Limit 
Check ausgewählt. Hier wird auf Basis des Profils „RemoteIO for Process Automation“ (PROFIBUS 
Nutzerorganisation e.V. 2011) und dessen in Kapitel 4 vorgestellten Erweiterungen ein profilkon-
former Füllstandsensor entworfen. Weiterführend soll eine einfache Anlagenapplikation auf meh-
rere heterogene Geräte verteilt werden. Hierfür wird als auszuführender Prozess eine Füllstands-
regelung mit Zweipunktregler definiert. Dabei soll der zuvor entworfene Sensor genutzt werden, 
um den Pegel eines Tanks zu messen. Anhand dieser Messdaten muss eine Pumpe an- und aus-
geschaltet werden, so dass der Pegel des Tanks in definierten Grenzen bleibt. In der klassischen 
Automation sind drei Geräte vorhanden, welche die Aufgaben erfüllen. Das sind Sensor, SPS und 
Aktor (die Pumpe). Auch in der hier angestrebten Evaluation sollen diese drei Geräte verwendet 
werden.  
Als Plattform für die Evaluation werden verschiedene Geräte und Ablaufumgebungen eingesetzt. 
Als Endgeräte dienen dabei Standard Desktop-PCs bzw. darauf laufende Docker Container und 





ein Intel® Core® i5-4590. Der Raspberry Pi ist ein Raspberry Pi Model 1B bzw. ein Raspberry Pi 3. 
Als Ablaufumgebung kommt sowohl das Generic Device, als auch eine FORTE Runtime zum Einsatz. 
Als SPS kommt eine Beckhoff Steuerung C6030-0060 (Beckhoff Automation GmbH & Co. KG, 
Deutschland 2020) zum Einsatz, da diese über die Programmiersoftware TwinCAT eine PLCopen 
Im- und Exportschnittstelle zur Verfügung stellt. Die SPS verfügt über einen Intel® Core i3−7101E 
Prozessor. Neben einer virtuellen Realisierung erfolgt zudem ein realer Test. Bei diesem wird je-
doch auf Grund der benötigten Hardwareanbindung auf verschiedene Raspberry Pis mit unter-
schiedlichen Ablaufumgebungen zurückgegriffen. Zur Kommunikation zwischen den Geräten wer-
den Möglichkeiten für die Generierung von PROFINET IO-fähigen Geräten aufgezeigt. Da jedoch 
keine PROFINET IO Integration in 4diac FORTE vorhanden ist, wird die Umsetzung auf MQTT als 
Kommunikationsprotokoll aufbauen.  
 
Abbildung 58: Schematische Darstellung des Demonstrators 
 
Abbildung 59: Versuchsaufbau des Demonstrators 
Das zu automatisierende System besteht aus zwei Behältern. Eine schematische Darstellung ist in 





Zufluss des oberen Behälters erfolgt über eine Pumpe und wird so gesteuert, dass der Füllstand 
des oberen Behälters sich immer in festen, einstellbaren Grenzen befindet. Für den Füllstand des 
oberen Behälters wird ein Ultraschallsensor verwendet. Der reale Versuchsaufbau mit zwei Rasp-
berry Pis, einem HC-SR04 Ultraschallsensor, einem Relais und einer Pumpe ist in Abbildung 59 zu 
sehen. Die Beckhoff SPS ist nicht abgebildet. 
6.2 EVALUATION DER PROFILBASIERTEN DEFINITION EINES 
FELDGERÄTS 
Im Folgenden wird der modellgestützte und profilbasierte Entwurf eines Füllstandsensors für das 
zuvor beschriebene Szenario vorgestellt. Zur besseren Einordnung ist noch einmal die Werkzeug-
kette mit entsprechenden Verweisen in Abbildung 60 dargestellt. In diesem Unterkapitel wird ins-
besondere auf die Umsetzungen im Profil, der Profil-XML-Datei (markiert mit 1 in der Abbildung) 
und den Generator (markiert mit 2) eingegangen. Die weiterhin beteiligten Schritte aus der Werk-
zeugkette, wie das Profil Tool von Frenzel et al. (Frenzel et al. 2010), die verwendete IDE (markiert 
mit 3), den Vernetzer (markiert mit 4), das Werkzeug zur Geräteerstellung von Simros et al. (Simros 
et al. 2014), welche in diesem Fall einfach Funktionen des Online Tools übernimmt (markiert mit 5) 
und das Werkzeug zur Generierung der Gerätebeschreibung von Gössling (Gössling 2014) (mar-
kiert mit 6) werden nur kurz angerissen. Anschließend erfolgt nach einer Zusammenfassung der 
Ergebnisse ein Vergleich mit der traditionellen Erstellung von profilbasierten Feldgeräten.  
 
Abbildung 60: Werkzeugkette mit Verweisen zu getesteten Teilen 
6.2.1 Geräteprofil RemoteIO for Process Automation 
Das originale Geräteprofil, so wie es spezifiziert ist, stellt nur die Namen der FEs und Parameterta-
bellen im formalen Teil des Profils bereit. Da dies für eine vollständige Generierung der Geräte-
applikation nicht ausreichend ist, werden die Informationen, welche im formalen Teil des Profils 
bereitgestellt werden, um die Informationen, wie sie in 4.5 beschrieben wurden, ergänzt. Im Fol-





Function Block) eingegangen werden. Dieser soll für die Messwerterfassung des Füllstandsensors 
verwendet werden. Der ausgewählte Funktionsblock besitzt unterlagerte FEs. Das sind: 
- optional ein Block als Simulation Handling Function, 
- verpflichtend ein Block als Mode Handling Function, 
- optional ein Block als Failsafe Handling Function und  
- optional ein Block als Limit Check Function.  
Weil dieser Zusammenhang bisher nur in dem textuellen Dokument des Profils enthalten war, 
wurden die Informationen zu dem formalen Teil des Profils hinzugefügt. Nach der Anreicherung 
ergibt sich der in Abbildung 61 dargestellte Stand der enthaltenen Informationen. Hierbei sind ne-
ben der allgemeinen Beschreibung des FEs zwei Listen von möglichen unterlagerten FEs und eine 
Liste mit Verweisen auf die zu implementierenden Parameterlisten zu sehen.  
 
Abbildung 61: Definition von FE01 im formalen Teil des Profils 
Da an den Parametertabellen nur unwesentliche Änderungen durchgeführt wurden, erfolgt hier 
keine weitere detaillierte Vorstellung der Definition der Parameter. Es wurden lediglich Parameter 
für den Sollwert, der bei der Mode Handling Function benötigt wurde, ergänzt. Weiterführend wur-
den bei den Parametertabellen Festlegungen für die Input- und Output-Daten getroffen und zu-
sätzliche Parametertabellen pro Funktionsblock angelegt. Dieser Schritt wurde nötig, da Input- und 
Output-Daten sonst nur im nicht formalen Teil des Profils dargestellt waren. Zusätzlich sind für 





entfernt worden. Dies erleichtert den Zugriff auf die einzelnen Datenpunkte in den Zustandsma-
schinen und beugt der Definition eigener zusammengesetzter Datentypen in den verschiedenen 
Laufzeitumgebungen vor. Auch die Definition der Zustandsmaschine für die Limit Check Function 
wurde bereits unter 4.5.1 ausführlich beschrieben und wird daher an dieser Stelle nicht wiederholt. 
Der Zustandsautomat der Mode Handling Function wird hier noch einmal abgebildet. Dabei sind in 
Abbildung 62 die sechs Zustände inklusive der Zuweisungen dargestellt, welche bei jedem Durch-
lauf der drei Hauptzustände (Mode Auto, Mode Manual und Mode Out Of Service) durchgeführt wer-
den. Abbildung 63 zeigt die Transitionen, welche benötigt werden. Auch hier sind explizit die Gua-
rds und Actions mit der MathML Content Markup Syntax annotiert, so dass im weiteren Verlauf die 
Funktionalität generiert werden kann. Somit ergibt sich das in Abbildung 64 dargestellt Zustands-
diagramm. Es ist erkennbar, dass es hier zu einer Mischung der Produktivzustände mit weiteren 
Zuständen für die Organisation der Funktionsblöcke kommt. So gibt es einen Initialisierungszu-
stand, in dem Vorbereitungen vor dem eigentlichen Start des Funktionsblocks durchgeführt wer-
den können und bei den Transitionen init und shutdown Ereignisse, welche den Block zur Initiali-
sierung bzw. zur kontrollierten Zerstörung bringen. Für eine spätere Generierung müssen hier 
zwingend Transitionen angegeben werden, da diese später auf Ereignisse in den Funktionsblöcken 
abgebildet werden.  
 












Abbildung 64: Zustandsdiagramm der Mode Handling Function 
Als weiterführende Ergänzung wurden die Enumerationen hinzugefügt. Als Ausschnitt wird hier 
die relevante Enumeration für die Mode Handling Function gezeigt (vgl. Abbildung 65). Diese bildet 
die drei definierten Modi ab, welche die Funktion annehmen kann. Zusätzlich sind noch Zahlenko-
dierungen ergänzt worden. Innerhalb der Zustandsmaschinen kann, sofern der Wert innerhalb des 
Profils eindeutig ist, direkt über den Namen zugegriffen werden. Ist der Name nicht eindeutig, so 
muss zwingend noch die ID der Enumeration in den Zustandsmaschinen mit genutzt werden. Der 
Zugriff erfolgt dann z.B. über ENUM02.AUTO. 
 
Abbildung 65: Enumeration für die Mode Handling Function 
Da in dem bisherigen Teil nur Parametertabellen definiert waren und die einzelnen Parameter 
noch zu APOs zusammengefasst werden können, werden auch noch Beschreibungen für die Zu-
sammenstellung der APOs definiert. Da das hier betrachtete Profil jedoch keine weiterführenden 
Definitionen trifft, erfolgt die Festlegung, dass jeder einzelne Eintrag in den Parametertabellen ei-





Mode Handling Function. Diesem werden eine ID, ein Name und eine grobe Anforderung für die ASE 
übergeben. Die konkreten Festlegungen sind in Abbildung 66 zu sehen. Dabei werden für das Profil 
alle Parameter im eigentlichen Sinne für eine ParameterDataASE vorgesehen. Alle Input- und Out-
put Variablen der FEs werden als IODataASE abgelegt. Diese ASE Kategorisierung ist dabei noch 
nicht busspezifisch und dient nur der groben Typisierung der Anforderungen an die ASE (vgl. 
4.5.3.2). 
 
Abbildung 66: Mapping von dem Parameter Mode der Mode Handling Function auf ein APO 
Die Abbildung der definiten APOs auf konkrete ASEs erfolgt in einer separaten Datei pro zu ver-
wendendem Bussystem. Für das hier zu erstellende Szenario werden zwei Mapping-Dateien er-
stellt, eine für PROFINET IO und eine für MQTT. Dabei werden auch hier nur auszugsweise einzelne 
ASEs Typen vorgestellt. Das konkrete Bus-Mapping für eine PROFINET IO erfolgt gemäß DIN EN 
61158-5-10 (DIN EN 61158-5-10). Exemplarisch wurde eine RecordDataASE ausgewählt, mit der das 
zuvor definierte APO aus Abbildung 66 übertragen werden soll. Hierfür zeigt Abbildung 67 ein XML-
Schema, welches die Parameter für eine solche ASE beherbergt. Dabei können im Profil nur die 
Attribute der ASEs festgelegt werden, die zu dem Zeitpunkt bereits bekannt sind. Bei PROFINET IO 
ist der Slot beispielsweise bei den meisten Umsetzungen geräteaufbauspezifisch und kann somit 
noch nicht zur Designzeit des Profils fix sein. Gleiches gilt für das DeviceTopic und den Server bei 
MQTT. Hier müssen Platzhalter eingefügt werden, die dann im Laufe der Geräte- und/oder Appli-
kationsentwicklung durch konkrete Werte ersetzt werden müssen. Hierfür sind in der Beschrei-
bung Platzhalter wie z.B. „%X“ für beliebig oder „%C“ für kanalabhängig vorzusehen. Abbildung 68 
zeigt die exemplarische Abbildung. Da es sich bei dem APO um einen einfachen Datentyp handelt, 
wird auch hier die entsprechende Beschreibung, wie sie in DIN EN 61158-1 (DIN EN 61158-1) vor-
gesehen ist, verwendet. Weiterhin wird die API fixiert. Der Slot und der Subslot sind abhängig vom 
konkreten Geräteaufbau und können erst zur Designzeit des Geräts fixiert werden. Für den Index 
enthält das Profil jedoch die Festlegung, dass dieses APO mit dem Indexoffset 2 von dem jeweils 






Abbildung 67: Spezieller ASE Knoten für Busmapping der RecordDataASE für PROFINET IO 
 
Abbildung 68: Konkrete Abbildung von apo1 auf eine RecordDataASE von PROFINET IO 
Konkrete Festlegungen für die möglichen ASEs, wie bei den etablierten Feldbussen, existieren für 
MQTT nicht. Daher erfolgt eine freie Definition der Attribute, die eine ASE über MQTT benötigt. 
Auch ist eine Unterscheidung in verschiedene ASE-Klassen bei der Verwendung von MQTT frag-





men ist. Eine Unterscheidung bezüglich verschiedener Zusicherungen kann über ein Quality of Ser-
vice Attribut gesetzt werden. Eine weitere, feingranulare Untergliederung in verschiedene ASE-
Klassen wird daher nicht durchgeführt. Die restlichen, nicht MQTT-spezifischen Attribute orientie-
ren sich an der RecordDataASE von PROFINET IO. Für die Adressierung bei MQTT wird ein Server 
und ein Topic benötigt. Da MQTT Daten als Zeichenkette überträgt, muss hier auch noch die gleiche 
Kodierung für die verschiedenen Datentypen verwendet werden. Deshalb ist an dieser Stelle ex-
plizit der Datentyp anzugeben werden, so dass der zu verwendende Stack die Daten korrekt in die 
Zeichenketten und wieder zurück umwandelt. Der Parameter des zu verwendenden Topics wurde 
geteilt und so können ein individueller Teil des Topics (DeviceTopic) und ein APO spezifischer Teil 
(DataTopic) definiert werden. Das Topic auf dem Server setzt sich dann aus DeviceTopic und Data-
Topic zusammen. Das entsprechende Schema für den neu definierten DataASE Knoten für MQTT 
ist in Abbildung 70 zu sehen. Dieser wurde nötig, da bisher keine Festlegungen bestanden und eine 
allgemeine ASE für das Kommunikationsprotokoll MQTT derzeit ausreichend erscheint. Die kon-
krete Abbildung des zuvor definierten APOs auf MQTT ist in Abbildung 69 dargestellt.  
 
Abbildung 69: Konkrete Abbildung von apo1 auf eine DataASE von MQTT 
Für das Profil RemoteIO for Process Automation wurden somit zwei separate Abbildungsdoku-







Abbildung 70: Spezieller ASE Knoten für Busmapping der ASE für MQTT 
6.2.2 Generator 
Der Generator erstellt aus der formalen Profilbeschreibung Quellcode und weitere Beschreibun-
gen für eine auf den Feldgeräten zu nutzende Software. Für das zuvor aufgezeigte Szenario wird 
hier wieder der bereits anfangs aufgegriffene Analog Input Function Block für den Füllstandsensor 
herangezogen. Die Steuerung der Pumpe mit einem Discrete Output Function Block erfolgt äqui-
valent. Dabei ist an dieser Stelle noch einmal festzuhalten, dass die konkreten Zugriffe auf die un-
terlagerte Hardware nicht ohne weiteres aus einem Profil generiert werden können. Die Profile 
beschreiben abseits von eventuell groben Einsatzbedingungen keine weiteren Details für die an 
die Feldgeräte anzuschließenden Sensoren und Aktoren. Zu diesen Unklarheiten kommt noch 
hinzu, dass auch die Sensoren und Aktoren auf den unterschiedlichen Hardware-Plattformen sehr 
verschieden angebunden werden müssen. So stellt z.B. der Raspberry Pi bereits eine GPIO-
Schnittstelle (General Purpose Input/Output Schnittstelle) zur Verfügung, mit der unter anderem 
direkt diskrete Signale aufgenommen und ausgegeben werden können. Wird unterlagert eine vir-
tuelle Maschine oder ein PC eingesetzt, so müssen zwingend USB-Geräte oder Erweiterungskarten 
verwendet werden, wenn Signale erfasst oder ausgegeben werden sollen. Klassisch geschieht dies 
in einem Transducer Block in dem Feldgerät. Daher kann an dieser Stelle angenommen werden, 
dass – sollte ein Transducer Block in einem Profil definiert sein – die Funktionalität dieses Blocks 
nicht mit einem generischen Ansatz, wie der in dieser Arbeit verwendet wird, generiert werden 
kann. In dem hier verwendeten Profil sind Parameterlisten für die verschiedenen Transducer 





Durch den Generator werden generell folgende Teile erzeugt: 
- der Quellcode, 
- ein Makefile, 
- die Beschreibung für den Vernetzer und 
- die Beschreibung für die Laufzeitumgebung der Funktionsblöcke. 
Ein grundlegender Funktionstest des Generators erfolgte bereits durch Rehm (Rehm 2017). Dabei 
wurde festgestellt, dass eine Generierung der Schnittstellen der einzelnen Funktionsblöcke leicht 
möglich ist. Die Generierung der vollständigen Funktionalität der Blöcke ist in Teilen ebenfalls um-
setzbar. Dabei ist jedoch die größte Herausforderung, dass die bisher existierenden Profile die 
Funktionalität nicht formal beschreiben. Somit müssen für Tests, wie zuvor bereits beschrieben, 
die Informationen zusätzlich in den formalen Teil überführt werden. Weiterführend zu dem grund-
legenden Funktionstest wurde unter anderem noch die Dokumentation aus dem Profil mit in den 
Quellcode und die Beschreibungsformate übernommen. Somit stehen alle Informationen aus dem 
formalen Teil des Profils im Quelltext zur Verfügung. Insbesondere werden die Beschreibungen 
der Parameter, welche bereits im originalen formalen Teil des Profils enthalten waren, mit zu dem 
Quellcode und der Beschreibung für den Vernetzer übernommen. Somit sind diese Informationen 
für alle weiteren Schritte leicht abrufbar. Die Generierung der Blöcke muss für die verschiedenen 
Ablaufumgebungen mit je einem Template pro Umgebung erfolgen. Detailliert wird im Folgenden 
das Template für das Generieren der Blöcke für das Generic Device vorgestellt.  
Für das Generic Device muss Quellcode in C++ erzeugt werden. Es wird jedoch nur Quellcode für 
alle nicht zusammengesetzten Funktionsblöcke erstellt. Dies ist darin begründet, dass die Funktio-
nalität der zusammengesetzten Funktionsblöcke im Netzwerk der Funktionsblöcke enthalten ist. 
Für den Quellcode werden die Header-Dateien erzeugt, welche die Schnittstellen des Funktions-
blocks, die Attribute der Klasse, die Enumeration für die Zustandsmaschinen und die Schnittstellen 
zur Laufzeitumgebung enthalten. Zusätzlich werden auch hier die weiterführenden Informationen 
aus dem Profil als Doxygen-Kommentare abgelegt. Als Beispiel ist die Definition vom Attribut des 
Low-Limits von dem Limit Check Function Block in Abbildung 71 aufgeführt. Dabei ist der Doxygen-
Kommentar direkt vor dem Attribut dargestellt. Er enthält alle Informationen, welche das Profil 
bereitstellt. Dabei wird deutlich, dass bei dem verwendeten Profil noch Nachholbedarf bei Be-
schreibung der Parameter besteht. So sind z.B. wesentliche Felder, wie das Feld Semantics of Value, 





werden und dann wieder in die Beschreibungen für den Vernetzer und den Inhalten für die Gerä-
tebeschreibung mit übernommen werden. Es können aber noch nicht alle Beschreibungen bereits 
im Profil vorbelegt sein. So ist es z.B. wie bei der Definition eines allgemeinen Sensor Transducer 
Blocks nicht möglich, die Engineering Unit bereits zur Profilzeit festzulegen. Dies kann entweder 
erst bei der konkreten Ausprägung des Blocks beim Gerätehersteller erfolgen oder sie wird ganz 
weggelassen.  
 
Abbildung 71: Definition des Attributs für das Low Limit im Limit Check Function Block 
 





Neben den Header-Dateien wird zudem die eigentliche Funktionalität in Form von cpp-Dateien er-
zeugt. Dabei werden neben den Zugriffsfunktionen für die Parameter und der allgemeinen Initia-
lisierung des Funktionsblocks noch die Zustandsmaschinen generiert. Dabei sieht die Ablaufum-
gebung für das Generic Device spezielle Funktionen für die Abarbeitung des Funktionsblocks vor. 
Diese handle-Funktion liest die Eingänge des Funktionsblocks, ruft die Abarbeitung der Zustands-
maschine auf und schreibt die Ausgänge des Funktionsblocks. Für die Abarbeitung der Zustands-
maschine sind noch eine Reihe weiterer Funktionen definiert. Diese sind jedoch nicht Teil der spe-
zifischen Ablaufumgebung des Generic Devices und können somit auf anderen Software-Plattfor-
men wiederverwendet werden. Die mit Header und Quellcode generierte Klasse und Enumeratio-
nen sind in Abbildung 72 zu sehen.  
Damit aus dem Quellcode leicht eine ausführbare Datei erstellt werden kann, wird zusätzlich noch 
ein Makefile generiert. Dieses ermöglicht einem software-plattform- und architekturspezifischen 
Compiler den Quellcode zu übersetzen. Da ein Profil in der Regel mehrere solcher Funktionsblöcke 
beschreibt, wird hier dennoch nur ein Makefile gebraucht, welches dann für die verschiedenen 
Funktionsblöcke die verschiedenen ausführbaren Dateien erzeugt. In dem Beispiel für das ge-
wählte Profil hat das Makefile zehn Einträge, da auch hier nur Einträge für die nicht zusammenge-
setzten Funktionsblöcke gebraucht werden.  
 
Abbildung 73: Schnittstellendarstellung des Limit Check Function Blocks 
Auch werden mittels des Generators Beschreibungen für die folgenden Werkzeuge in der Kette für 
die Funktionsblöcke generiert. Die erste zu betrachtende Beschreibung ist die, welche dann im 
weiteren Verlauf im Vernetzerwerkzeug verwendet werden soll. Als Vernetzter ist hier das Werk-
zeug 4diac IDE ausgewählt, welches eine XML-basierte und IEC 61499 kompatible Beschreibung 
verwendet. Ebenfalls bei dieser Beschreibung muss zwischen zusammengesetzten und nicht zu-





blöcke haben bei 4diac die Dateiendung „.fdt“. Hier werden nur die Schnittstellen und deren Ab-
hängigkeiten untereinander beschrieben. So werden eingehende und ausgehende Events und die 
jeweiligen Daten annotiert. Auch hier werden äquivalent zu der Dokumentation bei den Header-
Dateien die Informationen über die Parameter aus dem Profil mit an den zu beschreibenden 
Schnittstellen hinterlegt. Für den Falle des Limit Check Function Blocks zeigt Abbildung 73 die Be-
schreibung. Die zusammengesetzten Funktionsblöcke werden mittels einer Datei mit der Dateien-
dung „.sub“ beschrieben. Diese besitzt, zusätzlich zu der verwendeten Beschreibung der Schnitt-
stellen bei den normalen Funktionsblöcken, noch eine Beschreibung für die unterlagerten Funkti-
onsblöcke. Der übergeordnete Block bindet die unterlagerten Funktionsblöcke direkt ein. Alle Pa-
rameter werden mit dem gleichen Parameternamen vorvernetzt. Eine Unzulänglichkeit ist jedoch 
bei den Möglichkeiten des Beschreibungsformats von 4diac festzustellen. Es können keine optio-
nalen Funktionsblöcke eingebunden werden. Dies führt dazu, dass alle unterlagerten Funktions-
blöcke (auch die optionalen) erst einmal in die Beschreibung mit hinein generiert werden. Diese 
können im späteren Engineering Prozess manuell gelöscht werden. Die Darstellung des internen 
Funktionsblocknetzwerkes von dem Analog Input Function Block ist in Abbildung 74 zu sehen. Au-
ßerdem wird an dieser Stelle auch erkenntlich, dass nicht für alle Parameter der einzelnen unter-
lagerten Funktionsblöcke (z.B. PARM_pt21.LO_LIM) Schnittstellen im übergeordneten Funktions-
block vorgesehen sind. Ein solcher Parameter kann dann nicht automatisiert gemappt und später 
kommuniziert werden. Hier müssen entweder manuell Kommunikationskonfigurationen oder fixe 
Werte für die Parameter konfiguriert werden. Gleiches gilt für die ausgehenden Parameter für die 
Identifikation. Es sind keine Funktionsblöcke im Profil vorgesehen, welche diese bedienen können. 
Somit müssen hierfür feste Werte in der Konfiguration ergänzt werden. 
Für das Generic Device wird noch eine weitere Beschreibung benötigt. Diese wird für die Instanzi-
ierung der Funktionsblöcke auf dem Generic Device verwendet. Sie beschreibt die Ein- und Aus-
gänge des jeweiligen Blocks und wird von dem folgenden Werkzeug zur Konfiguration der Feldge-
räte weiterverarbeitet. Sie enthält auch bereits die Verweise auf die fertig compilierten Dateien. Ein 
Busmapping ist an dieser Stelle noch nicht enthalten, da auch hier noch keine konkrete Festlegung 
zu dem später zu verwendeten Busprotokoll oder gar der konkreten Gerätestruktur getroffen sein 
muss.  
Analoges gilt für die verwendete Laufzeitumgebung 4diac FORTE. Hier erfolgt ebenfalls eine Gene-
rierung vom Quellcode (C++-Dateien). Diese unterscheidet sich jedoch in Bezug auf die verwende-





Makefiles müssen andere Bibliotheken inkludieren, so dass auch diese an die andere Laufzeitum-
gebung angepasst werden müssen. Die Beschreibung für den Vernetzer ist identisch und die spe-
zifische Beschreibung für das Generic Device entfällt. 
 
Abbildung 74: Internes Netzwerk mit Schnittstellendarstellung des Analog Input Function Blocks 
Das Compilieren zu den spezifischen Binaries (je Hardware und Laufzeitumgebung) erfolgt mit 
Hilfe eines software-plattform- und architekturspezifischen Compilers. Diese werden im derzeiti-
gen Ausbau noch manuell gestartet. Es ist jedoch möglich, dass dies über einen Buildserver ablau-
fen soll. Die Umsetzung ermöglicht dann eine leichte Verwendung der Werkzeugkette auf diversen 
vorstellbaren Plattformen.  
6.2.3 Weitere Teile 
Neben den zwei bereits ausgeführten Werkzeugen der verwendeten Werkzeugkette sind weitere 
Werkzeuge beteiligt. Da diese hier nur eine untergeordnete Rolle spielen, werden die durch die 
Evaluation gewonnenen Erkenntnisse nur kurz vorgestellt. Bei den Werkzeugen handelt es sich um 
das Profil Tool von Frenzel et al. (Frenzel et al. 2010), die verwendete IDE Eclipse, den Vernetzer 
4diac IDE, das Werkzeug zur Geräteerstellung von Simros et al. (Simros et al. 2014) und das Werk-
zeug zur Generierung der Gerätebeschreibung von Gössling (Gössling 2014). 
Bei dem Profil Tool wurden keine Anpassungen vorgenommen, da das Werkzeug auf eine sehr 
betagte Office Version aufbaut, welche nicht mehr unterstützt wird. Hier ist eine Neuentwicklung 
für den Einsatz nötig. Die entsprechenden Einträge wurden somit direkt in der XML-Datei erstellt. 
Da ein passendes XML-Schema verwendet wird, können die Information für die Generierung der 
FEs verwendet werden. Es besteht lediglich der Nachteil, dass keine direkte Verbindung zwischen 
dem formalen und dem nicht-formalen Profil besteht. Da jedoch eine generelle Machbarkeit be-
reits durch Frenzel et al. (Frenzel et al. 2010) gezeigt wurde, ist anzunehmen, dass diese nach wie 





Als Entwicklungsumgebung (IDE) für die generierten Funktionsblöcke wurde Eclipse CDT verwen-
det. Dieses Werkzeug ermöglicht die Entwicklung von Applikationen in einer sehr umfassenden 
IDE. Zur Verwendung muss lediglich das Verzeichnis mit dem Generat als neues Makefile-Projekt 
importiert werden. Die Entwicklung bzw. Ergänzung der Funktionsblöcke kann anschließend leicht 
erfolgen. Dabei ist nur explizit darauf zu achten, dass die Dokumentation für die folgenden Werk-
zeuge besonders gepflegt wird. Sollte eine manuelle Weiterentwicklung der Funktionsblöcke in der 
IDE erfolgen, so wird es zwingend nötig, für die folgenden Werkzeuge die benötigten Beschreibun-
gen mittels einer Modelltransformation aus dem Quelltext neu zu erstellen. Andernfalls kann nicht 
sichergestellt werden, dass die Funktionsblöcke weiterhin zu den generierten Beschreibungen pas-
sen, da nicht wirkungsvoll verhindert werden kann, dass die beschriebenen Schnittstellen durch 
den Entwickler verändert oder ergänzt wurden. Mit einer erneuten Generierung der im weiteren 
Verlauf benötigten Beschreibungen aus dem Quelltext, wird es dem Entwickler hingegen ermög-
licht, Änderungen und Ergänzungen an den generierten Schnittstellen durchzuführen. Die getroffe-
nen Änderungen stehen damit im weiteren Verlauf der Entwicklung zur Verfügung. Im einfachsten 
Fall können direkt aus Eclipse heraus die Binaries erzeugt werden. Im Standardfall wird der für das 
System selbst geeignete Compiler verwendet. Es lassen sich jedoch auch zusätzliche Compiler kon-
figurieren. Dies geschieht derzeit nicht automatisch, da nicht sichergestellt werden kann, welcher 
Compiler für welche Plattform auszuwählen ist. Dies ist ein Schritt, welcher noch manuell durch-
geführt werden muss. Wie bereits zuvor beschrieben, könnte hier ein Buildserver Abhilfe schaffen.  
Ein intensiver Einsatz der Entwicklungsumgebung erfolgt nicht, da bewusst das Profil für eine voll-
ständige Generierung ergänzt wurde. Somit wurden an dem generierten Funktionsblock keine An-
passungen vorgenommen. Dennoch wurde die IDE verwendet, um die generierten Funktionsblö-
cke zu überprüfen und zu compilieren. Dabei wurde speziell ein Cross-Compiler für den Raspberry 
Pi ausgewählt, so dass der Prozess des Compilierens auf dem leistungsfähigeren Desktop-PC er-
folgen konnte.  
Als Vernetzer wurde 4diac IDE eingesetzt. Die generierten Beschreibungen werden in die 4diac IDE 
importiert und können im Anschluss verwendet werden. Die generierten Funktionsblöcke tragen 
dann durchnummerierte Bezeichner, was jedoch nicht wirklich gut für die Usability ist. Hier müsste 
noch ein kurzer, sprechender und eindeutiger Name als Bezeichner der Blöcke generiert und ver-
wendet werden. Die Blöcke werden im Vernetzer zur Erfüllung der Funktionalität vernetzt. Für den 
Füllstandsensor ergibt sich z.B. das in Abbildung 75 aufgezeigte Netzwerk. Der direkte Hardware-





den Hardwarezugriff im Transducer Block zurückzuführen. Im klassischen Fall wird bei FORTE ein 
IX- bzw. QX-Block verwendet um mit externen Schnittstellen zu interagieren. Da der Hardwarezu-
griff beim Generic Device außerhalb der Funktionsblockruntime erfolgt, werden hier nur Kommu-
nikationsfunktionsblöcke verwendet, um den Zugriff auf die konkrete Hardware sicherzustellen. 
Bei einer 4diac FORTE-basierten Laufzeitumgebung muss an dieser Stelle der Hardwarezugriff über 
die zuvor genannten IX- und QX-Blöcke geschehen. Diese werden im Vernetzer software-plattform-
spezifisch in das Funktionsblocknetzwerk integriert. FORTE ermöglicht jedoch auch einen Hard-
warezugriff durch die spezifische Implementierung im Block. So kann beispielsweise direkt auf die 
GPIO-Schnittstelle des Raspberry Pis oder eine andere USB-Erweiterung zugegriffen werden. Da 
im Profil kein Algorithmus für Transducer Blocks spezifiziert wurde, konnte auch keine vollständige 
Implementierung für diesen Blocktyp generiert werden. Es sind lediglich die Schnittstellen mit ge-
neriert worden. Bei der Verwendung der Software 4diac IDE traten einige Probleme auf. Unter an-
derem wird eine nicht gänzlich IEC 61499-konforme Beschreibung verwendet. Dabei handelt es 
sich um zwingend erforderliche Meta-Beschreibungen, welche jedoch in der DTD (Document Type 
Definition) nach IEC 61499 als optional angesehen werden. Weitaus kritischer ist, dass die inte-
grierten Beschreibungen der Parameter und Funktionsblöcke nicht in dem Werkzeug dargestellt 
werden kann. Dies wäre eine wünschenswerte Erweiterung für das Werkzeug, so dass auch die 
Profilinformationen direkt bei der Verwendung der Blöcke mit abgerufen werden können. Das 
würde eine Entwicklung profilbasierter Applikationen extrem erleichtern, da nicht jederzeit parallel 
die Profilbeschreibung mit zum Nachschlagen verwendet werden müsste. Auch wäre hier eine gute 
Stelle um eine Verfeinerung der Merkmale und Grenzwerte durchzuführen. Hier würde die Mög-
lichkeit bestehen, dass der Geräteentwickler bereits detaillierte Kenntnis über Merkmale der zu 
kommunizierenden Daten hat. Somit kann bereits klar sein, dass nicht nur ein Analogwert über-
tragen wird, sondern mittels des ausgewählten Transducer Blocks eine Höhenmessung (Füllstand) 
erfolgt. Somit können bereits Grenzwerte bzw. Annotationen ergänzt werden, so dass im weiteren 
Engineering deutlich sichtbar ist, welche Erkenntnisse und Festlegungen bereits über die einzelnen 
Datenpunkte vorliegen. Doch auch hier ist eine Werkzeugunterstützung seitens des Vernetzters 
eine Grundvoraussetzung. Andernfalls können die Merkmale und Annotationen nur händisch 
nachgepflegt werden. Da an dieser Stelle auch nur ein Modul eines Feldgeräts entwickelt wurde, 
muss in einem nächsten Schritt noch die konkrete Gerätekonfiguration erstellt werden. Dies ge-
schieht mit dem Werkzeug von Mätzler et al. (Mätzler et al. 2013). Sollte schon jetzt definiert wer-
den, dass dieses Funktionsblocknetzwerk das gesamte Gerät darstellt, ist es auch möglich, dass 





Feldbusprotokoll durchgeführt wird. Dies könnte, unter der getroffenen Annahme, bereits in die 
4diac IDE integriert werden.  
 
Abbildung 75: Funktionsblocknetzwerk für einen Analogsensor 
Durch eine implementierungstechnische Einschränkung im Generic Device besteht keine Möglich-
keit zusammengesetzte Funktionsblöcke abzuarbeiten. Deshalb müssen für den Nachweis der 
Funktionalität an dieser Stelle noch manuell die beiden Funktionsblöcke FE20 (Sensor Transducer 
Block) und FE01 (Analog Input Function Block) in ihre Bestandteile aufgelöst werden. Es bestehen 
Möglichkeiten dies per Software zu tun. Diese Möglichkeiten wurden bereits durch Kuhmann (Kuh-
mann 2019) und Rehm (Rehm 2017) diskutiert. Sie sind jedoch für den Demonstrator nicht umge-
setzt worden.  
Für eine Adressvergabe für die APOs können die Abbildungsvorschriften und das Werkzeug von 
Mätzler et al. (Mätzler et al. 2013) eingesetzt werden. Das gesamte Funktionsblocknetzwerk läuft 
nur als ein Modul in dem Gerät ab. Mit dem beschriebenen Werkzeug lassen sich dann Device Type 
Packages erstellen, die anschließend als ein Feldgerät konfiguriert werden können. Das Durchfüh-
ren des Busmappings erfolgt in der Regel nach den Vorgaben des Profils, des Funktionsblocknetz-
werks an sich und der Gerätestruktur, welche konfiguriert wurde. Gibt das Profil kein konkretes 
Mapping vor, erfolgt die Vergabe der Adressen an die freigegebenen Adressen im Adressraum. Die 
einzelnen Datenpunkte werden dann im Adressraum dicht gepackt. Das Werkzeug bietet jedoch 
derzeit nur eine Umsetzung für PROFINET IO. Für den hier durchgeführten Test wurde die Integra-
tion der Abbildungsvorschriften in das Werkzeug von Kuhmann verwendet (Kuhmann 2019). Die 
Abbildung folgt dabei der Vorschrift, dass jedes zu kommunizierende Datum einem eigenen Sub-
modul des Geräts zugeordnet wird. Um das Werkzeug zu verwenden, muss nur das erstellte Netz-
werk hochgeladen werden und es werden direkt Gerätekonfigurationen für das Generic Device mit 
einem passenden Busmapping erstellt. Bei dem Test stellte sich heraus, dass die Laufzeitumge-
bung auf dem Generic Device zwingend explizite Datentypen verlangt. Somit müssen alle mit „ANY“ 





eine Unzulänglichkeit der gewählten Laufzeitumgebung und kann durch eine bessere Implemen-
tierung oder eine intelligentere Konvertierung gelöst werden. Für den Test wurde eine einfache 
Konvertierung gewählt, so dass die Datentypen manuell in den passenden Datentyp umgewandelt 
werden müssen.  
Die Generierung von Gerätebeschreibungen wurde durch Gössling nur theoretisch betrachtet 
(Gössling 2014). Daher besteht keine konkrete Realisierung der Generierung. Ein ausführlicher Test 
der Integration in die Werkzeugkette muss hier somit offenbleiben.  
6.2.4 Ergebnis 
Werden der Reihe nach die zuvor beschriebenen Schritte ausgeführt, ist das Ergebnis ein einfa-
ches, funktionierendes Feldgerät. Dies erfüllt, in dem hier beschriebenen Kontext, die Funktionali-
tät eines Füllstandsensors. Dabei entstehen direkt aus dem Profil wiederverwendbare Binärda-
teien der Blöcke mit einer zugehörigen Beschreibung. Es werden alle formal erfassten Informatio-
nen aus dem Profil übernommen und können bei Bedarf ergänzt werden. Die konkrete Hardware-
anbindung kann nicht generiert werden, da diese in keinem bekannten Profil detailliert beschrie-
ben ist. Eine vollständige Generierung des Transducer Blocks ist nicht möglich. Hierbei unterstützt 
die Werkzeugkette und insbesondere der Generator aber weiterhin den Geräteentwickler, da die 
Schnittstellenbeschreibungen und das Grundgerüst für deren Dokumentation in der Regel gene-
riert werden können. Die eigentliche Funktionalität muss auf die jeweilige konkrete Hardware an-
gepasst werden. Das Generat muss in die 4diac IDE importiert werden, so dass die Funktionsblöcke 
verwendet werden können. Die Funktionsblöcke müssen dann abschließend im der 4diac IDE gra-
fisch zusammengestellt und verknüpft werden, so dass die Feldgeräteapplikation aus den gene-
rierten bzw. implementierten Blöcken im Vernetzer definiert werden kann. Dieses Funktionsblock-
netzwerk wird einem Gerät zugewiesen, als Zip-Datei exportiert und in das Werkzeug von Kuh-
mann (Kuhmann 2019) importiert. Nach der Festlegung eines zu verwendenden Bussystems kann 
die so generierte Konfiguration auf einen Raspberry Pi aufgespielt werden und fortan als Füll-
standsensor fungieren. Gleichzeitig müssen die Gerätebeschreibungen generiert werden, 
wodurch das erschaffene Gerät in traditionelle Engineering-Umgebungen, wie z.B. ein STEP 7 mit-
tels GSDML, eingebunden werden kann. Die Erstellung der eigentlichen Anlagenapplikation (der 
Füllstandsregelung) ist weiterhin Handarbeit, da bis hier hin nur das Erstellen der profilkonformen 
Geräteapplikation betrachtet wird. Wenn eine exakte Definition aller Funktionszusammenhänge 





Punkt um eine sehr einfache Möglichkeit Feldgeräte zu erzeugen, da nur die eigene Hardware an-
gebunden werden muss. Die Fehlerrate ist somit wesentlich geringer, da der menschliche Einfluss 
auf den Prozess der Geräteerstellung drastisch reduziert wird. Lediglich bei der Definition der Pro-
file und bei der konkreten Hardwareanbindung sind noch direkte manuelle Interaktionen erfor-
derlich.  
6.3 EVALUATION DES ERWEITERTEN ENTWURFS VERTEILTER 
APPLIKATIONEN 
Im Folgenden wird der erweiterte Entwurf von verteilten Applikationen evaluiert. Diese Evaluation 
erfolgt dabei an dem zuvor unter 6.1 vorgestellten Szenario. Dabei wird die Werkzeugkette ver-
wendet. Bei der Evaluation dieses erweiterten Entwurfs von verteilten Applikationen wird hier ins-
besondere auf die markierten Teile der Werkzeugkette in Abbildung 76 eingegangen. Im Rahmen 
der Evaluation wird zuerst der Generator für verschiedene Software-Plattformen vorgestellt, bevor 
der Benchmarker mit diversen Ergebnissen evaluiert wird. Anschließend werden Vernetzer und 
Verteiler betrachtet. Letztendlich erfolgen noch die Evaluation des Online Tools und eine Betrach-
tung ausgewählter Ergebnisse aus der Durchführung der Evaluation.  
 
Abbildung 76: Werkzeugkette mit markierten betrachteten Teilen 
6.3.1 Generator für verschiedene Software-Plattformen 
Ausführliche Tests für das Generic Device und das Generieren von ausführbaren Funktionsblöcken 
beschreibt Rehm in seiner Arbeit (Rehm 2017). Dabei werden, pro beschriebenem, nicht zusam-
mengesetztem FE in dem Profil, ein Funktionsblock für das Generic Device in Form einer C++-Datei, 
einer Header-Datei und einem Makefile erzeugt. Ähnlich erfolgt die Generierung der benötigten 
Dateien für die 4diac FORTE Runtime. Dabei geschieht die Generierung von C++-Dateien allerdings 
mit anderer Syntax und anderen Möglichkeiten als beim Generic Device. Für den Generator müs-
sen nur die Templates ausgetauscht bzw. ergänzt werden, so dass aus den vorhandenen Modellen 





Funktionsblöcke und zusammengesetzte Funktionsblöcke generiert werden. Bei den einzelnen 
Funktionsblöcken werden die Algorithmen, die während eines Aufenthalts in einem Zustand ab-
laufen, hier klassisch als separate Funktionen generiert. Transitionsaktionen sind in der 4diac IDE 
nicht vorgesehen, lassen sich jedoch durch die Generierung des Quellcodes umsetzen. Dabei ist 
zu erwähnen, dass ein so generierter Funktionsblock nicht mehr mittels 4diac IDE bearbeitet, son-
dern nur noch genutzt werden kann. Ähnlich wie beim Generic Device werden Makefiles mit er-
zeugt, so dass die C++-Dateien für die jeweilige Hardware zu Binaries gebaut werden können. Es 
besteht auch ein Just-In-Time-Ansatz bei FORTE, wodurch das Compilieren umgangen werden 
kann. Es traten bei der Verwendung dieses Wegs jedoch mehrere Fehlermeldungen auf, so dass 
dieser nicht weiterverfolgt wurde. Die zusammengesetzten Funktionsblöcke werden vollständig 
identisch zu der Umsetzung im Generic Device erzeugt. 
Eine Verwendung von PLCopen als Schnittstellenformat für Steuerungen, wie z.B. die im Anwen-
dungsfall genannte Beckhoff SPS, stellt eine große Erweiterung für die Werkzeugkette dar, da somit 
auch Bestandshardware angebunden werden kann. Eine klare Trennung, wie bei den anderen bei-
den Software-Plattformen, zwischen Funktionsblock-Binaries und der Anlagenapplikation ist je-
doch nicht mehr gegeben. Das PLCopen Austauschformat ist ein Austauschformat für klassische 
IEC 61131 Sprachen. Es steht somit eigentlich der Verwendung in Kombination mit einer IEC 61499 
kompatiblen Laufzeitumgebung entgegen. Jedoch bestehen Veröffentlichungen, die eine Konver-
tierung von einer IEC 61499 Logik auf eine IEC 61131 Laufzeitumgebung ermöglichen (Ferrarini et 
al. 2006). Für jeden zu verwendenden Funktionsblock wird ein Funktionsblock im PLCopen defi-
niert. Die Events werden als boolesche Variablen abgebildet. Die Aufrufe aller Funktionsblöcke er-
folgen sequentiell bei jedem Durchlauf des zyklischen SPS Programms. Der Funktionsblock darf 
dabei nur sein Programm abarbeiten, wenn ein Event als boolesche Variable anliegt. Bedingt durch 
die Beschränkung auf das XML-Austauschformat können auch keine Binaries mittransportiert wer-
den. Daher muss der Quellcode für die Funktionsblöcke, die Schnittstellenbeschreibungen und die 
Aufrufsteuerung komplett für die jeweilige Anlagenapplikation angepasst werden und kann erst 
dann abschließend generiert werden. Der eigentliche Generator für die Funktionsblöcke auf den 
unterschiedlichen Software-Plattformen erstellt dabei für PLCopen nur den Quelltext der einzel-
nen Funktionsblöcke. Auch hier wird nur ein neues Template für die andere Software-Plattform 
gebraucht. Separate Makefiles werden nicht benötigt. Das Online Tool „Fieldmin“, welches die kon-
krete Konfiguration für die jeweilige Hardware und Software-Plattform zusammenstellt, muss für 
den PLCopen-Fall jedoch den Quelltext verwenden und an die passenden Stellen im XML ablegen, 






Das Benchmarking, welches in der Werkzeugkette integriert ist, muss derzeit noch manuell auf 
jeder zu testenden Hardware und jeder zu testenden Software-Plattform mit jedem zu testenden 
FE durchgeführt werden. Dabei wird eine Vielzahl an Durchläufen mit einer sich erhöhenden An-
zahl an Instanzen der FE durchgeführt.  
Zur besseren Verdeutlichung der Funktionsweise des Benchmarkers werden im Folgenden zwei FE 
auf verschiedenen Hardware-Plattformen getestet und die Ergebnisse gegenübergestellt. Neben 
den zuvor genannten Hardware-Plattformen wurden noch einem Raspberry Pi 1B mit einem 32 Bit 
Betriebssystem und ein PC mit einem Intel® Pentium® D Prozessor 915 mit 32 und 64 Bit Betriebs-
system verwendet.  
Da eine relativ enge Verzahnung mit der Laufzeitumgebung erforderlich ist, damit genau die ein-
zelnen Funktionsblöcke auch überprüft werden können, gestaltet sich das Benchmarking für ge-
schlossene Laufzeitumgebungen schwierig. Gerade die Ermittlung der internen zeitlichen Abläufe 
benötigen exakte Kenntnisse und weitreichende Zugriffsrechte auf das System. Vor allem auf spei-
cherprogrammierbaren Steuerungen stellt dies eine Herausforderung dar. Somit erfolgten die 
Tests nur für das Generic Device, da hierfür der Quellcode vollständig vorlag. An dieser Stelle liegt 
es bei den Herstellern der Laufzeitumgebung solche Benchmarking-Schnittstellen anzubieten, so 
dass die Ergebnisse auch sicher software-plattform-übergreifend übertragen werden können. 
Es wurden zwei Blöcke für das Generic Device entworfen, die unterschiedliche Lastszenarien wi-
derspiegeln. Einer der Blöcke ist vergleichbar mit den im Rahmen des eigentlichen Szenarios ver-
wendeten Blöcken und stellt eine relativ speicher- und rechenleistungsarme Applikation dar. Dabei 
ist davon auszugehen, dass dieser Block den meisten Blöcken in einem Feldgerät aus Perfor-
mancesicht entspricht. Dieser Block inkrementiert zyklisch zufällig einzelne Bytes in 7 Byte Daten 
alle 100 ms. Im weiteren Verlauf wird diese Applikation DummyRC genannt. Der zur besseren Ver-
deutlichung der Möglichkeiten des Benchmarkings erstellte Block hat einen relativ hohen Speicher- 
und Rechenleistungsbedarf. Dieser Block läuft ebenfalls zyklisch alle 100 ms ab. Initial allokiert der 
Block 1 MB Speicher. Bei jedem Durchlauf inkrementiert der Block dann alle Bytes im allokierten 
Speicher. Diese Aufgabe stellt für ein Feldgerät eine sehr anspruchsvolle Applikation dar und kann 





myBloatRC genannt. Die somit getroffenen Annahmen für die Blöcke auf den Geräten stellen Ext-
rempunkte möglicher FEs dar. Somit lassen sich die Ergebnisse auch auf andere Blöcke mit ande-
ren Performanceanforderungen übertragen. 
Als Anforderungen wurden in jedem Durchlauf die Parameter Speicher (runtime), Speicher (load), 
verbrauchte CPU-Zyklen und die Zykluszeitabweichung aufgezeichnet. Für eine Einordnung der Blö-
cke ist zuerst die Ermittlung der Obergrenzen für den jeweiligen Parameter auf der jeweiligen 
Hardware erforderlich. Diese Obergrenzen sind für die Parameter des Speichers nicht in den fol-
genden Diagrammen eingezeichnet, da sie weit über den genutzten Werten lagen. Der Speicherbe-
darf (load) ist dabei abhängig vom Compiler für die jeweilige Architektur der Hardware. Deshalb 
werden die beiden Blöcke auf Basis von PC 32 Bit, PC 64 Bit und dem Raspberry Pi mit 32 Bit com-
piliert und der Speicherbedarf des Compilats ermittelt. Dabei ergeben sich Werte, wie in Abbildung 
77 dargestellt. Der Parameter Speicherbedarf (load) ist für die hier gewählten Hardware-Plattfor-
men und Blöcke relativ bedeutungslos, da der Wert des Parameters im Verhältnis zu den Grenz-
werten auf der entsprechenden Hardware verschwindend gering ist. Es wird davon ausgegangen, 
dass die Blöcke während ihrer Laufzeit keinen weiteren Speicher (load) allokieren. Sollte ein Block 
noch weiteren Platz während der Laufzeit allokieren müssen, so ist dieser Parameter auch in Ab-
hängigkeit der Laufzeit bzw. der Aufrufhäufigkeit zu ermitteln. Derzeit wurde hier nur der initiale 
Bedarf während des Deployments auf die Geräte ermittelt.  
 
Abbildung 77: Speicherbedarf (load) 
Bei der Betrachtung des Parameters Speicher (runtime) sind die Ergebnisse, wie in Abbildung 78 
bzw. Abbildung 79 veranschaulicht, entstanden. Hierbei fällt sofort auf, dass ein nahezu linear 
wachsender Speicherbedarf pro Instanz gemessen wurde. Die erste Instanz benötigt mehr Spei-
cher als alle folgenden. Diese Beobachtung lässt sich mit einem gemeinsam verwendeten Speicher 
der gleichen Instanzen begründen. Dieser muss nicht pro Instanz neu allokiert werden. Eine Auf-





Betriebssystemen. Das lässt sich nicht sicher begründen, die Vermutung liegt jedoch nahe, dass 
dies auf eine nicht saubere Implementierung einer verwendeten Bibliothek bzw. einem Fehler bei 
der Wiederverwendung des gemeinsamen Speichers zurückzuführen ist. Der Sprung ist jedoch so 
klein, dass er nur bei dem sehr speicherarmen Block, wie dem DummyRC, auffällt. Bei dem Block 
DummyBloatRC ist dieser Sprung nicht mehr im Diagramm darstellbar. Solche Effekte lassen sich 
mit einer Linearisierung des Speicherbedarfs überdecken, so dass die Ergebnisse unter Umstän-
den pessimistischer als der reale Bedarf sind. Trotz dieser Ungenauigkeit wird aber erreicht, dass 
für eine darauf aufbauende Verteilung der Blöcke immer genügend Puffer mit eingeplant werden 
kann.  
 
Abbildung 78: Speicherbedarf (load) – DummyRC 
 
Abbildung 79: Speicherbedarf (load) – DummyBloatRC 
Bei dem Parameter der verwendeten CPU-Zyklen wird im Folgenden nur der Block DummyBloatRC 
betrachtet. Dies ist darin begründet, dass die Anzahl an möglichen DummyRC Blöcken auf einem 
Gerät sehr groß ist, da die Rechenlast sehr gering ist. Bei dem rechenintensiveren Block lassen sich 
die Grenzen des Systems besser verdeutlichen. Im Gegensatz zu den vorhergehenden Diagram-
men erfolgt hier auch eine Unterteilung in die Desktop-Architekturen und die ARM-Architekturen. 
Das ist notwendig, da beide Architekturen mit den hier verwendeten Versionen leistungstechnisch 
weit auseinanderliegen und die betrachteten ARM-Architekturen nur einen geringen Teil der Zyk-





finden. Mit Ausnahme des Core i5 Prozessors sind die Obergrenzen in den Diagrammen einge-
zeichnet. Die Obergrenze beim Core i5 lag bei 1,4E+10 Zyklen pro Sekunde. Wie beim Speicher (run-
time) ist auch hier ein fast linearer Verlauf der benötigten CPU-Zyklen pro Instanz des Blocks zu se-
hen. Anders als bei den Desktop-Architekturen, bekommen bei den ARM-Architekturen die Leis-
tungsgrenzen Bedeutung. In Abbildung 81 ist zu sehen, wie der recht schwache Raspberry Pi 1B 
schon bei der zweiten Instanz an seine Leistungsgrenze kommt. Der Raspberry Pi 3 hingegen hat 
ein leicht anderes Verhalten. Dieser wird bereits bei ca. zwei Drittel der maximalen Last gedeckelt. 
Der Lastwert wird nach der achten Instanz erreicht. Es ist somit klar anzunehmen, dass spätestens 
ab dieser Anzahl an Instanzen die Verwendung derjenigen Hardware unterlassen werden sollte 
und gegebenenfalls anders verteilt werden muss. Desktop-CPUs hingegen haben bis zur 30. In-
stanz die Grenzen nicht erreicht. Dabei kommen die getesteten Applikationen zwar auch hier an 
die Grenzen der leistungsärmeren Pentium D Hardware, jedoch wird die maximale Grenze noch 
nicht erreicht. Werden zu den genutzten CPU-Zyklen noch die Abweichung der Zykluszeiten betrach-
tet (Abbildung 82 und Abbildung 83), so verdeutlicht sich das Bild, dass generell eine Zweidrittel-
grenze der verwendeten CPU-Zyklen sinnvoll erscheint. Auch beim Erreichen dieser Grenze der 
CPU-Zyklen steigt die Abweichung bzgl. des Zyklusbeginns an.  
Der Parameter der Abweichung des Zyklusbeginns bietet noch andere Auffälligkeiten. So ist zu er-
kennen, dass unterhalb der Zweidrittelgrenze der maximalen CPU-Last keinen bis zu einem ver-
nachlässigbaren Zuwachs der Abweichung des Zyklusbeginns zu beobachten ist. Somit kann ge-
sagt werden, dass die Applikationen innerhalb der normalen Zeitschranken weiterlaufen, trotz zu-
sätzlicher Instanzen auf dem Gerät. Ein Ausreißer bildet hier die zweite Instanz des Blocks Dum-
myBloatRC auf dem Core i5 Prozessor. Hier erfolgt bei der zweiten Instanz nahezu eine Verdopp-
lung der Abweichung, welche sich dann aber bei den folgenden Instanzen wieder normalisiert. Eine 
Ursache kann hier die variable Taktrate des Prozessors sein. Diese wird durch die Hardware und 
das Betriebssystem geregelt. Es ist somit vorstellbar, dass die zweite Instanz immer noch bei einer 
niedrigeren Taktrate abgearbeitet wird und ab der dritten Instanz erst die Taktrate erhöht wird. Im 
weiteren Verlauf der Tests trat dieser Effekt nicht mehr auf. Im Allgemeinen ist die Abweichung 
jedoch nicht auf allen Hardware-Plattformen gleich. Die getesteten Raspberry Pis sind generell un-
genauer und weichen eher und weiter bei der Zyklusgenauigkeit ab. Die Feststellung, dass dieser 






Abbildung 80: Benötigte CPU-Zyklen für DummyBloatRC (Desktop-Architekturen) 
 
Abbildung 81: Benötigte CPU-Zyklen für DummyBloatRC (ARM-Architekturen) 
 
Abbildung 82: Abweichung Zyklus für DummyBloatRC (Desktop-Architekturen) 
 
Abbildung 83: Abweichung Zyklus für DummyBloatRC (ARM-Architekturen) 
Der Benchmarker exportiert sowohl die Anforderungen der einzelnen Funktionsblöcke als auch 





2019). Für die hier gebenchmarkten Blöcke ergeben sich die in Abbildung 84 dargestellten XML-
Knoten. Die Ergebnisse für die gebenchmarkten Hardware-Plattformen werden analog abgelegt. 
Weitere funktionale Anforderungen, wie z.B. zu verwendende Softwarebibliotheken oder zwingend 
vorhandene Sensoren bzw. Aktoren, können zusätzlich in der zu erstellten Datei annotiert werden. 
Diese Information kann dann für eine spätere Verteilung auf heterogene Systeme verwendet wer-
den. Beim Test der verwendeten Beschreibung stellte sich heraus, dass in Teilen essentielle Infor-
mationen nicht annotiert werden konnten. So fehlten z.B. Ablagemöglichkeiten bei den funktiona-
len Anforderungen für den Namen und die Version einer zu verwendenden Softwarebibliothek. 
Mangels konkreter Beschreibungsformate aus den Merkmalleisten wurde auf menschenlesbare 
IDs zurückgegriffen. In einer vollständigen Umsetzung sollten an dieser Stelle unbedingt Merkmale 
aus genormten Leisten verwendet werden. Das ermöglicht eine eindeutige und übergreifende Ver-
wendung der festgelegten Informationen. Diese Informationen sollten zukünftig nicht mehr in ein-
zelnen Dateien abgelegt werden, sondern als Informationen der Blöcke in Industrie 4.0 Verwal-
tungsschalen abgelegt werden. Erste Versuche wurden hierzu bereits unternommen (vgl. (Schlör 
2018)).  
 
Abbildung 84: Ausschnitt Anforderungs-XML 
6.3.3 Vernetzer 
Der Vernetzer hat in diesem Anwendungsfall eine ähnliche Funktionalität wie der Entwurf eines 
einzelnen Feldgeräts. Der Unterschied ist dabei, dass hier die gesamte Anlagenapplikation entwor-
fen wird und nicht nur die Applikation eines einzelnen Feldgeräts. Zuerst müssen dabei die Gerä-
tetypen, welche in der Anlage genutzt werden können, definiert werden. Dies geschieht auf Ebene 
der Laufzeitumgebung. Für den hier beschriebenen Anwendungsfall bedeutet es, dass je ein Gerä-
tetyp für Generic Device, FORTE und PLCopen erstellt werden muss. Die Geräteinstanzen können 





der Hardwaretyp zu hinterlegen. Jedem Gerät wird ein eindeutiger Name zugewiesen. Die Geräte-
typbeschreibung für ein Generic Device ist in Abbildung 85 zu sehen.  
 
Abbildung 85: Gerätetypbeschreibung für ein Generic Device 
 
Abbildung 86: Annotation eines zyklischen Aufrufs mit 100 ms Zykluszeit 
Sollte bereits beim Engineering klar sein, dass einzelne Blöcke zwingend auf einzelnen Geräten 
laufen müssen, so können die Blöcke bereits da den Geräteinstanzen fix zugewiesen werden. Sind 
nur allgemeine Anforderungen der Blöcke vorhanden, die z.B. nach einem speziellen Sensortyp 
verlangen, so müssen diese separat in der zuvor beschriebenen Anforderungs-XML-Datei der ein-
zelnen Blöcke ergänzt werden. Es ist wünschenswert, dass dieser Workflow mit in den Vernetzer 
integriert werden könnte.  
Für eine spätere sichere Beurteilung bzgl. der Verteilung der Blöcke auf verschiedene Geräte soll-
ten auch die Aufrufhäufigkeiten bzw. die Aufrufwahrscheinlichkeiten der Blöcke im Engineering 
beim Vernetzer erfasst werden. Die einzige Möglichkeit für eine Integration der Annotation der 
Aufrufhäufigkeit bzw. der Aufrufwahrscheinlichkeit ist das Kommentarfeld zu den Eventverbindun-
gen. Bei zyklisch aufgerufenen Blöcken, werden die Zeiten annotiert, bei ereignisbasierten Aufru-
fen werden die Wahrscheinlichkeiten des Aufrufs annotiert. Die Verwendung des Kommentarfelds 
für essentielle Informationen ist nicht unbedingt positiv, stellt jedoch ohne Anpassung des Vernet-
zers an dieser Stelle die einzige Möglichkeit dar. Andernfalls müsste die separate Beschreibung 
über die Anforderung der Funktionsblockinstanzen um diese Beschreibung ergänzt werden. Eine 
Beschreibung als Kommentar für einen zyklischen Aufruf alle 100 ms eines Blocks ist in Abbildung 
86 zu sehen.  
Das Funktionsblocknetzwerk für den Demonstrator besteht aus einem Sensor Transducer Block, 
den einzelnen FEs eines Analog Input Function Blocks, Funktionsblöcke zur Steuerung des Systems 
(Zweipunktregler), einem Analog Output Function Block und einem Actuator Transducer Block. Dieses 
Netzwerk ist in Abbildung 87 dargestellt. Ziel dieses Funktionsblocknetzwerkes ist, dass zyklisch 
der Füllstand des oberen Behälters ermittelt und validiert wird. Mittels eines Schwellwertschalters 






Die Umsetzung und der Test des Vertei-
lers erfolgte durch Thamm (Thamm 
2019). Dabei wurden mehrere Szenarien 
definiert, bei denen Funktionsblöcke auf 
verschiedenen Geräten mit einem Algo-
rithmus verteilt wurden. Die Verteilung 
erfolgt auf Grundlage der Benchmarker-
gebnisse und den Definitionen aus dem 
Engineering des Funktionsblocknetz-
werks. Zusätzlich, zu den Anforderun-
gen der einzelnen Blöcke auf den Gerä-
ten, werden beim Verteiler die Kommu-
nikationszeiten zwischen den Geräten 
benötigt. Ein Benchmarking-Ansatz kann 
hier nur für bestehende Anlagen ver-
wendet werden. Daher scheint der An-
satz für die Ermittlung dieser Werte hier 
nicht zu funktionieren. Die Zeiten müs-
sen somit während des Engineerings für 
die zu realisierende Gerätestruktur vor-
gegeben werden. Bei der Evaluation sind 
noch weitere Unzulänglichkeiten der 
Werkzeugkette festgestellt worden. So 
wäre es sehr sinnvoll, während des Engi-
neerings des Funktionsblocknetzwerks 
im Vernetzer die funktionalen und nicht-
funktionalen Anforderungen gleich mit 
festzulegen. Zum Zeitpunkt der Netz-
werkentstehung sollten die nicht-funkti-
onalen Anforderungen wie Timing be-
reits bekannt sein. Auch sollten bereits 
 
Abbildung 87: Unverteiltes Funktionsblocknetzwerk 





einige funktionale Anforderungen feststehen, so dass Zuweisungen zu konkreten Sensoren und 
Aktoren erfolgen könnten. Diese Annotationen sind im Vernetzer und in dem Standardaustausch-
format jedoch nicht möglich. Für den Vernetzer werden aber auch Aufrufwahrscheinlichkeiten 
bzw. Aufrufhäufigkeiten der einzelnen Funktionsblöcke gebraucht. Auch diese lassen sich derzeit 
nur über ein Kommentarfeld in das Austauschformat des Vernetzers integrieren. Dies stellt aber 
eine essentielle Information für eine potentielle Verteilung dar und sollte gut integriert werden. 
Diese Problematiken wurden durch Workarounds, wie die Integration in ein Kommentarfeld oder 
die Beschreibung in einer externen Datei, umgangen, so dass diese Probleme keinen Einfluss auf 
die Funktionalität des Vernetzers haben. Für eine ausführliche Bewertung des verwendeten Ver-
teilungsalgorithmus sind umfangreiche Tests mit großen Funktionsblocknetzwerken nötig. Hierauf 
besteht allerdings kein Zugriff, so dass solche Tests nicht erfolgen konnten und der konkrete Ver-
teilungsalgorithmus nicht getestet werden konnte. Dies steht der generellen Verwendbarkeit der 
Werkzeugkette jedoch nicht im Weg. Auch wurde festgestellt, dass zwingend eine Onlineüberwa-
chung benötigt wird, da die Verteilung und das Benchmarking nicht als zuverlässig genug betrach-
tet werden können, als dass ein einmalig verteiltes System zwingend sofort vollständig alle Anfor-
derungen permanent erfüllt.  
 
Abbildung 88: Verteiltes Funktionsblocknetzwerk für den Demonstator 
Für das zuvor aufgezeigte Netzwerk (vgl. Abbildung 87) wurde während des Engineerings festge-
legt, dass der Sensor auf Raspberry Pi 1 zu verorten ist, der Actuator Transducer Block auf Rasp-
berry Pi 2 und die Limit Check Function nur auf der Beckhoff SPS vorhanden ist. Somit ergibt sich 
die in Abbildung 88 dargestellte Verteilung. Dabei ist der Raspberry Pi 1 grün, die Beckhoff SPS 





6.3.5 Online Tool – Fieldmin 
Das Werkzeug Fieldmin ist eine Umsetzung des Online Tools und wurde ausführlich durch Ritter 
getestet (vgl. (Ritter 2016)). Im weiteren Verlauf erfolgte auch noch die Evaluation der Erweiterun-
gen und Ergänzungen durch Kuhmann (vgl. (Kuhmann 2019)). Alle Tests dieser Veröffentlichungen 
wurden explizit für das Generic Device in Docker Containern und mit der 4diac IDE als Vernetzer 
durchgeführt. Das passende Generic Device, basierend auf einem ressourcenverteilten Funktions-
blocknetzwerk, welches in der 4diac IDE erzeugt wurde, konnte mit einem PROFINET IO Stack er-
stellt werden. Diese beiden Komponenten konnten anschließend über eine SPS als PROFINET IO 
Master miteinander agieren und das Funktionsblocknetzwerk abarbeiten. Für eine software-platt-
form-übergreifende Umsetzung mussten die im Fieldmin bestehenden Beschränkungen auf die 
Generic Devices bzw. Docker Container sowie auf den PROFINET IO Stack überwunden werden.  
Das durch den Verteiler aufgeteilte Netzwerk wird in das Fieldmin geladen. Das Fieldmin durch-
sucht die Konfiguration nach Geräten und deren Adressen (IP-Adressen). Im konkreten Fall werden 
ein Raspberry Pi mit einem Generic Device, eine Beckhoff SPS und ein Raspberry Pi mit einem 4diac 
FORTE gefunden. Bedingt durch diese heterogene Hardwarelandschaft wurde das Kommunikati-
onsprotokoll MQTT ausgewählt, da alle beteiligten Software-Plattformen dies unterstützen. Andere 
Kommunikationsmappings, wie z.B. für PROFINET IO, können ebenfalls durchgeführt werden. Da-
bei wird jedes einzelne zu kommunizierende Datum entsprechend der Vorgaben aus dem Profil 
verteilt. Liegen keine Informationen über die Adressierung vor, so werden die Datenpunkte auf je 
ein separates Submodul gemappt. Im Falle von MQTT erhält jedes intern zu kommunizierende Da-
tum eine eindeutige ID als Topic, so dass beide Gegenstellen ihre Informationen austauschen kön-
nen. Die Parameter werden, falls diese existieren, nach den Festlegungen im Profil kommuniziert. 
Andernfalls erfolgt eine freie Festlegung. Der Start und die Konfiguration des Generic Devices ge-
schehen remote über die Mechanismen von Mätzler (Mätzler 2011). Dabei kann zwischen einer 
virtuellen und einer realen Ablaufumgebung unterschieden werden. In einer virtuellen Umgebung 
wird die Konfiguration bereits im Image hinterlegt und die virtuelle Maschine bzw. der Docker Con-
tainer gestartet (vgl Abbildung 89). In einer realen Umgebung erfolgt der Zugriff auf die Hardware 
über Secure Shell (SSH) und eine SSH-Key Autorisierung. Es wird dann per Secure Copy (SCP) die 
Konfiguration an das Generic Device übertragen. Anschließend wird das Generic Device über ein 
proprietäres Netzwerkprotokoll benachrichtigt, dass eine neue Konfiguration vorliegt. Der Start 
und die Konfiguration der FORTE Laufzeitumgebung erfolgt ebenfalls über einen SSH Zugriff, wie 





FORTE Laufzeitumgebung manuell gestartet. Vorstellbar ist auch die Verwendung vom eigenen 
Netzwerkprotokoll für die Ablaufsteuerung der Blöcke oder die Verwendung direkt mittels 4diac 
IDE. Der Start und die Konfiguration der Beckhoff SPS gestaltet sich schwieriger. Wie zuvor bereits 
beschrieben, muss das Fieldmin das PLCopen XML exportieren. Da jedoch keine öffentlichen 
Schnittstellen für die SPS bekannt sind, muss diese XML-Datei manuell in die Engineering Umge-
bung der SPS geladen und für die SPS übersetz werden. Dieser Umstand macht jedoch deutlich, 
dass es der Mitarbeit der Hersteller der verschiedenen Laufzeitumgebungen bedarf um eine 
leichte und vollständige Integration zu ermöglichen. Andere, nicht mit PLCopen zusammenarbei-
tende, SPSen können theoretisch ebenfalls integriert werden. Hier sind in der Regel die Austausch-
formate proprietär und nicht offengelegt, so dass die Mitarbeit der Hersteller zwingend erforder-
lich ist. 
 
Abbildung 89: Konfiguration von virtuellen und realen Felderäten 
Das Online Monitoring ist mit dem Szenario nicht realistisch testbar, da die Ressourcen der Geräte 
bei weitem nicht ausgeschöpft werden. Bedingt durch die Wahl der Software-Plattformen ist der-
zeit nur ein Online Monitoring mit dem Generic Device möglich. Integrierbar ist dies auch noch in 
die FORTE Laufzeitumgebung. Bei den klassischen SPS Ansätzen, wie z.B. der Beckhoff Steuerung, 
ist wieder die Mitarbeit der Hersteller zwingend erforderlich. Auf dem Generic Device ergeben sich 
die erwartete Ressourcennutzung in dem getroffenen Szenario.  
6.3.6 Ergebnisse 
Der Testaufbau erfolgte mit den zwei Raspberry Pis, der Beckhoff SPS und einem zusätzlichen 
Raspberry Pi als MQTT Broker. Dabei kamen drei verschiedene Laufzeitumgebungen zum Einsatz. 
Auf dem Raspberry Pi 1 lief das Generic Device, die Beckhoff SPS brachte die eigene Laufzeitumge-
bung Twincat mit und auf dem Raspberry Pi 2 wurde FORTE von 4diac eingesetzt. Der Aufbau des 





werden, dass die entworfene Applikation erwartungskonform ablief, so dass der Funktionsnach-
weis für den erweiterten Entwurf verteilter Applikationen erbracht werden konnte. Der Raspberry 
Pi 1 erfüllte dabei die Hauptaufgabe und gab den Zyklus für die Applikation vor, erfasste die Füll-
stände des Behälters, bearbeitet den Steueralgorithmus und führte eine Grenzwertüberwachung 
der Ausgabe durch. Der Raspberry Pi 2 gab den Ausgabewert aus und die Beckhoff SPS führte die 
Grenzwertüberwachung für den Sensor durch. Das System lief über mehrere Stunden fehlerfrei. 
 
Abbildung 90: Übersicht beteiligter Geräte und Funktionsblöcke 
Es konnten allerdings mehrere Probleme, Herausforderungen und Detailfragen bei der Verwen-
dung der Werkzeugkette innerhalb des Tests identifiziert werden. Ausgewählte Feststellungen sol-
len an dieser Stelle nochmals hervorgehoben werden. So wurde deutlich, dass die einzelnen Teile 
einer laufzeitumgebungsübergreifenden Applikation miteinander interagieren und somit die aus-
getauschten Daten verstehen muss. So ist ein Ereignis zum Beispiel in FORTE nur eine Nachricht. 
Das Generic Device hingegen erwartete für das Auslösen eines Ereignisses zwingend einen be-
stimmten Inhalt in der Nachricht. Somit konnte zwar das Generic Device bei FORTE-basierten Ge-
räten ein Ereignis auslösen, andersherum war dies jedoch nicht möglich. Auch das Mapping der 
Datentypen ist eine Herausforderung, da nicht alle Laufzeitumgebungen die gleichen Datentypen 
implementieren. An dieser Stelle müssen entweder eine spezifische Sprache für alle Laufzeitum-
gebungen definiert oder für die Kommunikationsverbindung spezifische Übersetzerblöcke erstellt 
werden. Da es unwahrscheinlich erscheint, dass alle Hersteller von Laufzeitumgebungen eine ge-





Eine recht kleine Detailfrage kam bei der Default-Parameterintegration im Generic Device auf. Das 
verwendete Funktionsblocknetzwerk hat Default-Parameter, z. B. für die Schwellwerte. Diese las-
sen sich im Generic Device an verschiedenen Stellen integrieren. So können diese direkt in den 
Datencontainer, in die Funktionsblockumgebung oder in die Kommunikationsblöcke geschrieben 
werden. Nach diversen Versuchen stellt sich der Kommunikationsblock als beste Wahl heraus, da 
dieser als letzter instanziiert und somit der Default-Wert nicht mehr überschrieben wird.  
Bei den Tests wurde außerdem festgestellt, dass nicht nur Kommunikationsblöcke im Verteiler hin-
zugefügt werden müssen, sondern je nach Laufzeitumgebung auch noch Konvertierungsblöcke. 
Das Generic Device hat eine Datentypkonvertierung direkt in dem Kommunikationsblock inte-
griert. Bei FORTE und der Beckhoff Steuerung gibt der Kommunikationsblock nur einen String aus. 
Somit müssen für die beiden letztgenannten Laufzeitumgebungen zusätzliche explizite Konvertie-
rungen geplant und anschließend durchgeführt werden. Andernfalls ist das Netzwerk nicht auf den 
Laufzeitumgebungen ausführbar.  
Ein großes Problem stellte das plattformübergreifende Debugging der Anlagenapplikation ohne 
ein übergreifendes Werkzeug dar. Jede Laufzeitumgebung brachte ihr Werkzeug für ein Debugging 
mit. Somit mussten drei verschiedene Programme für die Laufzeitumgebungen und ein Programm 
für die Überwachung der Kommunikation verwendet werden, da alle Laufzeitumgebungen unter-
schiedliche Debuggingschnittstellen besitzen. Unabhängig von der somit nicht verwendbaren 
Funktion, das Netzwerk in Einzelschritten ablaufen zu lassen, erschwert der Umstand auch das 
Erkennen von Fehlern. Es wird somit immer für die jeweilige Laufzeitumgebung das Werkzeug ge-
braucht, da auch nicht alle Zwischendaten kommuniziert werden. Hier ist für ein integriertes Werk-
zeug zwingend die Mitwirkung der einzelnen Hersteller der Laufzeitumgebungen gefordert, da die 
Schnittstellen und Mechanismen nicht immer offengelegt sind.  
Es wurde keine Laufzeitbetrachtung durchgeführt, die Auslastung der Geräte lag jedoch im erwar-
teten Bereich.  
6.4 FAZIT 
Die generelle Umsetzbarkeit des vorgestellten Ansatzes konnte gezeigt werden. Sowohl das platt-
formübergreifende Generieren von profilkonformen Funktionsblöcken, als auch die plattform-
übergreifende Verwendung der generierten und vorhandenen Funktionsblöcke konnte nachge-
wiesen werden. Erwartungsgemäß brachte die prototypische Umsetzung viele kleine Unzulänglich-





Datentyps) oder manuellen Interaktionen (z.B. das nicht umgesetzte Auffinden vorhandener Ge-
räte im Netzwerk) gelöst wurden. Das wohl größte Problem des Ansatzes ist seine Komplexität. So 
gestaltet es sich äußerst schwierig, auftretende Fehler in der Werkzeugkette bzw. der Applikation 
zu finden, da einzelne Fehler sich erst recht spät in der Anwendung zeigen, jedoch unter Umstän-
den sehr weit vorn in der Werkzeugkette und in tiefen Details ihren Ursprung haben. Auch führt 
an diversen Stellen kein Weg an der Unterstützung der Hersteller der Laufzeitumgebungen vorbei. 
Diese kann dabei entweder direkt durch Mitarbeit der Hersteller oder aber durch Standardisierung 
von Schnittstellen erfolgen. Ohne diese sind einige Funktionen, wie z.B. der Upload, das Bench-
marking oder das Debugging, nicht in die Werkzeugkette integrierbar. Auch ist eine gemeinsame 
Sprache bzw. Abbildung auf den verschiedenen Kommunikationsmedien erforderlich. Gerade bei 
der Verwendung von MQTT braucht es zwingend Festlegungen, welche Kodierungen die Nachrich-
ten haben. Nichtsdestotrotz kann eine professionell erstellte und gepflegte Werkzeugkette unter 
Mithilfe der einzelnen Hersteller von Laufzeitumgebungen sicher diese Komplexität beherrschen 
und einen wertvollen Beitrag zum modellgestützten Entwurf von Feldgeräteapplikationen leisten.  
Zusammenfassend werden noch einmal die identifizierten wesentlichen offenen Herausforderun-
gen der einzelnen Teile der Werkzeugkette (vgl. Abbildung 52) in Tabelle 4 dargestellt.  
Tabelle 4: Offene Herausforderungen der einzelnen Teile der Werkzeugkette 
Teil wesentliche offene Herausforderungen 
Profil Tool • ungetestet, da nicht weitergepflegt 
• Portierung auf aktuellere Version inklusive Integration der 
beschriebenen Anpassungen an Profil-XML zwingend er-
forderlich 
• Integration der Merkmalleisten für bessere Weiternutzung 
wünschenswert 
Generator • Just-In-Time-Ansatz bei FORTE integrieren  
• Verwendbarkeit des PLCopen Generats auf anderen Steu-
erungen testen 
IDE • Unterstützung bei der Entwicklung verbessern, z.B. durch 
Integration des folgenden Transformators, Integration von 
Merkmalleisten als Nachschlagewerk 






Transformator (1) - 
Benchmarker • weiterführende Validierung der gefundenen Erkenntnisse 
erforderlich 
• Integration von geschlossenen Laufzeitumgebungen und 
Systemen (Herstellerunterstützung erforderlich) 
Vernetzer • Integration der Merkmale und Anforderungsbeschreibun-
gen (Herstellerunterstützung erforderlich) 
Verteiler • Validierung der Algorithmen mit größeren Netzwerken 
Online Tool (Überwacher) • Integration der restlichen Laufzeitumgebungen, insbeson-
dere der SPSen (Herstellerunterstützung erforderlich) 
• Test mit ausgelasteten Geräten und Netzwerken mit dyna-
mischer Last 
Transformator (2) • Umsetzung des Transformators, da Ontologie nicht voll-
ständig beschrieben war 
Gerätebeschreibungson-
tologie 
• Vervollständigung der Umsetzung der Ontologie 
  




7. ZUSAMMENFASSUNG UND AUSBLICK 
Nach der erfolgreichen Evaluation wird die vorliegende Arbeit noch einmal zusammengefasst. Da-
bei wird auf die erreichten Ziele verwiesen. Anschließend werden in einem Ausblick potentielle 
Erweiterungen und Ergänzungen für den hier präsentierten Ansatz vorgestellt. Die Arbeit schließt 
mit einem Fazit. 
7.1 ZUSAMMENFASSUNG 
Die vorliegende Arbeit zeigt, wie Profile als Baukasten für die Funktionalität der Feldgeräte und 
Anlagenapplikationen verwendet werden können. Dabei wurden bestehende Beschreibungsmög-
lichkeiten evaluiert und im Anschluss modellorientierte Ansätze im Rahmen von Model-driven En-
gineering und Model-driven Software Developement genutzt. Die dabei entstandene Werkzeug-
kette führt zu einem verbesserten Geräteengineering, bei dem alle anfallenden Informationen 
durch jeden Schritt mitgeführt werden. Somit stehen diese für die folgenden Werkzeuge bereit und 
können ohne Verluste verwendet werden. Die Beschreibungsmöglichkeiten der Profile wurden ge-
schärft, so dass die FEs direkt aus den Profilbeschreibungen generiert werden können. Beim Ver-
schalten der einzelnen FEs zu einer Applikation werden Möglichkeiten aufgezeigt, wie die Vernet-
zung unterstützt werden kann. So können Merkmale integriert und während des Entwicklungspro-
zesses spezialisiert werden. Auch sind die einmal getroffenen Beschreibungen in jedem folgenden 
Schritt integriert und abrufbar, so dass eine kontinuierliche Dokumentation bis hin zur Erzeugung 
von Gerätebeschreibungen möglich wird. Dabei werden eine Durchgängigkeit und eine erleich-
terte Verwendung der bisher schon benötigten Teile erreicht. Weiterführend werden Wege aufge-
zeigt, wie das vollständige Netzwerk automatisiert verteilt und auf den einzelnen Geräten deployed 
und anschließend überwacht werden kann. Es werden auch eigene Entwicklungen, sowohl beim 
Gerätehersteller als auch beim Integrator, ermöglicht. Somit ist die gewohnte Flexibilität der eige-
nen Lösungen weitergegeben. Insbesondere erleichtert die Werkzeugkette die Verwendung von 
heterogener Hardware und heterogenen Software-Plattformen, so dass diese nicht mehr von ei-
nem Hersteller bezogen werden müssen, sondern eine optimierte Auswahl erfolgen kann. Den 
Gerätehersteller erleichtert die Verwendung der vorgestellten Werkzeugkette ihre Arbeit, indem 
konsequent die verfügbaren Informationen aus den Profilen übernommen werden. Gleichzeitig 
ermöglicht die Werkzeugkette ihnen jedoch auch noch einen leichteren Plattformwechsel, da die 
eigenen Entwicklungen nur in Modellen gepflegt werden und sich somit mit nur einem neuen 




Template auf neue Software-Plattformen migrieren lassen. Andererseits müssen die Geräteher-
steller ihre Software-Plattformen jedoch auch öffnen und dokumentierte Schnittstellen bereitstel-
len, so dass die Geräte von der Werkzeugkette mit genutzt werden können. Die aufgezeigte Werk-
zeugkette kommt einem Engineering mit einer vollständigen Integration der Beschreibungen und 
Übernahme dieser in die folgenden Werkzeuge während des Engineeringvorgangs sehr nahe. Dies 
entspricht der höchsten Stufe nach VDI/VDE 3695 Blatt4 (VDI/VDE 3695 Blatt 4). Verbunden mit der 
größeren Flexibilität steigt beim Integrator auch die Anzahl der Aufgaben. Gleichzeitig werden die 
einzelnen Aufgaben jedoch erleichtert.  
Für eine typische Einordnung der Arbeit in das Referenzarchitekturmodell Industrie 4.0 (RAMI) er-
folgt eine Betrachtung entlang der Architekturachse (vgl. Abbildung 91). In der Ebene der Assets 
werde ganz allgemein Feldgeräte, Steuerungseinheiten und Stationen über den gesamten Lebens-
zyklus adressiert. Es werden jedoch keine Änderungen oder speziellen Anforderungen durch die 
Werkzeugkette verlangt. In der Ebene der Integration lässt sich der Benchmarker und die Informa-
tionsgewinnung für das Online Monitoring verorten. Benchmarks werden auf den Feldgeräten und 
Steuerungseinheiten mit und ohne die einzelnen Funktionsblöcke durchgeführt. Die Benchmarker-
gebnisse werden gesammelt und in die Informationsebene überführt. Für ein Online Monitoring 
erfolgt die Überwachung des aktuellen Zustands der Feldgeräte und der Steuerungen. Über den 
Lebenszyklus treten außer bei der Produktion der Instanzen somit immer wieder Berührungs-
punkte mit dieser Arbeit auf. An die Kommunikationsebene werden durch die Arbeit nur Anforde-
rungen gestellt. Dabei muss insbesondere der Gerätezustand bzw. die Auslastung der Hardware 
durch passende Industrie 4.0 Kommunikationsdienste (Auskunftsdienste) von den Geräten, hin 
zum Online Monitoring bzw. zur Auswertung der Benchmarks übertragen werden. Diese Anforde-
rungen treffen insbesondere die Feldgeräte und Steuerungseinheiten, lassen sich jedoch ebenfalls 
auf die Stationen übertragen. Innerhalb der Arbeit erfolgen keine konkreten Anpassungen an den 
beteiligten Schnittstellen, so dass keine entsprechenden Markierungen in der Grafik erfolgen. In 
der Informationsebene sind insbesondere die Informationsmodelle zu verorten, welche für die 
Werkzeugkette verwendet werden. Insbesondere sind dies die Modelle für die Profile, die Beschrei-
bungen der FEs und die Beschreibungen der funktionalen und nicht-funktionale Anforderungen 
bzw. Fähigkeiten der Geräte. Es werden dabei in der Hierarchie die Feldgeräte, Steuerungseinhei-
ten und die Stationen adressiert. Die Anforderungen und Fähigkeiten werden nahezu während des 
gesamten Lebenszyklus geschärft. Die Modelle für die Profile hingegen werden im Rahmen dieser 
Arbeit nur für die ersten Phasen des Lebenszyklus verwendet. In der Funktionsebene findet sich 
die Anwendung der gesamten Werkzeugkette wieder. So sind dort die funktionale Entwicklung und 




Wartung von Feldgeräten und Steuerungseinheiten durch den Gerätehersteller und die funktio-
nale Entwicklung und Wartung der Stationen durch den Integrator anzusiedeln. Auch die dynami-
sche Flexibilisierung und die bedarfsgerechte Verteilung der Funktionalitäten auf die passenden 
Geräte während der Nutzung der Instanzen ist in dieser Ebene zu finden. Einzig die Laufzeitphase 
der Instanzproduktion bei den Feldgeräten und den Steuerungseinheiten wird nicht berührt. Neue 
Geschäftsprozesse lassen sich durch die Arbeit vom Feldgerät bis hin zur vernetzten Welt über den 
gesamten Lebenszyklus erkennen. Diese resultieren insbesondere aus der Flexibilisierung und 
Durchgängigkeit der Werkzeugkette. Die Umsetzung und Ausprägung dieser ist jedoch nicht Teil 
der Arbeit. 
 
Abbildung 91: Einordnung der Arbeit in das RAMI 
7.2 AUSBLICK 
Die aufgezeigte Werkzeugkette bildet den Kern für eine weiter ausbaufähige Lösung. Daher sind 
an einigen Stellen weitere Arbeiten nötig – auch, damit die Werkzeugkette alle Vorzüge weiterer 
Entwicklungen im Rahmen von Industrie 4.0, IoT und möglichen Marktplätzen genießen kann.  
So ist eine offensichtliche sinnvolle Erweiterung die Integration weiterer Plattformen. Dabei kön-
nen klassische Siemens SPSen beispielsweise mit der TIA Portal Openness API oder neuere C++ 
programmierbare Steuerungen direkt mit C++ in die Werkzeugkette integriert werden. Auch kön-
nen klassische IoT-Geräte beispielsweise mit Node.js angebunden werden, so dass noch mehr he-
terogene Software-Plattformen und Hardware genutzt werden können. Eine wichtige Erweiterung 




ist, dass Sicherheitsmechanismen in die beteiligten Werkzeuge integriert werden müssen. So kön-
nen in Profilen verpflichtende FEs definiert werden, ein Integrator kann diese jedoch wieder bei 
der Vernetzung entfernen. Hier müssen in die einzelnen Werkzeuge Mechanismen zur Kontrolle 
integriert werden, so dass solche Fehler ausgeschlossen werden können. Weiterhin sollte auch die 
Übernahme der Anforderungen aus dem Engineering der Anlage mehr in den Vordergrund gerückt 
werden. So ist es mit der hier vorgestellten Werkzeugkette möglich, Systemabhängigkeiten und 
bereits getroffene Festlegungen zu definieren. Wege, diese Abhängigkeiten aus dem vorhergehen-
den Entwurf direkt zu importieren, beispielsweise aus AutomationML, sind zwar theoretisch mög-
lich, standen jedoch nicht im Fokus dieser Arbeit. Für die vollständige Durchgängigkeit der Werk-
zeugkette ist dies jedoch noch erforderlich. Dabei sollten Szenarien für die vollständige Verteilung 
bei Systemabhängigkeiten, wie beispielsweise zwei identische Sensoren in einer Anlage mit jedoch 
zwei vollständig verschiedenen Bedeutungen, evaluiert werden. Auch die abschließende Doku-
mentation des Entwurfsprozesses in AutomationML als Exportschnittstelle ist eine vorstellbare Er-
weiterung für diese Arbeit. Mit der Werkzeugkette sind Abweichungen vom etablierten Enginee-
ringprozess vorstellbar. So kann anhand der im Entwurf festgelegten Anforderungen und der ge-
räteunabhängigen Anlagenapplikation ein automatisierter Prozess erzeugt werden, der die für die 
Anlage benötigten Geräte so auswählt, dass gleich bei der Auswahl das Optimum für die Applika-
tion gewählt werden kann. Wie bereits im Kapitel zum Benchmarker beschrieben, besteht auch 
hier ein weiterer Forschungsbedarf. So wurde zwar eine Metrik entworfen, anhand derer Ressour-
cen der Feldgeräte beurteilt werden können, jedoch sind diese für eine exakte Beurteilung unter 
Umständen nicht ausreichend. Sollte hier bei der Verwendung der Werkzeugkette festgestellt wer-
den, dass es einer exakteren Beurteilung der Geräteressourcen bedarf, muss hier eine detaillier-
tere Betrachtung erfolgen. Auch müssen für den Benchmarker Schnittstellen entworfen werden, 
die dann durch die Gerätehersteller bedient werden müssen, so dass weitere Hardware und Soft-
ware-Plattformen in die Werkzeugkette integriert werden können. Das Online Monitoring sollte mit 
den Möglichkeiten der Forschungsansätze von Wenger et al. (Wenger et al. 2016) zusammenge-
führt werden. Ein Debugging von verteilten Applikationen sollte somit nicht nur aus Sicht der Funk-
tionalität, sondern auch aus Sicht der Hardware, integriert erfolgen. Generell ist eine vollständige 
Integration der gesamten Werkzeugkette in eine Umgebung anstrebenswert, wodurch der Wech-
sel der Werkzeugkettenteile und Rückschritte im Workflow entlang der Werkzeugkette leichter fal-
len. Eine größere Erweiterung, welche sich auch auf das Thema Industrie 4.0 bezieht, lässt sich im 
Thema der Merkmale und der Hierarchien sehen. So sind Merkmale derzeit eher eine Aneinander-




reihung von Beschreibungen und stellen keine etablierten Hierarchien dar. Hier bedarf es entspre-
chender ergänzender Modellierungen, so dass sich etablierte Hierarchien und Modelle abbilden 
lassen. Dies würde nicht nur diese Arbeit bereichern, sondern sehr viele der Anwendungsgebiete 
der Merkmalleisten ergänzen. Auch die Verknüpfung der Werkzeugkette mit Industrie 4.0 Ansät-
zen, wie einer Verwaltungsschale für jedes Asset, möglicherweise hinunter bis zu jedem einzelnen 
FE, stellt ein mögliches Potential der Werkzeugkette dar. Ebenfalls eine weitreichende Ergänzung 
ist der Marktplatzgedanke, vergleichbar mit den etablierten App-Stores im Smartphone-Bereich 
oder aber dem relativ neuen von Phoenix Contact (PHOENIX CONTACT 2020). Dabei sollten über 
diesen Marktplatz FEs für die jeweilige Hardware und Software-Plattform bezogen und ohne wei-
tere Aufwände in der Werkzeugkette integriert werden. Aber auch die Art der Feldgeräteentwick-
lung beim Gerätehersteller kann an sich überdacht werden. So können die Gerätehersteller eigene 
Profile, basierend auf den vorhandenen Profilen, erstellen. Die Gerätehersteller können so ihr voll-
ständiges Know-How in Modellen abbilden und sich ebenfalls leicht andere Hardware und Soft-
ware-Plattformen erschließen.  
Insgesamt können sich noch viele Themen an die hier vorgestellte Arbeit anschließen. Trotzdem 
wurden die Grundfunktionalität und Machbarkeit gezeigt. 
7.3 FAZIT 
Die hier vorgestellte Werkzeugkette für den modellgestützten Entwurf von Feldgeräteapplikatio-
nen funktioniert und leistet einen wertvollen Beitrag für die Automation, indem sie die bestehen-
den Beschreibungen und Geräte automatisiert zusammenführt. Die Werkzeugkette ist vom Um-
fang her hinreichend mächtig, aber daher auch komplex. Ohne eine weitreichende Unterstützung 
der Geräte- und Software-Plattformhersteller oder die entsprechende Normung der Schnittstellen 
zwischen den einzelnen Werkzeugkettenteilen ist diese für einen kommerziellen Einsatz in der Au-
tomatisierung möglicherweise zu aufwändig. Jedoch mit der zuvor genannten Unterstützung stellt 
die Werkzeugkette eine gute Möglichkeit dar, den manuellen Aufwand zu senken und somit die 
Fehleranfälligkeit einer Entwicklung zu reduzieren. Auch die Merkmalsleisten sind ein essentieller 
Einflussfaktor für einen abschließenden vollständigen Funktionsumfang. Auch hier muss eine ent-
sprechende Normung geschehen, so dass alle Aspekte der beteiligten Geräte gleich oder ähnlich 
abgebildet werden könne. Insgesamt kann die modellgetriebene Entwicklung und das entspre-
chende Deployment von Funktionalität genau die Forderungen nach Flexibilität der Komponenten 
entsprechend Industrie 4.0 und IIoT umsetzen, die künftige Automatisierungslösungen benötigen. 
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