evant circuitry can be quickly adapted to the current signal processing requirements. I will show that dynamic changes in synchronization patterns of neuronal populations are a good candidate for a mechanism that delineates and structures neuronal assemblies which are the basis for distributed representation and processing underlying cognitive processes.
Introduction
The way information is processed in the mammalian brain is still one of the central, essentially unresolved issues of science. While electrophysiological and neuroanatomical investigations and more recently functional magnetic resonance imaging (fMRI) provided an increasingly detailed picture of the functions particular regions of the brain are dealing with, there is only limited understanding of the mechanisms by which the neuronal networks process information, even for simple cognitive tasks. In the following, I will argue that understanding information processing in the neuronal circuitry depends to a large extent on understanding how signals are channeled through the brain and how the rel-portance of single units as a representation of stimuli in earlier research (Barlow, 1972) , there is now overwhelming evidence in favor of distributed modes of processing (Hebb, 1949; Edelman and Mountcastle, 1978; Braitenberg, 1978; Grossberg, 1980; Hopfield, 1982; Abeles, 1982; Aertsen et al., 1986; Zipser and Andersen, 1988; Gerstein et al., 1989; Georgopoulos, 1990; Palm, 1990; Singer, 1990a, b; Abeles, 1991; Rolls, 1992; Young and Yamane, 1992) . In a distributed system information does not converge on a single detector neuron which would provide by its activity the entire representation of the object for which it is the detector. Distributed processing modes are instead characterized by the distribution of the signals describing a certain object (or other content) over many different neurons at different processing stages. Such contents may be for example the picture of an object, the memory of it or a motor plan for grasping it. Individual neurons represent by their responses the limited number of elementary features that constitute the usually much more complex contents to be processed. The possibility to recruit them in an almost unlimited number of combinations into neuronal assemblies allows the neuronal circuitry to handle the enormous variety and complexity of the content it needs to represent and process with a limited number of neurons (Freiwald et al., 2001) . While models based on distributed processing differ in their individual characteristics and capabilities, there are some common properties which make them a suitable model for neuronal processing. (1) The combinatorial nature of a distributed code results in a coding capacity of a set of neurons that is much higher than for the same number of detector neurons. (2) Distributed coding schemes can preserve the individual features of an object which need to be lost by detector neurons due to their generalizing properties (Kreiter and Singer, 1996a) . (3) The associative nature of many distributed processing schemes provide for associative pattern completion (and error correction), a characteristic property of mammalian perception. (4) Fast processing based on rate coding depends on a distributed representation since reading a rate with sufficient resolution requires measuring intervals well beyond the time spans available. (5) Distributed processing architectures provide simple and biologically plausible mechanisms to generate new functional structures by learning. Gradual changes of synaptic efficacy in a network of cooperating neurons are much less demanding than the de novo generation of the entire wiring scheme for a fresh, so far unused neuron which should become a new detector neuron. Experimental investigations suggest indeed, that the mammalian brain is best described as a distributed processing system. A paradigmatic example for a highly distributed system is the primate visual system. The visual cortex of Macaca mulatta, one of the most thoroughly investigated sensory systems, consists of more than 30 areas (Felleman and Van Essen, 1991) . They differ by the response properties of their neurons and by the pattern of their rich interconnections with cortical as well as subcortical structures. A single visual stimulus results in activation of a large amount of neurons in many cortical areas processing different aspects of this stimulus. Individual neurons respond selectively to stimulus properties like position, orientation, spectral composition, binocular disparity, spatial and temporal frequency, and direction of motion Wiesel, 1959, 1962; Zeki, 1975; Orban, 1984; Desimone et al., 1985; Henry, 1985; Maunsell and Newsome, 1987; Livingstone and Hubel, 1988) . Selective responses have been observed for more complex stimulus properties as well. This includes for example the components of optical flow fields (Saito et al., 1986) , polar and hyperbolic gratings (Gallant et al., 1993) , geometric arrangements and patterns (Sakai and Miyashita, 1991; Tanaka, 1993 Tanaka, , 1996 Janssen et al., 1999 Janssen et al., , 2000 Missal et al., 1999) , simple objects (Logothetis et al., 1995) , and even faces (Gross et al., 1972; Bruce et al., 1981; Perrett et al., 1985; Desimone, 1991; Rolls, 1992) . While in particular the latter example has been taken as evidence for the concept of detector neurons, detailed investigations of their properties did not provide much support for detector properties of these neurons. Face cells do not detect an individual's face (Desimone, 1991) but are tuned to certain properties of faces like the distance between facial features (Yamane et al., 1988) or the direction of gaze (Perrett et al., 1985) . In general, neurons in the visual cortex respond like selective filters, tuned for several, eventually complex stim- The firing rate (r) of neurons in the visual cortex depends on multiple stimulus dimensions (D 1 … D n ). The schematic example shows a 2-dimensional tuning curve for two different stimulus properties (like orientation and spatial frequency) for which the neuron is tuned. Asuming a response rate of 23 Hz all the combinations of stimulus conditions depicted by the ring shaped trajectory in the stimulus space would result in this particular response. ulus dimensions while ignoring others. This results in an ambiguous relation between firing rate and stimuli since the same firing rate can be evoked by many different combinations of stimulus properties (Fig. 1) . Disambiguation of the information contained in the firing rate of individual neurons and precise representation of certain stimulus properties can only achieved by considering the combination of responses in a population of neurons engaged in the processing of a stimulus. Taken together, experimental results as well as theoretical considerations support the notion of distributed processing in the mammalian brain.
The problem: dynamic structuring of a neuronal multi-purpose processing architecture
One of the central problems of distributed processing architectures is to organize the cooperation and signal exchange between the individual elements of the network. Not only in case of the mammalian cortex the number of different neuronal circuits that may be needed is far too extensive to implement all of them in parallel independent sets of neurons with fixed internal connectivity. Depending on the processing requirements posed by external stimuli and internal state the required networks rather need to be configured dynamically as necessary. In fast succession changing but overlapping sets of neurons have to contribute in different effective wiring schemes to changing networks with different signal processing properties. Thus the circuitry just needed has to be formed out of the given set of neurons and the rich network of their anatomical connections which may be considered as the limiting superset of all possible wiring schemes that may exist in a given brain. Since anatomy is on a psychophysical time scale essentially fixed and can not change, there are several problems that must be solved by a system based on dynamic distributed processing. First, the computational properties of a neuronal network depend to a large extent on the pattern of synaptic weights describing the connectivity matrix (Braitenberg, 1978; Palm, 1982; McClelland and Rumelhart, 1986; Rumelhart and McClelland, 1986) . Therefore, the effective strength of a connection between two neurons will depend on the type of ensemble to which they just contribute. Under different conditions requiring different ensembles with different connectivity matrix this strength may need to be changed. Second, a dynamically established ensemble of neurons which fulfills a certain function will in general need only a subset of the anatomical connections which terminate on its neurons. Thus many signals which arrive in the network are not related to the coherent set of signals just processed. These unrelated signals act as noise disturbing the processing of the coherent signals and should therefore be suppressed. Third, functionally distinct ensembles processing,e.g.,different stimuli need not only to avoid mutual influences but have in addition to provide their efferent signals containing the results of their processing in a format that can be distinguished and selectively processed by other ensembles receiving input from both of them. Thus, the central problem of dynamically structuring networks of different functions is the flexible routing and association of signals in an essentially fixed anatomy to allow neurons to be combined into temporary networks of variable composition. Early models of distributed processing are based on Donald Hebb's (1949) model of the cell assembly. According to this model neurons that are often co-activated because they get activated by the same stimulus are thought to strengthen their mutual synaptic connections. This results in a network with properties of an associative memory since partial activation of an assembly will lead to its full recruitment by the stronger mutual connectivity between neurons belonging to the same assembly (Braitenberg, 1978; Palm, 1982) . The mutual enhancement of activity between neurons belonging to the same assembly may also serve to enhance the visibility of the representation of an object due to the contrast between the stronger activity of neurons within an assembly and the weak activity of neurons not being part of an active assembly. This will in turn contribute to a reduction of disturbing signals from such unrelated neurons and an increase of the signal-tonoise ratio for the processing of signals within the assembly. This model uses the available number of neurons economically since a given neuron may be part of many different assemblies. Even though the Hebbian assembly shows several of the above mentioned properties expected from a viable model of distributed processing, it suffers from two shortcomings. The first is the fixed effective connectivity which can not be adapted quickly because it is determined by synaptic strength. The synaptic connections may be modified by learning, but not on the fast timescale of changing stimulus constellations or otherwise altered cognitive states. This limits the flexibility with which different processing capabilities can be achieved from a given set of neurons. Second, the simultaneous processing of two different stimuli will in general not be possible, because the Hebbian assembly fails to keep representations of different stimuli separable, leading to the so-called superposition catastrophe (von der Malsburg, 1981 (von der Malsburg, , 1985 . The interpretation of a distributed representation requires the identification of the set of neurons which contributes to this representation and to distinguish them from other neurons contributing to the representation of other stimuli. The neurons of a Hebbian assembly may be identified as members of an acti-vated assembly by their enhanced activity, but they can not be distinguished by this criterion from the neurons being part of another active assembly which represents a second stimulus. Therefore, another processing stage receiving input from neurons of both assemblies would be confronted with the superposition of two patterns which is not interpretable (Fig. 2) . The superposition problem can not in general be resolved by the assumption of specific anatomical connections between different processing stages of a stimulus because of the massive convergence and divergence of neuronal connections in the cortex. It is well known that each processing stage receives synaptic connections from a wide range of different neurons placed in its immediate neighborhood, the same cortical area or different areas. These neurons differ considerably in their response properties and are therefore likely to be part of different neuronal assemblies if complex, natural stimulus constellations have to be processed. A solution by exclusive anatomical connections from an assembly to a certain target structure is also excluded by the overlap of different assemblies that get activated by different stimulus constellations. A set of neurons which constitute an assembly in a given stimulus constellation may become part of several different assemblies with the next stimulus constellation to be processed only a tenth of a second later. By this change of relations between the neurons a different set of axonal connections would be required, if afferent connections would have to be organized in a manner depending on the composition of the set of assemblies just activated. Taken together, the difficulties to interpret distributed codes in the presence of multiple stimulus representations and to configure dynamically the effective neuronal circuitry indicate the necessity of mechanism that labels neuronal responses to distinguish their origination from different stimulus representations. Such a label should facilitate differential processing of responses from different assemblies.
Labeling neuronal responses -a role for temporal structure of neuronal activity
The unavoidable lack of specificity of fixed and widespread anatomical connections originating from a given assembly with respect to the dynamically changing composition of other neuronal assemblies requires the responses themselves to carry the necessary information to identify their association with each other. A first possibility for such a label would be the firing rate. Neurons of different assemblies could express their relationships by firing rates that are identical for the neurons of the same assembly but differ for different assemblies. Such a mechanism faces several problems: First, the limited range of possible firing rates and the small resolution of rate estimates in short time intervals suggests that only a very small number of assemblies can be distinguished by rate differences. Second, it is generally accepted that the firing rate of an individual neuron contains information about the properties of the activating stimulus. This information would be lost, if the neurons of the same assembly would all fire with the same rate. Third, experimental findings do not support the assumption that neurons respond only in discrete frequency steps but show that they are continuously dependent on various stimulus properties like orientation, direction or spectral composition. For these reasons a simple rate-based mechanism to distinguish responses from different assemblies has to be rejected. Another property of spike trains that could be used to distinguish neuronal responses are the seemingly random fluctuations of their precise temporal structure. Contrary to spike rate there is little evidence that these fluctuations serve to encode stimulus properties. This has led to the hypothesis that fine temporal structure could serve to express the relation of neurons that belong to the same or to different activated assemblies (Milner, 1974; Grossberg, 1980; Abeles, 1982; von der Malsburg, 1985 von der Malsburg, , 1986 von der Malsburg and Schneider, 1986; von der Malsburg and Singer, 1988; Gerstein et al., 1989; Singer, 1990a Singer, , 1999 Abeles, 1991; Singer and Gray, 1995; Kreiter and Singer, 1996a; Freiwald et al., 2001) . Neurons that engage in an episode of synchronous activity would thereby identify their discharges as part of a population-coded signal produced by the distributed processing of an assembly. Neurons of a second assembly would also synchronize the temporal structure of their activity within the range of milliseconds but would avoid synchronization with the first and any other assembly (Fig. 2D) . Precise synchronization would therefore become a tag for signals evoked in the same assembly. Such a code does not need to compromise the rate code containing stimulus specific information. Synchronization or de-synchronization only require to shift individual spikes by a few milliseconds backward or forward in time but do not need a change of their average probability of occurrence which determines the rate. The primary effect of such differential synchronization is that spikes which are part of the same activity pattern that represents a certain stimulus evoke simultaneous post-synaptic potentials. This enhances the common effect of the respective assembly on the post-synaptic neuron by spatial summation at the dendritic tree. Furthermore, the synchronous arrival of the synaptic potentials facilitates the interactions and hence the common and cooperative processing of the signals originating from the same stimulus representation. The concentration in time of the occurrence of related synaptic potentials also reduces the probability of interaction with unrelated signals and increases the proportion of post synaptic activity on a dendritic tree that is related to a single stimulus. This separates different computational processes in time that need to be processed concurrently and enhances the signal-to-noise ratio for the individual computation at the dendritic tree. A further advantage of neuronal assemblies defined by synchronous activity is their ability to change their extent in a flexible, stimulus dependent manner. Simulation studies demonstrated that synchronization can be used to select responses into an assembly that represent the same perceptual object and to segregate them from responses evoked by different objects or the background (Wang et al., 1990; König and Schillen, 1990; Grossberg and Somers, 1991; Horn and Usher, 1991; Sporns et al., 1991; Arndt et al., 1992; Neven and Aertsen, 1992; Schillen and König, 1994; Sompolinsky and Tsodyks, 1994; Ritz et al., 1994) . Neuronal assemblies defined by synchronous activity could therefore serve to bind the representations of different features of an object into a coherent assembly that provides for the necessary exchange and convergence of information which is a necessary precondition for the perception of a coherent object. The two examples were both recorded with an electrode acquiring spikes from a few different, nearby neurons which respond to a moving bar stimulus. Spikes from different neurons tend to occur in cluster separated by silent intervals. This clustered appearance is reflected in the auto-correlograms below by the broad center peak and the initial troughs (modified from Kreiter and Singer, 1996a) .
Experimental evidence for the correlation hypothesis from the primate brain Synchronous states of neuronal activity
The first prediction of the hypothesis described above is the synchronization of action potentials for neurons that respond to the same stimulus. Figure 3 shows a short episode of a multi-unit recording from area MT of an awake fixating monkey. The differently sized action potentials of different neurons engage for a short epoch in a typical burst and pause pattern of activity. Within such a multi-unit burst the spikes of different neurons occur within a few milli-seconds. Thus, a local group of neurons recorded from a single micro-electrode can indeed strongly synchronize their activity, if activated by the same stimulus. Such strongly synchronized activity in area MT is typically associated with a more or less regular pattern of oscillatory activity with the frequency in the range of the gamma-band of the EEG (~30-60 Hz) (Kreiter and Singer, 1992) . In the local field potential, which is thought to reflect mainly the summation of synaptic currents and is therefore a measure of local average activity, distinct spindles of activity in the same frequency range have been described. They are phase-locked with the local spike activity if both signals are recorded simultaneously (Murthy and Fetz, 1992; Kreiter, 1992; Eckhorn et al., 1993; Livingstone, 1996) . These observations suggest that synchronization does not only occur pair-wise. Rather whole groups of neurons can synchronize their firing pattern in a manner that causes sequences of discharges synchronized over entire groups of neurons. Evidence for precise synchronization in the primate cortex has been described by several studies done in macaque monkeys in the cortical areas V1, V2, V3, V4, MT, IT, the auditory, somatosensory and motor cortex (Aiple and Krüger, 1988; Krüger, 1990; Gochin et al., 1991; Bullier et al., 1992; Murthy and Fetz, 1992; Ahissar et al., 1992; Kreiter and Singer, 1992; Eckhorn et al., 1993; Livingstone, 1996; Müller et al., 1996; deCharms and Merzenich, 1996; Freiwald et al., 1998; Nowak et al., 1999; Steinmetz et al., 2000) . Synchronous activity has not only be observed locally but also between neurons recorded from different sites in the same area and different areas of the cortex (Frien et al., 1994; Munk et al., 2000) . To be instrumental for tagging neuronal responses of the same assembly synchronization should be precise within the range of several milli-seconds. In accordance with this requirement, the temporal precision of neuronal synchronization found in most of the studies is in the range of a few milli-seconds. Much wider correlation peaks have been described, too (Gochin et al., 1991) , but are not discussed here since they are likely to reflect different mechanisms.
With respect to the dependence of neuronal synchronization for the response properties of neurons, the correlation hypothesis predicts a weak specificity of the interactions. Individual stimuli typically recruit neurons with similar response properties but also activate neurons with quite different response properties, if these neurons have a sufficiently wide tuning. If synchronization serves to define coherent groups of neurons that represent a stimulus, it should occur between neurons with similar and with dissimilar response properties. Experimental investigations have found synchronization preferentially between neurons with similar response properties like overlapping receptive fields, similar orientation or direction tuning but also between neurons with considerable differences between their properties. Recordings in area MT of awake macaque monkeys revealed synchronization in cases of neurons with differences in their preferred direction of motion of more than 90° (Kreiter and Singer, 1996b) . Summarizing these results it can be stated that neuronal synchronization occurs between the extended sets of neurons that form neuronal representations and has a sufficient temporal precision to serve as a label for dynamic grouping of responses evoked from the same neuronal assembly.
Dynamic properties of neuronal synchronization
One of the central features of distributed processing and representation is the flexible usage of the same neuron in a large number of different assemblies. Two neurons which are activated by the same stimulus and belong therefore to the same assembly may be activated in the next moment by two different stimuli. They will then belong to two different assemblies which process different stimuli in a different manner. This requires a label of relatedness of neuronal discharges to change dynamically in dependence of the stimulus configuration. The prediction is that neurons that are synchronized, if activated by the same stimulus should not synchronize, if they are activated by different stimuli. This prediction contrasts with the earlier assumption that correlated discharges reflect the anatomical properties of a network of neurons and are therefore largely independent on stimulus properties and of no particular functional relevance. Figure 4 shows the results of an experiment which has been done to test this prediction in area MT of a macaque monkey which fixates a central fixation spot. The experiment requires simultaneous recordings from neurons having overlapping receptive fields with different but similar preferred directions of motion. Stimulation with a single bar moving in a direction between the two preferred directions of motion of the neurons at the two recording sites (Fig. 4 A) activated neurons at C, D) . The thin vertical lines in the PSTHs mark the window over which the cross-correlograms were computed. The scale bars correspond to 40 spikes/s. Note the pronounced synchronization in the single bar condition and the absence of synchronization in the dual bar condition. Scatter plots of normalized correlation values (NC, peak amplitude above offset divided by the offset) and firing rates obtained for the single bar condition (ordinate) against those obtained for the dual bar configuration (abscissa) are shown in (E) and (F), respectively. The dashed line indicates the region of equal values for both conditions. In all cases synchronization is considerably stronger for the single bar condition while response rates are similar (modified from Kreiter and Singer, 1996a) . condition (B, D) . In this case the normalized correlation (NC) was 56.5% for the single bar configuration, 58.8% for the crossing bar configuration and 4.4% for the dual bar configuration (data not shown). Scatter plots of normalized correlation (NC) and firing rates obtained for the crossing bar configuration (ordinate) against those obtained for the single bar condition (abscissa) are shown in (E) and (F), respectively. Note that the additional bar in the crossing bar configuration causes no major reduction of synchronization as compared to the reduction found for the dual bar configuration. Conventions as in Fig. 6 (modified from Kreiter and Singer, 1996a) . Kreiter and Singer, 1996a) . both sites. In this stimulus constellation the neurons at both recording sites contribute to representation and processing of the same stimulus and are therefore considered to be part of the same assembly. Stimulation with two different bars, each of them moving in the preferred direction of one of the receptive fields, activates the neurons at both recording sites too (Fig. 4 B) . According to the rules of gestalt psychology for binding visual features into a coherent object the two bars lack all properties like common direction of motion or collinearity that would bind them into a single coherent object and are therefore perceived as two independent objects. Therefore, the two stimuli are expected to be represented by two different assemblies. In contrast to the single-bar-condition the neurons at the two recording sites are not part of the same assembly for this dualbar-condition but are expected to belong to the two different assemblies, each one representing one of the two bars. In accordance with the prediction there is a clear correlation peak in the cross-correlogram obtained for the single-bar-condition (Fig. 4 C) , but no such peak is observed in the cross-correlogram for the dual-bar-condition (Fig. 4 D) . This result can not be attributed to changes of the mean firing rate since firing rates do not vary systematically with the stimulus conditions in this experiment (Fig. 4 F) . While this result is well in line with the predictions of the correlation hypothesis, two alternative interpretations need to be ruled out. The first suggests that the lack of correlation in the dual-bar-condition does not reflect the relation of the neurons at the two recording sites to different assemblies but a general reduction of synchronicity and temporal structure, possibly due to the presence of two instead of one independent stimuli. To test this possibility the same configuration as in the single-bar-condition (Fig. 5 A) was extended with another bar crossing over both receptive fields (Fig. 5 B) . This stimulus constellation is very similar to the dualbar-condition, but the neurons at both recording sites are activated by the same bar and not by two different bars as in the dual-bar-condition. The correlation hypothesis predicts that despite the presence of two stimuli the neurons at both sites should synchronize their activity with each other, since they represent the same stimulus. As shown in Figure 5 C-F the experimental results are in line with this prediction. Therefore, the first alternative explanation has to be rejected. The second alternative explanation suggests that the synchronization observed in the single-bar-condition depends essentially on the intermediate direction of motion of the bar. The neurons activated most strongly by this stimulus direction are expected to provide shared inputs to the neurons at both recording sites and would thereby cause more synchronization of the neurons (Perkel et al., 1967; Moore et al., 1970; Gerstein and Perkel, 1972) . To test the dependence of synchronization on direction of motion (Fig. 6 ) the single bar condition (Fig. 6 A) was presented with different directions of motion between and including the direction of motion of the bars used in the dual bar condition (Fig. 6  C, D) . The results showed that even in the extreme case of a bar moving in the same direction as one of the bars in the dual-bar-condition the neurons at both sites stayed synchronized, if they were both activated by this individual bar. This result shows clearly that neither unspecific reductions of temporal coordination in the presence of multiple objects nor specific stimulus properties determine the pattern of synchronization. It is the actual membership of a neuron in an assembly that causes the neuron to synchronize its pattern of discharge with that of the other neurons in the assembly, but not with those which belong at the same time to different assemblies. Evidence for state or stimulus dependent changes in temporal interactions of neurons has also been described in other parts of the monkey's cortex. Freiwald et al. (1998) found that in the inferotemporal cortex synchronization and oscillation strength can undergo rapid changes in response to a stimulus, even if no changes of firing rate were observed. Within the auditory cortex deCharms and Merzenich (1996) found an increase in synchronization for the whole duration of a sound stimulus between neurons that had only phasic responses to stimulus onset and offset on top of spontaneous activity. Directional information for a reaching task has been found to be represented by the synchronization between neurons in the motor cortex around the time of motion onset (Hatsopoulos et al., 1998) . States of attentive expectation have been found to increase synchronous activity in the macaques visual cortex areas MT and MST (Cardoso de Oliveira et al., 1997) and in the motor cortex (Murthy and Fetz, 1992; Sanes and Donoghue, 1993; Vaadia et al., 1995; Riehle et al., 1997; Grammont and Riehle, 1999) as well as between different visual and motor areas (Munk et al., 2000) . All these studies suggest that different cognitive processes are associated with the activation of neuronal assemblies characterized by synchronous discharge of their constituting neurons.
Perception and synchronous high-frequency oscillatoryactivity in the human brain
If neuronal assemblies are characterized by synchronous activity in the gamma-band, it may be possible to observe this activity in the EEG of human subjects. Even though this activity has been difficult to measure because of its small amplitude, it has now been observed by several laboratories. In accordance with the correlation hypothesis and the results of animal studies enhanced gamma-band activity was found in response to coherently moving stimuli as compared to incoherent stimuli (Lutzenberger et al., 1995; Müller et al., 1996) . This reduction of gamma-band activity in the EEG for multiple independent stimuli does not necessarily indicate a lack of synchronous activity in neuronal assemblies. The results of single-and multi-unit recordings in the macaque's visual cortex described above show, that multiple, independently moving, and even overlapping bar stimuli also result in synchronized activity within, but not between the respective neuronal assemblies. The most likely reason for the reduced gamma-band activity observed for such conditions is therefore the averaging of EEG recordings over multiple desynchronized assemblies. Due to the lack of synchrony between the individual assemblies the electrical signals of their neurons tend to cancel each other whereas they would add up when the neurons were part of a single, synchronized assembly. Therefore, differences of gamma-band activity between similar stimulus conditions are usually interpreted as an indication for a difference in synchronicity of neurons within an extended assembly or the difference between states with neurons being organized into one extended assembly versus several smaller assemblies. Unfortunately, this interpretation of results of EEG studies is not without problems. While enhanced gamma-band responses may well reflect increased synchronization of oscillatory activity within a given set of cells, it could also result from an increase of the number of activated cells or an increase in their activity without increased temporal synchrony. Depending on the methods to evaluate synchronization between different EEG electrodes similar problems may arise. Some early measures of synchronization confounded phase and amplitude information so that changes in oscillation amplitudes resulted in changed measures of synchrony. A more critical problem is that changes in synchrony between EEG electrodes may be caused by changes in the neuronal populations that contribute to these signals. Thus, a sudden increase in synchrony between electrode 1 and 2 does not necessarily reflect a change in the synchrony between the same two groups of neurons. It may also result from the activation or inactivation of another group of neurons, e.g. recorded by electrode 1 which always discharges in synchrony with neurons at electrode 2. The main arguments against such alternative explanations of gamma-band responses and their correlation in EEG recordings are the results of animal experiments which demonstrate that even well-isolated individual neurons can change dynamically their synchronization independent of rate changes (Freiwald et al., 1995; Kreiter and Singer, 1996b) and the consistency in the interpretation of results of many different studies which would not be expected, if alternative explanations would often describe the dominant mechanism of gamma-band responses. According to the correlation hypothesis the activation of such synchronously firing neuronal assemblies is the neuronal mechanism for the internal representation and processing of sensory information. Since object perception critically depends on binding of the features of an object, the correlation hypothesis predicts that object perception should be associated with the synchronization of extended groups of neurons which represent by their activity elementarily features of an object. This suggests that object perception may be associated with enhanced gamma-band activity in the EEG. Well in line with this prediction it has been shown that the perception of the Kanizsa triangle (like a real triangle) results in a distinct phase of enhanced gamma-band activity, if compared with a similar display in which no triangle is perceived since the inducers of the Kanizsa triangle had been rotated (Tallon et al., 1995; Tallon-Baudry et al., 1996) . The perception of hidden figures in cluttered pictures often requires subjects to know what they could see in such a picture. A comparison of the gamma-band responses between pictures that are meaningless to subjects and the identical pictures after subjects were trained to perceive a hidden dalmatian dog also reveals enhanced gamma-band activity in the EEG to be associated with the perception of the dog (TallonBaudry et al., 1997) . Similarly, the emergence of a three-dimensional percept while viewing a random-dot stereogram is associated with a transient gamma-band peak around 40 Hz, 300 to 500 ms before the subjects report the appearance of the perception (Revonsuo et al., 1997) . The most direct evidence relating perception and synchronous activity in the human brain is provided by estimations of the synchrony between EEG electrodes covering the entire scalp (Rodriguez et al., 1999) . In this study human subjects had to signal the perception of upright and upside-down 'mooney' faces. For trials in which the subjects perceived the face a distinct pattern of electrode pairs synchronized their gamma-band activity. On average the synchrony between electrodes increased in such trials, while for trials leading to no perception of a face synchrony rather declines. Taken together, these results suggest that perception is associated with a specific increase in synchronous gamma-band activity due to the activation of extended assemblies binding responses related to the perceived object into a coherent representation.
Synchronized activity related to memory and learning
Internal representations are not only driven by external stimuli but may be activated during rehearsal and retention processes for short-term memory. Therefore, Tal-lon-Baudry et al. (1998, 1999) investigated the gammaband responses in a delayed match to sample task. They found sustained oscillatory activity in the gamma and beta band within the delay period in which no stimulus was present but the sample stimulus had to be kept in memory. In contrast to representations in short-term memory content contained in long-term memory is kept for much longer periods of time. Donald Hebb (1949) suggested that this may be achieved by forming cell assemblies from the neurons that are activated by the respective stimuli. In a classical conditioning paradigm that associated an conditioned light stimulus (CS + ) and a noxious unconditioned stimulus (UCS) to the skin, enhanced coherence between the gamma-band activity in the visual and the somatosensory cortex is observed during presentation of the CS + before the UCS as compared to CS -trials (Miltner et al., 1999) after training. This suggests that that new assemblies formed by associative learning processes are also characterized by synchronous activity in the gamma-band.
Synchronized activity related to attention
As pointed out before, synchronous activity does not only tag a population with a label that can be used to identify related sets of neurons, but also increases the effectiveness of the synchronized responses at common target neurons. Since enhanced visibility of the neuronal activity generated for the representation of a single object has been suggested to be the neuronal correlate for selective attention, changing the degree of synchronization within a neuronal assembly could be an effective mechanism for selective attention (Niebur et al., 1993; Niebur and Koch, 1994) . Indeed Gruber et al. (1999) found attentional modulation of the gammaband response in a visual spatial attention task. However, a recent study in area V4 of the macaque monkey found no significant changes in the correlation of spikes or local field potentials but a small improvement of the temporal precision that link spikes of one recording site to the local field potential at a different recording site in the same area. Considerably stronger effects have been found in the secondary somatosensory cortex of macaques which were trained to switch attention between a visual task and a tactile discrimination task. The reason for these discrepancies is not yet clear. It is possible that different modalities are differently affected by attention or that shifts of the task from one modality to another one affect neuronal synchronization patterns more than spatial shifts of selective attention within the same modality. Furthermore, it is possible that the main effect of spatial selective attention is not a change of synchronization between neurons of the same area but rather between neurons at different levels of processing in different cortical areas. Selective coupling of restricted parts of the afferent population to target neurons has been considered to be a key mechanism of spatial selective attention even though a different linking mechanism was proposed (Olshausen et al., 1993) .
Concluding remarks
In this short review, I presented theoretical considerations and experimental results which suggest that information processing in the cerebral cortex is based on neuronal assemblies that are dynamically defined by the synchronization of their constituting neurons. The presented evidence suggests that this mechanism serves to distinguish representations of multiple objects and organizes information processing within the cortical circuitry by setting the effective connectivity between individual neurons. Therefore, this mechanism seems to be a basic cortical function used for different cognitive processes like perception, memory and attention. Relevant experimental data for this hypothesis were not only obtained in studies on human subjects or nonhuman primates but also in other vertebrate species like the cat (for comprehensive review see: Singer and Gray, 1995; Singer, 1999) .
