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The S-Transform From a Wavelet Point of View
Sergi Ventosa, Carine Simon, Martin Schimmel, Juan Jose Dañobeitia, and Antoni Mànuel
Abstract—The -transform is becoming popular for time-fre-
quency analysis and data-adaptive filtering thanks to its simplicity.
While this transform works well in the continuous domain, its dis-
crete version may fail to achieve accurate results. This paper com-
pares and contrasts this transform with the better known contin-
uous wavelet transform, and defines a relation between both. This
connection allows a better understanding of the -transform, and
makes it possible to employ the wavelet reconstruction formula as
a new inverse -transform and to propose several methods to solve
some of the main limitations of the discrete -transform, such as
its restriction to linear frequency sampling.
Index Terms— -transform, time-frequency analysis, wavelet
transform.
I. INTRODUCTION
THE well-known Fourier frequency analysis decomposes asignal into its frequency components. This analysis pro-
vides an excellent frequency resolution, however, it does not tell
anything about the time distribution of each component. While
this fact does not represent any limitation on the analysis of
time-invariant signals, it does become an important handicap
when time-variant signals are studied.
The first steps to solve these problems were made with the
short-time Fourier transform [1]. This approach introduces a
sliding window in the Fourier integral to achieve a better esti-
mation of the time distribution of each frequency component.
As expected, this improvement is obtained at the expense of
the frequency resolution because of the finite window length.
This trade off is related to the uncertainty principle that sets
a lower bound on the time-frequency bandwidth product, the
lower bound of which is achieved by the Gaussian window. The
main limitation of the short-time Fourier transform is its fixed
window length which causes a variation of the number of cycles
within the window along frequencies and that prevents it from
having a good time (respectively frequency) resolution at high
(respectively low) frequency.
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In the 1980s, the wavelet transform was proposed by [2]–[5].
Basically, it replaces the frequency shift of the short-time
Fourier transform by the dilation of a basis function, also
called mother wavelet, and uses the concept of scale instead of
frequency. That way, it allows to have a fixed number of cycles
per scale, and, thus, is usually called a multiresolution strategy
because the resolution remains constant along scales.
The -transform [6]–[8] can be viewed as an intermediate
step between the short-time Fourier transform and the wavelet
transform that enables the use of the frequency variable as well
as the multiresolution strategy of the wavelets. Furthermore,
it maintains a direct connection with the Fourier transform
which is equal to the -transform’s time integral. But, while
the -transform formulation is very similar to the short-time
Fourier transform, in practice, the multiresolution strategy used
makes it much closer to the wavelet transform. For that reason,
in the following we only focus on the relation between the
-transform and the wavelet transforms. Recently, a study on
this relation for the continuous domain focused on the Gaussian
window has been published [9]. In our work, this relation is
generalized introducing the -transform mother function, the
continuous and discrete cases are analyzed and the inverses
available for both transforms are related to each other.
To better understand the techniques of spectrum analysis
based on the and the wavelet transforms, first, in Section II,
we review these transforms. We then establish, in Section III,
a direct relation between both transforms which enables the
reuse of the algorithms developed in the wavelet field, and more
importantly, makes possible the study of the -transform from
the mathematical context of the wavelets. Next, in Section IV,
we apply these ideas to the inverse problem to infer two
-transform inverses. Finally, in Section V, we briefly show the
advantages and drawbacks of the most commonly used discrete
-transform and its classical inverse, and we apply the ideas
developed in the previous sections to propose new methods
to improve their efficiency and to overcome their frequency
sampling limitations.
II. METHODS
A. The S-Transform
The -transform [6] of a continuous time signal is de-
fined as
(1)
Although other windows are possible [7], the window function,
, is generally chosen to be positive and Gaussian:
(2)
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where is the frequency, is the time, is the delay, and is
the scaling factor which controls the time-frequency resolution.
It is important to emphasize that in order to have an invertible
-transform, any window used must be normalized, so that
(3)
The -transform can also be computed directly from , the
Fourier transform of . To do so, first (1) has to be rewritten
as a convolution
(4)
Then, applying the convolution property of the Fourier trans-
form, we get
(5)
where is the inverse Fourier transform and the Fourier
transform pair of . For the Gaussian window case (2) this ex-
pression becomes
(6)
One of the main characteristics of the -transform is that sum-
ming over yields the spectrum of , i.e., using expres-
sion (1) we obtain
(7)
If , applying Fubini’s theorem and taking into ac-
count (3), the above expression reduces to a simple Fourier
transform. As a result can be estimated by the following
equation:
(8)
This spectrum property enables the definition of an inverse
-transform through the inverse Fourier transform of the spec-
trum of . It gives a great flexibility on the window function
selection, as it just has to fulfill the normalization property (3).
B. The Wavelet Transform
The continuous wavelet transform of at delay
and scale is given by [5], [10], [11]
(9)
where is the complex conjugate of the wavelet mother func-
tion . The family of waveforms is usually
obtained by translating a single wavelet by and scaling it by
(10)
But using several mother functions or different scaling laws are
possible too, like in the wavelet packet case [5].
As the factor in the above equation suggests,
is normalized so that it has the same energy at all scales. Fur-
thermore, the wavelet function must be of finite energy to have
a compact support. For simplicity, the unity energy is taken, so
that , where the -norm of a function
is defined as
(11)
In the following, the subscript is omitted for simplicity when
.
The reconstruction formula of the wavelet transform is given
by [4] and [10]: for any
(12)
where
(13)
Apart from the normalization of , the wavelet mother
function must satisfy an admissibility condition: , to
guarantee the reconstruction of without distortion.
In order to satisfy (13), must have a zero average, ,
where is the Fourier transform of , and be continuously
differentiable. In addition, the fulfillment of the above condition
ensures that the wavelet transform satisfies the energy conserva-
tion property:
(14)
This important property establishes that any variation of en-
ergy in the time or wavelet domain causes an equal variation
in the other domain. That way, the wavelet can be classified
as an energy-conservative transform like the Fourier transform,
thanks to Parseval’s formula. The term appears because of
the use of the scale notion instead of the frequency one.
III. RELATION BETWEEN THE -TRANSFORM AND THE
WAVELET TRANSFORM
As suggested in [12], the -transform can be expressed in
terms of a continuous wavelet transform. To better show this
similarity, (1) has been rewritten via a single mother function,
, introducing a delay term in the inte-
grand,
(15)
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where, similarly to the wavelet case, (10), the family of func-
tions is defined as
(16)
As the window, , is usually a positive function with an av-
erage equal to one (3), we can see as being composed of
two parts: a distribution function, , and a predefined
phase term, . The first one controls parameters such as
the time and frequency resolutions while the latter modulates
to the center frequency, . Following (10), we can obtain
directly from , by translating it by and compressing it by
(17)
although the time-frequency product on (17) limits , like
in wavelets, other methods are possible.
In the same way as a term was used in the wavelets
(10) to respect the 2-norm property, and therewith, the energy
conservation property, an term appears in the -transform
(17) to fulfill the 1-norm property, and hence it can be thought
of as an amplitude-conservative transform. In fact, we can in-
terpret the unit average property (3) as a result of a 1-norm nor-
malization on , i.e., or
, if is chosen positive. As a result, there are
only two little differences between the integrals involved in (9)
and (15): the wavelet transform uses the notion of scale and ap-
plies a 2-norm in the wavelet normalization requirement, while
the -transform uses the frequency notion and a 1-norm. In spite
of these differences, their respective results have a close relation.
To emphasize this relation, we can rewrite (15) in the time-scale
domain, instead of the time-frequency one.
If we decompose into its equivalent expression
(17) and we let , then (15) becomes
(18)
In order to fulfill (3) for any mother wavelet , we set the
equivalent -transform mother function as
(19)
where is a normalization factor
(20)
For the particular case of the Morlet-like mother wavelets,
i.e., with , the above expression
can be interpreted as a 1-norm. Thus, the normalization factor
becomes
(21)
Thanks to these last expressions, it is possible to rewrite (18)
in terms of the continuous wavelet transform (9) in the following
way:
(22)
with
(23)
Thus, any -transform whose mother function, , satisfies
the admissibility condition of the wavelet mother functions can
be expressed as a wavelet transform multiplied by a weighting
matrix. However, it is important to notice that the dependence
of this matrix on the scale factor makes that the -transform
does not respect the energy conservation property contrary to
the wavelet (14) or the short-time Fourier transforms. In other
words, an equal energy modification on different loca-
tions in the S-transform domain will cause an impact of different
energy but of the same amplitude in the original domain.
We can define (22) the other way around
(24)
where
(25)
being
(26)
Now that the relation between the two transforms has been
established, we are able to analyze in detail the difference be-
tween both transforms.
A widely known wavelet that uses a Gaussian function like
the -transform is the modulated Gaussian, also known as the
Morlet wavelet [10]. It is defined as
(27)
where is the central frequency. When , the second term
in the parenthesis becomes very small and is usually neglected.
As a result, the Morlet wavelet is normally implemented in its
simplified version, that is
(28)
While (27) satisfies the requirements to be a wavelet function,
(28), strictly speaking, does not because of its nonzero mean
. However, this mean is so small
for that it does not usually entail any noticeable differ-
ence with a truly zero mean wavelet.
Using this wavelet and applying the relation shown in (22),
the -transform with
(29)
2774 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 56, NO. 7, JULY 2008
Fig. 1. The continuous S-transform, the Morlet wavelet transform and the Fourier transform and their relations. (a) Increasing linear chirp from 6.25 to 25 Hz
multiplied by a 25% cosine-tapered window. (b) and (c) The amplitude of its Morlet wavelet transform, represented in the time-scale domain on (b), and in the
time-frequency domain f = k= where k = 1 on (c). (d) The amplitude of the S-transform of (a). (e) The amplitude of the Fourier transform. The S-transform
can be obtained from the Morlet wavelet multiplying by C (; f) (22), the Morlet wavelet multiplying the S-transform by C (; f) (24), and the spectrum by
summing the complex spectrum of the S-transform over  .
becomes
(30)
If we set and , we find back the result of [9].
After simplification, we get
(31)
Comparing this last result with (1) and (2), we see that both
expressions are identical. This proves that an -transform in
the continuous domain with a Gaussian window is equivalent
to a Morlet wavelet up to the weighting matrix term.
Furthermore, (22) shows that this transform can be reproduced
applying a simple weighting matrix (23) to the result of this
wavelet transform. So, the differences between them lie in the
use of the frequency notion instead of the scale one, a constant
delay term, , and the different normalization applied on
the family of wavelets (17). In spite of the -transform not being
energy-conservative, these changes allow an easy estimation of
the spectrum of (8), which enables a direct reconstruction
by means of the inverse Fourier transform, see Section IV. In
any case, the information extracted with both transforms in the
continuous domain is exactly the same, and the relation between
them is fixed and independent of the data.
Fig. 1 summaries the relation between the Morlet wavelet
transform, the continuous -transform with a Gaussian window,
and the Fourier transform. These transforms are applied to a
constant amplitude chirp of linearly increasing frequency (from
6.25 to 25 Hz) multiplied by a 25% cosine-tapered window [13],
which is a cosine lobe convolved with a rectangular window.
Fig. 1(b) to (e) shows the result of these transforms and illustrate
how the Fourier transform is obtained from the Morlet wavelet
transform passing through the -transform by means of three
simple operations. Fig. 1(b) and (c) shows the amplitude of the
Morlet wavelet transform, represented in the time-scale and the
time-frequency domain, respectively. Both representations are
related by , with . Note that the highest scales
have been removed from Fig. 1(b) because of the low amount
of energy present in that region. So, the scale band represented,
0.02 to 0.2 s, corresponds to the 5- to 50-Hz frequency band
from Fig. 1(c). Fig. 1(d) and (e) illustrates the direct relation
between the and the Morlet wavelet transforms, established
in (22) and (24). Finally, Fig. 1(e) shows the Fourier transform
which can be obtained by summing the complex spectrum of the
-transform over .
The different normalization used in the Morlet wavelet and
the -transform can be noticed clearly in Fig. 2. The signal used
is composed by an increasing linear chirp of constant amplitude
mixed with white Gaussian noise Fig. 2(a). See that when an en-
ergy-conservative transform is applied to white Gaussian noise,
its average energy remains constant. So, when the 2-norm based
Fourier transform Fig. 2(b) or the Morlet wavelet transform
Fig. 2(d) of the white Gaussian noise is performed, its average
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Fig. 2. (a) The time signal is linear chirp with increasing frequencies from 3 to 35 Hz that starts at 1 s and ends at 4 s mixed with a white Gaussian noise. (b) The
Fourier amplitude spectrum of (a). (c) The amplitude of its S-transform. (d) The amplitude of its Morlet wavelet transform represented in the time-frequency
domain, f = 1=. (a) Time signal. (b) Spectrum. (c) S-transform, (d) Morlet wavelet transform.
amplitude remains constant over their domains. But, as can be
noticed in Fig. 2(c), this is not the case for the -transform,
in which its average amplitude increases with frequency, as ex-
pected from (22). In contrast, when an amplitude-conservative
transform is used it is the average amplitude of the signal which
is preserved. That is the case for the -transform, Fig. 2(c),
and the Fourier transform, where the average amplitude of the
chirp is kept. This feature can be seen more accurately in Fig. 1
because of the absence of noise. While for the -transform,
Fig. 1(d), the maximum of the chirp is constant, exactly as the
amplitude of the chirp in the time domain is, see Fig. 1(a), in
the Morlet wavelet transform Fig. 1(c) the equivalent maximum
decreases as the frequency increases. This amplitude behavior
is necessary to be an energy-conservative transform, due to the
increment of the energy-spreading as the wavelet function band-
width growths. Conversely, the -transform is amplitude-con-
servative but not energy-conservative because of the one average
property of the window function (3), so it is only the amplitude
of the chirp which is preserved. However, despite these differ-
ences, it is important to note that the signal to noise ratio at a
specific frequency does not change.
IV. THE -TRANSFORM INVERSES
A. The Classical Inverse
The inverse given by [6], also called the frequency inverse, is
based on the spectrum property of the -transform (8) and can
be rewritten as
(32)
where is the estimation of , and the outer integral is an inverse
Fourier transform.
The main advantage of this inverse is the great flexibility that
is given in the choice of the window function. Indeed, as shown
in Section II-A, nearly any unit average window can be used,
contrary to classical wavelet transform inverses [10] where the
wavelet mother function must have zero mean.
B. The S-Transform Reconstruction Formula
Applying the relation between the and the wavelet trans-
forms presented in Section III, we can develop other inverses for
the -transform by means of the inverses used for wavelets [14].
In particular, the reconstruction formula (12) can be adapted to
the -transform applying the relation between both transforms
(24), and between and , (26). Let us set
(33)
where is defined as , (13) with .
As this inverse comes from the wavelet reconstruction for-
mula, the admissibility condition defined on (13) has to be sat-
isfied. So, unlike (32), must have zero mean and its Fourier
transform must be continuously differentiable. This condition
restricts the choice of but it allows the establishment of a
close link between the wavelet and the -transform. This link
makes it possible to take advantage of all the techniques devel-
oped in the wavelet field which, in this specific case, enables
us to perform the inverse operation in an accurate and efficient
way, as will be seen later.
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In the particular case of a modulated Gaussian function (29)
with a scaling factor , the inverse becomes
(34)
As shown in the previous section, a modulated Gaussian does
not strictly have a zero mean. So, the complete expression of
(27) should be used to calculate since it has zero mean.
For continuous nonfinite signals, any of these two inverses,
(32) and (33) allows a perfect reconstruction of the analyzed
signal. But, as we will see in the next section, their results differ
notably in the finite discrete domain.
C. The Simplified Reconstruction Formula
One of the simplest wavelet inverses consists of a simplified
version of the reconstruction formula [4], [15] which is very
efficient for numerical applications. The single integral formula
is given by
(35)
where
(36)
This inverse is valid when is real and analytic or
real. The corresponding version for the -transform can be ob-
tained using the method followed to get the -transform recon-
struction formula (33)
(37)
An equivalent inverse, known as the time inverse -trans-
form, was deduced following a different method in [8], where
. It can be shown that of (37) is very close
to the expression computed in [8] for the Gaussian window. Ad-
ditionally, [16] has shown that despite the fact that this inverse
is not exact, it is a very good approximation.
V. THE DISCRETE -TRANSFORM
The relation between the and the Wavelet transforms that
has been clear in the continuous domain is not so clear in the
discrete one. To implement the -transform for finite sampled
signals, it is necessary to discretize the time and frequency pa-
rameters. Initially, two options seem reasonable: employ a linear
frequency scale like the short-time Fourier transform or a loga-
rithmic one like the wavelet transform. In the literature, the first
one is used to keep the link between the -transform and the
Fourier transform in the discrete domain. In contrast, if a loga-
rithmic scale is used, we can extend the relation between the
and the wavelet transform to the discrete case and keep the link
with the wavelet transform.
Fig. 3 compares the linear and the logarithmic resolution ap-
proaches using a sum of sinusoids. As can be seen in Figs. 3(c)
and (d), both strategies are able to clearly distinguish the three
sinusoids. But, contrary to the logarithmic scale case, when the
linear scale -transform is used the sinusoids have a different
width, and hence they are not equally sampled. In addition,
the use of a logarithmic scale allows an important reduction of
the required number of frequencies. While in the linear scale
-transform it has to be equal to the number of samples, in
the logarithmic one it is proportional to the number of octaves,
, where is the number of frequencies, the
number of voices per octave and the number of octaves.
As a result, in Fig. 3, where a real signal is employed, the log-
arithmic scale -transform uses 40 frequencies instead of the
512 for the linear scale. In spite of this reduction a perfect re-
construction is still possible, see (53), and the discrete version
of the -transform reconstruction formula (55) is still valid up
to a bounded error when a sufficient number of voices/octaves
are used.
A. Linear Frequency Scale
1) The Discrete -Transform: In [6], the time and the fre-
quency are sampled linearly following the same ideas as for the
discrete Fourier transform and the short-time Fourier transform.
From (1), if and , the discrete -transform
for finite series can be defined as
(38)
where is the sample number, is the sample frequency,
is the sampling period, is the number of time and frequency
samples, and is the delay of the window function. This window
must be normalized as in the continuous case
. To simplify notation, the sampling interval is normalized
and is omitted.
As in the continuous case, (38) can be written using a single
mother function introducing a delay term
(39)
where
(40)
Furthermore, the discrete -transform can also be rewritten
as a convolution over , (4), which becomes circular due to the
finite nature of the signal
(41)
where represents the circular convolution operator.
Similarly to (5), the discrete -transform can be rewritten in
terms of the spectrum of u:
(42)
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Fig. 3. Comparison between the resolution of the S-transform using a linear and a logarithmic scale. (a) The time signal is N = 1024 samples long and it is
composed by three sinusoids of equal amplitude at 1.5, 4.7 and 15 Hz multiplied by a 40% cosine-tapered window [13]. (b) The Fourier amplitude spectrum of (a).
(c) The amplitude of its Gaussian S-transform using the discretized continuous Fourier transform of the window in a linear scale, 512 frequencies in total for real
signals. (d) The amplitude of its S-transform done via the Morlet wavelet transform in logarithmic scale at V = 4 voices/octave, 40 frequencies in total. (a) Time
signal. (b) Spectrum. (c) S-transform in linear frequency scale. (d) S-transform in logarithmic frequency scale.
(43)
It is important to notice that if (43) is used, the discrete
Fourier transform of each specific window function is required.
Indeed, the discretized version of the continuous Fourier trans-
form is just an approximation of the discrete Fourier transform
that is only valid for middle frequencies when the number
of samples available is high. But as the frequencies move
away from this band, the difference between the discretized
continuous and the discrete Fourier transforms grows. For
example, the discrete Fourier transform of a Gaussian window
is not a Gaussian window at low and high frequencies. Thus,
the information the -transform shows on these frequency
bands using the discretized continuous Fourier transform of the
window is not reliable. Consequently, one should compute the
discrete Fourier transform of the set of windows to obtain an
accurate time-frequency analysis [16].
This mismatch can be better noticed when the generalized
Gaussian window (2) is employed to analyze analytic signals
due to the omitted negative frequencies. Fig. 4 illustrates these
effects through the measurement of the mean square error be-
tween the results obtained using both approaches, the discrete
Fourier transform and the discretized continuous Fourier trans-
form of (1), for different values of . As pointed out before, the
mismatch between both approaches is small for middle frequen-
cies, and grows when a significant part of the window is cut.
Fig. 4. Mean square error between the discrete Fourier transform and the dis-
cretized version of the continuous Fourier transform of a normalized Gaussian
window (2) for 256 samples and different values of the k factor.
The error is lower at high frequencies for high scaling factors
, while the opposite occurs at low frequencies where a smaller
error is obtained for smaller . In spite of these accuracy errors,
the discretized continuous Fourier transform of the window is
usually used for the implementation of the -transform with the
aim of improving its efficiency [6].
2) The Discrete Frequency Inverse -Transform: Although
the approximations made in the discrete -transform can intro-
duce some accuracy errors, like in the continuous case, as long
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Fig. 5. Discrete Fourier transform amplitude of the set of modulated Gaussian
windows (2) and (16) used on the linear frequency sampled S-transform repre-
sented on a logarithmic scale. The modulating frequency of the set of Gaussian
functions shown follows a dyadic sequence m = f2 g and the number of
samples is 256. The number of samples available for each Gaussian is lower at
low frequencies than at the higher ones, the Gaussian bandwidth being propor-
tional to frequency.
as the unit average property (3) is fulfilled, it is possible to re-
cover the analyzed signal perfectly by means of the discrete ver-
sion of the frequency inverse -transform, see Section IV-A,
given by
(44)
(45)
As this inverse is based on the inverse Fourier transform,
the estimation of the spectrum must have the same number of
samples on a linear scale as the analyzed sequence in order
to be able to reconstruct it accurately. Unfortunately, like the
wavelet transform, the frequency resolution of the -transform
is logarithmic, its bandwidth being proportional to the fre-
quency. Therefore, the mismatch between the linear frequency
scale required by this inverse and the logarithmic frequency
resolution of the window introduces a high frequency oversam-
pling rate at high frequency bands and a small one at the lowest
ones. These characteristics represent an important drawback in
the design of efficient algorithms because they impede the use
of a sampling scale adapted to the frequency resolution of the
-transform and the reduction of the number of frequencies
used.
These effects can be easily illustrated by drawing the ampli-
tude of the discrete Fourier transform of the family of func-
tions used for the Gaussian -transform on a logarithmic fre-
quency scale. Fig. 5 shows the spectra of the subset of mod-
ulated Gaussian windows whose central frequencies follow a
dyadic sequence . In this figure, it can be clearly
seen that the Gaussians are better sampled as the frequency in-
creases when a linear sampling scale is used.
The nonequal distribution of the number of samples over the
family of functions of a linear frequency-sampled -transform
poses a dilemma on the frequency sampling scale: one should ei-
ther employ a linear scale to keep a close link between the time-
frequency and frequency domains, or a logarithmic scale to have
a resolution proportional to the frequencies like the window
used. A linear scale enables to reconstruct the signal using the
inverse Fourier transform, but as shown earlier in Fig. 5, it in-
troduces a variable resolution along frequency bands, which is
an important restriction on the design of efficient algorithms.
Despite these restrictions, if the computational cost are not a
limitation and the resolution at low frequency are enough, (45)
can be a good solution. But, in any other case, employing a log-
arithmic scale is the best option, in spite of making the use of
the discrete version of the frequency inverse -transform (45)
impossible.
B. Logarithmic Frequency Scale
1) The Discrete -Transform as a Discrete Wavelet Trans-
form: Like the wavelet transform, the frequency resolution of
the -transform is logarithmic, its bandwidth being proportional
to the frequency. As a consequence, the natural discretization
is, and , where and and
. From (15) we get
(46)
where the family of functions is defined as
(47)
and, like (17), can be obtained from a single mother function
(48)
Obviously, if we introduce (48) into (46) and we let
then we obtain a discrete version of (18). Thus,
as expected, if a logarithmic scale is used then we can extend
the relation established in Section III between the continuous
-transform and the continuous wavelet transform to the dis-
crete case. The application of these results enables the use of
the discrete wavelets transform [5], [10], [11] to implement
the discrete -transform, and overcomes its efficiency and
resolution limitations.
Therefore, similarly to (22) we can define
(49)
with
(50)
where for the positive window functions , and
.
In practice, it is very convenient to set . That way,
going from one frequency to the next means doubling or halving
the translation step, . But, any integer larger than 2 or even a
rational number is possible [17]. When finer frequency changes
are desired, the multiple voices per octave solution [3] are of
special interest, specifically the case in which a modulated
Gaussian window is studied.
Although, the signals used in (46) have no time boundaries,
, in practice, the signals of interest usually belong to an
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interval, . This feature introduces artificial jumps
at signal edges that reflect to the transformed domain if they
are not dealt properly. Several approaches to this problem have
been proposed in the wavelet literature. The most usual one is
to periodize the signal like the discrete Fourier transform does.
However this does not remove the jump at boundaries, as a re-
sult, large coefficients appear at the high frequencies around the
boundaries. Another technique commonly used in image anal-
ysis is to extend the signal beyond the borders by its reflection.
This way the jump is avoided, but there is still a discontinuity
in the derivatives. Otherwise, the boundary wavelets introduced
by Meyer [18] and refined by [19] can deal with these disconti-
nuities, but are more difficult to build.
Finally, it has to be taken into account that, strictly speaking,
this approach is only valid for mother wavelets with zero mean.
Note that if the mean of the mother function is not zero but
extremely small, as for the Morlet wavelet, the discrete wavelet
transform could still be used in practice [10]. Hence, this method
can also be applied to the Gaussian -transform.
2) The Inverse -Transform, the Wavelet Frame Approach:
Maybe, the simplest approach to the inverse problem when a
logarithmic scale is used is to define the relation (49) the other
way round and to take advantage of the discrete wavelet trans-
form. Thus, as in the continuous case, (24) to (26), we can define
(51)
where
(52)
being and .
The discrete wavelet transform can be viewed as an overcom-
plete set of vectors, also known as a frame. This mathematical
context creates a common base for the continuous wavelet trans-
form and the discrete-time orthonormal wavelet bases. In gen-
eral, the set of vectors used in the reconstruction, also called the
dual frame or , is not equal to the frame used for the expan-
sion or . Only in the particular case where the redundancy
is high, the dual frame can be approximated by the expansion
frame, and the continuous transforms by their discretized ver-
sions, with a bounded error [3]. Thus, only in this case, we can
employ the discretized inverses derived from the -transform
reconstruction formula and its simplified version presented in
Sections IV-B and -C. It should be noticed that, although de-
vised for logarithmic scales [5], [10], these inverses could be
adapted to linear scales too. However, they would have the same
efficiency problems as the frequency inverse -transform.
Then if the wavelet reconstruction formula is
(53)
or, in function of
(54)
where and are the frame bounds which must be and
is the error term, and is the reconstruction
error . The frame bounds depend on
the wavelet function and the discretization parameters, and
, and they can be determined numerically [3]. Usually
is thus approximated by the double sum term in (54). In the
specific example of Fig. 3(d), where and a
Gaussian window is used, the reconstruction error is lower than
0.0008.
The -transform reconstruction formula can be deduced from
(54) applying the relation between both transforms (51) and
(52).
(55)
The simplified version of the reconstruction formula (37) can
also be discretized with an error that has been computed in [16].
VI. CONCLUSION
One of the prime advantages of the -transform is its sim-
plicity. It allows an easy use and understanding of the mul-
tiresolution approach introduced in wavelets, maintaining the
frequency concept and requiring hardly any additional theoret-
ical knowledge, except the short-time Fourier transform. The
aim of this paper is to show that the and the wavelet trans-
forms are closely related. To this end, a clear relation between
both has been defined. This link is important since it enables to
rewrite the -transform as a wavelet multiplied by some data-in-
dependent phase and amplitude adjustments. In particular, the
-transform with a Gaussian window can be rewritten in terms
of a Morlet wavelet transform. Additionally, thanks to this re-
lation we have inferred a new inverse from the wavelet recon-
struction formula, that allows the use of logarithmic frequency
scales, and we have related the time inverse -transform with a
simplified version of the reconstruction formula. We also con-
clude that most of the efficiency and resolution limitations of
the discrete -transform are caused by the obligation of using
a linear frequency scale. We propose to use the wavelet frames
in combination with the relation between the and the wavelet
transforms as a method to overcome the limitations in resolu-
tion inherent to an inappropriate sampling. Finally, frames give
a criterion to know when the redundancy of the discretized con-
tinuous -transform and their reconstruction formulas are high
enough for these approximations to be valid.
In conclusion, the -transform is a good tool as it facilitates
the use of multresolution analysis to a wide range of applica-
tions. However, to make the most of our data, a more profound
knowledge of the wavelet transform and its time-scale analysis
techniques would be of great help.
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