Abstract. This paper contains a complete proof of Fukaya's and Kato's ǫ-isomorphism conjecture in [23] for invertible Λ-modules (the case of V = V0(r) where V0 is unramified of dimension 1). Our results rely heavily on Kato's unpublished proof of (commutative) ǫ-isomorphisms for one dimensional representations of G Qp in [27], but apart from fixing some sign-ambiguities in (loc. cit.) we use the theory of (φ, Γ)-modules instead of syntomic cohomology. Also, for the convenience of the reader we give a slight modification or rather reformulation of it in the language of [23] and extend it to the (slightly non-commutative) semi-global setting. Finally we discuss some direct applications concerning the Iwasawa theory of CM elliptic curves, in particular the local Iwasawa Main Conjecture for CM elliptic curves E over the extension of Qp which trivialises the p-power division points E(p) of E. In this sense the paper is complimentary to the joint work [7] on noncommutative Main Conjectures for CM elliptic curves.
Introduction
The significance of (local) ǫ-factorsà la Deligne and Tate or more general of the (conjectural) ǫ-isomorphism suggested by Fukaya and Kato in [23, §3] is at least twofold: First of all they are important ingredients to obtain a precise functional equation for L-functions or more generally for (conjectural) ζ-isomorphism (loc. cit., §2) of motives in the context of equivariant or non-commutative Tamagawa number conjectures, see e.g. Theorem 4.1; secondly they are essential in interpolation formulae of (actual) padic L-functions and for the relation between ζ-isomorphisms and (conjectural, not necessarily commutative) p-adic L-functions as discussed in (loc. cit., §4). Of course the two occurrences are closely related, for a survey on these ideas see also [39] .
Our motivation for writing this article stems from one of the main results, theorem 8.4, of [12] (see Theorem 4.2) describing under which conditions the validity of a (noncommutative) Iwasawa main conjecture for a critical (ordinary at p) motive M over some p-adic Lie extension F ∞ of Q implies parts of the Equivariant Tamagawa Number Conjecture (ETNC) by Burns and Flach for M with respect to a finite Galois extension F ⊆ F ∞ of Q. Due to the second above mentioned meaning it requires among others the existence of an ǫ-isomorphism in the sense of [23, Conj. 3.4.3] , where the Iwasawa moduleT F is related to the ordinary condition of M, e.g. for an (ordinary) elliptic curve E it arises from the formal group part of the usual Tate module of E. Unfortunately, very little is known about the existence of such ǫ-isomorphism in general. To the knowledge of the author it is not even contained in the literature forT F attached to a CM -elliptic curve E and the trivialising extension F ∞ := F (E(p)), where E(p) denotes group of p-power division points of E. Well, in principle a rough sketch of a proof is contained in Kato's work [27] , which unfortunately has never been published sofar. Moreover there were still some sign-ambiguities which we fix in this paper, in particular it turns out that one has to take −L K,ǫ −1 , i.e., −1 times the classical Coleman map (2.6), in the construction of the epsilon isomorphism (2.17).
Recently, Benois and Berger [1] have proved the conjecture C EP (L/K, V ) for arbitrary crystalline representations V of G K , where K is an unramified extension of Q p and L a finite subextension of K ∞ = K(µ(p)) over K. Although they mention in their introduction "Les même arguments, avec un peu plus de calculs, permettent de démontrer la conjecture C EP (L/K, V ) pour toute extension L/K contenue dans Q ab p . Cette petite généralisation est importante pour la versionéquivariante des conjectures de Bloch et Kato", they leave it as an "exercise" to the reader. In the special case V = Q p (r), r ∈ Z, Burns and Flach [10] prove a local ETNC using global ingredients in a semi-local setting, while in the above example we need it for V = Q p (η)(r), where η denotes an unramified character. Also we would like to stress that the existence of the ǫ-isomorphisms a la Fukaya and Kato is a slightly finer statement then the C EP (L/K, V )-conjecture or the result of Burns and Flach, because the former one states that a certain family of certain precisely defined units of integral group algebras of finite groups in a certain tower can be interpolated by a unit in the corresponding Iwasawa algebra while in the latter ones "only" a family of lattices is "interpolated" by one over the Iwasawa algebra.
The aim of this article, which also might hopefully serve as a survey into the subject, is to provide detailed and complete arguments for the existence of the ǫ-isomorphism ǫ Λ (T(T )) :
where Λ = Λ(G) is the Iwasawa algebra of G = G(K ∞ /Q p ) for any (possibly infinite) unramified extension K of Q p , T = Z p (η)(r) and RΓ(Q p , T(T )) denotes the complex calculating local Galois cohomology of T(T ), the usual Iwasawa theoretic deformation of T (see (2.28) ). Furthermore, for an associative ring R with one, d R denotes the determinant functor with 1 R = d R (0) (see Appendix B) while Λ is defined in (2.2). We are mainly interested in the case, where G ∼ = Z 2 p × ∆ for a finite group ∆ -such extensions arise for example by adjoining the p-power division points of a CM elliptic curve to the base field as above. This corresponds to a (generalised) conjecture C IW (K ∞ /Q p ) (in the notation of Benois and Berger) originally due to Perrin-Riou. It is the first example of an ǫ-isomorphism associated with a two dimensional p-adic Lie group extension. Following Kato's approach we construct a universal ǫ-isomorphism ǫ Λ (T(Z p (1))), from which all the others arise by suitable twists and descent. But while Kato constructs it first over cyclotomic Z p -extensions and then takes limits, here we construct it directly over (Z 2 p × ∆)-extensions (and then take limits). To show that they satisfy the right interpolation property with respect to Artin(=Dirichlet) characters of G, we use the theory of (φ, Γ)-modules and Berger's explicit formulae in [4] instead of the much more involved syntomic cohomology and Kato's reciprocity laws for formal groups. In contrast to Kato's unpublished preprint, in which he uses the language of etale sheaves and cohomology, we prefer Galois cohomology as used also in [23] . In order to work out in detail Kato's reduction argument in [27] to the case of trivial η we have to show a certain twist compatibility of Perrin-Riou's exponential map/Coleman map for T versus Z p (r) over a trivialising extension K ∞ for η, see Lemma A.4. Going over to semi-local settings we obtain the first ǫ-isomorphism over a (slightly) non-commutative ring. In a forthcoming paper [29] , using the techniques of [1] and [30] , we are going to extend these results to the case of arbitrary crystalline representations for the same tower of local fields as above. Of course it would be most desireable to extend the existence of ǫ-isomorphism also to non-abelian local extensions, but which seems to require completely new ideas and to be out of reach at present (see [25] for some examples). Some evidence in that direction has been provided by Fukaya (unpublished) .
Combined with Yasuda's work [43] concerning ǫ-isomorphism for l = p, we also obtain in principal a purely local proof of the above mentioned result by Burns and Flach for V = Q p (r).
we denote as usual the Iwasawa algebra of G. Also we write Z ur p for the ring of Witt vectors W (F p ) with its natural action by φ and we set
we denote the free Λ-module of rank one with the following Galois action
where¯: G Qp ։ G is the natural projection map and κ : G Qp ։ Z × p is the p-cyclotomic character. Furthermore, we write
for the Λ-module of local units, where L and i run through the finite subextensions of K ∞ /Q p and the natural numbers, respectively, and the transition maps are induced by the norm. Finally we fix once and for all a
as Λ-modules and all modules are free of rank one. Proof. We first assume H =< τ p > to be finite of order d and replace Γ by a finite quotient without changing the notation. Then any element x ∈ Λ = Z ur p [Γ] [H] can be uniquely written as
and φ acts coefficient wise on the latter elements. The calculation
, is an isomorphism of Λ-modules, the inverse of which is
and which is obviously functorial in Γ, whence the same result follows for the original (infinite) Γ. Now, for a surjection π : H ′′ ։ H ′ it is easy to check that the trace T r
whence the first claim follows. From the normal basis theorem for finite fields we obtain (non-canonical) isomorphisms
, which are compatible with trace and natural projection maps. Indeed, the sets
Hence the trace maps induce (non-canonical) isomorphisms lim ←−
We now review Coleman's exact sequence [16, 17] , which is one crucial ingredient in the construction of the ǫ-isomorphism. Let us first assume that K/Q p is finite.
Kn /p i with K n := K(µ p n ) and the following sequence of Λ-modules is exact
] the Coleman power series satisfying g φ −n (ǫ n − 1) = u n for all n. Here φ is acting coefficientwise on g u = g u (X),
] is induced by X → (X + 1) p − 1 and the action of φ on the coefficients. Furthermore, the
O K → Z p (and strictly speaking followed by Z p → Z p (1), c → cǫ).
Using Proposition 2.1 and the isomorphism
we thus obtain an exact sequence of Λ-modules
In the end we actually shall need the analogous exact sequence
where we replace ǫ by −ǫ everywhere in the construction and where we multiply (only) the middle map by −1. Note that the maps involving Z p (1) do not change compared with (2.6).
In order to deal with the case that K/Q p is infinite, ı.e., 
commutes, where the norm maps
is nothing else than the projection on the corresponding inverse (sub)system. Recalling (2.3) this is equivalent to the commutativity of
] is induced by the trace on the coefficients. While the left and right square commute obviously, we sketch how to check this for the middle:
Firstly note that by the uniqueness of the Coleman power series
, where σ acts coefficient wise on f (see the proof of [42, Lem. 2] for a similar argument). Secondly, one has
using the defining equation (2.5) and the compatibility of T r L ′ /L with the Mahler
Taking inverse limits of (2.8) we obtain the exact sequence
Similarly, starting with (2.7) we obtain the exact sequence
2.1. Galois cohomology. The complex RΓ(Q p , T un (K ∞ )) of continuous cochains has only non-trivial cohomology groups for i = 1, 2:
by Kummer theory and
by local Tate-duality; here the sign of the trace map tr :
, where w is the map which sends F rob p to 1 and the inertia subgroup to 0, then we have a commutative diagram (2.14)
where v denotes the normalised valuation map and δ is the Kummer map. Furthermore, the first isomorphism (2.12) induces -: a canonical exact sequence
if K/Q p is finite,v being induced from the valuation maps v L : L × → Z (the sign beforev will become evident by the descent calculation (2.54)), -: an isomorphism
2.2. Determinants. Now we assume that K/Q p is infinite. Then
where ∆ is a finite abelian group of order d prime to p and
is a product of regular, hence Cohen-Mac Caulay rings.
where e χ denote the idempotents corresponding to χ, while Irr Qp (∆) denotes the set of Q p -rational characters of ∆. Since regular rings are normal -or by Wedderburn theory -, it follows that there is a product decomposition into local regular integral domains
where now Irr Qp (∆) denotes the set of Q p -rational characters and O χ is the ring of integers of
For the various rings R showing up like Λ(G) for different G, we fix compatible determinant functors d R : D p (R) → P R from the category of perfect complexes of R-modules (consisting of (bounded) complexes of finitely generated R-modules, quasi-isomorphic to strictly perfect complexes, i.e., bounded complexes of finitely generated projective R-modules) into the Picard category P R with unit object 1 R = d R (0), see Appendix B for the yoga of determinants used in this article.
Lemma 2.2. For all r ∈ Z there exists a canonical isomorphism
Remark 2.3. The proof will show that the same result holds for
where the last map is given by the rank, the claim follows, because e χ M are torsion Λ Oχ (G ′ )-modules. By the knowledge of the codimension we have M p = 0 for all prime ideals p ⊂ Λ of height at most 1. In particular, we obtain canonical isomorphisms
where (c 0 ) p = Λ p ⊗ Λ c 0 . Now let q = q χ be a prime of height zero corresponding to χ ∈ Irr Qp (∆). Then
for all prime ideals p ⊃ q of height one, whence
is unique and independent of the choice of c 0 . Here we used the canonical decomposition
Now we shall finally define the ǫ-isomorphism for the pair (Λ(G), T un ) :
Since Λ is regular we obtain by property B.h) in the Appendix
where we used (2.13), (2.16) in the second equality, (2.11),i.e., in particular the map −L K,ǫ −1 (sic!) and the regularity in the third, while the identifications can Zp(1) and can Zp in the last step. This induces (2.17).
In the spirit of [23] this can be reformulated in a way that also covers non-commutative rings Λ later. For any a ∈ K 1 ( Λ) define
which is non-empty by [23, prop. 3.4.5]. If Λ is the Iwasawa-algebra of an abelian p-adic Lie-group, i.e.,
whence we obtain an isomorphism of Λ-modules
Thus, one immediately sees, that the map
extends to an exact sequence of Λ-modules
which in fact is canonically isomorphic to the base change of (2.10) from Λ-to Λ-modules. Therefore base changing (2.17) by Λ ⊗ Λ − and using (2.18) (tensored with
Λ , which actually arises as base-change from some
Indeed, fixing an isomorphism ψ : Λ ∼ = Λ τp (cf. Proposition 2.1) sending 1 to δ, (2.18) implies that δ ∈ K 1 (Λ) τp and the claim follows from the commutative diagram
2.3. Twisting. We recall the following definition from [23, §1.4].
Definition 2.4.
A ring R is of (type 1): if there exists a two sided ideal I of R such that R/I n is finite of order a power of p for any n ≥ 1 and such that R ∼ = lim ←− n R/I n .
(type 2): if R is the matrix-algebra M n (L) of some finite extension L over Q p and some dimension n ≥ 1.
By lemma 1.4.4 in (loc. cit.) R is of type 1 if and only if the defining condition above holds for the Jacobson ideal J = J(R). Such rings are always semi-local and R/J is a finite product of matrix algebras over finite fields.
Now let R be a commutative ring of type 1 and let T = T χ be a free R-module of rank one with Galois action given by
Furthermore let Y = Y χ be the (R, Λ(G))-bimodule which is R as R-module and where 
is an isomorphism of R-modules which is Galois equivariant, where the Galois action on the tensor product is given by σ(y ⊗ t) = y ⊗ σ(t) for σ ∈ G Qp .
Let R and R a be defined in the same way as for Λ. Then, using the isomorphisms
by [23, 1.6.5] and
where χ : Λ → R denotes a continuous ring homomorphism, we may define the following ǫ-isomorphisms.
Definition 2.5. In the above situation we set
and ǫ
By definition we have the following important twist invariance
for any (R ′ , R)-bimodule Y ′ which is projective as R ′ -module and satisfies
Here R and R ′ denote commutative rings of type 1 or 2. Indeed, to this end the definition extends to all pairs (R, T) where R is a (not necessarily commutative) ring of type 1 or 2 and T stands for a projective R-module such that there exists a (R, Λ)-bimodule Y which is projective as R-module and such that
p be a Grössencharacter of an imaginary quadratic field F such that p is split in F and assume that its restriction to G Fν , ν a place above p, factors through G. We write T ψ for the free rank one Λ(G)-module with Galois action given by σ(λ) = λσ −1 ψ(σ). Then we also write ǫ Λ (ψ) for ǫ Λ (T ψ ).
2.4. The ǫ-conjecture. We fix K/Q p infinite and recall that G = G(K ∞ /Q p ) as well as Λ = Λ(G) and
whose underlying vector space is just L and whose G Qp -action is given by χ, is de Rham, hence potentially semistable by [37] (in this classical case) or by [3] 
denotes the leading coefficient of the Γ-function,
We shall recall it after the proof of Lemma A.5, c) θ L (V ) is defined as follows: Firstly, RΓ f (Q p , V ) is defined as a certain subcomplex of the local cohomology complex RΓ(Q p , V ), concentrated in degree 0 and 1, whose image in the derived category is isomorphic to
Here ϕ p denotes the usual Frobenius homomorphism and the induced map t(
is by definition induced from η p (V ) · (η p (V * (1)) * ) (see Remark B.1 for the notation) -with
arising by trivializing D cris (V ) in (2.23) by the identity -followed by an isomorphism induced by local Tate-duality
and using
is obtained from applying the determinant functor to the following exact sequence
which arises from joining the defining sequences of exp BK (V ) with the dual sequence for exp BK (V * (1)) by local duality (2.26).
Remark 2.7. a) The ǫ-conjecture may analogously be formulated using ǫ R (T) instead ǫ ′ R (T). In the following we will amply switch between the two versions.
Once we have shown (2.27) for all possible χ as above, it follows immediately by twisting that e.g. ǫ Λ (T K∞ (T )) for T = Z p (η)(r) as below satisfies the descent property
Note that by [37] any V χ as above is of the form
where r is some integer,
L denotes an Artin-character for some finite subextension K ′ of K/Q p and with m = a(ρ) chosen minimal, i.e., p a(ρ) is the p-part of the conductor of ρ.
In the following we fix η and r and we set T := Z p (η)(r), V := T ⊗ Zp Q p and (2.28)
the free Λ-module on which σ ∈ G Qp acts asσ −1 ηκ r (σ).
Now we are going to make the map (2.24) explicit. First we describe the local cohomology groups:
By local Tate duality we have
From the local Euler-Poincaré-characteristic formula one immediately obtains
Following the same reasoning as in [2, lem. 1.3.1.] one sees that
r ≤ −1, or r = 0 and ρη = 1I.
where the map in the second line is the Kummer map. Hence we call the cases r = 0 or 1, ρη = 1I exceptional and all the others generic.
For the tangent space we have by (A.61)
with Frobenius action given as φ(e ρη,r ) = p −r ρη(τ −1 p )e ρη,r . 
In the generic case it decomposes as
, if a(ρ) = 0; 1, otherwise. Now let r = 1 and ρη = 1I, i.e., we consider the exceptional case W = Q p (1). As now det(1 − φ|D cris (W * (1))) = 0 and the two occurrences of D cris (W * (1)) * in (2.37) are identified via the identity, the map θ L (W ) −1 is also induced by (2.35),(2.36) together with the (second) exact sequence in the following commutative diagram
where the first two vertical maps δ are induced by Kummer theory, v denotes the normalised valuation map and the dotted arrow is defined by commutativity: I.e., θ L (W ) −1 arises from 
Proof. Since t(Q p ) = 0, it follows directly from its definition as connecting homomorphism that
Identifying the copies of D cris (Q p ) (in the dual of (2.37)) gives rise to a map
we obtain for the dual map ψ * using the normalisation (2.14)
Thus the dotted arrow in (2.39) being ψ * this diagram commutes as claimed.
2.4.2.
The case r ≤ 0. This case is just dual to the previous one replacing W by W * (1).
2.5. The descent. Let K be infinite. In order to describe the descent of
, the following descent diagram will be important: For fixed ρ as before we choose K ′ ⊆ K and n ≥ max{1, a(ρ)} such that ρ factorises over
We write e χ := 1 #Gn g∈Gn χ(g −1 )g for the usual idempotent which induces a canonical decomposition
Then, for r ≥ 1 and with Γ(V ′ ) := χ Γ(e χ V ′ ), we have a commutative diagram
of Λ ′ -modules as will be explained in the Appendix, Proposition A.6.
Applying the exact functor V ρ * ⊗ Λ ′ − leads to the final commutative descent diagram -at least for W = Q p (1) -(2.44)
the Euler factor in the nominator as well as the map pr 0 become zero, therefore we shall instead apply a direct descent calculation in Lemma 2.9 using semisimplicity and a Bockstein homomorphism.
For the descent we need two ingredients:
• the long Tor-exact sequence by applying Y ′′ ⊗ Λ(G) − to the defining sequence (2.10) for −L K,ǫ −1 and • the convergent cohomological spectral sequence
which is induced from the isomorphism
together with the fact [40] that the determinant functor is compatible with both. Since
if i = 2 and r = 1, η = 1I; 0, otherwise.
we obtain for r ≥ 1 the following exact sequence of terms in lower degree
, which is canonically isomorphic to
and Tor
In the generic case the spectral sequence boils down to the following isomorphism 
while for all i ≥ 0 For the exceptional case W = Z p (1) we set R = Λ(Γ) p , where p denotes the augmentation ideal of Λ(Γ) and recall that R is a discrete valuation ring with uniformising element π := 1 − γ 0 , where γ 0 is a fixed element in Γ, which is sent to 1 under
In particular, the descent calculation factorises over the cyclotomic level, i.e.,
) which in turn is induced by the localisation at p of the exact sequences (all for K = Q p ) (2.6)
(this arises as long exact Tor-sequence from (2.10)) and (2.15) (2.54)
The latter one arises from an analogue of the spectral sequence (2.45) above -which gives with
and
-combined with (2.13) and an identification of 
is via restriction and taking G(K H ′ ∞ /Q p,∞ )-invariants by construction induced by the Bockstein homomorphism β associated to the exact triangle in the derived category
where H ′ is the maximal pro-p quotient of H and h 0 is the image of φ. By [21, lem. 5.9] (and the argument following directly afterwards using the projection formula for the cup product) it follows thatβ is given by the cup product θ ∪ − where
is the unique character such that h 0 is sent to 1 under the second isomorphism. Using our above convention of the trace map (2.14) one finds according to [26, ch. II, §1.4.2] that the above composite equals −v. Indeed
Now consider the element
and its image 
) of Kummer theory, because p is the image of the elements 1 − ǫ −1 n under the norm maps. In particular,ū is nonzero. By (2.15) the element u γ 0 −1 belongs to U(Q p,∞ ). In order to calculate the image of the class u γ 0 −1 of u
whence we obtain from setting X = 0 in −(2.5) that
. In particular, u γ 0 −1 is a basis of U(Q p,∞ ) p /π, which is mapped to zero in H 1 (Q p , T un (Q p,∞ )) p /π, whence the long exact Tor-sequence associated with (2.54) induces the isomorphisms
where the latter formula follows from the snake lemma. By the first isomorphism and Nakayama's lemma the first statement is proven and therefore
The second claim follows now from the composition of these isomorphisms.
Finally, the exact triangle in the derived category of R-modules
combined with (2.52) induces the Bockstein map β = θ∪ sitting in the canonical exact sequence (depending on γ 0 ) (2.56) 
which does not coincide at all with (2.42) (not even up to sign), nevertheless they induce the same map on determinants: both induce a map (1) to 1∧1. This completes the proof in the exceptional case.
For r ≤ 0 one has symmetric calculations -at least in the generic case -using a descent diagram analogous to (2.44) except the left map on the bottom being now induced by the dual Bloch-Kato exponential map Γ(V )exp * V * (1) as indicated in (A.67) (left to the reader). The exceptional case can be dealt with by using the following duality principle (generalised reciprocity law) as follows.
Let T be a free R-module of rank one with compatible G Qp -action as above. Then Given ǫ ′ R • ,−ǫ (T * (1)) we may apply the dualising functor − * (compare B.j) in Appendix B) to obtain an isomorphism
while the local Tate duality isomorphism [23, §1.6.12]
induces an isomorphism
where we use the notation of Remark B.1. Consider the product
and the isomorphism T(−1) ·ǫ / / T which sends t ⊗ ǫ ⊗−1 to t.
Proposition 2.10 (Duality). Let T be as above such that
Proof. First note that the statement is stable under applying Y ′ ⊗ R − for some (R ′ , R)-bimodule Y ′ , which is projective as a R ′ -module by the functoriality of local Tate duality and the lemma below. Thus we are reduced to the case (R, T) = (Λ, T(T )) where T = Z p (r)(η) is generic. Since the morphisms between d R (T(−1)) R and d R (T) R form a K 1 ( Λ)-torsor and the kernel
is trivial, as G is abelian, it suffices to check the statement for all (L, V (ρ)), which is nothing else than the content of [23, prop. 3.3.8]. Here Irr(G) denotes the set of Q p -valued irreducible representations of G with finite image.
Then there is a natural
Proof. This is easily checked using the adjointness of Hom and ⊗. Altogether we have proven the following
Then the epsilon isomorphism ǫ ′ R (T) exists satisfying the twist-invariance (2.21), the descent property (2.22), the "change of ǫ" relation 2.12 and the duality relation in 2.10. In particular ǫ ′ Λ (T) exists for all pairs (Λ, T), with T ∼ = Λ one-dimensional (free) as Λ-module.
Proof. For G a two-dimensional p-adic Lie group this has been shown explicitly above. The general case follows by taking limits.
We shortly indicate how this result implies the validity of a local main conjecture in this context. Here again we restrict to the universal case T un , but we want to point out that similar statements hold for general T as in the above theorem by the twisting principle, in particular it applies to T E for the local representation given by a CM elliptic curve as in Example 3.1 below.
In the situation of section 2.2 -in particular G is a two-dimensional p-adic Lie grouplet S := {λ ∈ Λ | Λ/Λλ is finitely generated over Λ(G(K ∞ /Q p,∞ ))} denote the canonical Ore set of Λ (see [14] ) and similarly S the canonical Ore set of Λ. Fix an element u of U(
becomes an isomorphism after base change to Λ S (such "generators" exist according to (2.19) and Proposition 2.
such that its base change followed by the canonical trivialisations (all arguments on the right hand side areS-torsion modules!)
. Let E u be the element in
. Consider the connecting homomorphism ∂ in the exact localisation sequence
where S-tor denotes the category of finitely generated Λ-modules which are S-torsion. Then we obviously have
in K 0 ( S-tor). Moreover one can evaluate E u at Artin characters ρ of G as in [14] and derive an interpolation property for E(ρ) from Theorem 2.13 by the techniques of [23, lem. 4.3.10]; this will be carried out in [35] . These two properties build the local main conjecture as suggested by Fukaya and Kato in a much more general, not necessarily commutative setting. Kato (unpublished) has shown that Λ S ⊗ Λ U(K ∞ ) ∼ = Λ S does hold in vast generality for p-adic Lie extensions.
The semi-local case
Let F ∞ /Q be a p-adic Lie extension with Galois group G and ν be any place of F ∞ above p such that G ν = G(F ∞,ν /Q p ) is the decomposition group at ν. For any free Z p -module T of finite rank with continuous Galois action by G Q we define the free Λ(G)-module
with the usual diagonal G Q -action. Similarly, we define the free Λ(G ν )-module
with the usual diagonal G Qp -action. Then we have the following canonical isomorphism of (Λ(G),
Thus we might define
be a continuous map and ρ ν its restriction to G ν , where L is a finite extension of Q p . By abuse of notation we shall also denote the induced ring
by the same letters. Since we have a canonical isomorphism
Example 3.1. Let E be a elliptic curve defined over Q with CM by the ring of integers of an imaginary quadratic extension K ⊆ F ∞ of Q and let ψ denote the Grössencharacter associated to E. Then T E ∼ = Ind K Q T ψ , which is isomorphic to T ψ ⊕ T ψ c as representation of G K . Here T ψ equals Z p on which G Q acts via ψ, while ψ c is the conjugate of ψ by complex multiplication c ∈ G(K/Q).
Assuming K ν = Q p and setting T E := T, T loc E := T loc for T = T E as well as
If F is a number field and F ∞ a p-adic Lie-extension of F again with Galois group G, then, for a place p above p and a projective Λ(G)-module T with continuous G Fp -action we define a corresponding ǫ-isomorphism
to be induced from
.
Finally we put
where p runs through the places of F above p.
Global functional equation
In this section we would like to explain the applications addressed in the introduction.
In the same setting as in Example 3.1 we assume that p is a prime of good ordinary reduction for the CM elliptic curve E and we set F ∞ = Q(E(p)), as well as G = G(F ∞ /Q) and Λ := Λ(G). We write M = h 1 (E)(1) for the motive attached to E and set ǫ p,Λ (M ) = ǫ Λ (Q p , T E ). Using [43] one obtains similarly ǫ-isomorphisms over Q l , l = p which we call analogously ǫ l,Λ (M ). Finally, one can define ǫ ∞,Λ (M ) also at the place at infinity, see [23, conj. §3.5] or -with a slightly different normalisation -at the end of [39, §5] , we choose the latter one. Let S be the finite set of places of Q consisting of p, ∞ as well as the places of bad reduction of M.
Now, according to the Conjectures of [23] there exists a ζ-isomorphism
which is the global analogue of the ǫ-isomorphism concerning special L-values (at motivic points in the sense of [22]) instead of ǫ-and Γ-factors; here RΓ c (U, T E ) denotes the perfect complex calculatingétale cohomology with compact support of T E with respect to U = Spec(Z) \ S. Good evidence for the existence of ζ Λ (M ) is given in (loc. cit.) although Flach concentrates on the commutative case, i.e., he considers Λ(G(F ∞ /K)) instead of Λ(G); from this the non-commutative version probably follows by similar techniques as in [7] , but as a detailed discussion would lead us too far away from the topic of this article, we just assume the existence here for simplicity. Then we obtain the following Theorem 4.1. There is the functional equation
This result is motivated by [23, conj. 3.5.5], for more details see [39, thm. 5 .11], compare also with [9, section 5]. Observe that we used the self-duality M = M * (1) of M here.
Finally we want to address the application towards the descent result with Burns mentioned in the introduction. If ω denotes the Neron differential of E, we obtain the usual real and complex periods Ω ± = γ ± ω by integrating along pathes γ ± which generate
We set R = {q prime, |j(E)| q > 1} ∪ {p} and let u, w be the roots of the characteristic polynomial of the action of Frobenius on the Tate-module
Further let p fp(ρ) be the p-part of the conductor of an Artin representation ρ, while
describes the Euler-factor of ρ at p. We also set d ± (ρ) = dim C V ± ρ and denote by ρ * the contragredient representation of ρ. By e p (ρ) we denote the local ǫ-factor of ρ at p. In the notation of [38] this is e p (ρ, ψ(−x), dx 1 ) where ψ is the additive character of Q p defined by x → exp(2πix) and dx 1 is the Haar measure that gives volume 1 to Z p . Moreover, we write R ∞ (ρ * ) and R p (ρ * ) for the complex and p-adic regulators of E twisted by ρ * . Finally, in order to express special values of complex L-functions in the p-adic world, we fix embeddings ofQ into C and C p , the completion of an algebraic closure of Q p .
In [7, thm. 2.14] we have shown that as a consequence of the work of Rubin and Yager there exists L E ∈ K 1 (Λ Zp (G) S ) satisfying the interpolation property
for all Artin representations ρ of G. Moreover the (slightly non-commutative) Iwasawa Main Conjecture (see [14] or Conjecture 1.4 in loc. cit.) is true supposed the M H (G)-Conjecture (see [14] or Conjecture 1.2 in loc. cit.) holds; for CM elliptic curves this conjecture is actually equivalent to the vanishing of the cyclotomic µ-invariant of E. In [12, Conj. 7.4/9, Prop. 7.8] a refined Main Conjecture has been formulated requiring the following p-adic BSD-type formula:
where L * R (E, ρ * ) is the leading coefficient at s = 1 of the L-function L R (E, ρ * , s) obtained from the Hasse-Weil L-function of E twisted by ρ * by removing the Euler factors at R. Here the number r(E)(ρ * ) is defined in [12, (51)] (with M = h 1 (E)(1)) and equals
We write X(E/F ∞ ) for the Pontriagin dual of the (p-primary) Selmer group of E over F ∞ .
Theorem 4.2. Let F be a number field contained in F ∞ and assume
Then the 'p-part' of the ETNC for (E, Z[G(F/Q)]) is true. If, moreover, the TateShafarevich group X(E/F ) of E over F is finite, then it implies the 'p-part' of a Birch and Swinnerton-Dyer type formula (see, for example, [39, §3.1]).
For more details on the 'p-part' of the Equivariant Tamagawa Number Conjecture (ETNC) and the proof of this result, which uses the existence of (1. 
] (see also [36] or [32] ) is non-degenerate, where V p (E) = Q p ⊗ T E is the usual p-adic representation attached to E. As far as we are aware, the only theoretical evidence for non-degeneracy is a result of Bertrand [6] that for an elliptic curve with complex multiplication, the height of a point of infinite order is non-zero. Computationally, however, there has been a lot of work done recently by Stein and Wuthrich [41] .
where ϕ (and ψ) acts diagonally on B
, while D operates just on the first tensor-factor. We set
while by
we denote the (ϕ, Γ)-module attached to T, where the definition of the ring A together with its ϕ-and Γ-action can be found e.g. in [4] . Here we only recall that A
and 
for non-trivial η and obtain a canonical isomorphism
induced by multiplication with t r :
where o ∈ O K and a is as before.
Setting 
Hence, using the map 
1 As twisting with the cyclotomic character starting from Qp(1) only recovers the representations V = Qp(r), the general case with V0 being non-trivial is not covered.
Proof. The exactness in (i) for M 0 can be checked as follows. Let f (X) ⊗ e η,0 be in
is a well-defined element. Setting F := F ′ + b we have (1 − ϕ)F = f (X) ⊗ e η,0 as desired. Now exactness follows from (A.63). The general case follows from the following commutative "twist diagram" of O K -modules 
where Υ maps u to Dgu gu ⊗t 1 = D log g u ⊗t 1 . The statements concerning the first diagram follow easily, see also [18, §7.2] . The second diagram follows as above. By construction the composite
where L has been defined in (2.5). This implies the last statement.
Now let K be again a finite extension of degree d K over Q p . For a uniform treatment we defineH
we see that the map L 0 (T K∞ ) coincides with the "inverse" of Perrin-Riou's large exponential map Ω T,r : D
(respectively (−1) r−1 times the one in [33]), which sends f to (D r ⊗ t r )F, where F ∈ H M satisfies (1 − ϕ)F = f. Here "D r ⊗ t r " denotes the composite 
Remark A.3. In particular, for T = Z p (1) we have the following commutative descent diagram for n ≥ 1
where exp denotes the usual p-adic exponential (series), while Ξ n maps
In order to arrive at a morphism
, we compose L 0 (T K∞ (T )) with the following canonical isomorphisms
where the left one Ψ M (λ ⊗ m) = λ · (1 + X) ⊗ m is induced by M, while the right one is given by
Similarly to the original Coleman map Col in (2.4) the homomorphisms C(T K∞ ), L 0 (T K∞ ) and L(T K∞ ) are norm compatible when enlarging K within Q ur p . Thus, by taking inverse limits we may and do define them also for infinite unramified extensions K of Q p . Then we have the following twist and descent properties:
In particular,
Proof. The proof can be parted into a twist-statement, where K ′ = K and T ′ ∼ = T ⊗ Zp T ′′ , such that G Qp acts diagonally on the tensor product and T ′ is rank one Z p -representation of G, and a descent statement. One first proves the twist-statement for T ′′ /p n , n fix, and all finite subextensions K ′ of K, such that G(K/K ′ ) acts trivially on T ′′ /p n . Afterwards one takes limits over K ′ obtaining the twist-statement for T ′′ /p n . Then, taking the projective limit with respect to n (see [5] for the correct behaviour of (ϕ, Γ)-modules under such limits) one shows the full twist-statement (compare with the well-known twisting for H i IW ). The descent-statement then follows easily from the norm-compatibility and the fact that the twisted analogue of the exact sequence (2.10)
In more detail the unramified twist (the cyclotomic twist being well-known): Assume that η factorises over G(K/Q p ), i.e., a = a η ∈ O × K , and let N := O K e r ⊆ D cris (Q p (r)) be the lattice associated to Q p (r). Then we have the following commutative diagram of Λ-modules
where in the top line the Λ-action is induced by the diagonal G-action and via left multiplication on Λ, respectively,
Here Λ ⊗ Λ,f − indicates that the tensor product is formed with respect to f. Also we have the commutative diagram
As in section 2.5 we set
Lemma A.5. There are natural isomorphisms
Γn ρ * ǫ n denotes the usual Gauss sum. Furthermore
In order to deduce the descent diagram (2.44) from (A.66), for n ≥ 1, we have to add a commutative diagram of the following form
with F ∈ H M such that (1 − ϕ)F = f =f ⊗ e η,r (recall that ϕ acts as ϕ ⊗ ϕ here) on D M ∆=0 and more generally modD cris (Q p (η)(r)) ϕ=1 (recall that D cris (Q p (η)(r)) ϕ=1 = 0 in the generic case)
(see [1, Lem. 4.9] , where f (0) is considered in D cris (V ) and hence the last summand above equals (1 − ϕ) −1 f (0) there by the φ-linearity of ϕ.). Here, for any
First we note that for n ≥ 1 we have a commutative diagram Upon replacing ǫ by −ǫ = ǫ −1 (we have used both the additive and multiplicative notation!) the second statement follows from the diagrams (A.66), (A.72) and the one in (i) diagram combined with the isomorphism (A.68) and Lemma (A.4).
Appendix B. Determinant functors
In this appendix we recall some details of the formalism of determinant functors introduced by Fukaya and Kato in [23] (see also [39] ).
We fix an associative unital noetherian ring R. We write B(R) for the category of bounded complexes of (left) R-modules, C(R) for the category of bounded complexes of finitely generated (left) R-modules, P (R) for the category of finitely generated projective (left) R-modules, C p (R) for the category of bounded (cohomological) complexes of finitely generated projective (left) R-modules. By D p (R) we denote the category of perfect complexes as full triangulated subcategory of the derived category D b (R) of B(R).
We write (C p (R), quasi) and (D p (R), is) for the subcategory of quasi-isomorphisms of C p (R) and isomorphisms of D p (R), respectively. for each integer i. We first recall that there exists a Picard category C R and a determinant functor d R : (C p (R), quasi) → C R with the following properties (for objects C, C ′ and C ′′ of C p (R)) B.a) C R has an associative and commutative product structure (M, N ) → M · N (which we often write more simply as M N ) with canonical unit object 1 R = d R (0). If P is any object of P (R), then in C R the object d R (P ) has a canonical inverse d R (P ) −1 . Every object of C R is of the form d R (P )·d R (Q) −1 for suitable objects P and Q of P (R). (For an explicit description of the first isomorphism see [28, §3] or [8, Rem. 3.2] .) B.i) If R ′ is another (associative unital noetherian) ring and Y an (R ′ , R)-bimodule that is both finitely generated and projective as an R ′ -module, then the functor Y ⊗ R − : P (R) → P (R ′ ) extends to a commutative diagram
In particular, if R → R ′ is a ring homomorphism and C is in D p (R), then we often simply write d R (C) R ′ in place of R ′ ⊗ R d R (C). B.j) Let R • be the opposite ring of R. Then the functor Hom R (−, R) induces an anti-equivalence between C R and C R • with quasi-inverse induced by Hom R • (−, R • ); both functors will be denoted by − * . This extends to give a diagram (D p (R), is) 
