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We study the effects of strong 1/r long-range Coulomb interactions in a Weyl semimetal. We consider a three-
dimensional (3D) Dirac fermion system on a lattice with a time-reversal symmetry breaking term, and take into account
1/r long-range Coulomb interactions between the bulk electrons. This model is regarded as the case where magnetic
impurities are doped into the bulk of a 3D topological insulator. With the use of the strong coupling expansion of the
lattice gauge theory and the mean-field approximation, we analyze the system from the strong coupling limit. It is shown
that parity symmetry of the system is spontaneously broken in the strong coupling limit, and a different type of the Weyl
semimetal, in which time-reversal and parity symmetries are broken, appears in the strong coupling limit. A possible
global phase diagram of a correlated Weyl semimetal is presented.
1. Introduction
As a novel topological phase of matter, the Weyl semimetal
has attracted much attention since a theoretical prediction was
made.1 Weyl semimetals have three-dimensional (3D) linear
dispersions near the band touching points, the Weyl nodes.
These linear dispersions are described by the Weyl fermions,
namely by the Weyl Hamiltonian H(k) = ∑3i=1 vi · kσi
where σi are the Pauli matrices. The chirality is defined by
c = sgn[v1 · (v2 × v3)] = ±1. Breaking of either time-
reversal or inversion symmetry is required to realize the Weyl
semimetal.2–9 Since all the three Pauli matrices are used, the
Weyl fermion cannot be massive by itself and the existence
of a single Weyl node is robust against perturbations. In in-
version symmetric systems, two Weyl nodes with opposite
chirality exist at the momentum points ±k0. The Weyl nodes
disappear and the energy gap opens only when the two Weyl
nodes with opposite chirality meet each other. Such a topo-
logical feature is characterized by the surface states1, 5, 10 and
the magnetoelectric response which is described by the θ
term.11–13 Other properties such as the anomalous Hall effect,5
quantum Hall effect,14 charge transport,15–17 superconductiv-
ity,18, 19 and correlation effects20–22 have also been studied.
Since electron correlation has been revealed to be impor-
tant in many systems and strongly correlated systems have
been one of the central research subjects in condensed matter
physics, it is notable that the Weyl semimetal phases are pre-
dicted in pyrochlore iridates, strongly correlated 5d-electron
systems with spin-orbit coupling.1, 23 It is natural to expect
that electron correlation plays important roles to realize topo-
logically nontrivial phases. Actually there are many theoret-
ical studies which show that topologically nontrivial phases
are induced by the intermediate strength of short-range cor-
relation.24–29 However, these phases are broken to be topo-
logically trivial by sufficiently strong short-range correla-
tion.1, 23–29
As for the effects of short-range correlation in topolog-
ical insulators, many studies show that topological insula-
tor phases are not stable against strong short-range correla-
tion.30–38 On the other hand, as for long-range correlation,
recent studies show that topological insulator phases survive
∗E-mail: sekine@imr.tohoku.ac.jp
even in the limit of strong 1/r long-range correlation.39, 40 Are
Weyl semimetals stable against long-range correlation? Moti-
vated by this question, we undertook the present work.
Electron correlation effects in graphene, a two-dimensional
Dirac fermion system, have been studied intensively.41–55
When the system is described by the quantum electrody-
namics, due to the smallness of the Fermi velocity, Dirac
fermions interact only with the electric field, i.e., interact via
1/r Coulomb interactions. In this case, the effective coupling
becomes strong, and the strength is determined by the dielec-
tric constant of the substrate. By considering the system on
a lattice, the strong coupling lattice gauge theory can be ap-
plied.47–52, 55 Studies based on the lattice gauge theory show
that at sufficiently strong coupling, the system becomes insu-
lating due to spontaneous chiral (sublattice) symmetry break-
ing. An analytical result for the value of the mass gap in
the strong coupling limit50 is in good agreement with Monte
Carlo results.47–49
The purpose of this study is (1) to reveal whether the Weyl
semimetal with two Weyl nodes, the minimal number of the
nodes in the lattice models, is stable against strong 1/r long-
range Coulomb interactions, and (2) to present a possible
global phase diagram of a correlated Weyl semimetal.
In this paper, we study the effects of strong electron cor-
relation in a Weyl semimetal where the Hamiltonian is de-
scribed by the four-component Dirac fermions with a time-
reversal symmetry breaking perturbation term. We adopt 1/r
long-range Coulomb interactions as the interactions between
the bulk electrons, because the screening effect is considered
to be weak near the Fermi level in Dirac fermion systems due
to the vanishing density of states. Based on the U(1) lattice
gauge theory, we perform the strong coupling expansion, and
analyze the system from the strong coupling limit with the
mean-field approximation.
This paper is organized as follows. In Sec. 2, we formulate
a model of an interacting Weyl semimetal according to the
quantum electrodynamics. In Sec. 3, we derive the effective
action in the strong coupling limit. In Sec. 4, we present all
the possible instabilities within the mean-field approximation.
Then we derive the free energies at zero temperature with the
use of the Hubbard-Stratonovich transformation. In Sec. 5, we
show the numerical results. The ground state is determined by
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minimizing the free energies. In Sec. 6, we consider a possible
global phase diagram of our model. In Sec. 7 we discuss our
results and finally in Sec. 8, we summarize this study.
2. Model
Let us start from a continuum model for a non-interacting
Weyl semimetal. We consider a Weyl semimetal which con-
sists of two Weyl nodes separated in the momentum space. In
this case, the general Hamiltonian is written by the 3D Dirac
fermion,
H0(k) = vFk ·α + m0α4 + b ·Σ, (1)
where vF is the Fermi velocity, m0 is the mass of the Dirac
fermion, and α j ( j = 1, 2, 3, 4) are the 4 × 4 alpha matrices.
The term b · Σ, with Σ = −i/2([α2, α3], [α3, α1], [α1, α2]),
is a time-reversal symmetry breaking perturbation. Without
loss of generality, we can set b = (0, 0, b). The eigenval-
ues of this Hamiltonian are obtained analytically, E(k) =
±
√
v2F(k
2
1 + k
2
2) + (
√
v2Fk
2
3 + m
2
0 ± b)2, and we see that the
band touching points (the Weyl nodes) W± are given by
W± = (0, 0,±
√
b2 − m20) with b > |m0|. Then the en-
ergy bands near the Weyl nodes are found to be E(q) =
±vF
√
q21 + q
2
2 + (1 − m20/b2)q23 where q = k−W±. This is just
the dispersion of the Weyl fermions, since this can be obtained
by diagonalizing the Weyl HamiltonianH(q) = ∑3i=1 vi · qσi.
Next let us consider the Hamiltonian (1) on a cubic lattice.
In the following, as the unperturbed part, we adopt the Wilson
fermion which is known as a lattice model without fermion
doublers. The Wilson fermion can also be regarded as the
effective lattice model for 3D topological insulators such as
Bi2Se3.56, 57 Hence, our model is regarded as the case where
magnetic impurities are doped into the bulk of a 3D topo-
logical insulator, because the term bΣ3 can be considered as
the exchange (ferromagnetic) coupling between the bulk elec-
trons and magnetic impurities. The non-interacting Hamilto-
nian we consider is given by
H0(k) = vF
3∑
j=1
α j sin k j + m(k)α4 + bΣ3, (2)
where m(k) = m0 + r
∑3
j=1(1 − cos k j). The alpha matrices
are given by the Dirac representation, α j = τ1 ⊗ σ j and
α4 = τ3 ⊗ 1 where the Pauli matrices τ j and σ j denote
the orbital and spin degree of freedom, respectively. Namely,
the spinor in the Hamiltonian (2) is written in the basis of
ψ†
k
= [c†
k+↑, c
†
k+↓, c
†
k−↑, c
†
k−↓], where c
† is the creation oper-
ator of an electron, +,− denote two orbitals, and ↑ (↓) de-
notes up-(down-)spin. The matrix Σ3 is given explicitly as
Σ3 = 1 ⊗ σ3. The Weyl nodes appear where the wave vector
k satisfies the condition b2 = [m0 + r
∑
j(1− cos k j)]2 + sin2 k3
and sin k1 = sin k2 = 0. k1 and k2 can take the value 0 or pi.
Setting |m0| small, we concentrate on the Weyl nodes which
appear on the (k1, k2) = (0, 0) line.
We introduce 1/r Coulomb interactions between the bulk
electrons according to the U(1) lattice gauge theory (lattice
quantum electrodynamics). In condensed matter, the Fermi
velocity is rather small compared to the speed of light c, i.e.,
vF/c ∼ 10−3. In this case, the interactions with the spatial
components of the four-vector potential are suppressed by the
factor vF/c, and thus we can regard that the Dirac fermions in-
teract only via the electric field i.e. 1/r Coulomb interactions.
Then the Euclidean action of the system is given by
S = S (τ)F + S
(s)
F + (m0 + 3r + rτ)
∑
n
ψ¯nψn
+ b
∑
n
ψ¯nγ0Σ3ψn + SG,
(3)
where S (τ)F + S
(s)
F is the fermionic part without the mass term,
S (τ)F = −
∑
n
[
ψ¯nP−0Un,0ψn+0ˆ + ψ¯n+0ˆP
+
0U
†
n,0ψn
]
,
S (s)F = −
∑
n, j
[
ψ¯nP−j ψn+ jˆ + ψ¯n+ jˆP
+
j ψn
]
,
(4)
and SG is the pure U(1) gauge part,
SG = β
∑
n
∑
µ>ν
[
1 − 1
2
(
Un,µUn+µˆ,νU
†
n+νˆ,µU
†
n,ν + H.c.
)]
. (5)
Here ψ¯ = ψ†γ0, n = (n0, n1, n2, n3) denotes a spacetime lattice
site, µˆ denotes the unit vector along the µ direction, and P±µ =
(rµ±γµ)/2 with r0 = rτ and r1 = r2 = r3 = r. Un,µ are the U(1)
link variables with Un, j = 1 and Un,0 = eiθn (−pi ≤ θn ≤ pi).
The timelike Wilson term (the term proportional to rτ) is in-
troduced to the unperturbed part (the b = 0 part) to eliminate
the fermion doublers. This is because when b = 0, the system
should possess a single Dirac cone around the Γ point. Ac-
cording to the non-interacting Hamiltonian of 3D topological
insulators such as Bi2Se3, the gamma matrices γµ are given
by the Dirac representation.
A parameter β which represents the strength of 1/r
Coulomb interactions is given by
β =
vF
e2
=
vF
4picα
, (6)
where  is the dielectric constant of the system, e is the electric
charge, and α(' 1/137) is the fine-structure constant. In the
following, we consider the case with β  1 i.e., the case with
small dielectric constant.
3. Strong Coupling Expansion
Let us analyze the system from the strong coupling limit
(β = 0). We derive the effective action which is defined by
carrying out the integration with respect to the gauge field
variables Un,0:
Z =
∫
D[ψ, ψ¯,U0]e−S =
∫
D[ψ, ψ¯]e−S eff . (7)
In the strong coupling limit, Un,0 is contained only in S
(τ)
F .
Then the integral
∫ DU0e−S (τ)F is evaluated as∏
n
∫ pi
−pi
dθn
2pi
exp
[
ψ¯nP−0Un,0ψn+0ˆ + ψ¯n+0ˆP
+
0U
†
n,0ψn
]
=
∏
n
[
1 + ψ¯nP−0ψn+0ˆψ¯n+0ˆP
+
0ψn + · · ·
]
≈ e∑n ψ¯nP−0ψn+0ˆψ¯n+0ˆP+0ψn ,
(8)
where we have used the property of the Grassmann variables
ψα and ψ¯α, ψ2α = ψ¯
2
α = 0 with α denoting the component of
the spinors. In the second line, we have neglected the terms
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which consist of 8, 12, and 16 different Grassmann variables.
The contributions of those terms appear in higher orders of
the order parameters, and thus the results will not be changed
qualitatively even if those terms are taken into account. We
can rewrite the exponent as
ψ¯n,α(P−0 )αβψn+0ˆ,βψ¯n+0ˆ,γ(P
+
0 )γδψn,δ
= −tr
[
NnP+0Nn+0ˆP
−
0
]
,
(9)
where we have defined (Nn)αβ = ψ¯n,αψn,β and used (P±0 )αβ =
(P±0 )βα. The subscripts α and β denote the component of the
spinors. In general, we can perform the integration with re-
spect to the SU(N) gauge field variables U in Eq. (7) by using
the SU(N) group integral formulas:
∫
dU1 = 1,
∫
dUUab = 0,∫
dUUabU
†
cd = δadδbc/N, and so on. We obtain the effective
action in the strong coupling limit given by
S eff = −
∑
n, j
[
ψ¯nP−j ψn+ jˆ + ψ¯n+ jˆP
+
j ψn
]
+
∑
n
tr
[
NnP+0Nn+0ˆP
−
0
]
+ (m0 + 3r + rτ)
∑
n
ψ¯nψn + b
∑
n
ψ¯nγ0Σ3ψn.
(10)
From this equation, we see that the electron-electron interac-
tions in the strong coupling limit are spatially on-site interac-
tions but not in (imaginary) time. As we shall see below, the
competition between this effective on-site interactions and the
exchange interactions occurs.
4. Possible Instabilities and the Free Energies in the
Strong Coupling Limit
We apply the extended Hubbard-Stratonovich transforma-
tion to derive the free energy. Introducing the two complex
auxiliary fields Q and Q′ (these are matrices), eκtrAB with κ > 0
and A, B being matrices is deformed as follows:39
eκtrAB = (const.)×∫
D[Q,Q′] exp
{
−κ
[
QαβQ′αβ − AαβQβα − BTαβQ′βα
]}
,
(11)
where the superscript T denotes the transpose of a matrix.
This integral is approximated by the saddle point values
Qαβ =
〈
BT
〉
βα
and Q′αβ = 〈A〉βα.
We set (κ, A, B) = (1,NnP+0 ,−Nn+0ˆP−0 ) to decouple the in-
teraction term (the second term) in Eq. (10) to fermion bilin-
ear form. In this process, we assume the matrix form of 〈Nn〉
with the mean-field approximation. Let us recall that, in the
formalism of the quantum electrodynamics, the form is re-
stricted to the sum of independent 16 matrices which are con-
sist of the 4 × 4 gamma matrices. The 16 matrices are given
as follows: (i) scalar 1, (ii) vector γµ (µ = 0, 1, 2, 3), (iii) ten-
sor σµν = i2 [γµ, γν], (iv) pseudovector γµγ5, (v) pseudoscalar
γ5, where these terminology comes from how the terms are
transformed under the Lorentz transformation.
4.1 Fermion bilinears and instabilities
Here we give the explicit expression of the possible in-
stabilities. As shown later, the interaction term in the effec-
tive action (10) is written like ψ¯n〈Nn〉ψn after the Hubbard-
Stratonovich transformation. Then, to be specific and for sim-
plicity, let us consider the Hamiltonian of a continuum model
H(k) = H0(k) + γ0〈Nn〉 (12)
withH0(k) = k jα j + m0α4 + bΣ3 [Eq. (1)]. Note that the fol-
lowing terminology of the instabilities is not for γ0〈Nn〉, but
for 〈Nn〉.
• Scalar component: γ0〈Nn〉 = σα4. Here we have used the
fact that γ0 = α4. In this case, it is found that the bare mass
m0 is renormalized to be m0 + σ.
• Vector component: γ0〈Nn〉 = pµαµ (α0 ≡ 1). Here we have
used the fact that γ0γ j = α j and γ20 = 1. In this case, it is
found that the wave vectors k j are shifted to be k j + p j, and
that the energy level is shifted by p0.
• Tensor component: γ0〈Nn〉 = i2cµνγ0[γµ, γν]. The six ma-
trices γ0〈Nn〉 are given explicitly by the Dirac representation
as
Σ′j ≡
[
σ j 0
0 −σ j
]
, Π j ≡ i
[
0 σ j
−σ j 0
]
. (13)
• Pseudovector component: γ0〈Nn〉 = dµγ0γµγ5. The four ma-
trices γ0〈Nn〉 are given explicitly by the Dirac representation
as
Σ j ≡
[
σ j 0
0 σ j
]
, Π0 ≡
[
0 1
1 0
]
. (14)
• Pseudoscalar component: γ0〈Nn〉 = ∆α5. The matrix α5(≡
−iγ0γ5) is given explicitly by the Dirac representation as
α5 = τ2 ⊗ 1, and this anticommutes with the other four alpha
matrices, i.e. the Clifford algebra {αµ, αν} = 2δµν is satisfied.
Let us look at the properties of the matrices Σ j, Σ′j, Πµ,
and α5. In the Dirac representation, the time-reversal operator
T and the parity (spatial inversion) operator P are given by
T = 1 ⊗ (−iσ2)K and P = σ3 ⊗ 1, where K is the complex
conjugation operator. It is easily shown that Σ j and Σ′j are odd
under time-reversal but even under parity:
TΣ jT −1 = TΣ′jT −1 = −1, PΣ jP−1 = PΣ′jP−1 = +1. (15)
On the other hand, Πµ are even under time-reversal but odd
under parity:
TΠµT −1 = +1, PΠµP−1 = −1. (16)
α5 is odd under both time-reversal and parity:
Tα5T −1 = −1, Pα5P−1 = −1. (17)
In our model, the spinor is written in the basis of ψ†
k
=
[c†
k+↑, c
†
k+↓, c
†
k−↑, c
†
k−↓] where +,− denote the two orbitals and↑ (↓) denotes up(down)-spin. Then we see that Σ j represents
the ferromagnetism, and that Σ′j represents a kind of the “an-
tiferromagnetism”. As for Πµ and α5, the physical interpre-
tation is somewhat difficult. We see that Π0 and α5 represent
spin-independent orbital-ordered states, and Π j represents a
spin-dependent orbital-ordered state.
To study the stability of the Weyl semimetals, let us con-
sider which matrices we should take into account among these
16 matrices as a mean-field ansatz for 〈Nn〉. First of all, the
mass renormalization, i.e. the identity matrix 1 term must be
considered. The γµ terms, which result in the momentum and
energy level shifts, could be dropped. In addition, note that the
non-interacting Hamiltonian (2) contains the Σ3 term. This in-
3
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dicates that the γ0Σ j and γ0Σ′j terms can also be dropped. Fur-
thermore, it is known that these terms can generate other Weyl
semimetal phases rather than open band gaps.6 On the other
hand, the γ0Πµ and iγ5 terms can break the Weyl semimetal
phase and open band gaps. In the following, we take into ac-
count the 1, γ0Πµ, and iγ5 terms as the matrix form of 〈Nn〉.
4.2 The α5 instability
In this case, we assume that 〈Nn〉 = −σ1 + ∆iγ5. The inter-
action term is decoupled according to Eq. (11). After a calcu-
lation, we obtain
e−
∑
n tr[NnP+0 Nn+0ˆP−0 ]
∼ exp
−∑
n
[
(1 − r2τ)σ2 + (1 + r2τ)∆2 + ψ¯nΓψn
] , (18)
where Γ = 12
[
(1 − r2τ)σ + iγT5 (1 + r2τ)∆
]
. We are now in a
position to derive the free energy at zero temperature in the
strong coupling limit. Combining Eqs. (10) and (18), the ef-
fective action expressed by the auxiliary fields σ and ∆ is
given by
S eff(σ,∆) = VT
[
(1 − r2τ)σ2 + (1 + r2τ)∆2
]
+
∑
k
ψ¯kM(k;σ,∆)ψk, (19)
where the matrixM is given explicitly as
M =
[
m˜(k) + rτ + bσ3 σ j sin k j + i∆˜
−σ j sin k j + i∆˜ m˜(k) + rτ − bσ3
]
≡
[
A B
C D
]
.
(20)
Here ∆˜ = 12 (1 + r
2
τ)∆, V and T are the volume and tempera-
ture of the system, respectively, and we have done the Fourier
transform from n = (n0,n) to k = (k0,k). The term m˜(k) is
given by
m˜(k) = m0 + 12 (1 − r2τ)σ + r
∑
j
(
1 − cos k j
)
. (21)
This term is understood as a term to which m(k) in the non-
interacting Hamiltonian (2) changes in the strong coupling
limit. rτ in A and D of Eq. (20) comes from the timelike Wil-
son term of the original action. From the effective action, we
derive the free energy at zero temperature per unit of space-
time volume, according to the usual formula F = − TV lnZ.
The partition function Z is calculated by the Grassmann in-
tegral formula Z =
∫
D[ψ, ψ¯]e−ψ¯Mψ = detM and the deter-
minant of M is calculated by the formula detM = detA ·
det
(
D −CA−1B
)
. After a straightforward calculation, finally
we arrive at the free energy in the strong coupling limit:
F (σ,∆) = (1 − r2τ)σ2 + (1 + r2τ)∆2 −
∫ pi
−pi
d3k
(2pi)3
× ln
{[
s2(k) + [m˜(k) + rτ]2 + ∆˜2 − b2
]2
+ 4b2s2⊥(k)
}
,
(22)
where s2(k) =
∑3
j=1 sin
2 k j, and s2⊥(k) =
∑2
l=1 sin
2 kl.
The ground state is determined by the stationary condition
∂F (σ,∆)/∂σ = ∂F (σ,∆)/∂∆ = 0.
Note that the free energy at b = 0 corresponds to that of
the Wilson fermions with 1/r Coulomb interactions in the
strong coupling limit.39 When rτ > 1, the free energy doesn’t
have the stationary point, because both the first and third term
decrease the value of F (σ,∆) with increasing σ. This phe-
nomenon is known as the reflection positivity of the lattice
gauge theories with Wilson fermions.58 Although the time-
like Wilson term (the term proportional to rτ) is artificial in
the physics of a Weyl semimetal presented here, we cannot
avoid this problem as far as we use the Wilson fermion for-
malism.
4.3 The Π0 instability
In this case, we assume that 〈Nn〉 = −σ1 + ρ0γ0Π0. The
procedure for the derivation of the free energy is the same as
the case of iγ5. The mean-field decoupling of the interaction
term is done to be
e−
∑
n tr[NnP+0 Nn+0ˆP−0 ]
∼ exp
−∑
n
[
(1 − r2τ)σ2 + (1 + r2τ)ρ20 + ψ¯nΓψn
] , (23)
where Γ = 12
[
(1 − r2τ)σ + (γ0Π0)T (1 + r2τ)ρ0
]
. Combining
Eqs. (10) and (23), the effective action expressed by the aux-
iliary fields σ and ρ0 is given by
S eff(σ, ρ0) = VT
[
(1 − r2τ)σ2 + (1 + r2τ)ρ20
]
+
∑
k
ψ¯kM(k;σ, ρ0)ψk, (24)
where the matrixM is given explicitly as
M =
[
m˜(k) + rτ + bσ3 σ j sin k j − ρ˜0
−σ j sin k j + ρ˜0 m˜(k) + rτ − bσ3
]
(25)
with ρ˜0 = 12 (1 + r
2
τ)ρ0. By calculating the determinant ofM,
the free energy is obtained as
F (σ, ρ0) = (1 − r2τ)σ2 + (1 + r2τ)ρ20 −
∫ pi
−pi
d3k
(2pi)3
× ln
{
G(k, b, ρ˜0)G(k,−b,−ρ˜0) − H(k, b, ρ˜0)
[m˜(k) + rτ]2 − b2
}
,
(26)
whereG(k, b, ρ˜0) = [m˜(k)+rτ−b]×{[m˜(k)+rτ]2−b2+(sin k3−
ρ˜0)2}+s2⊥(k)[m˜(k)+rτ+b] and H(k, b, ρ˜0) = 4s2⊥(k){ρ˜0[m˜(k)+
rτ] + b sin k3}2. The ground state is determined by the station-
ary condition ∂F (σ, ρ0)/∂σ = ∂F (σ, ρ0)/∂ρ0 = 0.
4.4 The Π3 instability
In this case, we assume that 〈Nn〉 = −σ1 + ρ3γ0Π3. The
procedure for the derivation of the free energy is the same as
the case of iγ5. The mean-field decoupling of the interaction
term is done to be
e−
∑
n tr[NnP+0 Nn+0ˆP−0 ]
∼ exp
−∑
n
[
(1 − r2τ)σ2 + (1 + r2τ)ρ23 + ψ¯nΓψn
] , (27)
where Γ = 12
[
(1 − r2τ)σ + (γ0Π3)T (1 + r2τ)ρ3
]
. Combining
Eqs. (10) and (27), the effective action expressed by the aux-
iliary fields σ and ρ3 is given by
S eff(σ, ρ3) = VT
[
(1 − r2τ)σ2 + (1 + r2τ)ρ23
]
+
∑
k
ψ¯kM(k;σ, ρ3)ψk, (28)
4
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where the matrixM is given explicitly as
M =
[
m˜(k) + rτ + bσ3 σ j sin k j + iρ˜3σ3
−σ j sin k j + iρ˜3σ3 m˜(k) + rτ − bσ3
]
(29)
with ρ˜3 = 12 (1 + r
2
τ)ρ3. By calculating the determinant ofM,
the free energy is obtained as
F (σ, ρ3) = (1 − r2τ)σ2 + (1 + r2τ)ρ23 −
∫ pi
−pi
d3k
(2pi)3
× ln
{[
s2(k) + [m˜(k) + rτ]2 − µ
]2
+ 4µs2⊥(k)
}
,
(30)
where µ = b2 − ρ˜32. The ground state is determined by the
stationary condition ∂F (σ, ρ3)/∂σ = ∂F (σ, ρ3)/∂ρ3 = 0.
4.5 The Π1,2 instability
In this case, we assume that 〈Nn〉 = −σ1+ρ1γ0Π1 or 〈Nn〉 =
−σ1+ρ2γ0Π2 . Since there exists a spin degree of freedom in
the xy-plane, we show the calculation for Π1. The procedure
for the derivation of the free energy is the same as the case of
iγ5. The mean-field decoupling of the interaction term is done
to be
e−
∑
n tr[NnP+0 Nn+0ˆP−0 ]
∼ exp
−∑
n
[
(1 − r2τ)σ2 + (1 + r2τ)ρ21 + ψ¯nΓψn
] , (31)
where Γ = 12
[
(1 − r2τ)σ + (γ0Π1)T (1 + r2τ)ρ1
]
. Combining
Eqs. (10) and (31), the effective action expressed by the aux-
iliary fields σ and ρ0 is given by
S eff(σ, ρ1) = VT
[
(1 − r2τ)σ2 + (1 + r2τ)ρ21
]
+
∑
k
ψ¯kM(k;σ, ρ1)ψk, (32)
where the matrixM is given explicitly as
M =
[
m˜(k) + rτ + bσ3 σ j sin k j + iρ˜1σ1
−σ j sin k j + iρ˜1σ1 m˜(k) + rτ − bσ3
]
(33)
with ρ˜1 = 12 (1 + r
2
τ)ρ1. By calculating the determinant ofM,
the free energy is obtained as
F (σ, ρ1) = (1 − r2τ)σ2 + (1 + r2τ)ρ21 −
∫ pi
−pi
d3k
(2pi)3
× ln
{
I(k, b, ρ˜1)I(k,−b,−ρ˜1) − J(k, b, ρ˜1)
[m˜(k) + rτ]2 − b2
}
,
(34)
where I(k, b, ρ˜1) = [m˜(k) + rτ − b] × {[m˜(k) + rτ]2 +
sin2 k3 − b2} + [m˜(k) + rτ + b] × [sin2 k1 + (sin k2 + ρ˜1)2] and
J(k, b, ρ˜1) = 4 sin2 k3({ρ˜1[m˜(k) + rτ] + b sin k2}2 + b2 sin2 k1).
The ground state is determined by the stationary condition
∂F (σ, ρ1)/∂σ = ∂F (σ, ρ1)/∂ρ1 = 0.
5. Numerical Results
For any set of (m0, b, r, rτ), it was found that the values of
∆, ρ0 and ρ3 are always zero. It was also found that the values
of σ and ρ1 (or ρ2) are nonzero. This means that the ground
state of the system in the strong coupling limit is the parity
and time-reversal symmetries (PT) broken phase signaled by
nonzero ρ1, and that the symmetry-broken phases signaled by
nonzero ∆, ρ0 or ρ3 do not arise. Note that time-reversal sym-
metry of the system is originally broken in the non-interacting
Fig. 1. (Color online) (a) b dependences of σ and ρ1 with rτ = 0.5 and r =
1. (b) Phase diagram in the strong coupling limit (β = 0) with m0/r = −0.5,
rτ = 0.5 and r = 1.
Weyl semimetal phase.
Throughout this paper, we set rτ = 0.5 and r = 1. The
b dependence of σ is shown in Fig. 1(a). σ is a decreasing
function of b. The term proportional to σ gives a correction
to the bare mass m0, i.e., is regarded as a mass renormaliza-
tion induced by 1/r Coulomb interactions, as is seen from Eq.
(21). Hence we should define the effective mass in the strong
coupling limit as meff = m0 + 12 (1 − r2τ)σ. The renormaliza-
tion becomes weaker as the time-reversal symmetry breaking
perturbation b becomes larger. This is understood as follows:
When the exchange coupling between the magnetic impuri-
ties and bulk electrons is strong, the bulk electrons prefer the
ferromagnetic configuration. Then the effective on-site inter-
actions [the second term in Eq. (10)] become weaker and as a
result, the renormalization effect becomes weaker.
The b dependence of ρ1 is also shown in Fig. 1(a). ρ1 is an
increasing function of b. It is worthy to note that ρ1 = 0 when
b = 0. This means that time-reversal and parity symmetries
of the system is preserved even in the strong coupling limit.
When b = 0, we can distinguish by the Z2 invariant whether
the system is topologically nontrivial or trivial. Namely, if
0 > meff/r > −2 (meff/r > 0), then the system is topologi-
cally nontrivial (trivial). In the case of m0/r = −0.5, the ef-
fective mass is obtained as meff/r ' −0.39. This indicates
that the topological insulator phase survives in the strong cou-
pling limit. On the other hand, in the case of m0/r = −0.05,
i.e. in the case of small |m0|, the effective mass is obtained as
meff/r ' 0.05 and we see that the topological insulator phase
changes to the normal insulator phase.
Let us look at the energy spectrum in the presence of the
ρ1Π1 term, when m0/r = −0.5. In this case, the mean-field
single-particle Hamiltonian is written as
H(k) = α j sin k j + m˜(k)α4 + bΣ3 + ρ1Π1. (35)
5
J. Phys. Soc. Jpn. FULL PAPERS
We can obtain the energy spectrum analytically as
E(k) = ±
{
s2(k) + [m˜(k)]2 + b2 + ρ21
±2
√[
m˜(k)b − ρ1 sin k2]2 + (b2 + ρ21) sin2 k3}1/2 ,
(36)
where s2(k) =
∑3
i=1 sin
2 ki. By plotting this equation numeri-
cally, we find that there exists the region where the spectrum
is gapless even when ρ1 , 0. In the small b region, there is
a finite gap in the spectrum. At b ' 0.39, the two bands of
Eq. (36) start to touch at the momentum point (k1, k2, k3) '
(0, 0.005pi, 0). As b is increased, the two Weyl nodes move
from the k3 = 0 point toward the k3 = ±pi directions, crossing
the k3-axis. The important point is that the two Weyl nodes do
not exist at k2 = 0 due to nonzero ρ1. Then at b ' 1.60, the
two Weyl nodes meet at the point (k1, k2, k3) ' (0,−0.022pi, pi)
and the band gap opens. The phase diagram in the strong cou-
pling limit is shown in Fig. 1(b). We call the gapped phases
the parity and time-reversal symmetries (PT) broken insula-
tor, and call the gapless phase the PT-broken Weyl semimetal.
In the PT-broken Weyl semimetal phase, we have confirmed
that the k2 dependence of the energy dispersions (36) near the
band touching points is linear.
6. Possible Global Phase Diagram
Let us discuss a global phase diagram of a correlated Weyl
semimetal. First, we consider the phase diagram in the non-
interacting limit (β = ∞) where the Hamiltonian is given by
Eq. (2). When b , 0, time-reversal symmetry is broken and
we cannot define the Z2 invariant. In this paper we call the
phase with 0 > m0/r > −2 the magnetic topological insulator.
This is because the phase transition from a topological insula-
tor phase to another phase generally requires the gap closing.
Further, 3D topological insulator phases are characterized by
the theta term with θ = pi. A recent study shows that the value
of θ remains pi even in the presence of the time-reversal sym-
metry breaking term bΣ3 with not large b.59 Thus as far as the
band gap opens, we call this phase the magnetic topological
insulator.
As b is increased, the energy bands touch and the two Weyl
nodes start to split from the point k3 = 0 toward k3 = ±pi at
b = |m0|. Then the Weyl nodes reach k3 = ±pi to annihilate
each other and the energy gap opens at b = 2r+m0. These re-
sults are obtained from the equation for the appearance of the
Weyl semimetal phase, b2 = [m0 + r(1 − cos k3)]2 + sin2 k3. It
is known that the Weyl semimetals have a nonzero Hall con-
ductivity. In the present case where the two Weyl nodes exist,
as discussed in Ref. 5, the Hall conductivity of the system
σ3Dxy is proportional to the distance of the two Weyl nodes in
the momentum space ∆W: σ3Dxy = e
2∆W/(2pih). Thus in the
gapped phase realized with b > 2r+m0, the Hall conductivity
reaches e2/(ha) where a is the lattice constant. We call this
phase the anomalous Hall insulator.
In the presence of 1/r Coulomb interactions, the mass m0
is renormalized to be meff . This renormalization effect stabi-
lizes the Weyl semimetal phase, i.e. makes the region of the
Weyl semimetal phase larger. When the interactions are strong
enough, the order parameter ρ1 (or ρ2) for the PT-broken
phase becomes nonzero and, as a result, the Weyl semimetal
Fig. 2. (Color online) A possible global phase diagram of a correlated
Weyl semimetal with m0/r = −0.5, rτ = 0.5 and r = 1. The phase bound-
ary between the magnetic topological insulator (MTI) phase and the Weyl
semimetal phase is determined by the condition b = |meff |. The phase bound-
ary between the Weyl semimetal phase and the anomalous Hall insulator
(AHI) phase is determined by the condition b = 2r+meff . The parity and time-
reversal symmetries (PT) broken Weyl semimetal phase and the PT-broken
insulator phase are signaled by nonzero ρ1( or ρ2). The phase boundaries be-
tween these two phases are determined (numerically) by the appearance or
disappearance of the Weyl nodes. The β = 0 (β = ∞) line represents the
strong coupling (non-interacting) limit.
phase changes to another Weyl semimetal phase with broken
parity and time-reversal symmetries. From the numerical val-
ues in the strong coupling limit (see the previous section), the
phase boundaries between the PT-broken Weyl semimetal and
the PT-broken insulator phases seem to be approximated by
b ' |meff | and b ' 2r+meff . It has been shown that the gapped
phases (topological and normal insulators) with b = 0 are sta-
ble in the strong coupling region.39 Thus in the case of not
small |m0| (m0 < 0), the topological insulator phase would be
continuous from the non-interacting limit to the strong cou-
pling limit. On the other hand, in the case of small |m0|, the
phase in the strong coupling limit is the normal insulator, al-
though the phase in the non-interacting limit is the topolog-
ical insulator. In such a case, there would exist the coupling
strength at which meff becomes zero. By connecting the phase
boundaries between the strong coupling region and the weak
coupling region, we propose a possible global phase diagram
of a correlated Weyl semimetal shown in Fig. 2.
Here we would like to mention the relation between the
proposed phase diagram and real materials. As possible host
materials, 3D topological insulators of Bi2Se3 family have
large dielectric constant ( ≈ 100).60 From this value, we
estimate the strength of 1/r Coulomb interactions in Bi2Se3
family as β ≈ 3. This suggests that the Coulomb interac-
tions in Bi2Se3-family-based Weyl semimetals are not strong.
Therefore it is difficult to predict the behavior of real materi-
als from the present study. However, the following could be
mentioned. When the value of b is small, i.e. the exchange
interactions with magnetic impurities are weak, parity sym-
metry of the system will not be broken. On the other hand,
when the value of b is large, the PT-broken Weyl semimetal or
the PT-broken insulator might be observed. The energy spec-
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tra of Bi2Se3 family have been experimentally observed by
angle-resolved photoemission spectroscopy (ARPES). Thus
those of Bi2Se3-family-based Weyl semimetals will be also
observed when they are experimentally realized. Theoreti-
cally, a Weyl semimetal phase in Bi2(SexTe1−x)3 doped with
magnetic impurities has been predicted.61 As mentioned in
the previous section, the PT-broken Weyl semimetal phase is
characterized by the Weyl nodes located in the points which
are deviated from the original location. It is expected that
such a locational deviation of Weyl nodes can be observed
by ARPES.
7. Discussions
Let us consider the possible gapped phases in our model.
From our numerical results and the discussion in Ref. 6, we
see that only the α5 instability can lead to a gapped phase
among the five instabilities α5 and Πµ. In the presence of the
α5 term, the mean-field Hamiltonian is written as
H(k) = α j sin k j + m˜(k)α4 + bΣ3 + ∆α5, (37)
and we can obtain the energy spectrum analytically as
E(k) = ±
√
s2⊥(k) +
[√
[m˜(k)]2 + ∆2 + sin2 k3 ± b
]2
, (38)
where s2⊥(k) =
∑2
i=1 sin
2 ki. In this case, the two Weyl nodes
arise on the k3 axis when the conditions k1 = k2 = 0 and
b2 > [m˜(0, 0, k3)]2 + ∆2 are satisfied. Conversely, the energy
gap opens when ∆2 > b2 − [m˜(0, 0, k3)]2 is satisfied. Actually,
such a gapped phase has been obtained in a Weyl semimetal
with short-range interactions.21
Further, we note that the inter-nodal scattering, which can
lead to gap openings,14, 20 is contained in the low-energy limit
of our model. In the following, we briefly discuss this process
in our model. We express ψk in terms of the annihilation op-
erator in the λ-th band akλ and the eigenfunction of the λ-th
band |ukλ〉 as ψk = ∑4λ=1 akλ|ukλ〉. Here we label the two bands
near the Fermi level as λ = 2, 3. Then we can approximate ψn
in the low-energy limit as
ψn '
(∫
|k−W+ |<Λ
d3k
(2pi)3
+
∫
|k−W− |<Λ
d3k
(2pi)3
)
eik·rn
∑
λ=2,3
akλ|ukλ〉
≡ eiQzψR,n + e−iQzψL,n,
(39)
where Λ is a momentum cutoff, W± = (0, 0,±Q) with Q =√
b2 − [m˜(0, 0, k3)]2, and ψR(L),n is the annihilation operator
around the Weyl node W+(−). With the use of this expression,
the mean-field decoupled interaction term ψ¯n〈Nn〉ψn is written
as
ψ¯n〈Nn〉ψn ' ψ¯R,n〈ψ¯R,nψR,n〉ψR,n + ψ¯R,n〈ψ¯L,nψR,n〉ψL,n
+ ψ¯R,n〈ψ¯L,nψL,n〉ψR,n + ψ¯L,n〈ψ¯R,nψR,n〉ψL,n
+ ψ¯L,n〈ψ¯R,nψL,n〉ψR,n + ψ¯L,n〈ψ¯L,nψL,n〉ψL,n,
(40)
where we have omitted the oscillating terms. The terms
ψ¯R〈ψ¯LψR〉ψL and ψ¯L〈ψ¯RψL〉ψR can be a mass term in the low-
energy effective model. If the mass term is induced by in-
teractions in the low-energy effective model, then the energy
gap opens and the Weyl semimetal phase is broken. There-
fore, note that the effects which can lead to the gapped phase
are taken into account in our calculation of a bulk model for a
correlated Weyl semimetal. However, our result suggests the
existence of the gapless phase, the PT-broken Weyl semimetal
phase in the strong coupling limit.
Finally, we mention the difference between the Weyl
semimetal and the graphene. In graphene, there are also gap-
less linear dispersions which can be described by the Weyl
Hamiltonian around two inequivalent momentum points. It is
known that parity symmetry breaking in graphene leads to a
gap opening.62–64 However, in the case of the Weyl semimetal,
the system can remain gapless even when parity symmetry
is (spontaneously) broken. This results from the topological
nature of the Weyl semimetal, namely that a gap opens only
when the Weyl nodes with opposite chirality meet each other.
8. Summary
To summarize, based on the U(1) lattice gauge theory, we
have studied the effects of strong 1/r long-range Coulomb
interactions in a Weyl semimetal with broken time-reversal
symmetry. We have considered all the possible 16 instabili-
ties within the mean-field approximation. It was shown that
parity symmetry of the system is spontaneously broken but
the Weyl semimetal phase, which is different from the non-
interacting phase, survives in the strong coupling limit. We
have presented a possible global phase diagram of a correlated
Weyl semimetal. From the proposed global phase diagram, it
is expected that the Weyl semimetal phase is stabilized by 1/r
long-range Coulomb interactions. In this study, the number of
the Weyl nodes is two. It would be interesting to study the cor-
relation effects in Weyl semimetals with more than two nodes.
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