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Andrews-Curtis and Nielsen equivalence relations
on some infinite groups
Aglaia Myropolska∗
The Andrews-Curtis conjecture asserts that, for a free group Fn of
rank n and a free basis (x1, ..., xn), any normally generating tuple
(y1, ..., yn) is Andrews-Curtis equivalent to (x1, ..., xn). This equiva-
lence corresponds to the actions of AutFn and of Fn on normally gen-
erating n-tuples. The equivalence corresponding to the action of AutFn
on generating n-tuples is called Nielsen equivalence. The conjecture for
arbitrary finitely generated group has its own importance to analyse
potential counter-examples to the original conjecture. We study the
Andrews-Curtis and Nielsen equivalence in the class of finitely gener-
ated groups for which every maximal subgroup is normal, including
nilpotent groups and Grigorchuk groups.
1. Introduction
The famous Andrews-Curtis conjecture [3, 23] can be stated as fol-
lows:
Conjecture 1.1 (The Andrews-Curtis conjecture). Let Fn be a free
group of rank n ≥ 2. If {x1, ..., xn} is a free basis and {r1, ..., rn} is
a normally generating set of Fn, then (r1, ..., rn) and (x1, ..., xn) are
Andrews-Curtis equivalent.
Let us give some background related to this conjecture. Let G be a
finitely generated group. The rank rank(G) of a group G is the minimal
number of generators of G. The following transformations of the set
Gn, n ≥ 1, are called elementary Nielsen moves:
R±ij(x1, ..., xi, ..., xj, ..., xn) = (x1, ..., xix
±1
j , ..., xj , ..., xn),
L±ij(x1, ..., xi, ..., xj, ..., xn) = (x1, ..., x
±1
j xi, ..., xj , ..., xn),
Ij(x1, ..., xj, ..., xn) = (x1, ..., x
−1
j , ..., xn),
where 1 ≤ i, j ≤ n, i 6= j. Elementary Nielsen moves transform gen-
erating sets of G into generating sets. Two generating sets are called
Nielsen equivalent if one is obtained from the other by a finite chain of
elementary Nielsen moves.
∗The author acknowledges the support of the Swiss National Science Foundation,
grant 200021 144323.
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2Elementary Nielsen moves together with the transformations
ACi,s(x1, ..., xi, ..., xn) = (x1, ..., x
s
i , ..., xn)
where 1 ≤ i ≤ n, s ∈ S ∪ S−1 ⊂ G, S is a fixed subset of G, form
the set of elementary Andrews-Curtis moves relative to S, or shortly
ACS-moves. Elementary ACS-moves transform normally generating
sets (sets which generate G as a normal subgroup) into normally gen-
erating sets. Two normally generating sets are called Andrews-Curtis
equivalent relative to S (ACS equivalent) if one is obtained from the
other by a finite chain of elementary ACS-moves. In the case when
S = G, we refer to AC-moves.
As in [21], the weight w(G) of a group G is the minimal number of
normal generators of G.
Given an integer n ≥ w(G) and a subset S ⊂ G, the Andrews-Curtis
graph (AC-graph) ∆n,S(G) of the group G is defined as follows:
- the set of vertices consists of normally generating n-tuples, i.e.
V∆n,S(G) = {(g1, ..., gn) ∈ G
n |≪ g1, ..., gn ≫= G};
- two vertices are connected by an edge if one of them is obtained
from the other by an elementary ACS-move.
If S = G we simplify the notation to ∆n(G). Clearly if S generates
G, the graph ∆n,S(G) is connected if and only if the graph ∆n(G) is
connected. The graph ∆n,S(G) is a regular graph which admits loops
and multiple edges.
The Andrews-Curtis conjecture can be reformulated in terms of graphs:
Conjecture 1.2 (The Andrews-Curtis conjecture). For a free group
Fn of rank n ≥ 2, the Andrews-Curtis graph ∆n(Fn) is connected.
Let G be a finitely generated group and n ≥ rank(G). The set of n-
tuples Gn can be identified with the set of homomorphisms from Fn to
G and, therefore, the set of generating n-tuples can be identified with
the set of epimorphisms Epi(Fn, G). Hence there are natural actions
of the automorphism group AutFn on both G
n and Epi(Fn, G), by
precomposition. Elementary Nielsen moves can be seen as elements of
AutFn; moreover, by a result of Nielsen (see [24], Chap. I, Prop. 4.1),
they generate AutFn. Therefore the orbits of the action of AutFn
on Epi(Fn, G) are the Nielsen equivalence classes. Transitivity of this
action has been studied in different contexts, see [12, 23, 31].
We define the Nielsen graph‡ Γn(G), n ≥ rank(G), as follows:
‡Also called the Extended Product Replacement Graph.
3- the set of vertices consists of generating n-tuples, i.e.
VΓn(G) = {(g1, ..., gn) ∈ G
n | 〈g1, ..., gn〉 = G};
- two vertices are connected by an edge if one of them is obtained
from the other by an elementary Nielsen move.
Observe that the graph Γn(G) is connected if and only if the action of
AutFn on Epi(Fn, G) is transitive.
As an example, let us consider a finitely generated abelian group G.
Then a normal generating set is just a generating set and elementary
Andrews-Curtis moves coincide with elementary Nielsen moves. There-
fore the two graphs ∆n(G) and Γn(G) coincide. Moreover, we have the
following:
Theorem 1.1 ([29, 8, 30]). Let G be a finitely generated abelian group
given as
G ∼= Zm1 × Zm2 × ...× Zmr × Z
s
where r, s ≥ 0, m1, ..., mr ≥ 2 and m1|m2|...|mr. Then rank(G) = r+s
and
• Γn(G) is connected for n ≥ r + s+ 1;
• if r = 0, i. e., G ∼= Zs, then Γs(G) is connected;
• otherwise if m1 = 2 then Γr+s(G) is connected and if m1 6= 2
then Γr+s(G) has
φ(m1)
2
connected components, where φ(m) is
the Euler function (the number of integers less than m which
are coprime with m).
Along with this result there are several partial results about the
connectedness of Γn(G) for particular families of groups. For instance,
Γn+1(G) is connected when G is a finitely generated nilpotent group of
rank n [11]. For further known results we refer the reader to Section 4
on Nielsen equivalence, and to the references therein.
Let us get back to the Andrews-Curtis conjecture, which is still open.
There have been several attempts to construct counter-examples. See
Section 3 on Andrews-Curtis equivalence for more on that. A possible
way to disprove the conjecture would be to find two normally gener-
ating systems of Fn such that their images in some finitely generated
group are not Andrews-Curtis equivalent. This motivates to analyse
the connected components of the Andrews-Curtis graph of finitely gen-
erated groups. One of the few positive results in this direction is that
∆n(G) is connected when G is a free soluble group of rank n [27], and
its proof can be adapted for free nilpotent groups.
Borovik, Lubotzky and Myasnikov [6] studied connected components
of ∆n(G) for finite groups. In particular, they proved the following:
4Theorem 1.2 ([6]). Let G be a finite group and n ≥ max{w(G), 2}.
Then two normally generating tuples U, V are AC equivalent if and
only if they are AC equivalent in the abelianization Ab(G) = G/[G,G].
In other words, the connected components of the AC-graph ∆n(G) are
precisely the preimages of the connected components of the AC-graph
∆n(Ab(G)).
Furthermore, they raised the question whether such a criterion holds
for the Grigorchuk group [14, 16]: this is a 3-generated residually finite
2-group which is just-infinite; hence Theorem 1.2 holds in every proper
quotient of the group. It equally makes sense to ask the question for
other just-infinite groups. We will now discuss a class of groups which
includes the Grigorchuk group (see e.g. [19], Chap. VIII for more on
the Grigorchuk group).
In this paper we focus on the class C of finitely generated groups for
which every maximal subgroup is normal.
A finite group is in C if and only if it is nilpotent [34, 5.2.4]. Moreover
C contains finitely generated nilpotent groups, because any maximal
subgroup of a nilpotent group is normal [7, I.70]. The class C also
contains the family of Grigorchuk groups (Gω)w∈Ω [14, 15] indexed by
sequence in Ω = {0, 1, 2}N, and Gupta-Sidki p-groups [32, 33].
We will now state our first result:
Theorem 1.3. Let G be in C and n ≥ w(G). Then two normally
generating n-tuples U, V are AC equivalent if and only if they are AC
equivalent in the abelianization Ab(G) = G/[G,G]. In other words, the
connected components of the AC-graph ∆n(G) are precisely the preim-
ages of the connected components of the AC-graph ∆n(Ab(G)).
Together with Theorem 1.1 our result describes the connected com-
ponents of the Andrews-Curtis graph for groups in C.
Corollary 1.3. For the Grigorchuk group G the Andrews-Curtis graph
∆n(G), n ≥ 3, is connected.
It is not hard to see that, for groups in C, the set of vertices of ∆n(G)
and Γn(G) coincide (see Proposition 2.1). Therefore connectedness of
Γn(G) implies connectedness of ∆n(G). Our other results are devoted
to connectedness of Γn(G). We have already mentioned that Γn(G) is
connected for nilpotent groups when n ≥ rank(G) + 1. Here we study
connectedness of Γn(G) for nilpotent groups when n = rank(G). For
free nilpotent groups, as a direct corollary of the result by Andreadakis
[2] and Bachmuth [4], we obtain the following:
5Theorem 1.4 (Section 4.2). Let G be the free nilpotent group of rank
n ≥ 2 and nilpotency class c. Then Γn(G) is connected if and only if
c = 1 or 2.
Furthermore, let Hk be the discrete Heisenberg group of rank 2k
(Section 4.2).
Theorem 1.5 (Section 4.2). The graph Γn(Hk) is connected when n ≥
2k.
In the end we prove the connectedness of Γn(G) for p-groups in C
with n ≥ rank(G) + 1:
Theorem 1.6 (Section 4.1). Let G be a p-group in C. Then Γn(G) is
connected when n ≥ rank(G) + 1.
We remind that the Gupta-Sidki p-group, defined for every odd prime
p, is 2-generated.
Corollary 1.4. Γn(G) is connected for the Grigorchuk group and the
Gupta-Sidki group, when n ≥ 4 and n ≥ 3 respectively.†
Corollary 1.5. Let G be the Gupta-Sidki p-group, p > 3. Then Γ2(G)
has at least p−1
2
connected components.
Question 1. Is Γ3(G) connected for the Grigorchuk group? Is Γ2(G)
connected for the Gupta-Sidki 3-group?
Acknowledgements. It is a pleasure to thank my advisor Tatiana
Smirnova-Nagnibeda and Pierre de la Harpe for numerous discussions,
valuable questions and beneficial comments, and also for revising the
introduction. I am also grateful to Tsachik Gelander and Rostislav
Grigorchuk for discussions, Alexei Myasnikov for bringing my attention
to the problem in [6], and Christian Hagendorf for comments on a
preliminary version of the manuscript.
2. Class C
The class C is a class of finitely generated groups for which every
maximal subgroup is normal.
We recall that the Frattini subgroup Φ(G) of a group G is the inter-
section of all maximal subgroups of G, and Φ(G) = G if G does not
have maximal subgroups.
†Connectedness of Γn(G), n ≥ 4, for the Grigorchuk group was also obtained in
[26].
6Proposition 2.1. Let G be a finitely generated group. Then G is in C if
and only if all normally generating sets are generating sets. Moreover,
if G is in C, then [G,G] ≤ Φ(G).
Proof. Let G be in C and assume by contradiction that there is a nor-
mally generating set S which is not a generatng set. Since G is finitely
generated, any proper subgroup is contained in some proper maximal
subgroup [28], therefore 〈S〉 ≤ M < G for some proper maximal sub-
group M . Then ≪ S ≫= G ≤MG =M < G. It is a contradiction.
Conversely, we will prove that if all normally generating sets are
generating sets then all maximal subgroups are normal. We prove the
equivalent statement: if there is a maximal subgroup M which is not
normal, then there exists a normally generating set which is not a
generating set. We take as a normally generating set S = M . Then
≪ S ≫= G since M is maximal and 〈S〉 6= G since M is proper.
Futhermore, if G is in C then for any maximal subgroup M the
quotient G/M is isomorphic to Z/pZ by the correspondence theorem,
in particular, G/M is abelian. Therefore [G,G] ≤M and we conclude
that [G,G] ≤ Φ(G). 
Proposition 2.2. Let G be in C and n ≥ 1. Then the natural maps
πn : Epi(Fn, G)→ Epi(Fn, G/[G,G]),
φn : Epi(Fn, G)→ Epi(Fn, G/Φ(G))
are surjective.
Proof. We will now prove the case of πn. Consider the projection π :
G→ G/[G,G].
If n < rank(G/[G,G]), the sets Epi(Fn, G/[G,G]) and Epi(Fn, G)
are empty and there is nothing to prove. Assume now that n ≥
rank(G/[G,G]). Let s1, ..., sn ∈ G such that π(s1), ..., π(sn) generate
G/[G,G]. Suppose 〈s1, ..., sn〉 ≤ M for some maximal subgroup M of
G; we will obtain a contradiction. By Proposition 2.1, [G,G] ≤ M ,
and we have M/[G,G] = π(M) = π(G) = G/[G,G]. Hence {e} =
G/[G,G]
M/[G,G]
∼= G/M . This is a contradiction since M is a proper subgroup
of G. The proof for φn repeats the one above with [G,G] replaced by
Φ(G). 
3. Andrews-Curtis equivalence
There are doubts as to whether the Andrews-Curtis conjecture is
true. A possible way to disprove it would be to find two normally
generating systems of Fn such that their images are not Andrews-Curtis
equivalent in some finitely generated group.
7Akbulut and Kirby [1] suggest a series of potential counter-examples
for F2 = 〈x, y〉, i.e., normally generating tuples which are not known
to be AC equivalent to (x, y):
(1) (u, vl) = (xyxy
−1x−1y−1, xly−(l+1)), l ≥ 1.
It was suggested in [5] that one could confirm one of these potential
counter-examples by showing that for some homomorphism φ : F2 → G
to a finite group G, the images of the pairs (1) are not Andews-Curtis
equivalent.
Notice that in an abelian group of rank 2:
(xyxy−1x−1y−1, xly−(l+1)) ∼AC (x, y)
so for every homomorphism φ : F2 → A into an abelian group A, the
images of the pairs (1) are AC equivalent.
In view of the latter, [6] considered the class of groups with the fol-
lowing property: for any n ≥ max{w(G), 2}, two normally generating
n-tuples U, V are AC equivalent in G if and only if their images are
AC equivalent in the abelianization Ab(G). Therefore groups from
this class will not confirm the potential counter-examples (1). Borovik,
Lubotzky and Myasnikov [6] proved that all finite groups belong to this
class. They also ask whether it is true for the Grigorchuk group. Our
Theorem 1.3 answers their question positively.
We will now proceed to the proof of Theorem 1.3.
First, we present a few well-known properties of the Frattini subgroup:
Lemma 3.1. Let G be a group.
(1) [34, 5.2.12] Frattini subgroup Φ(G) is equal to the set of non-
generators of G, i.e., if g ∈ Φ(G) and 〈g,X〉 = G then 〈X〉 =
G.
(2) [11] Let G = 〈x1, ..., xn〉 and ϕ1, ..., ϕn ∈ Φ(G). Then
〈x1ϕ1, ..., xnϕn〉 = G.
Proof of Theorem 1.3. Let G be in C. Then by Proposition 2.1 nor-
mally generating sets coincide with generating sets of G and therefore
rank(G) = w(G).
Consider two generating tuples U, V in G which are AC equivalent.
Then for any normal subgroup N ✁ G their images in G/N are AC
equivalent. In particular, it is true for N = [G,G].
Assume now that the images of U, V in Ab(G) are AC equivalent.
Let us first consider the case n = rank(G) and rank(G) = 2. Proving
that U = (u1, u2), V = (x, y) are AC equivalent is equivalent to proving
that (x, y) and (xϕ1, yϕ2) are AC equivalent for ∀ϕ1, ϕ2 ∈ [G,G].
8Denote by ordG(g) the order of g in G. One computes that
{xn1yn2|n1 ∈ (− ordG(x), ordG(x)), n2 ∈ (− ordG(y), ordG(y))}
is a right coset representative system for G mod [G,G]. Using the
Reidemeister-Schreier rewriting process we find a set S of generators
for [G,G]:
S = {xn1yn2x(xn1+1yn2)−1, n1 ∈ (− ordG(x), ordG(x)), n2 ∈
(− ordG(y), ordG(y))}.
We will proceed by induction on the length of ϕ1 ∈ [G,G] in gen-
erators of S to prove that (x, y) and (xϕ1, y) are AC equivalent. Let
ϕ1 = sϕ
′
1 with s ∈ S and ϕ
′
1 ∈ [G,G] such that lS(ϕ
′
1) < lS(ϕ1). Then
(xϕ1, y) = (xsϕ
′
1, y) = (x · x
n1yn2xy−n2x−n1−1ϕ′1, y) ∼I2,AC
(x · xn1yn2xy−n2x−n1−1ϕ′1, x
n1+1y−1x−n1−1) ∼L12 |n1|+1 times
(xn1+2y−n2x−n1−1ϕ′1, x
n1+1y−1x−n1−1) ∼AC,I2
(xn1+2y−n2x−n1−1ϕ′1, y) ∼AC
(xn1+2y−n2x−n1−1ϕ′1, x
n1+2yx−n1−2) ∼L12 |n2| times
(xϕ′1, x
n1+2yx−n1−2) ∼AC (xϕ
′
1, y).
By induction we conclude that (xϕ1, y) and (x, y) are AC equivalent.
Now let xˆ = xϕ1 and G = 〈xˆ, y〉. By a similar procedure using the
Reidemeister-Schreier rewriting process we find [G,G] = 〈S〉 where
S = {xˆn1yn2xˆ(xˆn1+1yn2)−1, n1 ∈ (− ordG(xˆ), ordG(xˆ)), n2 ∈ (− ordG(y), ordG(y))}.
Let ϕ2 = sϕ
′
2 with s ∈ S and ϕ
′
2 ∈ [G,G] such that lS(ϕ
′
2) < lS(ϕ2).
Then
(xˆ, yϕ2) = (xˆ, yxˆ
n1yn2xˆ(xˆn1+1yn2)−1ϕ′2) ∼I1,AC
(yxˆn1yn2xˆ−1y−n2xˆ−n1y−1, yxˆn1yn2xˆ(xˆn1+1yn2)−1ϕ′2) ∼L21,AC,I1
(xˆ, yxˆ−1ϕ′2) ∼AC (yxˆy
−1, yxˆ−1ϕ′2) ∼L21,AC (xˆ, yϕ
′
2).
By induction (xˆ, y) and (xˆ, yϕ2) are AC equivalent. We conclude that
(x, y) and (xϕ1, yϕ2) are AC equivalent.
Let n = rank(G) ≥ 3 and G = 〈x1, ..., xn〉. Then [G,G] = 〈S〉, with
S = {xm11 ...x
mn
n xl(x
m1
1 ...x
ml+1
l ...x
mn
n )
−1, mi ∈ (− ordG(xi), ordG(xi)),
mn 6= 0, 1 ≤ l < n}. Then the proof above can be repeated with more
similar cases to consider.
Finally, assume n > rank(G), and for simplicity rank(G) = 2. Let
us fix a system of generators {x, y} of G.
SinceG/[G,G] is abelian and n > rank(G/[G,G]), the ∆n(G/[G,G]) =
Γn(G/[G,G]) is connected by Theorem 1.1. We need to prove that
∆n(G) is connected. This is equivalent to proving that (xϕ1, yϕ2, ϕ3, ..., ϕn) ∼AC
9(x, y, 1, ..., 1), ∀ϕ1, ..., ϕn ∈ [G,G]. We use that (xϕ1, yϕ2) ∼AC (x, y)
∀ϕ1, ϕ2 ∈ [G,G], and conclude with the following: (xϕ1, yϕ2, ϕ3, ..., ϕn) ∼AC
(x, y, ϕ3, ..., ϕn) ∼AC (x, y, ϕ3 · (ϕ3)
−1, ..., ϕn · (ϕn)
−1) = (x, y, 1, ..., 1).
If n > rank(G) > 2 then one concludes that ∆n(G) is connected
with the same type of arguments. 
There is a different proof for the fact that if 〈x1, ..., xn〉 = G then
∀c ∈ [G,G]: (x1, ..., xn) ∼AC (x1c, x2, ..., xn) (see [27, Property 2]).
Question 2. Is it true that, if ∆n(G) is connected for some n ≥ w(G),
then ∆m(G) is connected for every m > n?
The following proposition gives a partial answer to Question 2:
Proposition 3.1. Let G be in C and suppose ∆n(G) is connected for
some n ≥ w(G). Then ∆k(G) is connected for every k ≥ n + 1.
Proof. Let G =≪ x1, ..., xn ≫. Since G is in C we have 〈x1, ..., xn〉 = G.
By assumption ∆n(G) is connected for some n ≥ w(G). It is suffi-
cient to prove the statement for k = n + 1. We need to show that
for each normally generating (n + 1)-tuple (g1, ..., gn+1) there is a se-
quence of Andrews-Curtis moves which transforms (g1, ..., gn+1) into
(x1, ..., xn, 1). Consider the natural projection π : G → Ab(G). No-
tice that n + 1 ≥ rank(Ab(G)) + 1 and therefore ∆n+1(Ab(G)) is
connected by Theorem 1.1. Hence (g1, ..., gn+1) ∼AC (x1, ..., xn, 1)
in Ab(G), and consequently (g1, ..., g+1) ∼AC (x1c1, ..., xncn, cn+1) for
some c1, ..., cn+1 ∈ [G,G]. Since G is in C we have that [G,G] ≤ Φ(G)
and therefore 〈x1c1, ..., xncn〉 = G. Hence
(x1c1, ..., xncn, cn+1) ∼AC (x1c1, ..., xncn, cn+1 · c
−1
n+1) = (x1c1, ..., xncn, 1) ∼AC
(x1c1, ..., xncn, c1) ∼AC (x1, x2c2..., xncn, 1) ∼AC ... ∼AC (x1, ..., xn, 1).

Proof of Corollary 1.3. Since G/[G,G] ∼= (Z/2Z)3 (see, for example,
[19], VIII.22), the graph ∆3(G/[G,G]) = ∆3((Z/2Z)
3) = Γ3((Z/2Z)
3)
is connected for n ≥ 3 by Theorem 1.1. To obtain connectedness of
∆n(G), n ≥ 3, apply Theorem 1.3 and Proposition 3.1. 
4. Nielsen equivalence
The question about transitivity of the action of AutFn on Epi(Fn, G)
was raised in 1951 by B.H. Neumann and H. Neumann [29] and has
been studied in different contexts, see [12, 23, 31]. If G is a fundamen-
tal group of a closed surface Σ then the action of AutFn is transitive
10
already for n = rank(G) [22, 35]. There are examples of finitely gener-
ated groups when it is not. For instance, for finitely generated abelian
groups (see Theorem 1.1) with m1 ≥ 3. But once n ≥ rank(G) + 1
transitivity is easier to get. It holds for finitely generated nilpotent
groups [11], for finite solvable groups [10], as well as for PSL(2, q) for
n ≥ 4 and q a prime power [13].
Proposition 4.1. [11] Let G be a finitely generated group and n ≥
rank(G) + 1. If Γn(G/Φ(G)) is connected then Γn(G) is connected.
Proof. Let rank(G) = d andG = 〈x1, ..., xd〉. Assume that Γn(G/Φ(G))
is connected. Then any generating system (g1, ..., gn) of G is Nielsen
equivalent to (x1ϕ1, ..., xdϕd, ϕd+1, ..., ϕn) for some ϕ1, ..., ϕn ∈ Φ(G).
Since ϕ1, ..., ϕd ∈ Φ(G) then 〈x1ϕ1, ..., xdϕd〉 = G, and we conclude the
proof with the following:
(g1, ..., gn) ∼ (x1ϕ1, ..., xdϕd, ϕd+1, ..., ϕn) ∼ (x1ϕ1, ..., xdϕd, 1, ..., 1) ∼
(x1ϕ1, ..., xdϕd, ϕ1, 1..., 1) ∼ (x1, x2ϕ2..., xdϕd, 1..., 1) ∼
(x1, x2, ..., xd, 1..., 1).

In fact, for groups in the class C the converse is also true by Propo-
sition 2.2:
Corollary 4.1. Let G be in C and n ≥ rank(G) + 1. Then Γn(G) is
connected if and only if Γn(G/Φ(G)) is connected.
Corollary 4.2. Let G be in C and suppose Γn(G) is connected for some
n ≥ rank(G). Then Γk(G) is connected for all k ≥ n+ 1.
Proof. Since G is in C then [G,G] ≤ Φ(G). Use that G/Φ(G) is abelian
and apply Theorem 1.1 and Corollary 4.1. 
4.1. Nielsen equivalence for p-groups in class C. In this chapter
we will prove Theorem 1.6. In view of the Corollary 4.1 it is desirable
to analyse the quotient of the group by its Frattini subgroup.
Proposition 4.2. Let G be a finitely generated p-group from C. Then
G/Φ(G) ∼= (Z/pZ)rank(G).
Proof. First we prove that Φ(G) is of finite index in G and then show
that G/Φ(G) ∼= (Z/pZ)rank(G).
Let M be a proper maximal subgroup of G. Then by assumption
M ✁ G and G/M is an abelian p-group, hence finite. Let us prove
that [G : M ] = p. Assume that [G : M ] 6= p. Since G is a p-group it
must be pk, k ≥ 2. Then gp
k
∈ M for any g ∈ G. We choose g /∈ M .
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There is 0 ≤ r < k such that gp
r+1
∈ M and gp
r
/∈ M . Consider the
subgroup M1 = 〈g,M〉. Obviously M < M1 and M1 6= G. Indeed,
assuming that M1 = G we get by the third isomorphism theorem that
|{e}| = |G/M |
|M1/M |
= p
k
pr
= pk−r 6= 1. So M < M1 < G which contradicts
the maximality of M . Hence G/M has order p.
Since G is finitely generated, there are only finitely many subgroups
of a given index [18]. Hence there are finitely many maximal subgroups
of G. We use that the intersection of finitely many subgroups of finite
index is a subgroup of finite index [18] and conclude that the index of
the Frattini subgroup Φ(G) is finite.
Since G is in C, [G,G] ≤ Φ(G) by Proposition 2.1. Also for given
g ∈ G we have gp ∈ M for any maximal subgroup M and thus gp ∈
Φ(G). Moreover G/Φ(G) is finite and we conclude that G/Φ(G) is
an elementary abelian group. By the fundamental theorem of abelian
groups G/Φ(G) is a direct product of nontrivial cyclic subgroups, each
of which must have order p:
G/Φ(G) ∼= (Z/pZ)ℓ,
where ℓ ≤ d = rank(G). Suppose that ℓ < d and there is a generating ℓ-
tuple (s1, ..., sℓ) of G/Φ(G). By Proposition 2.2 (s1, ..., sℓ) has preimage
in Epi(Fℓ, G) therefore rank(G) < d. We obtain a contradiction. 
Proof of Theorem 1.6. Use Proposition 4.2, Theorem 1.1 and Corollary
4.1. 
Proof of Corollary 1.5. SinceG/Φ(G) ∼= (Z/pZ)2 [33], the graph Γ2(G/Φ(G))
has p−1
2
connected components by Theorem 1.1. If two generating tu-
ples of G are Nielsen equivalent in G then their images in G/Φ(G) are
also Nielsen equivalent. We deduce that there are at least p−1
2
≥ 2
connected components of Γ2(G). 
4.2. Nielsen equivalence of free nilpotent and Heisenberg groups.
Let us recall the following definitions:
• A subgroup K of a group G is called characteristic if K is
invariant by all automorphisms of G;
• Let Wµ(xλ), µ = 1, 2, ..., be a set of words in the symbols xλ,
λ = 1, 2, .... Then the {Wµ}-verbal subgroup G(Wµ) of a group
G is the subgroup of G generated by all elements of the form
Wµ(gλ), where gλ ranges over G.
Any verbal subgroup is characteristic, but the converse is false.
Let Fn be the free group of rank n ≥ 2 and let V be a verbal subgroup
of Fn. Then, in particular, V is characteristic and the natural mapping
Fn → Fn/V induces a homomorphism ρ : Aut(Fn)→ Aut(Fn/V ). The
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elements of the image of ρ are called tame automorphisms of Fn/V .
Since V is a verbal subgroup, a map between two generating n-tuples
of Fn/V can be extended to an automorphism of Fn/V (see [25], The-
orem 1.1). Thereby the transitivity of the action of AutFn on the set
of generating n-tuples is reduced to the question whether all automor-
phisms of Fn/V are tame.
Recall that for a finitely generated nilpotent group G, Γn(G) is con-
nected for n ≥ rank(G) + 1 [11]. We will discuss Γn(G), n = rank(G)
for free nilpotent groups and Heisengroup groups.
Consider the lower central series of Fn: Fn✄[Fn, Fn]✄[Fn, [Fn, Fn]]...,
every member of which is a verbal subgroup of Fn. Let γcFn be its c-th
term. The group Fn(c) = Fn/γc+1Fn is the free nilpotent group of rank
n and class c.
Theorem 4.3 ([2, 4]). Let Fn(c) be a free nilpotent group of rank n ≥ 2
and class c. Then
- all elements of AutFn(c) are tame for c = 1 or c = 2;
- if c ≥ 3 then there exist non-tame automorphisms in AutFn(c).
The Theorem 1.4 is a straighforward corollary from the Theorem 4.3.
Moreover in the case n = 2, c = 3, the result of Andreadakis implies
that there are infinitely many Nielsen equivalence classes (Proposition
4.4 below).
Proposition 4.4. For the free nilpotent group F2(3) there are infinitely
many Nielsen equivalence classes.
Proof. Andreadakis [2] showed that for F2(3) = 〈x, y〉, the central au-
tomorphism of F2(3)
(2)
{
x → x[y, x, x]λ1[y, x, y]λ2
y → y[y, x, x]µ1[y, x, y]µ2
is tame if λ1 = µ2 and λ2 = µ1 = 0. We consider a non-tame automor-
phism of F2(3):
α :
{
x → x[y, x, x]
y → y
,
and show that there is no σ ∈ AutF2 such that α
i = σαj, for i > j.
Equivalently, there is no σ ∈ AutF2 such that α
k = σ for an arbitrary
positive integer k. By the criterion stated above the automorphism αk
is tame if it is trivial. Consider α2(x) = x[y, x, x][y, x[y, x, x], x[y, x, x]] =
x[y, x, x]2. More generally,
αk :
{
x → x[y, x, x]k
y → y
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Hence αk is not trivial for any k > 0. 
It is easy to see that there is just one Nielsen equivalence class if
c = 1 not using Theorem 1.4. Fn(1) ∼= Z
n and Epi(Fn,Z
n) = GLn(Z).
Moreover ρ(AutFn) = GLn(Z) and the action of GLn(Z) is obviously
transitive on itself. For n = c = 2 the nilpotent group F2(2) is isomor-
phic to the Heisenberg group H1 = 〈x, y|[x, [x, y]], [y, [x, y]]〉 [20].
Corollary 4.3. For the first Heisenberg group H1 the graph Γ2(H1) is
connected.
This statement about the Heisenberg group H1 can be generalised
to higher dimensions. The discrete Heisenberg group Hk, k ≥ 1, is the
group of integer matrices of the form
v =

 1 x z0 Ik y
0 0 1


with x = (x1, ..., xk) a row vector of length k, y = (y1, ..., yk)
T a column
vector of length k, and Ik is the k × k identity matrix.
Proof of Theorem 1.5. We will prove that Nrank(Hk)(Hk/Φ(Hk)) is con-
nected and deduce connectedness for Nrank(Hk)(Hk). We refer to [11]
for the case n ≥ rank(Hk) + 1.
Each element of Hk can be written as (x1, ..., xk, y1, ..., yk, z). The
identity element of H is (0, 0, ..., 0) and
(x1, ..., xk, y1, ..., yk, z)
−1 = (−x1, ...,−xk,−y1, ...,−yk, x1y1+...+xkyk−z).
The group multiplication is then given by the following rule:
(x1, ..., xk, y1, ..., yk, z)(x
′
1, ..., x
′
k, y
′
1, ..., y
′
k, z
′) =
(x1 + x
′
1, ..., xk + x
′
k, y1 + y
′
1, ..., yk + y
′
k, z + z
′ + x1y
′
1 + ...+ xky
′
k).
Calculations show that [Hk,Hk] = Z(Hk) ∼= Z and Ab(Hk) = Z
2k.
Observe that Hk = 〈(1, 0, ..., 0, 0), (0, 1, ..., 0, 0), ..., (0, ..., 1, 0)〉 and
rank(Hk) = 2k. Let π : Hk → Ab(Hk) be the natural epimorphism.
Then more generally
〈h1, ..., h2k〉 = Hk if and only if 〈π(h1), ..., π(h2k)〉 = Z
2k.
Indeed, if 〈h1, ..., h2k〉 = Hk then clearly 〈π(h1), ..., π(h2k)〉 = Z
2k. The
proof of the inverse implication goes as follows. Let 〈π(h1), ..., π(h2k)〉 =
Z
2k. Then (π(h1), ..., π(h2k)) is Nielsen equivalent to ((1, 0, ..., 0, 0), (0, 1, ..., 0, 0), ..., (0, ..., 1, 0))
in Z2k. In other words, (h1, ..., h2k) is Nielsen equivalent to
((1, 0, ..., 0, m1), (0, 1, ..., 0, m2), ..., (0, ..., 1, m2k).
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The last step is to show that 〈(1, 0, ..., 0, m1), (0, 1, ..., 0, m2), ..., (0, ..., 1, m2k)〉 =
Hk. We calculate [(1, 0, ..., 0, m1), (0, ..., 1, ...0, mk+1)] = (0, ..., 0, 1).
Moreover for all si ∈ Z letting a = s2k+1 − s1m1 − ... − s2km2k −
s1sk+1 − ...− sks2k we have
(s1, s2, ..., s2k, s2k+1) =
[(1, 0, ..., 0, m1), (0, ..., 1, ...0, mk+1)]
a · (1, 0, ..., 0, m1)
s1 · ... ·
(0, ..., 0, 1, m2k)
s2k .
We get then that (h1, ..., h2k) is Nielsen equivalent to a generating sys-
tem of Hk and conclude that (h1, ..., h2k) is also a generating system.
Since Hk is nilpotent group we have [Hk,Hk] ≤ Φ(Hk) [11]. Let
us show that Φ(Hk) ≤ [Hk,Hk] or, equivalently, if g /∈ [Hk,Hk] then
g /∈ Φ(Hk). Assume g /∈ [Hk,Hk] then g
ab 6= 0. We deduce that
∃g′2, ..., g
′
2k ∈ Z
2k such that 〈gab, g′2, ..., g
′
2k〉 = Z
2k. Therefore g /∈ Φ(Hk)
and [Hk,Hk] = Φ(Hk).
Notice that AutF2k acts transitively on Hk/Φ(Hk) ∼= Z
2k. Therefore
any generating 2k-tuple of Hk is Nielsen equivalent to
((1, 0, ..., 0, m1), (0, 1, ..., 0, m2), ..., (0, ..., 1, m2k))
for some integers m1, ..., m2k. To obtain connectedness of N2k(Hk) it is
sufficient to prove that there exists σ ∈ AutF2k which transforms
((1, 0, ..., 0, 0), (0, 1, ..., 0, 0), ..., (0, ..., 1, 0))
into
((1, 0, ..., 0, m1), (0, 1, ..., 0, m2), ..., (0, ..., 1, m2k))
for any mi ∈ Z.
One calculates
(L−11,k+1R1,k+1)
m1((1, 0, ..., 0, 0), (0, 1, ..., 0, 0), ..., (0, ..., 1, 0)) =
((1, 0, ..., 0, m1), (0, 1, ..., 0, 0), ..., (0, ..., 1, 0)).
More generally ∀i : 1 ≤ i ≤ k
(L−1i,k+iRi,k+i)
mi(0, ..., 1, ..., 0, 0) = (0, ..., 1, ..., 0, mi)
and ∀k : k + 1 ≤ i ≤ 2k
(Li,i−kR
−1
i,i−k)
mi(0, ..., 1, ..., 0, 0) = (0, ..., 1, ..., 0, mi).

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