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Fractional programming is an fascinating and interesting topic
for research that appeared in several types of optimization prob-
lems. These programming are widely used in different branches
of engineering and sciences, for example it can be used in engi-
neering and economics to minimize a ratio of functions between
a given period of time and utilized resource in order to measure
the efﬁciency or productivity of a system. In these types of prob-
lems the objective function is usually given as a ratio of functions
in fractional programming form (see Stancu-Minasian [1]).Optimization problems with minimax type functions are
arise in the design of electronic circuits, however, minimax
fractional problems appear in formulation of discrete and con-
tinuous rational approximation problem with respect to the
Chebyshev norm [2], in continuous rational games [3], in mul-
tiobjective programming [4], in engineering design as well as in
some portfolio solution problems discussed by Bajaona-Xan-
dari and Martinez-Legaz [5].
Yadav and Mukherjee [6] formulated two dual models
for primal problem and derived duality theorem for convex
differentiable minimax fractional programming, a step for-
ward Chandra and Kumar [7] improved the dual formula-
tion of Yadav and Mukherjee and they provided two
modiﬁed dual problems for minimax fractional programming
and proved duality results. Lai et al. [8] proved necessary
and sufﬁcient optimality conditions for nondifferentiable
minimax fractional problem with generalized convexity and
applied these optimality conditions to established a paramet-
ric dual model and also discussed duality results. Many pa-
pers are appeared in this direction (see Yuan et al. [9],
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[13]).
In the course of generalization of convex functions, Avriel
[14] ﬁrst introduced the deﬁnition of r-convex functions and
established some characterizations and relations between r-con-
vexity andother generalization of convexity .Antczak [16] intro-
duced the concept of a class of r-preinvex functions, which is a
generalization of r-convex function and preinvex function,
and obtained some optimality results under r-preinvexity. Lee
and Ho [15] established necessary and sufﬁcient conditions for
efﬁciency of multiobjective fractional programming problems
involving r-invex functions, they also discussed Wolfe and
Mond–Weir duality in this setting, Antczak [16] introduced p-
invex sets and ðp; rÞ-invex functions as a generalization of invex
and preinvex functions. Ahmad et al. [10] worked out the duality
in nondifferentiable minimax fractional programming with
B ðp; rÞ-invexity. Recently, Jayswal et al. [17] investigated
the duality for semi inﬁnite programming problems involving
ðHp; rÞ-invexity. Motivated by Jyaswal et al. [17] and Ahmad
et al. [10], in this paper we investigate the duality for minimax
fractional programming involving ðHp; rÞ-invexity.
We consider the following nondifferentiable minimax frac-
tional programming problem
Minimize wðxÞ ¼ sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
ðNFPÞ
Subject to hðxÞ 6 0; x 2 Rn;
where Y is a compact subset of Rl; fð:; :Þ;
gð:; :Þ : Rn  Rl ! R; hð:; :Þ : Rn ! Rm are C1 functions. C
and D are n n positive semideﬁnite symmetric matrices.
Throughout this paper, we assume that gðx; yÞ  ðxTDxÞ12 > 0
and fðx; yÞ þ ðxTCxÞ12 P 0, for all ðx; yÞ 2 Rn  Rl.2. Preliminaries
We start this section with the following some deﬁnitions
Deﬁnition 2.1. [18]. The weighted r-mean of a1 and a2
ða1; a2 > 0Þ is given by
Mrða1; a2; kÞ ¼ ka
r
1 þ ð1 kÞar2
 1
r for r–0;
ak1a
1k
2 for r ¼ 0;
(
where k 2 ð0; 1Þ and r 2 R.
Deﬁnition 2.2. A subset X#Rn is said to be Hp  invex set, if
for any x; u 2 X, there exists a vector function
Hp : X X ½0; 1 ! Rn, such that
Hpðx; u; 0Þ ¼ eu;Hpðx; u; kÞ 2 Rnþ;
lnHpðx; u; kÞ 2 X; 8k 2 ½0; 1; p 2 R:Note 2.1. It is understood that the logarithm and the expo-
nentials appearing in the above deﬁnition are taken to be
component wise.
Throughout the paper, we take X to be a Hp-invex set un-
less otherwise speciﬁed, Hp-right differentiable at 0 with re-
spect to the variable k for each given pair x; u 2 X andf : X! R is differentiable function on X. The symbol
H0pðx; u; 0þÞ ¼ H0p1ðx; u; 0þÞ; . . . ;H0pnðx; u; 0þÞ
 T
denotes the
right derivative of Hp at 0 with respect to the variable k for
each given pair x; u 2 X; rfðxÞ ¼ ðr1fðxÞ; . . . ;rn fðxÞÞT de-
notes the differential of f at x, and so rfðuÞ
eu
¼ r1 fðuÞ
eu
1
; . . .rn fðuÞ
eun
 T
.
Note 2.2. All the theorems in the subsequent parts of this paper
will be proved only in the case when r–0 and r > 0 (in the case
when r < 0, the direction of some of the inequalities in the proof
of the theorems should be changed to the opposite one).
Deﬁnition 2.3. A differentiable function f : X! R is said to be
(strictly) ðHp; rÞ-invex at u 2 X, if for all x 2 X, one of the
relations
1
r
½erðfðxÞfðuÞÞ  1P rfðuÞ
T
eu
H0pðx; u; 0þÞð>Þ for r–0;
fðxÞ  fðuÞP rfðuÞ
T
eu
H0pðx; u; 0þÞ ð>Þ for r ¼ 0;
hold.
If the above inequalities are satisﬁed at any point u 2 X
then f is said to be ðHp; rÞ-invex (strictly ðHp; rÞ-invex) on X.
Now we deﬁne the generalized ðHp; rÞ-invex functions as
follows.
Deﬁnition 2.4. A differentiable function f : X! R is said to be
ðHp; rÞ-pseudo invex at u 2 X, if for all x 2 X, the relations
rfðuÞT
eu
H0pðx; u; 0þÞP 0 )
1
r
½erðfðxÞfðuÞÞ  1P 0;
for r–0;
rfðuÞT
eu
H0pðx; u; 0þÞP 0 ) fðxÞ  fðuÞP 0; for r ¼ 0;
hold.
Deﬁnition 2.4. A differentiable function f : X! R is said to be
(Strictly) ðHp; rÞ-quasi invex at u 2 X, if for all x 2 X, the
relations
1
r
½erðfðxÞfðuÞÞ  1 6 0; ) rfðuÞ
T
eu
H0pðx; u; 0þÞ ð<Þ
6 0 for r–0;
fðxÞ  fðuÞ 6 0; ) rfðuÞ
T
eu
H0pðx; u; 0þÞ ð<Þ 6 0 for r
¼ 0;
hold.3. Notations and preliminaries
Let S ¼ fx 2 Rn : hðxÞ 6 0g denotes the set of all feasible solu-
tions (NFP). An point x 2 S is called the feasible point of
(NFP). For each ðx; yÞ 2 Rn  Rl, we deﬁne
210 M.A. Khan, F.R. Al-SolamyJðxÞ ¼ j 2M ¼ f1; 2; . . . ;mg; hjðxÞ ¼ 0
 
;
where J ¼ f1; 2; . . . ;mg,
YðxÞ ¼ y 2 Y : fðx; yÞ þ ðx
TCxÞ12
gðx; yÞ  ðxTDxÞ12
¼ sup
z2Y
fðx; zÞ þ ðxTCxÞ12
gðx; zÞ  ðxTDxÞ12
( )
;
KðxÞ ¼ fðs; t; yÞ 2NRsþ Rls : 16 s6 nþ 1; t ¼ ðt1; t2; . . . tsÞ
2 Rsþ
with
Ps
i¼1ti ¼ 1; y ¼ ðy1; . . . ; ysÞ where
yi 2 YðxÞ; i ¼ 1; 2 . . . ; sg.
Since f and g are C1 functions and Y is compact in Rl, it fol-
lows that for each x 2 S; YðxÞ–/, and for any yi 2 YðxÞ,
we have positive constant
K0 ¼ wðx; yiÞ ¼ fðx
; yiÞ þ ðxTCxÞ
1
2
gðx; yiÞ  ðxTDxÞ
1
2
:
Generalized Schwartz Inequality
Let A be a positive semideﬁnite matrix of order n. Then, for
all, x; w 2 Rn,
xTAw 6 ðxTAxÞ1=2ðwTAwÞ1=2: ð1Þ
Equality holds if for some kP 0,
Ax ¼ kAw:
Evidently, if ðwTAwÞ1=2 6 1, we have
xTAw 6 ðxTAxÞ1=2:
If the functions f; g and h in problem (NFP) are continuously dif-
ferentiable with respect to x 2 Rn. Lai et al. [8] proved the fol-
lowing ﬁrst order necessary condition for optimality of (NFP),
which will be required to prove the strong duality theorem.
Theorem 1 (Necessary Condition). Let x be a solution (local
or global) of (NFP) satisfying xTCx > 0; xTDx > 0, and
let rhjðxÞ; j 2 JðxÞ be linearly independent . Then there exist
ðs; t; yÞ 2 KðxÞ; k0 2 Rþ; w; v 2 Rn and l 2 Rmþ such that
Xs
i¼1
ti rf x; yi
  þ Cw k0 rg x; yi Dv  
þr
Xm
j¼1
lj hjðxÞ ¼ 0; ð2Þ
f x; yi
 þ ðxTCxÞ1=2  k0 g x; yi  ðxTDxÞ1=2 
¼ 0; i ¼ 1; 2; . . . s; ð3ÞXm
j¼1
lj hjðxÞ ¼ 0; ð4Þ
ti P 0;
Xs
i¼1
ti ¼ 1; ð5Þ
wTCw 6 1; vTDv 6 1; ðxTCxÞ1=2 ¼ xTCw;
 ðxTDxÞ1=2 ¼ xTDv: ð6Þ1
r
e
r
Xs
i¼1
t
i
ðfðx;yiÞþxTCwk0ðgðx;yiÞxTDvÞÞ
Xs
i¼1
t
i
ðfðx ;yiÞþxTCwk0ðgðx ;yiÞxTDvÞÞ
" #
1
2
6664
3
7775Now we discuss the sufﬁciency of the problem in the follow-
ing Theorem
Theorem 2 (Sufﬁcient condition). Le x be a feasible solution of
(NFP) and there exist a positive integer s; 1 6 s 6 nþ 1; t
2 Rsþ; yi 2 yðxÞ; ði ¼ 1; 2; . . . sÞ; k0 2 Rþ; w; v 2 Rn and
l 2 Rmþ, satisfying the relation (2)–(6). Assume that(i)
Ps
i¼1t

i ðf ð:;yiÞ þ ð:ÞT Cw k0ðgð:; yiÞ  ð:ÞTDvÞ
 	
is
ðHp; rÞ- invex at x, and
(ii)
Pm
j¼1ljhjð:Þ is ðHp; rÞ- quasiinvex at x.
Then x is an optimal solution of (NFP).
Proof. Suppose x is not an optimal solution of (NFP). Then
there exists x 2 s, such thatsup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
< sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
:
We note that
sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
¼ fðx
; yiÞ þ ðxTCxÞ
1
2
gðx; yiÞ  ðxTDxÞ
1
2
¼ k0;
for yi 2 YðxÞ; i ¼ 1; 2; . . . s and
sup
y2Y
fðx; yiÞ þ ðxTCxÞ
1
2
gðx; yiÞ  ðxTDxÞ
1
2
6 sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
:
Thus we have
fðx; yiÞ þ ðxTCxÞ
1
2
gðx; yiÞ  ðxTDxÞ
1
2
< k0;
for i ¼ 1; 2; . . . ; s, or equivalently,
fðx; yiÞ þ ðxTCxÞ
1
2  k0 gðx; yiÞ  ðxTDxÞ
1
2
 
< 0: ð7Þ
From (1), (3), (5)–(7), we obtain
Xs
i¼1
ti fðx; yiÞþ xTCwk0ðgðx; yiÞ xTDvÞ
 
6
Xs
i¼1
ti fðx; yiÞþðxTCxÞ
1
2k0 gðx; yiÞðxTDxÞ
1
2
 n o
< 0¼
Xs
i¼1
ti fðx; yiÞþðxTCxÞ
1
2k0 gðx; yiÞðxTDxÞ
1
2
 n o
¼
Xs
i¼1
ti fðx; yiÞþxTCwk0ðgðx; yiÞxTDvÞ
 
: ð8Þ
As
Ps
i¼1t

i ðfð:; yiÞ þ ð:ÞTCw k0ðgð:; yiÞ  ð:ÞTDvÞ is ðHp; rÞ-in-
vex function at x, we haveP
1
ex
Xs
i¼1
ti ðrfðx; yiÞþCwk0ðrgðx; yiÞDvÞÞ
( )T
H0pðx;x;0þÞ
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with the inequality (8) gives
1
ex
Xs
i¼1
ti ðrfðx; yiÞþCwk0ðrgðx; yiÞDvÞÞ
( )T
H0pðx;x;0þÞ
< 0:
ð9Þ
By the feasibility of x for (NFP), l P 0 and (4), we get
Xm
j¼1
lj hjðxÞ 
Xm
j¼1
lj gjðxÞ 6 0:
Since r > 0, using the fundamental properties of exponential
function, the above inequality yields
1
r
e
r
Xm
j¼1
l
j
hjðxÞlj hjðxÞð Þ
 1
2
6664
3
7775 6 0: ð10Þ
The inequality (10) together with the assumption (ii) implies
1
ex
Xm
j¼1
rlj hjðxÞTH0pðx; x; 0þÞ 6 0: ð11Þ
By adding (9) and (11), we have
1
ex
Xs
i¼1
ti ðrfðx; yiÞ þ Cw k0ðrgðx; yiÞ DvÞf g
(
þr
Xm
j¼1
lj hjðxÞ
)T
H0pðx; x; 0þÞ < 0;
which contradict (2). Hence the result. h4. Duality results
In this section, we consider the following dual to (NFP)
max
ðs;t;yÞ2KðzÞ
sup
ðz;l;k;v;wÞ2H1ðs;t;yÞ
k; ðFDÞ
where H1ðs; t; yÞ denotes the set of all ðz; l; k; v;wÞ 2 Rn
Rmþ  Rþ  Rn  Rn satisfying,
Xs
i¼1
tiðrfðz; yiÞ þ Cw kðrgðz; yiÞ DvÞg þ r
Xm
j¼1
ljhjðzÞ ¼ 0;
ð12ÞXs
i¼1
ti ðfðz; yiÞzTCw kðgðz; yiÞ  zTDvÞ
 
P 0; ð13Þ
Xm
j¼1
ljhjðzÞ;P 0: ð14Þ
ðs; t; yÞ 2 kðzÞ; ð15Þ
wTCw 6 1; vTDv 6 1: ð16Þ
If, for a triplet, ðs; t; yÞ 2 kðzÞ, the set H1ðs; t; yÞ ¼ /, then we
deﬁne the supremum over it to be 1.
Theorem 3 (Weak Duality). Let x and ðz; l; k; v;w; s; t; yÞ
be feasible solutions of (NFP) and (FD), respectively. Assume
that(i)
Ps
i¼1tiðf ð:;yiÞ þ ð:ÞTCw kðgð:;yiÞ  ð:ÞTDvÞ
 	
is
ðHp; rÞ- invex at z, and
(ii)
Pm
j¼1ljhjð:Þ is ðHp; rÞ- quasiinvex at z.
Then,
sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
P k: ð17ÞProof. Suppose to the contrary that
sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
< k:
Then we have
fðx; yiÞ þ ðxTCxÞ
1
2  kðgðx; yiÞ  ðxTDxÞ
1
2ÞÞ < 0;
for all yi 2 Y.
It follows from (5) that
Xs
i¼1
ti fðx; yiÞ þ ðxTCxÞ
1
2  kðgðx; yiÞ  ðxTDxÞ
1
2Þ
n o
< 0: ð18Þ
As same line of proof of inequality (8), from (1), (13), (16) and
(18) , we have
Xs
i¼1
ti fðx; yiÞ þ xTCw kðgðx; yiÞ  xTDvÞ
 

Xs
i¼1
ti fðz; yiÞ þ zTCw kðgðz; yiÞ  zTDvÞ
 
< 0: ð19Þ
Since
Ps
i¼1t

i ðfð:; yiÞ þ ð:ÞTCw k0ðgð:; yiÞ  ð:ÞTDvÞ is ðHp; rÞ-
invex at z, then we have
1
r
e
r
Xs
i¼1
tiðfðx;yiÞþxTCwkðgðx;yiÞxTDvÞÞ
Xs
i¼1
tiðfðz;yiÞþzTCwkðgðz;yiÞzTDvÞÞ
" #
1
2
6664
3
7775
P
1
ez
Xs
i¼1
tiðrfðz; yiÞþCwkðrgðz; yiÞDvÞÞ
( )T
H0pðx;z;0þÞ:
From (19) together with the above inequality, we get
1
ez
Xs
i¼1
tiðrfðz; yiÞ þ Cw kðrgðz; yiÞ DvÞÞ
( )T
H0pðx; z; 0þÞ
< 0:
ð20Þ
By the feasibility of x for (NFP), lP 0 and (14), we get
Xm
j¼1
ljhjðxÞ 
Xm
j¼1
ljgjðzÞ 6 0:
Since r > 0, using the fundamental properties of exponential
functions, the above inequality yields
1
r
e
r
Xm
j¼1
ðljhjðxÞljhjðzÞÞ
 1
2
6664
3
7775 6 0: ð21Þ
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1
ez
Xm
j¼1
rljhjðzÞTH0pðx; z; 0þÞ 6 0: ð22Þ
Thus by (20) and (22), we obtain the following inequality
1
ez
Xs
i¼1
ti ðrfðz; yiÞþCwkðrgðz; yiÞDvÞf gþr
Xm
j¼1
ljhjðzÞ
( )T
H0pðx;z;0þÞ< 0;
which contradict (12). Hence (17) holds. h
We can prove the following theorem similar as Theorem 3.
Theorem 4 (Weak Duality). Let x and ðz; l; k; v;w; s; t; yÞ be
feasible solutions of (NFP) and (FD), respectively. Assume that
(i)

Ps
i¼1tiðf ð:;yiÞ þ ð:ÞTCw kðgð:;yiÞ  ð:ÞTDvÞ

is
ðHp; rÞ- psedoinvex at z, and
(ii)
Pm
j¼1ljhjð:Þ is ðHp; rÞ- quasiinvex at z.
Then,
sup
y2Y
fðx; yÞ þ ðxTCxÞ12
gðx; yÞ  ðxTDxÞ12
P k:
Theorem 5 (Strong Duality). Let x be an optimal solution of
(NFP) and rhjðxÞ; j 2 JðxÞ is linearly independent. Then
there exist ðs; t; yÞ 2 KðxÞ and ðx; l; k; v; wÞ 2 H1ðs; t; yÞ such
that ðx; l; k; v; w; s; t; yÞ is a feasible solution of (FD). In addi-
tion, if the hypothesis of weak duality theorem are satisﬁed for
all feasible solutions ðz; l; k; v;w; s; t; yÞ of (FD), then
ðx; l; k; v; w; s; t; yÞ is an optimal solution of (FD), and the
two objectives have the same optimal values.
Proof. If x be an optimal solution and rhjðxÞ, j 2 JðxÞ is
linearly independent, then by Theorem 1, there exist
ðs; t; yÞ 2 KðxÞ and such that ðx; l; k; v; w; s; t; yÞ is feasible
for (FD) and problem (NFP) and (FD) have same objective
values and
f x; yi
 þ ðxTCxÞ12
g x; yið Þ  ðxTDxÞ
1
2
¼ k:
The optimality of this feasible solution for (FD) thus follows
from Theorem 3. h
Theorem 6 (Strict Converse duality). Let x and
ðz; l; k; v;w; s; t; yÞ be optimal solution of (NFP) and
(FD), respectively, suppose that
(i) rhjðxÞ; j 2 JðxÞ are linearly independent,
(ii)
Ps
i¼1t

i f :;y

i
  þ ð:ÞTCw  kðg :; yi  ð:ÞTDvÞh i is
ðHp; rÞ- invex at z, and
(iii)
Pm
j¼1l

j hjð:Þ is ðHp; rÞ- quasiinvex at z.
Then z ¼ x,
Proof. We shall assume that x–z and reach a contradiction.
From the strong duality Theorem (Theorem 5), it follows thatf x; yi
 þ ðxTCxÞ12
g x; yið Þ  ðxTDxÞ
1
2
¼ k: ð23Þ
Thus, we have
f x; yi
 þ ðxTCxÞ12  k g x; yi  ðxTDxÞ12 h 6 0; ð24Þ
for all yi 2 YðxÞ; i ¼ 1; 2; . . . ; s.
Now, proceeding as in Theorem 3, we get
1
ez
Xs
i¼1
ti rf z; yi
 þ Cw  k rg z; yi Dv  
( )T
H0pðx; z; 0þÞ < 0; ð25Þ
and
1
ez
Xm
j¼1
rlj hjðzÞTH0pðx; z; 0þÞ 6 0; ð26Þ
adding (25) and (26), we get the contradiction of (12), hence
x ¼ z. h5. Conclusion and further development
In this paper, we have established, optimality condition for a
class of nondifferentiable minimax fractional programming
problems. Further, weak, strong and strict converse duality
theorems are discussed for nondifferentiable minimax
fractional programming problems in the framework of
ðHp; rÞinvexity. This paper generalized the results of Jayswal
et al. [17].
The question arises as to whether the results developed in
this paper hold for the following complex nondifferentiable
minimax fractional problem.
Minimize wðnÞ ¼ sup
v2W
Re fðn; vÞ þ ðzTCzÞ12
h i
Re gðn; vÞ  ðzTDzÞ12
h i
Subject to  hðzÞ 2 S; n 2 C2n;
where n ¼ ðz; zÞ; v ¼ ðw;wÞ for z 2 Cn;w 2 Cl; fð:; :Þ;
gð:; :Þ : C2n  C2l ! C are analytic with respect to W; W is a
speciﬁed compact subset in C2l, S is a polyhedral cone in Cm,
and g : C2n ! Cm is analytic. Also C;D 2 Cnn are positive
semideﬁnite Hermitian matrices.
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