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Re´sume´ – Cet article porte sur l’utilisation de techniques d’analyse de processus statistiques pour la
de´tection et la localisation d’endommagements structuraux a` partir de mesures vibratoires. La premie`re
approche propose´e dans ce travail se base sur la me´thode d’identiﬁcation des sous-espaces stochastiques
pour construire un mode`le de Kalman repre´sentatif de l’e´tat initial (de re´fe´rence) de la structure. Ce
mode`le est alors utilise´ pour re´aliser une pre´diction des re´ponses nouvellement mesure´es. L’analyse sta-
tistique de l’erreur de reconstruction du mode`le permet de de´ﬁnir un crite`re de de´tection de l’appari-
tion d’un de´faut. L’inte´reˆt de cette me´thode est que seule l’identiﬁcation du mode`le pour les donne´es de
re´fe´rence est ne´cessaire. La de´tection de l’endommagement peut alors eˆtre eﬀectue´e de manie`re automa-
tique par surveillance de la structure sans ne´cessiter de nouvelle identiﬁcation. Dans la seconde approche,
l’analyse en composantes principales des re´ponses est utilise´e pour extraire les directions principales (les
caracte´ristiques) permettant de de´ﬁnir un sous-espace repre´sentatif du comportement dynamique de la
structure. Le moindre changement dans la re´ponse d’un capteur aﬀecte l’espace sous-tendu par l’ensemble
de tous les capteurs. Par conse´quent, la comparaison entre les sous-espaces correspondant respectivement
a` la structure saine et la structure actuelle (potentiellement endommage´e) permet de de´tecter l’apparition
e´ventuelle d’un endommagement. L’analyse en composantes principales peut e´galement eˆtre re´alise´e sur
un sous-ensemble de capteurs dans le but de localiser le(s) capteur(s) responsable(s) de l’apparition du
de´faut, et par conse´quent, la sous-structure endommage´e.
Mots cle´s : Diagnostic d’endommagement structural / de´tection de de´fauts / mode`le de Kalman /
me´thode d’identiﬁcation des sous-espaces stochastiques / analyse en composantes principales
Abstract – Structural damage diagnosis based on stochastic subspace identification, Kalman
model, and principal component analysis. This paper deals with the application of statistical process
control techniques for damage diagnosis based on vibration measurements. The ﬁrst approach considered
in this work is based the Stochastic Subspace Identiﬁcation (SSI) algorithm, from which a Kalman model
is constructed to ﬁt the measured response histories of the undamaged (reference) structure. This model
may be used to make a prediction of the newly measured responses. The residual error between the
model predictions and the actual measurements is deﬁned as a damage-sensitive feature. Outlier statistics
provides then a quantitative indicator of damage. The advantage of the method is that model extraction has
to be performed only once using the reference data and that no further modal identiﬁcation is needed. Thus
on-line structural health monitoring may easily be realized. In the second approach, principal component
analysis (PCA) of the sensor time-responses is used to extract principal directions (i.e. features), which
deﬁne a subspace that is representative of the dynamics of the instrumented structure. Any change in the
response of a single sensor aﬀects the subspace spanned by the complete sensor response set. It follows
that the subspace corresponding to the current state of the structure can be compared to the subspace of
the initial state of the structure, assumed to be healthy, in order to diagnose possible damage. Principal
component analysis may also be performed for every potential subset of damaged sensors in order to
identify the involved sensor, and, therefore, the damaged substructure.
Key words: Structural health monitoring / damage detection / Kalman model / stochastic subspace
identiﬁcation / principal component analysis
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1 Introduction
La de´tection d’endommagements a` partir de me-
sures vibratoires ne´cessite l’extraction de parame`tres
caracte´ristiques de la structure a` partir d’e´chantillons
temporels pe´riodiquement espace´s, ainsi que l’analyse
de ces parame`tres caracte´ristiques aﬁn de de´terminer a`
chaque instant l’e´tat d’inte´grite´ du syste`me. Si l’on dis-
pose d’un mode`le par e´le´ments ﬁnis (EF) de la struc-
ture, la de´tection et la localisation du dommage peuvent
eˆtre re´alise´es a` partir de me´thodes de correction pa-
rame´trique de mode`les (recalage) [1]. Une autre me´thode
consiste a` identiﬁer toutes modiﬁcations des parame`tres
modaux (fre´quences naturelles, modes propres et amor-
tissement) [2]. Dans ce travail, on conside`re tout d’abord
une technique d’identiﬁcation base´e sur la me´thode sto-
chastique des sous-espaces (SSI pour Stochastic Subspace
Identiﬁcation) [3]. Cette me´thode a de´ja` e´te´ applique´e
avec succe`s dans le cas de structures de ge´nie civil [4].
Cependant, le diagnostic de de´fauts peut e´galement eˆtre
re´alise´ sans recourir a` la construction d’un mode`le EF
ni a` une technique d’identiﬁcation des parame`tres mo-
daux [5, 6]. Dans ce travail, deux me´thodes  stochas-
tiques  base´es sur une analyse statistique sont propose´es.
La premie`re approche [7] est lie´e a` la me´thode SSI, a`
partir de laquelle un mode`le de Kalman est extrait des
re´ponses temporelles mesure´es sur la structure saine. Les
donne´es successives sont alors exploite´es pour de´tecter si
les parame`tres caracte´ristiques du syste`me s’e´cartent de
manie`re signiﬁcative ou non de la norme de re´fe´rence. Une
ide´e similaire est adopte´e pour la seconde approche base´e
sur la de´composition en composantes principales [8].
2 Identification modale et de´tection
de de´fauts par une me´thode
de sous-espaces
L’e´quation d’e´quilibre dynamique d’une structure
line´aire a` plusieurs degre´s de liberte´ s’e´crit sous la forme
ge´ne´rale :
Mz¨(t) + Dz˙(t) + Kz(t) = f(t) (1)
ou` M, D et K de´signent respectivement les matrices
de masse, d’amortissement et de raideur du syste`me ;
f(t) repre´sente le vecteur des forces d’excitation et z(t)
le vecteur des degre´s de liberte´. Dans l’espace d’e´tat,
l’e´quation (1) prend la forme :
x˙(t) = Ac x(t) + Bcw(t) (2)




















En posant tk = k∆t (ou` ∆t de´signe la pe´riode
d’e´chantillonnage), on obtient la repre´sentation du
mode`le d’e´tat sous forme discre`te, a` savoir :
xk+1 = Axk +wk (3)
yk = Cxk + vk (4)
ou` A ∈ n×n et C ∈ ×n sont appele´es respectivement
matrice d’e´tat et matrice des observations du syste`me ;
xk est le vecteur des variables d’e´tat de dimension n
(l’ordre du syste`me a` de´terminer) et yk est le vecteur
des observations de dimension  (le nombre de capteurs).
wk et vk sont des vecteurs de variables d’entre´e lie´es res-
pectivement au bruit associe´ au processus et au bruit de
mesures. On notera que l’excitation, inconnue a priori,
est prise en compte implicitement dans les termes lie´s au
bruit. Le bruit est suppose´ eˆtre un bruit blanc gaussien
de moyenne nulle.
La me´thode SSI (Stochastic Subspace Identification)
consiste a` identiﬁer les matrices (A, C) a` partir de la seule
connaissance du vecteur des variables de sortie yk (me-
sures eﬀectue´es aux  capteurs en termes de de´placements,
de vitesses ou d’acce´le´rations). Dans la suite, deux va-
riantes de la me´thode SSI sont conside´re´es.
2.1 Identification base´e sur les covariances
des observations (covariance-driven SSI)
Soit Hp,q la matrice de Hankel de´ﬁnie a` partir des




Λ1 Λ2 ... ... Λq
Λ2 Λ3 ... ... Λq+1
... ... ... ... ...
Λp Λp+1 ... ... Λp+q−1

 (5)
Remarquons que la matrice Λi peut eˆtre approche´e





k ou` N correspond au nombre
d’e´chantillons pris en compte dans l’approximation.
On sait par la the´orie des sous-espaces [3] que la ma-
trice de Hankel peut eˆtre e´crite sous la forme du produit
de la matrice d’observabilite´ Op (d’ordre p) et de la ma-
trice de controˆlabilite´ C q (d’ordre q et de rang n corres-
pondant a` l’ordre du syste`me) :








G AG ... Aq−1G
]
et G = E[xk+1yTk ], la matrice de covariance entre les
variables d’e´tat et de sortie.
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En pratique, la factorisation de la matrice de Hankel








T ≈ U1S1VT1 (7)
ou` l’on suppose que les valeurs singulie`res associe´es a` la
sous-matrice S2 sont ne´gligeables car elles correspondent
aux bruits de mesure. Sous cette condition, l’ordre du
syste`me n est de´termine´ par la dimension de S1. Par
comparaison entre les e´quations (6) et (7), on peut ex-
primer que :








Une fois les matrices Op et Cq identiﬁe´es, l’estimation de
la matrice d’e´tat A et de la matrice des observations C est
directe. Par exemple, on voit que la matrice C correspond
aux  premie`res lignes de la matrice des observations Op.
De manie`re e´quivalente, il est possible d’identiﬁer les ma-
trices G et A a` partir de la matrice de controˆlabilite´ Cq.
2.2 Identification base´e sur les donne´es
(data-driven SSI)
Dans cette variante de la me´thode, la matrice de







y1 y2 ... yj
... ... ... ...
yi yi+1 ... yi+j−1
yi+1 yi+2 ... yi+j
... ... ... ...
















ou` j = N − 2i + 1. Elle est scinde´e en deux parties : un
bloc de i lignes correspondant aux instants  passe´s  et
un bloc de i lignes correspondant aux instants  futurs .
Le processus d’identiﬁcation est ensuite assez similaire au
pre´ce´dent. Les de´tails de la me´thode peuvent eˆtre trouve´s
dans la re´fe´rence [3]. La particularite´ de cette variante de
la me´thode des sous-espaces est qu’elle permet d’identi-
ﬁer un observateur de Kalman utile pour la de´tection de
de´fauts [7].
2.3 Identification des parame`tres modaux
De`s que la matrice d’e´tat du syste`me a e´te´ de´termine´e,
les parame`tres modaux de la structure peuvent eˆtre iden-
tiﬁe´s en re´solvant le proble`me aux valeurs propres :
A Ψ = Ψ Λ (10)
La matrice diagonale Λ contient les valeurs propres τi, a`
partir desquelles les fre´quences naturelles fi et les facteurs








ζi = −Real (ln (τi))|ln (τi)|
(11)
ωi e´tant la pulsation propre n◦ i.
La matrice modale Φ (de dimension e´gale au nombre
de degre´s de liberte´ mesure´s) peut eˆtre obtenue a` partir de
la matrice des vecteurs propres Ψ (qui sont ici exprime´s
dans l’espace d’e´tat) a` partir de la relation :
Φ = C Ψ (12)
2.4 De´tection et localisation de de´fauts
La de´tection de de´fauts s’eﬀectue par comparaison des
parame`tres modaux correspondant respectivement a` la
structure saine (e´tat de re´fe´rence) et a` la structure endom-
mage´e (e´tat actuel). Il est possible d’e´valuer de manie`re
probabiliste le degre´ d’incertitude sur les parame`tres mo-
daux identiﬁe´s.
La localisation du dommage quant a` elle peut eˆtre
base´e sur une analyse combine´e du changement de raideur
et de ﬂexibilite´ de la structure, lesquelles sont estime´es a`
partir des parame`tres modaux identiﬁe´s [9].
3 Diagnostic d’endommagement
par le mode`le de Kalman
On sait par la the´orie du controˆle que la pre´diction
des re´ponses d’un syste`me soumis a` une excitation
stochastique peut s’eﬀectuer a` l’aide d’un mode`le de
Kalman. De´signons par xˆk+1 la pre´diction optimale du
vecteur d’e´tat xk+1 base´e sur les matrices d’e´tat du
syste`me (3)–(4) et sur les vecteurs de sortie disponibles
jusqu’a` l’instant tk. On a :
yˆk = Cxˆk (13)
Dans le cas d’un syste`me line´aire invariant, les deux
pre´dicteurs sont lie´s par les relations :
xˆk+1 = Axˆk + Kk ek (14)
yk = Cxˆk + ek (15)
ou` Kk ∈ n× est la matrice de gain de Kalman et
ek le vecteur des erreurs de reconstruction (bruit blanc
gaussien de moyenne nulle). Au de´marrage, le ﬁltre de
Kalman (14)–(15) est le sie`ge d’une phase transitoire pen-
dant laquelle le pre´dicteur d’e´tat n’est pas stationnaire.
Cependant, si la matrice d’e´tat A est stable, le ﬁltre at-
teint rapidement un e´tat stationnaire et la matrice de
covariance du vecteur d’e´tat xˆk reste constante, ce qui
implique que le gain de Kalman est e´galement constant,
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i.e. Kk = K. Le ﬁltre de Kalman travaille alors en e´tat
stationnaire.
L’application de l’observateur de Kalman pour le diag-
nostic de l’endommagement structural est de´crit dans [7].
Partant de l’e´tat  initial  x0 = 0 et e0 = 0, le vecteur
d’e´tat a` l’e´tape n◦ k et l’erreur de reconstruction corres-
pondante sont calcule´s par :
xˆk = Axˆk−1 + K ek−1 (16)
ek = yk − yˆk = yk −Cxˆk (17)
Une se´quence d’erreurs de reconstruction peut alors
eˆtre obtenue par un processus ite´ratif. Cette se´quence
d’erreurs peut eˆtre conside´re´e comme une caracte´ristique
sensible a` l’e´tat d’endommagement de la structure si on
fait l’hypothe`se que le mode`le de Kalman de la structure
saine n’est plus capable de reproduire les re´ponses nou-
vellement mesure´es lorsqu’un endommagement apparaˆıt.
L’erreur de reconstruction peut eˆtre de´ﬁnie, au cours
du temps, au moyen d’un indicateur appele´ Novelty In-
dex (NI ). Celui-ci peut eˆtre de´ﬁni par sa norme eucli-
dienne [5] :
NIEk = ‖ek‖ (18)





avec Σ = 1N YY
T, la matrice de covariance des obser-
vations, N le nombre d’observations et Y la matrice des
observations de´ﬁnie par la relation (20).
En l’absence d’endommagement, le niveau de l’erreur
de reconstruction reste faible. Conforme´ment a` la the´orie
de l’identiﬁcation par la me´thode des sous-espaces, les
erreurs de reconstruction des re´ponses par le mode`le de
Kalman re´pondent a` une distribution normale gaussienne,
ainsi que les indicateurs (18) et (19). Pour cette raison, on
peut se baser sur une analyse statistique pour donner une
mesure quantitative de l’apparition du niveau d’endom-
magement [7]. Par exemple, on peut compter le nombre
de fois que l’indicateur NI de´passe un seuil de re´fe´rence
correspondant au triple de la de´viation standard des in-
dices NI correspondant a` la structure saine.
4 De´tection d’endommagement par l’analyse
en composantes principales
L’analyse en composantes principales (en anglais
 Principal component analysis  ou PCA) permet
d’e´tudier des donne´es dans un espace de dimensions
re´duites en remplac¸ant les donne´es corre´le´es par de
nouvelles variables : les composantes principales. Bien
que la me´thode de l’analyse en composantes principales
ait e´te´ conside´re´e depuis longtemps dans le domaine
du traitement des images et pour le traitement statis-
tique de donne´es provenant d’expe´rimentations chimiques
et biologiques, ce n’est que re´cemment que cet outil
mathe´matique a trouve´ des applications concre`tes dans
le domaine de la dynamique des structures [6, 8, 10].
Conside´rons la matrice des observations Y construite
a` partir des re´ponses en  capteurs et en N instants (N 








y1 · · · yN

 (20)
La de´composition en valeurs singulie`res (SVD) constitue
un moyen eﬃcace de de´termination des caracte´ristiques
principales (les valeurs et vecteurs propres) de la matrice
des observations Y permettant d’e´crire l’e´galite´ suivante :
Y ≈ U1S1VT1 (21)
ou` U est une matrice orthonorme´e de dimension (×m),
(m < ) ; l’ensemble des m colonnes forme l’hyperplan
des composantes principales, dans lequel reposent les
diﬀe´rentes observations. Chaque colonne de U est as-
socie´e aux N coeﬃcients de la matrice V, repre´sentant,
au cours du temps, les amplitudes des diﬀe´rentes com-
posantes principales. La diagonale principale de la ma-
trice S1, de dimension ( × m), donne les valeurs sin-
gulie`res, trie´es par ordre de´croissant, de la matrice Y. Les
valeurs singulie`res sont repre´sentatives de l’importance
de chaque composante principale. Dans le cas structural,
ceci signiﬁe que les mouvements d’une structure seront
pre´fe´rentiellement oriente´s suivant les directions princi-
pales associe´es aux plus grandes valeurs singulie`res.
L’expression (21) montre que chaque vecteur de
re´ponses peut e´galement eˆtre e´crit sous la forme d’une




βi (t)U i (22)
D’une manie`re ge´ne´rale, on sait par la the´orie des vi-
brations que la re´ponse dynamique d’une structure peut




αi (t)Φ i + αr (t)R (23)
ou` y de´signe le vecteur des re´ponses mesure´es aux  cap-
teurs ; Φi est le mode propre n◦i ; m est le nombre de
modes propres conside´re´s dans la bande de fre´quences
d’analyse ; R repre´sente la contribution quasi-statique
des modes re´siduels et αi (t), αr (t) sont les coordonne´es
modales.
Les relations (22) et (23) montrent que l’espace (ou
hyperplan) couvert par les composantes principales est
e´quivalent a` l’hyperplan ge´ne´re´ par les m premiers modes
propres structuraux et par le vecteur R de´crivant l’en-
semble des modes re´siduels, si le nombre de capteurs est
suﬃsamment important.
La ﬁgure 1a donne l’exemple d’une structure quel-
conque, instrumente´e par trois capteurs de de´placement,
et re´agissant suivant ses deux premiers modes propres.
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Fig. 1. Composantes principales extraites des observations,
(a) jeu de donne´es n◦ 1, (b) jeu de donne´es n◦ 2.
Fig. 2. Rotation de l’hyperplan principal, due a` la pre´sence
d’un endommagement structural.
Bien que les composantes principales U1 et U2 ne soient
pas confondues avec les vecteurs propres Φ1 et Φ2, les
plans forme´s par ces deux paires de vecteurs sont confon-
dus. On notera que les composantes principales sont or-
thogonales entre-elles, tandis que les vecteurs propres
structuraux sont orthogonaux dans la me´trique de la
matrice de masse M. Au contraire des vecteurs propres
structuraux, les composantes principales ne sont pas in-
variantes, seul l’hyperplan forme´ par les composantes
principales est, quant a` lui invariant. Ainsi, les compo-
santes principales, associe´es a` deux jeux d’observations
pour deux intervalles de temps distincts, peuvent eˆtre
diﬀe´rents mais restent coplanaires a` l’hyperplan des vec-
teurs propres (Fig. 1b).
Mathe´matiquement, ceci signiﬁe que l’hyperplan
 principal  est invariant, meˆme si les composantes prin-
cipales sont de´pendantes de l’excitation structurale. Par
contre, l’hyperplan principal de´pend des caracte´ristiques
structurales et, a fortiori, de la pre´sence d’un endom-
magement. La de´tection de la pre´sence d’un endomma-
gement structural peut alors s’eﬀectuer en caracte´risant
la cohe´rence spatiale entre l’hyperplan de re´fe´rence (cor-
respondant a` la structure saine) et l’hyperplan actuel
(Fig. 2).
Pour caracte´riser la cohe´rence spatiale entre deux hy-
perplans, on peut utiliser le concept d’angles entre sous-
espaces ou mesurer l’erreur de reconstruction des donne´es
expe´rimentales sur l’hyperplan de re´fe´rence.
La localisation du dommage a` l’aide de cette me´thode
a e´galement e´te´ propose´e dans la re´fe´rence [8]. L’ide´e de
base consiste a` identiﬁer les capteurs pre´sentant une er-
reur de reconstruction maximum ou les plus sensibles a`
la variation de l’angle entre les hyperplans successifs.
4.1 Angles entre sous espaces
Le concept d’angles entre sous-espaces, introduit par
Golub et Van Loan [11], permet de quantiﬁer la cohe´rence
spatiale existant entre deux jeux de mesures issus de l’ob-
servation d’un syste`me.
Soient deux sous-espaces (ou hyperplans) forme´s par
les colonnes (suppose´es line´airement inde´pendantes) de
deux matrices A∈ ×p et B∈ ×q (p ≥ q). La proce´dure
d’estimation d’angles entre sous-espaces de´bute par une
factorisation QR des matrices A et B :
A = QARA QA ∈ ×p
B = QBRB QB ∈ ×q (24)
Les matrices QA et QB de´ﬁnissent les bases ortho-
norme´es des sous-espaces de´ﬁnis par les colonnes de A
et B. Les angles θi forme´s par les sous-espaces A et B
sont identiﬁe´s a` partir des valeurs singulie`res associe´es au
produit QTAQB :
QTAQB = UAB ΣAB V
T
AB
ΣAB = diag (cos (θi)) i = 1, . . . , q (25)
La plus petite valeur singulie`re est donc associe´e au
plus grand angle caracte´risant la diﬀe´rence ge´ome´trique
entre les deux hyperplans.
4.2 Erreurs de reconstruction des donne´es
expe´rimentales
La technique d’ erreurs de reconstruction des donne´es
expe´rimentales  est plus connue par sa terminologie an-
glophone  Novelty Analysis . Cette technique quan-
tiﬁe le re´sidu produit par la comparaison entre des
re´ponses structurales mesure´es et leurs pre´dictions cor-
respondantes.
L’erreur de reconstruction peut eˆtre estime´e a` partir
de la relation :
E = Y − Yˆ = Y −U1UT1 Y (26)
La norme de l’erreur au sens d’Euclide ou de
Mahalanobis est calcule´e a` partir du Novelty Index (NI ),
pour l’e´tat de re´fe´rence et l’e´tat actuel respectivement.
L’accroissement du niveau de l’indicateur NI re´ve`le la
pre´sence d’un endommagement structural.
4.3 Ame´lioration de la technique PCA
Le diagnostic de de´fauts avec la me´thode PCA
pre´sente les deux limitations suivantes :
a) le nombre de capteurs doit eˆtre sensiblement plus
grand que le nombre de modes participant a` la
re´ponse ;
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Fig. 3. Vue d’ensemble de l’avion (a), de´tails du dommage (b).
Fig. 4. Re´partition des 11 capteurs.
b) on a vu que l’analyse en composantes principales de
la matrice des observations Y de´ﬁnit un hyperplan
confondu avec l’ensemble des modes propres structu-
raux sans intervenir les valeurs propres. Il peut arriver
que la sensibilite´ des modes propres (et donc des com-
posantes principales) a` un endommagement structural
soit tre`s re´duite.
Une alternative a` la me´thode ci-dessus consiste a` ef-
fectuer une analyse en composantes principales sur la
matrice de Hankle (5) ou (9), construite a` partir des
diﬀe´rentes observations. Cette variante propose´e est sen-
sible aux variations non seulement sur les modes propres,
mais aussi sur les fre´quences de re´sonance et les amortis-
sements modaux associe´s. Cette solution permet alors de
surmonter les deux limitations pre´ce´dentes.
5 Exemples d’application
Les me´thodes de´crites ci-dessus sont illustre´es sur
l’exemple d’une maquette d’avion en acier suspendue aux
moyens de ressorts me´talliques comme montre´ a` la ﬁ-
gure 3a. La longueur de l’avion est de 1,2 m et l’envergure
de 1,5 m.
Une excitation ale´atoire est applique´e sur l’aile gauche
par l’interme´diaire d’un excitateur e´lectrodynamique
dans la bande de fre´quence 0–130 Hz. La structure a
e´te´ instrumente´e a` l’aide de 11 acce´le´rome`tres distribue´s
sur les ailes et la queue (Fig. 4). Trois niveaux d’endom-
magement ont e´te´ cre´e´s en retirant successivement un,
deux puis trois boulons de ﬁxation de l’aile droite, comme
illustre´ a` la ﬁgure 3b.
La me´thode  data-driven SSI  a e´te´ utilise´e pour
identiﬁer les parame`tres modaux de la structure pour les
diﬀe´rents sce´narios d’endommagement (niveau 1 a` 3), le
niveau 0 correspondant a` la structure saine. La ﬁgure 5
donne un exemple de de´tection d’endommagement dans le
Fig. 5. De´tection de l’endommagement a` partir de l’identiﬁ-
cation du premier mode.
cas ou` seul le mode 1 est conside´re´. Ces re´sultats montrent
que le niveau 1 (correspondant a` un endommagement
faible) n’est pas clairement de´tecte´ tandis que les niveaux
2 et 3 sont clairement identiﬁe´s. Une analyse statistique
peut fournir aussi une estimation sur la probabilite´ d’en-
dommagement, voir la ﬁgure 5 (bas).
A` titre d’exemple, le diagramme de l’indicateur NI,
obtenu avec l’observateur de Kalman, est donne´ a` la
ﬁgure 6 pour le niveau 2 d’endommagement. La par-
tie gauche du diagramme (8000 points d’e´chantillonnage)
sert de re´fe´rence et la partie droite correspond aux nou-
velles observations. Les statistiques (en %), et le rapport
des valeurs moyennes de l’indicateur NI (marque´ e2/e0)
de´montrent sans contestation possible l’existence d’un en-
dommagement.
L’ensemble des re´sultats obtenus par la me´thode de
reconstruction du mode`le de Kalman est repris au ta-
bleau 1. Ces re´sultats sont tout a` fait comparables a` ceux
obtenus par la me´thode SSI. La troisie`me colonne du ta-
bleau est relative a` un test de  fausse alarme  : elle cor-
respond a` un ensemble de donne´es releve´es sur la struc-
ture saine mais a` un niveau d’excitation d’amplitude plus
e´leve´e (multiplie´e par 1,5). On constate que les indica-
teurs d’endommagement restent faibles malgre´ les ampli-
tudes d’excitation tre`s diﬀe´rentes.
Le tableau 2 reprend les re´sultats obtenus avec la
me´thode base´e sur l’analyse modiﬁe´e en composantes
principales. Les re´sultats donne´s sont en bon accord avec
les analyses pre´ce´dentes.
La de´tection et la localisation du dommage avec la
me´thode PCA modiﬁe´e peuvent e´galement eˆtre re´alise´es
en calculant l’angle entre les hyperplans. Les re´sultats
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Tableau 1. De´tection d’endommagement par le mode`le de Kalman.
E´tat 0 E´tat 0 E´tat 1 E´tat 2 E´tat 3
(re´fe´rence) (fausse alarme)
De´passements 1,1 % 2,7 % 14,9 % 94,3 % 97,9 %
N¯ I¯d/N¯ I¯r 1 1,14 1,68 6,15 6,67
Tableau 2. De´tection d’endommagement a` partir de la me´thode PCA.
E´tat 0 E´tat 0 E´tat 1 E´tat 2 E´tat 3
(re´fe´rence) (fausse alarme)
De´passements 0,1 % 1,1 % 11,6 % 73,3 % 60,2 %
N¯ I¯d/N¯ I¯r 1 1,05 1,19 1,69 1,61
Fig. 6. De´tection d’endommagement par analyse statistique
base´e sur le mode`le de Kalman (niveau 2 d’endommagement).
sont pre´sente´s a` la ﬁgure 7. L’endommagement cor-
respond a` un angle e´leve´ entre les hyperplans de
re´fe´rence et actuel. Lorsque les donne´es correspondant
aux capteurs 6–8 (capteurs situe´s sur l’aile droite) sont
retire´es, l’angle de´croˆıt. Ceci indique que l’endommage-
ment se situe dans l’aile droite de la structure d’avion.
6 Conclusions
Cet article re´sume plusieurs techniques destine´es a` la
surveillance et au diagnostic de structures (SHM). On no-
tera que les me´thodes propose´es ne requie`rent pas la me-
sure de l’excitation structurale.
La technique SSI a e´te´ employe´e pour fournir une
identiﬁcation pre´cise des parame`tres modaux et esti-
mer un observateur optimum au sens de Kalman. On a
e´galement utilise´ une analyse en composantes principales
aﬁn de traiter du proble`me de la de´tection de de´faut. Une
ame´lioration de la me´thode a e´galement e´te´ propose´e.
La grande simplicite´ d’imple´mentation, ainsi que la
faible charge de calcul associe´es a` la me´thode PCA
Fig. 7. Re´sultats de la localisation par PCA modiﬁe´e.
devraient pouvoir permettre une utilisation de cette tech-
nique pour la de´tection d’endommagement en temps
quasi-re´el.
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