Abstract-Recently, in contrast with the centralized networks (e.g., traditional client/server systems), the distributed networks such as Peer-to-Peer (P2P) networks and grid networks have attracted much attention due to their scalability. While the distributed networks have the advantage of allowing the node(s) to join or leave the network easily, the issue of lack of resiliency to both attacks and faults still remains. In this paper, we classify the existing distributed networks based on their degree distributions. Then, we demonstrate that they are not resilient to attacks and/or faults. For example, unstructured P2P networks, which have a power-law degree distribution, are vulnerable to attacks such as DOS. To address and resolve this issue, we propose a method to construct a network following bimodal degree distribution, which is robust to deal with both attacks and faults. Performance evaluation is conducted through computer simulations, which show that the proposed method can achieve higher resilience compared with other existing networking approaches.
I. INTRODUCTION
Penetration and development of the Information Communication Technologies (ICT) have been influenced by the overlay networks, which allow us to easily construct scalable network regardless of physical links, such as wireless or wired links [1] . Peer-to-Peer (P2P) networks, grid networks, and cloud computing using overlay technology are particularly essential today. Internet telephony, file sharing, and IPTV services have been deployed based on the P2P technologies [2] , [3] while large-scale computing relies on the grid computing and cloud computing technologies [4] , [5] .
In these networks, each node is able to play either the role of the server or the client according to different situations. Such networks where nodes are equally connected with one other are called distributed networks. In contrast, in the centralized networks such as traditional client/server systems, nodes are either servers or clients. Table I presents the features of the centralized and distributed networks. In comparison with centralized networks, distributed networks, which are more suitable for constructing large-scale networks and distributing traf- fic loads over the whole network, have attracted much attention.
However, distributed networks are intolerant of (i.e., not resilient to) network-failures due to the lack of a centralized infrastructure to manage the frequent joining and departure of an enormous number of nodes. There has been a great discussion on this critical issue. While the distributed network management has been studied to solve this issue in general [6] , the present study was undertaken in order to construct distributed networks robust enough against network-failures without a management system. Specifically, We focus on the degree distribution of the distributed networks and propose a method to construct networks based on degree distribution robust against network-failures.
The remainder of this paper is organized as follows. In Section II, we define network-failures as attacks and faults. In Section III, we discuss the degree distribution of existing networks, which are classified into several categories based on their degree distributions, and the method to construct these networks is provided. We highlight the shortcomings of these conventional networks and introduce a network to deal with these problems in Section IV. Section V presents the performance evaluation of the proposed method through computer simulations from the point of view of the network connectivity and communication efficiency. Section VI concludes this paper.
to be proportional to the number of links connected to the node, i.e., the degree of the node. In contrast, in the case of the faults separating the node from the network due to mechanical troubles, link disconnection, user operation, and so on, a node drops out randomly regardless of the number of links connected to the node.
Faults in which all the nodes are disconnected evenly are inevitable in any network, and it is difficult to completely detect and prevent the network from attacks in which the highest degree nodes are disconnected. These failures degrade the network performance in terms of load concentration, communication efficiency, and communication disruption. Communication efficiency and network connectivity are significantly affected by the attacks when the high degree nodes are disconnected from the network. Therefore, we are interested in studying robust networks which are resilient to attacks.
III. NETWORKS HAVING DIFFERENT DEGREE

DISTRIBUTIONS
We study three specific large-scale distributed networks, namely random, regular, and scale-free networks, and their degree distributions. Degree distribution is the probability distribution of degrees over the network. In the conventional research, degree distribution is a common metric, which is frequently used for quantitative evaluation of the network-failures tolerance [8] . In addition, degree distribution affects node participation method in the networks, i.e., the way how a newly joining node selects a node to establish a connection depends on degree distribution of the networks. Thus, we focus on the node participation method in each network. In this paper, each node having a high degree is called a "hub node", which dominates the performance of the networks.
A. Random network
Degree distribution of random networks are shown in Fig. 1(a) and defined by the following equation:
where p, N , and k denote the probability of connection to a node, the number of nodes, and the degree of nodes in the network, respectively. Random networks are constructed in such a way that a newly joining node randomly selects a certain number of nodes. The list of nodes within the network is provided to the newly joining nodes when upon their joining the network. Since the number of nodes having high degree (i.e., far above the average degree of the network) is small in the random networks, the communication efficiency and the network connectivity are low if the average degree of the network is low. While such shortcomings can be addressed by increasing the average degree of the network, it is not a practical solution due to non-negligible overhead to establish connections with large number of nodes.
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B. Regular network
In a regular network, all nodes have the same degree as depicted in Fig. 1(b) . Structured P2P such as Chord [9] and Pastry [10] follow such a degree distribution, which can be defined by the following equation:
where k denotes the average degree in the network. The regular network is constructed in such a way that a newly joining node selects a certain number of nodes as its neighbors in order to equalize the degrees of each node in the network. By connecting newly joining nodes to the nodes with a lower degree, the network can be approximated to a regular network. A regular network has the lowest communication efficiency because it does not contain any hub node. Also, it has the highest resiliency against attacks since the variance of degree distribution in the regular network is zero.
C. Scale-free network
Almost all of the real-world networks such as Internet, World Wide Web (WWW) [11] , and some social networks are considered as instances of the scale-free network which has a power-low degree distribution as shown in Fig. 1(c) . In addition, it is demonstrated that unstructured P2P networks such as Napster, Gnutella, and Kazaa also have power-low degree distributions, which may be formulated as follows [12] - [15] :
where γ is a parameter typically in the range (2 ≤ γ ≤ 3). A scale-free network is constructed by following the Barabási-Albert (BA) model, i.e., a newly joining node stochastically selects a certain number of nodes to connect to, based on the probability proportional to the degree of each candidate for selection. In scale-free networks with long tail degree distributions, there are few hub nodes having a quite high degree. Therefore, the performance of these networks in terms of robustness to attacks and load balancing can be drastically degraded, while the communication efficiency achieve a high performance.
IV. BIMODAL NETWORK
In general, hub nodes in a network are critical to promote the fault tolerance and the communication efficiency because they increase network connectivity [16] . However, nodes having higher degrees than other nodes are potentially exposed to attacks; Thus hub nodes become potential targets of malicious threats because their failure affects the whole network in an adverse manner. Thus, a broader degree distribution such as that of scale-free networks increases the vulnerability to attacks, because failure of a few high degree nodes under attack will disrupt the network. Contrary to this, scale-free networks increase the communication efficiency, as shown in Fig.2 . To construct a attack resilient network, a regular network with all nodes having a constant degree is the best choice [17] . Therefore, nodes must have a constant high degree to be both fault-tolerant and resilient to attacks. However, increasing the average degree is difficult in large-scale networks due to the significant amount of network operating overhead, and link maintenance costs.
To achieve high robustness against both attacks and faults without increasing the average degree in a network, we employ a bimodal network, which has mixed features from both regular and scale-free networks to exploit their benefits in the maximum way possible. A bimodal network can achieve high robustness against attacks since it has a lower degree of hub nodes which cause fewer network fragment attributed to attacks compared to scalefree networks. In addition, fault tolerance in bimodal networks is better than in regular networks since they have hub nodes which increase network connectivity. Thus, bimodal networks inherit attack resiliency from regular networks and fault tolerance from scale-free networks. In a bimodal network having bimodal degree distribution shown in Fig. 1(d) , the nodes are classified into (i) hub nodes with the same high degree, and (ii) non-hub nodes with the same low degree. The hub nodes allow the bimodal network to achieve high network connectivity, which results in high fault tolerance. On the other hand, the existence of only two types of node reduces the vulnerability against attacks. In the remainder of the chapter, we first explain the bimodal degree distribution, then we propose a method to effectively construct a bimodal network.
A. Bimodal degree distribution
There are two poles in the bimodal degree distribution proposed by T. Tanizawa et al [18] . There exist only two different categories of nodes, i.e., a few hub nodes having a high degree k high , and a lot of non-hub nodes having a low degree k low , as shown in Fig.1(d) . The degree of each category is given by the following function:
where k is the average degree of the network. The number of nodes N can be expressed as follows:
where N high and N low are the number of hub nodes and non-hub nodes, respectively. The value of r optimizes performance in network-failures tolerance. Note that r is derived from the statical analysis [18] as follows:
Therefore, the bimodal degree distribution can be given by N and k as follows:
In the bimodal network, desired performance can be achieved by varying the parameter of average degree and k high . For example, when decreasing the value of k high , the attack tolerance (i.e., resiliency to attacks) will be increased. In contrast, the communication efficiency will be increased by increasing k high .
B. A method to construct a bimodal network
We have indicated the bimodal degree network tolerant to both the attacks and faults. From hereon, we propose the method to construct a bimodal network in overlay networks. In overlay networks, the method to construct a network is synonymous with the node participation method for a newly joining node. The node participation algorithm in the proposed method is shown in Algorithm 1.
First, a newly joining node receives the following information from a node list: the number of nodes in each pole k low and k high , the average degree k , and the details of each node (i.e., the node's address, attributes such as hub or non-hub node, and the degree of the node). There are several ways to receive the node list from the network, e.g., select a certain number of nodes as node list management servers, which send and share the node list over the network.
Second, the newly joining node determines its attributes, which are computed according to the difference between the current and the ideal degree distribution. The current value of the number of hub nodes N high and nonhub nodes N low can be obtained from the node list. On the other hand, the ideal ratio is calculated by using Eq. (7), average degree k , and the number of nodes N . Thus, each difference between the current ratio and ideal ratio is decided as follows:
When (ε high > ε low ), the attributes of the newly joining node is decided to be a hub node, and vice versa. Then, the degree of each pole is calculated according to Eqs. (4) and (5) by using the pre-defined average degree and the number of nodes including the newly joining node. Next, the newly joining node follows two successive connection procedures. To set up links to appropriate neighbors, the procedures consist of insertion and expansion phases. In the insertion phase, the newly joining node randomly selects a link in the network, and inserts itself into the link as follows: it breaks the existing link and creates new links between itself and each node. The insertion ensures that the connectivity of the network is maintained before and after this phase. The objective of this insertion is to provide equal opportunities in connection for all nodes. After the insertion phase, the newly joining node goes to the expansion phase, in which the node repeats the creation of additional links as long as the degree of the node is lower than the desired degree or the candidate for neighbor is in the node list. Here, candidate nodes are nodes, which have a lower degree than the desired degree. Since the degree of the nodes is limited by the desired degree and the candidates become insufficient, it is possible that the newly joining node cannot create an adequate number of links. In such a situation, the node temporarily waits for participation of other nodes until the criterion is satisfied.
Finally, the newly joining node adds itself to the node list, which is shared in the whole network. Each node receiving the updated node list computes the new degree of each pole, and moves to the expansion phase if the degree is lower than the computed value. In this section, we evaluate the performance of the bimodal network constructed by the proposed method through computer simulations using MATLAB. The performance evaluation consists of two parts. In the first part, we evaluate the global network connectivity by measuring how many nodes can be disconnected from a network without disrupting the network. In the second part, we evaluate the local network connectivity and communication efficiency when a certain number of nodes leaving from the original global network [19] .
In all simulations, we compare four different types of networks, namely random, regular, scale-free, and bimodal networks. Each network is constructed by the method mentioned in Sections III and IV. The performance of each network is evaluated in terms of tolerance of network-failures. Two different types of networkfailure, attacks and faults, are simulated as the node removal from the network. Although nodes are left from the network in a descending order of node degree in the case of attacks, they are randomly made to leave the network regardless of the degree of each node in case of faults. Table II lists 
A. Global network connectivity
First, we evaluate the global connectivity of the network, which is the most important performance metric of the network-failures tolerance. In general, a leaving node might disconnect the network. Therefore, the number of nodes can be removed without separating a network is one of the typical metrics of global connectivity.
1) Critical threshold, f :
To evaluate network connectivity, we focus on the critical threshold f , given by the following equation.
where N denotes the number of nodes, and N th denotes the number of nodes, which can be removed from network without separating the network. Note that f closer to 1 is necessary to achieve high connectivity.
2) Performance comparison with f : Figs. 3 and 4 show the critical threshold, f , in case of attacks and faults with different number of nodes and average degrees in each type of network, respectively. The number of nodes is varied from 10 to 10 4 and the average degree is set to any of the following values {3, 6, 9}. In case of attacks, the bimodal network and the regular network have high tolerance while the scale-free and random networks exhibit low tolerance. It should be noted that the bimodal network achieves high tolerance of attacks next to the regular network although vulnerable nodes exist in the bimodal network. Similarly, the tolerance of these networks is higher than that of other networks in case of faults. It, thus, becomes clear that the bimodal network achieves comparable tolerance of faults compared with the regular network. On the other hand, the performance can be improved by increasing the average degree in each network, especially in the random network and the scalefree network. However, the increasing of the average degree leads to the increase of network operating overhead. Therefore, these networks, which have high tolerance (regardless of the average degree of the network), appear to be the best choice.
B. Local network connectivity
We refer the local network created by node removal as a cluster. By measuring the size of clusters, the connectivity of the global network is evaluated. Thus, the local network connectivity measures the impact of the communication failure due to the network separation.
1) Maximum cluster ratio, S:
The maximum cluster ratio, denoted by S, is the ratio of the size of the maximum cluster to that of the original network. It is defined as follows:
where N c is the number of nodes in the maximum cluster. S closer to 1 implies a higher local network connectivity.
2) Average cluster size, s : Average cluster size s represents the average value of the cluster size for all clusters except the maximum cluster. s can be formulated as follows:
where N i and M denote the size of the i th cluster and the number of clusters except the maximum cluster, respectively. If s is around 1, it means that the global network has been divided into one large local network and a number of small local networks. It is obvious that if s equals zero, the network connectivity achieve a high value.
3) Performance comparison with S and s : Figs. 5 and 6 show the impact of node defection ratio in the local network connectivity, which includes the maximum cluster ratio S, and the average cluster size s . To evaluate the performance of the proposed approach in terms of realistic probabilities of attacks and faults, the value of r is varied in the range from zero to 10 −3 in case of attacks and from zero to 0.2 in case of faults. In addition, the number of nodes is set to 10 4 , and the average degrees of each network are fixed to 3.
The results regarding attack tolerance are as follows. The bimodal and regular networks exhibit almost the perfect performance. In case of faults, the average cluster size s in bimodal and regular networks is less than 1.0 when the node defection ratio r is lower than 0.06. In other words, the network separation rarely occurs in the regular and bimodal networks when r is small. This means that both the networks are able to inhibit node isolation.
C. Communication efficiency
From the above discussion, we can conclude that both bimodal and regular networks are good candidates for failure-tolerant large-scale distributed network. Next, we turn to communication efficiency, which is essential to evaluate the performance of distributed networks. Then, we will demonstrate that the bimodal network has the best performance conclusively.
1) Metric for communication efficiency E:
To quantify the communication efficiency, we introduce the metric E, defined by the following equation using the inverse of the average hop counts between any two nodes in the network.
where d ij denotes the number of hops between the i th and j th nodes. Here, if there is no available path between two nodes, the hop count between them is infinity large, i.e., the inverse of the hop count is equal to zero. The maximum value of E is one and a larger value indicates higher communication efficiency. Fig. 7 depicts the values of E for different ratios of node departure. The setting of simulation parameters is similar to that in the evaluation of network disruption. Although the scale-free network exhibits the best performance in fault tolerance among all types of network, its tolerance of attacks drastically decreases as the node leaving ratio increases. This is because the performance of the scalefree network can be easily degraded by removing a few number of hub nodes from the network. On the other hand, we can observe that the bimodal network is superior to the regular network while both networks achieve similar performances in terms of network connectivity. Since there is no hub node in the regular network, the distance between any two nodes becomes larger than that in the other network(s) including hub nodes that results in low communication efficiency. Thus, we can conclude that the bimodal network constructed by the proposed method can offer not only high connectivity resulting in high tolerance of attacks and faults but also lead to high communication efficiency, which is essential for large-scale distributed networks.
2) Performance comparison with E:
VI. CONCLUSION Distributed networks have attracted much attention due to their higher scalability and lower expense in contrast with the conventional client/server systems. However, since there is no centralized infrastructure managing the whole network, it is difficult to make these networks tolerant to network-failures due to malfunctions/faults and malicious attacks. Thus, we proposed a method to construct a robust distributed network against networkfailures. Since the bimodal network is one of the best solutions to achieve both attack and fault tolerances, we focused on the bimodal degree distribution, and proposed an effective way for constructing a bimodal network based on the bimodal degree distribution. Through the performance evaluation based on computer simulations, we demonstrated that the networks constructed by the proposed method can offer high network connectivity which increases the tolerance of network-failures without compromising communication efficiency. To the best of our knowledge, this is the first work presenting an effective method to construct such bimodal networks along with its performance evaluation.
