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Introduction
The problem of interest here is the study of brain connectivity based on non-invasive measurements of scalp electric potential differences (EEG) and extracranial magnetic fields (MEG). These measurements can be used to estimate time series of cortical electric neuronal activity, which in turn can be used for estimating functional and effective connectivity (see e.g. Valdes-Sosa et al 2011 , Friston 2011 .
However, these estimators of cortical activity are characterized by low spatial resolution. In the case of estimators based on distributed, discrete, linear inverse solutions, the resolution is characterized by the Backus and Gilbert resolution matrix (Backus and Gilbert 1968) . Based on the properties of the resolution matrix, it can be shown that the inverse solution signal at any one cortical Pascual-Marqui, Biscay, Bosch-Bayard, Faber, Kinoshita, Kochi, Milz, Nishida, Yoshimura. Innovations orthogonalization: a solution to the major pitfalls of EEG/MEG "leakage correction". 2017-08-20.
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Let 1 p t   X denote "p" unobserved, zero mean, time series, with 1... T tN  denoting the time sample. Consider the AR of order "q" for the unobserved t X : denotes the time series written in matrix notation including all available time samples.
The requirement of independence of the innovations is one of the main properties of the "innovation approach", as detailed in, e.g. Ozaki 2012 .
Note that the independent innovations can be written uniquely as: 
The AR for the observations t Y is: First, given the observations t Y , fit the AR model of order "q" specified in Eq. 9. As usual, the order "q" can be estimated using Akaike's information criterion (AIC) (Akaike 1974 The problem in Eq. 13 corresponds to the "Orthogonal Procrustes" problem, stated and solved algorithmically by Everson 1999. The algorithm as implemented in this present study is given in the Appendix 1. We acknowledge here that we were made aware of this algorithm by the work of Colclough et al 2015, who applied this algorithm to the inverse solution signals t Y instead of innovations. [The method of Colclough et al 2015 for signal orthogonalization (leakage correction) is briefly outlined below, in the section entitled "4. The leakage correction method of Colclough et al 2015".] It is very important to emphasize a special property of Everson's orthogonalization: the orthogonal signals are unique, i.e. they are in a one-to-one correspondence with the original signals. This is distinct from principle and independent components analysis (PCA and ICA), where there are sign and permutation indeterminacies.
The solution to the problem in Eq. 13 is denoted as io V and io D , which gives the following estimator for the orthogonal innovations of the unobserved time series:
where "io" as subscript and superscript corresponds to the method of innovations orthogonalization.
Third, the mixing matrix is now readily computed as the least squares estimator from Eq. 11 for all available time samples:
Finally, the "unmixing" matrix 1  M is used for resolving the mixture into the "unmixed" time series:
denotes the observed time series written in matrix notation, including all available time samples.
The estimator for the unmixed time series (Eq. 16, Eq. 17) is now used for connectivity analysis.
4.
The leakage correction method of Colclough et al 2015 In this case, the basic assumption is that the actual unobserved time series
are orthogonal, i.e. uncorrelated, with zero cross-correlations at lag zero:
denotes the time series written in matrix notation, including all available time samples.
In what follows, "lc" as subscript and superscript is used to clarify that the method used is that of "leakage correction", defined as signal orthogonalization. This is not to be confused with innovations orthogonalization "io".
The orthogonality assumption implies that unobserved signals X can be written uniquely as: The estimator for the unmixed time series (Eq. 24) is now used for connectivity analysis.
5.
False human connectomes ensue from leakage correction, i.e. signal orthogonalization, under very broad conditions, even without mixing
Here we contend that under very broad conditions, "leakage correction", i.e. signal orthogonalization, of time series of cortical electric neuronal activity will lead to false connectivities.
Compelling evidence is based on the fact that under a wide range of conditions, electrophysiological signals obey a multivariate autoregressive model (see e.g. Valdes-Sosa et al 2011, Bressler and Seth 2011) , which causally introduces non-zero values of cross-correlation at lag zero.
This means that even if the signals are unmixed (i.e. without leakage), there is significant lag zero cross-correlation.
To see this intuitively, consider the case of an autoregression for three or more signals. If two or more signals receive causal influence with common lag from another signal, then the receiving signals can have significant instantaneous zero-lag cross-correlation. Leakage correction will then significantly distort the true connectivity pattern. A toy network (copied from Pascual-Marqui et al 2014) with these properties is shown in Figure 1 . The full specification of the causal autoregressive model is shown in the Appendix 2. By definition and construction, this toy example is lacking any form of lag-zero connection. Furthermore, there is no "mixing" here, there is no "leakage". But this is unknown to the researcher that wants to study the connections. The researcher calculates the cross-correlation matrix at zerolag, which is significant (number of time samples 25600) and shown in Table 1 . Table 1 : Cross-correlation matrix at zero-lag for the toy example in Figure 1 and Appendix 2. The number of time samples used in the toy example is 25600. Figure  1 and Appendix 2. The number of time samples used in the toy example is 25600. Horizontal frequency axis range 1-127Hz. Vertical iCoh axis range 0-1. A column is a causal sender, a row is a causal receiver. Magenta curves are correct values, green curves are for the "leakage-corrected" signal.
In Figure 2 , a column is a causal sender, and a row is a causal receiver. Magenta curves are correct values, while green curves correspond to the "leakage-corrected" signals. Note the magenta curves in column 1, correctly indicating that node 1 is a causal sender to node 2 only. Also correct for the magenta curves are the connections from node 2 to nodes 1, 3, 4, and 5. There are no other correct connections. Now note the incorrect peaks in the leakage-corrected case (green curves) in column 1, falsely indicating that node 1 sends to nodes 3, 4, and 5. More worrisome is the fact that the graph is full of very high false connections for almost all pairs of nodes for the leakage-corrected signal (green curves).
Two very important conclusions follow: 1. Non-zero values of cross-correlation at lag-zero can occur without "mixture", without "leakage". 2. If "leakage correction" is applied to signals that are falsely thought to be "mixed", then the estimated connectivities can be false and significantly different from the true connectivities.
The previous toy example corresponds to signals that are not mixed. If these signals are mixed, with an instantaneous mixing matrix with ones on the diagonal and all off-diagonal elements equal to 0.7, the "leakage correction" algorithm applied to the new mixed signals produces again false connections as shown in the Appendix 3.
6.
False human connectomes ensue from leakage correction, i.e. signal orthogonalization, of signals of electric neuronal activity in oscillatory models, even without mixing
Consider three time series generated as noisy oscillations: 
The noise  was independent uniformly distributed in the interval 0.9. The amplitudes "a"
changed from epoch to epoch, generated as independent uniformly distributed variables in the interval +0.5 to +1.5. The code is given in Appendix 4.
Signal 2 is a noisy delayed version of signal 1, with 10 Hz as main frequency. Signal 3 is an orthogonal oscillator at 17 Hz.
Note that by definition and construction, there is no instantaneous zero-lag connection between signals 1 and 2. By definition, there is a simple delay. However, the zero-lag cross correlation between signals 1 and 2 is 0.609, which is significant. Thus, a researcher might be tempted to perform leakage correction before estimating connectivities. Figure 3 displays the squared modulus of the coherences, for the original unmixed signals (magenta curves), and for the "leakage-corrected" signals (green curves). Magenta curves: true coherence for original three signals, displaying coherence peak at 10 Hz between signals 1 and 2. Green curves: false coherence between signals 1 and 2 introduced by applying leakage-correction.
In Figure 3 , referring to signals 1 and 2, note the correct coherence peak at 10 Hz (magenta curves), while leakage correction (green curves) displays an incorrect frequency profile with false high coherence at all frequencies in the range 1-30 Hz.
We conclude again:
1. Non-zero values of cross-correlation at lag-zero can occur without "mixture", without "leakage".
2. If "leakage correction" is applied to signals that are falsely thought to be "mixed" due to "leakage", then the estimated connectivities can be false and significantly different from the true connectivities.
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Early studies of amplitude-amplitude coupling can be found in Friston (1997) In this section, we use the same method as in van Wijk et al 2015 to generate toy examples of signals appropriate for the study of amplitude-amplitude coupling. The three signals in this case are generated as:
1 0.5 sin sin 1 0.5 sin sin 1 0.5 sin sin 256
The noise "" was independent, uniformly distributed in the interval +0.8 to +1.2. The code is given in Appendix 5.
Signal 1 oscillates at 22 Hz, and its amplitude is noisily modulated at 2 Hz; signal 2 oscillates at 22 Hz with a delay of 1 time sample relative to signal 1, and its amplitude is noisily modulated at 3 Hz; signal 3 oscillates at 28 Hz, and its amplitude is noisily modulated at 5 Hz.
By construction, this toy example has zero amplitude-amplitude coupling, i.e., the correlations between the instantaneous amplitudes (i.e. envelopes) of the signals are all zero. Despite the fact that all correlations between the instantaneous amplitudes are zero, the zero-lag cross correlation between signals 1 and 2 is +0.75, which is significant (sample size 25600). Thus, a researcher might be tempted to perform leakage correction before estimating the correlations between the envelopes of the signals. After leakage correction, the instantaneous amplitudes (estimated via the use of the discrete Hilbert transform) between signals 1 and 2 have a significant correlation coefficient of -0.40, which is false.
Thus, we state once more: 1. Non-zero values of cross-correlation at lag-zero can occur without "mixture", without "leakage". 2. If "leakage correction" is applied to signals that are falsely thought to be "mixed" due to "leakage", then the estimated connectivities can be false and significantly different from the true connectivities.
This example is particularly relevant in relation to the paper by Colclough et al 2015, in which amplitude-amplitude coupling was studied after applying leakage correction.
8.
False human connectomes ensue from leakage correction, i.e. signal orthogonalization, of inverse solution signals
In this experiment, toy EEG recordings were generated as in Pascual-Marqui et al 2014. For the sake of completeness, some details are given here now.
The five time series generated as specified in Appendix 2, corresponding to the connections shown in Figure 1 , were used as the time varying electric neuronal activities at the cortical locations specified in Table 2 . Table 2 ) used for generating EEG recordings. The effective causal connections in the form of red arrows correspond to the autoregressive model specified in Appendix 2.
Scalp electric potentials were computed at only 19 electrodes, corresponding to the 10/20 electrode placement system, in a realistic head model (Fuchs et al. 2002) , using the MNI152 template (Mazziotta et al. 2001 ). The sLORETA (Pascual-Marqui 2002) inverse solution was computed at 6239 grey matter voxels at 5 mm spatial resolution. After estimating all 6239 signals, the inverse solution signals at the five cortical generator voxels were used for connectivity analysis. In Figure 6 , a column is a causal sender, and a row is a causal receiver. Magenta curves are correct values, while dark green curves correspond to the inverse solution signals, as replicated from Pascual-Marqui et al 2014. Note that the dark green curves based on the estimated inverse signals give almost perfect connectivity results, matching the magenta curves. This means that the estimated inverse solution signals are very close to the true signals, which is as expected, since the generators are well separated.
The light green curves in Figure 6 correspond to the "leakage-corrected" of the inverse solution signals, following the methodological prescription of Colclough et al 2015.
As can be seen, leakage correction introduces many false connections when using estimated inverse solution signals.
9.
Correct human connectomes ensue from innovations orthogonalization under very broad conditions, even with signal mixing
Here we use the same signals from section "5. False human connectomes ensue from leakage correction, i.e. signal orthogonalization, under very broad conditions, even without mixing", consisting of 5 signals from an AR model of order 2. In addition, analysis is performed on very strongly mixed signals, with a mixing matrix with off-diagonal elements equal to 0.7.
We use the procedure outlined in section "3. The resolution of a mixture of time series by innovations orthogonalization".
In this case, an AR model of order 2 we selected based on the AIC criterion, both for the original signals and for the strongly mixed signals. The estimated mixing matrices are very near the theoretical ones, as shown in Table 3 . Table 3 : Estimated mixing matrices based on innovations orthogonalization (Eq. 15). Table 3a corresponds to the original unmixed five signals, which has a theoretical mixing matrix equal to the identity matrix. Table 3b corresponds to the strongly mixed signals, which has a theoretical mixing matrix with off-diagonal elements equal to 0.7 Table 3a 1.000 -0.001 -0.001 0.001 0.000 -0.001 1.000 -0.005 0.001 0.005 -0.001 -0.005 1.000 0.001 -0.003 0.001 0.001 0.001 1.000 0.003 0.000 0.005 -0.003 0.003 1.000 Using the method of innovations orthogonalization, Figure 7 shows the isolated effective coherence (iCoh) as a function of frequency (Pascual-Marqui et al 2014) for the actual signals, for the estimated unmixed signals based on the actual signals, and for the estimated unmixed signals based on the strongly mixed signals. Figure 7 : Isolated effective coherence (iCoh) as a function of frequency, for the toy example in Figure  1 and Appendix 2. The number of time samples used in the toy example is 25600. Horizontal frequency axis range 1-127 Hz. Vertical iCoh axis range 0-1. A column is a causal sender, a row is a causal receiver. Three results are shown, but only one is perceived because all results are almost identical: actual signals, innovations orthogonalization applied to the actual signals, and innovations orthogonalization applied to the strongly mixed signals.
This example shows that innovations orthogonalization is capable of correctly resolving mixtures of signals.
Two very important conclusions follow: 1. Innovations orthogonalization is capable of correctly identifying unmixed signals, even if they have significant non-zero values of cross-correlation at lag-zero. 2. Innovations orthogonalization is capable of correctly resolving (i.e. unmixing) strongly mixed signals.
10. Correct human connectomes ensue from innovations orthogonalization of signals of electric neuronal activity in oscillatory models, with and without mixing
Here we use the same signals from section "6. False human connectomes ensue from leakage correction, i.e. signal orthogonalization, of signals of electric neuronal activity in oscillatory models, even without mixing", consisting of 3 noisy oscillators.
In addition, we strongly mix the three signals with a mixing matrix having a value of 0.7 for all off-diagonal elements. In both cases, for the unmixed and strongly mixed signals, an AR model of order 9 was used for orthogonalizing the innovations. The choice of the AR order in this case is relatively arbitrary, because the AIC criterion monotonically decreases up to AR order of 20 (highest AR order tested was 20). This is expected, since these signals are not generated by an AR model. Nevertheless, an AR order of 9 suffices for a "good fit". The coherences for the original signals, and the resolved signals (unmixed and mixed), all overlap, giving essentially identical coherence values for all frequencies, as shown in the magenta curve in Figure 3 .
Three very important conclusions follow: 1. Innovations orthogonalization is capable of correctly identifying unmixed signals, even if they have significant non-zero values of cross-correlation at lag-zero. 2. Innovations orthogonalization is capable of correctly resolving (i.e. unmixing) strongly mixed signals. 3. The two previous conclusions apply to stochastic signals that are sinusoidal in nature, even if they are not generated by a proper AR mechanism. 11. Correct human connectomes ensue from innovations orthogonalization of signals analyzed for amplitude-amplitude coupling analysis
In this case the method of innovations orthogonalization is applied to two sets of amplitudemodulated signals: 1. The three signals specified in the section "7. False human connectomes ensue from leakage correction, i.e. signal orthogonalization, in amplitude-amplitude coupling analysis", see Eq. 27, Eq. 28, Eq. 29, and Appendix 5. 2. The strongly mixed signals, using a mixing matrix with off-diagonal elements equal to 0.7.
Recall that these stochastic signals have independent instantaneous amplitudes (i.e. envelopes). This means that there is no amplitude-amplitude coupling, although the signals are amplitude modulated.
For the innovations orthogonalization, an AR model of order 9 was arbitrarily chosen, which was sufficiently high for achieving a good fit. The AIC criterion was monotonically decreasing up to AR order 20.
The estimated mixing matrices were near ideal, with maximum absolute deviation equal to 0.004 from the theoretical matrix.
After unmixing, the estimated unmixed signals were used for computing the instantaneous amplitude signals. For the unmixed signals, the maximum amplitude-amplitude correlation among all pairs of signals was -0.0085, and for the mixed signals it was -0.0083, which is not significant (sample size 25600).
Three very important conclusions follow: 1. Innovations orthogonalization is capable of correctly identifying unmixed signals, even if they have significant non-zero values of cross-correlation at lag-zero. 2. Innovations orthogonalization is capable of correctly resolving (i.e. unmixing) strongly mixed signals. 3. The two previous conclusions apply to stochastic signals that are amplitude modulated in nature, even if they are not generated by a proper AR mechanism.
Correct human connectomes ensue from innovations orthogonalization of inverse solution signals
The signals studied here follow closely the ones used above in section "8. False human connectomes ensue from leakage correction, i.e. signal orthogonalization, of inverse solution signals." This corresponds to five generators with cortical locations specified in Table 2 , and with time course of activity generated by the AR model specified in Appendix 2.
But in this section, instead of analyzing estimated inverse solution signals at only the same five generator locations, we will analyze six signals, with the first five corresponding to the actual generator locations, and a sixth signal where there is no generator (illustrated in Figure 8 where there is no generator, to be used in connectivity analysis of estimated inverse solution signals. The actual 5 generators are specified in Table 2 and displayed in Figure 5 . Notation: L=left, R=right, A=anterior, P=posterior, top=top view.
The purpose of adding a region of interest without a generator is to expose an important failure of connectivity analysis of inverse solution signals. Figure 9 displays the isolated effective coherence (iCoh) as a function of frequency (Pascual-Marqui et al 2014) for the six inverse solution signals, and for the unmixed signals using innovations orthogonalization, based on an AR model of order 2. Figure 9 : Isolated effective coherence (iCoh) as a function of frequency, for six inverse solution signals, with the first five corresponding to actual connected generators (see Table 2 , Figure 5 ). The 6 th region without actual generator is shown in Figure 8 . Horizontal frequency axis range 1-127 Hz. Vertical iCoh axis range 0-1. A column is a causal sender, a row is a causal receiver. Magenta curves correspond to unmixed inverse solution signals using innovations orthogonalization. Dark green curves correspond to the estimated inverse solution signals without applying any unmixing procedure.
The green curves in Figure 9 correspond to iCoh measures for the six estimated inverse solution signals without applying any unmixing procedure. This result exposes a major pitfall of using inverse solution signals for connectivity analysis: the simple inclusion of the 6 th region without generator gives an extremely distorted and false connectivity pattern as compared to the use of only the five generator regions (see dark green curves in Figure 6 ). However, the magenta curves correspond to iCoh measures for the innovations orthogonalization method applied to the six inverse solution signals. The results give an almost perfect match to the theoretical values.
Why does the method of innovations orthogonalization work?
The method of innovations orthogonalization is based on the very powerful "innovations approach" to time series analysis. A major treatise on this methodology can be found in Ozaki 2012.
Intuitively, the assumption of independent innovations is a form of constraint on the dynamical inverse solution, which results in increased spatial resolution, i.e. "less mixing of the signals". An important example of spatio-temporal inverse solutions that display higher spatial resolution can be found in Galka et al 2004. In this work, the assumed dynamical model is a simple AR model. Other forms can be accommodated, such as nonlinear AR models.
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Appendix 1: Orthogonal Procrustes Algorithm
The statement of this problem and the algorithm can be found in Everson 1999 
A VD A VD V V I D D
The following algorithm solves this problem (its derivation appears in Everson 1999 and in Colclough et al 2015) . Formally, input a matrix A and the algorithm returns matrices V and D.
Step-1: Initialize the diagonal matrix pp   D to the identity matrix.
Step-2: Compute the SVD (singular value decomposition) of   AD as:
Eq Step-6: Go to step 2 until convergence (e.g. until the matrix D changes negligibly from one iteration to the next). 18. Appendix 3: Connections in a 5-node causal network, with and without leakage correction, with and without mixing the signals Figure A3 -1: Isolated effective coherence (iCoh) as a function of frequency, for the toy example in Figure 1 and Appendix 2. The number of time samples used in the toy example is 25600. Horizontal frequency axis range 1-127 Hz. Vertical iCoh axis range 0-1. A column is a causal sender, a row is a causal receiver. Magenta curves are correct values, and dark green curves are for the "leakagecorrected" signal, corresponding to Figure 2 in the main text. The additional light green curves correspond to leakage correction applied to the mixed signals with instantaneous mixing matrix having ones on the diagonal and 0.7 on all off-diagonal elements.
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