Jointly identifying the effects of both fiscal and monetary policy shocks in an open economy structural VAR poses identification challenges. The innovations in this paper are to combine the methods of identification via sign restrictions, cointegration and traditional exclusion restrictions within a system which explicitly accounts for both stationary and non-stationary variables. This incorporates the recent identification of permanent and temporary shocks by Pagan and Pesaran (2007) . We show how to produce impulse responses and historical decompositions under these circumstances. The application is to the small open economy of New Zealand, where policy makers are actively considering the interaction between monetary and fiscal policies. The results show that over the last 20 years the influence of the fiscal policy stance on output has sometimes been substantial, and generally outweighs the contribution of monetary policy shocks.
Introduction
After over a decade of preoccupation with both the importance and independence of monetary policy in macroeconomics there is now a resurgence of interest in how to model the potential interactions of monetary policy with fiscal policy shocks. While this has been led by policymakers concerned with co-ordination effects, advances in methodologies in empirical economics have also contributed. Although government policy makers have continued to run structural models incorporating fiscal effects, many researchers shifted to more data determined macroeconomic models encapsulated by the structural vector autoregression (SVAR) approach mooted by Sims (1980) .
Identification of policy shocks in a SVAR occurs via three main streams of literature. The first is the traditional normalisation and restrictions on the contemporaneous relationships between variables. This has been widely applied to monetary policy (for example, Bagliano and Favero, 1998 , for a review) and only recently to fiscal policy using institutional detail as an identification tool (Blanchard and Perotti, 2002) . The second is the newer sign restriction literature, which imposes restrictions on the acceptable impulse responses to shocks for model identification (Faust, 1998 and de Nicoló, 2002 ); see also Fry and Pagan (2007) for a critique and some refinements adopted here. The third approach is to take account of the longer run properties, in one form as a VECM, or as an extension of the Blanchard and Quah (1989) methodology, or more recently in the recognition of the correspondence between SVARs and VECMs which allow the use of cointegrating relationships as a further tool of identification as in Pagan and Pesaran (2007) . This has the attractive property of specifically allowing for both stationary and nonstationary variables in a system while also accounting for cointegrating relationships.
The contribution of this paper is the recognition that there are strengths and weaknesses in each of these approaches, but they can be effectively combined to accommodate the reality of the modelling problem confronting the policy maker.
The combined identification strategies are applied to model the interactions of fiscal and monetary policy and other important macroeconomic variables in the small open economy of New Zealand. The SVAR literature for the New Zealand economy is well developed and is drawn on for identifying the non-fiscal shocks of interest, while the sign restrictions method is applied to the fiscal policy shocks and the responses of the domestic variables to them. A minimal set of sign restrictions is used to identify the fiscal policy shocks to allow the data to freely determine the key variable responses to the fiscal shocks in line with the original intent of VARs put forth in Sims (1980) .
These restrictions are applied in conjunction with information from the cointegrating relationships between the macroeconomic variables to model the long run, allowing for both permanent and transitory components. This follows the recent work of Pagan and Pesaran (2007) and the application in Dungey and Pagan (2007) for a model containing a mixture of stationary and non-stationary variables. The current paper is the first to combine these three techniques and allows us to make a more structured analysis of the New Zealand economy while still adhering to the VAR tradition of letting the data determine the dynamics in the economy, particularly for the less commonly modelled fiscal policy shocks.
The study of fiscal policy shocks and policy interactions in structural vector autoregression (SVAR) models is relatively limited but has largely built on the Blanchard and Perotti (2002) fiscal policy framework: for example Perotti (2002) for a range of OECD countries; Chung and Leeper (2007) , and Favero and Giavazzi (2007) who also consider debt variables. Mountford and Uhlig (2005) use the Blanchard and Perotti fiscal variables but an alternative sign restriction based identification scheme. Canova and Pappa (2007) also utilise the sign restriction method for examining fiscal policy in a monetary union. The latter papers all focus on the US. Zealand possesses a well-established SVAR modelling framework, which has resolved many of the issues in specification for other aspects of the economy; see particularly Buckle, Kim, Kirkham, McLellan and Sharma (2007) and references therein. The rest of this paper proceeds as follows. Section 2 presents an overview of issues surrounding identification in VARs. A discussion of model identification via each of traditional restrictions, sign restrictions and long run restrictions is provided in Section 3, which also outlines issues surrounding the long run restrictions and mixed data types, and the methods to produce impulse responses and historical decompositions under these circumstances are derived. Section 4 presents the model including the choice of permanent and transitory shocks imposed, as well as the traditional and sign restrictions. Section 5 presents the empirical results in terms of impulse response functions and historical decompositions. Section 6 discusses the relative influence of monetary and fiscal policy on the macroeconomy. Section 7 concludes with some suggestions for future developments.
Identification Problems in SVARs
VAR models have developed in a number of ways to solve the problem of identification in different circumstances. 3 The approaches can be broadly summarised as: i) traditional SVAR and VECM specifications; ii) the newer sign restriction methodology; and iii) the use of long term relationships as instruments in systems of mixed I(0) and I(1) data stemming from the work of Pagan and Pesaran (2007) . Each approach has limitations. Researchers generally use just one of the three identification techniques in answering an empirical question. Here we show how a combination of all three types of identification methodology provides a practical solution to a more complex modelling problem. Combining the techniques avoids some of the limitations inherent in using a single identification method.
The most frequent approach to identification is the traditional SVAR, where there is some form of ordering and normalisation between the contemporaneous relationships between variables. Additional zero restrictions are often imposed on the coefficients in the system, usually with some theoretical justification. SVARs in this tradition are typically estimated in either levels or first differences, taking the view that the persistence will either be captured by parameter coefficients in the first case, or should be eliminated before estimation in the second case (that is, the data is transformed to a stationary form). Rather than making this transformation, VECM methods use this information as part of the identification process between cointegrated non-stationary variables.
Many of the SVAR and VECM models estimated in this manner show evidence of one or more of the so-called 'puzzles' in this literature. These include most prominently the price puzzle, the exchange rate puzzle and the liquidity puzzle. Pagan and Robertson (1998) particularly show that the liquidity puzzle relates directly to identification 3 In some circumstances VAR methods are altogether inappropriate. Sometimes models cannot be written as a VAR (or at least a finite order VAR) in the first place or are unable to be recovered, or suffer from small sample problems; see Lippi and Reichlin (1994) , Cooley and Dwyer (1995) problems.
Untangling some relationships in SVARs is also often difficult without further information. Fiscal policy provides a prominent example. The correlation between taxation revenue and government expenditure is high, and consequently a standard VAR or VECM has difficulty differentiating that an increase in taxes ought to be associated with a fall in GDP while an increase in government expenditure ought to be expansionary. One recent solution to this problem is based on institutional structures in Blanchard and Perotti (2002) , Perotti (2002) , Claus et al (2006) , Chung and Leeper (2007) and Favero and Giavazzi (2007) . Sign restrictions present an alternative approach. These were initially applied to models examining monetary policy (Faust, 1998 Sign restrictions formally incorporate criteria based on economic knowledge of empirical reactions in the economy, such as that output will rise in the face of a government expenditure shock, but fall with a positive taxation revenue shock. This method is often implemented intuitively by re-examining standard VAR models under alternative identification schemes (for example variable ordering in a simple system). The choice of a preferred model based on the signs of the impulse response functions in response to shocks is the foundation of the sign restriction technique. The sign restrictions method formalises this mechanism by examining numerous alternative identification schemes and considering only those where the impulses behave in an economically meaningful way. Techniques developed in Fry and Pagan (2007) show how to implement the sign restriction methodology to ensure that the identified model is coherent.
An advantage of the sign restrictions framework for problems such as fiscal policy identification is that contemporaneous relationships amongst the variables of the system are able to occur simultaneously. In the case of fiscal policy shocks, it is possible, but not imposed, for taxation to increase contemporaneously in response to a government expenditure shock, and in the same model for government expenditure to increase contemporaneously in response to a taxation shock (see Mountford and Uhlig, 2005) . Hence experiments with the order of government expenditure and taxation shocks as in Claus et al (2006) are no longer necessary. It is also the case that it is simple to control for automatic and pure fiscal policy shocks.
As the dimension of the SVAR increases, the number of sign restrictions necessary increases dramatically if all shocks in the system are to be identified. Some papers identify a full suite of shocks using sign restrictions (Peersman, 2005) , while others avoid this difficulty by identifying selected shocks, leaving the others unconstrained. For example, Mountford and Uhlig (2005) identify four shocks in an eight variate system, and Uhlig (2005) uses sign restrictions to identify monetary policy but takes an agnostic approach about its effects on output. Canova and Paustian (2007) show that it is however possible to be 'too' agnostic. On the other hand, it can be difficult to determine a full set of sign restrictions for identification as a system increases in size, as the patterns of signs stated to apply to each shock needs to be unique for the system to be properly identified.
A different method of identification proposed for VAR models is that of restrictions on the long run covariance matrix of the error terms. Most famously the Blanchard and Quah (1989) paper suggests an identification based on zero long run supply shocks. The inclusion of long run restrictions has become increasingly important, particularly when combined with the literature on cointegration.
At the same time as recognising alternative means of identification there has been an extensive move in the literature to allow recognition of the nature of the data in estimating VARs and this led directly to the VECM framework. Recently, Pagan and Pesaran (2007) have shown the direct analogy between a VAR in levels containing I(1) variables and an equivalent VECM representation. They developed a method to separately identify permanent and transitory shocks in a system of I(1) variables to produce a coherent SVAR system, effectively extending and generalising Blanchard and Quah (1989) . This has the added benefit that the specification of the cointegrating vector makes available extra instruments for identifying the system. The two problems of identification and data properties are intrinsically related. It is often the case that the statistical properties of the desirable set of macroeconomic variables is of mixed nature, that is, includes both stationary and non-stationary data. Pagan and Pesaran (2007) demonstrate how to simultaneously incorporate both I(0) and cointegrating I(1) variables into a single system; see Dungey and Pagan (2007) for an example.
Combining identification using traditional SVAR restrictions with the Pagan and Pesaran (2007) framework allows the imposition of intertial restrictions while still allowing for long run relationships and mixed I(1) and I(0) variables in the system. Further including the sign restrictions method allows identification while being agnostic about the effects of fiscal shocks on most of the variables in the model. The empirical methodology is detailed in the next section with: i) a brief overview of traditional SVAR models; ii) an outline of the sign restrictions method adopted in this paper; and iii) a discussion of the treatment of the long run properties of the model accounting for long run cointegrating relationships, permanent and transitory shocks, as well as the bearing that the mix of I(0) and I(1) variables has on the modelling choices.
The Empirical Methodology

Traditional SVAR modelling
Define a SVAR(p) in n variables as
with corresponding VAR
and
being the relationship between the estimated VAR and SVAR residuals. The vector moving average form of the SVAR is
being the impulse responses to the structural shocks ε t , and D j being the corresponding VAR impulse responses to a unit shock in v t .
Typically, to identify this type of model, causal and/or inertial restrictions are imposed directly on the parameter matrices B i . In the current paper this form of restriction in conjunction with the imposition of the long run component of the model described in Section 3.3 is the basis for the identification for all endogenous variables apart from the government expenditure and taxation component which is identified using sign restrictions.
Sign restrictions
Defining b S as containing the estimated standard deviations of the structural residuals along the diagonal and with zeros elsewhere,
T is an impact matrix, and η t are the estimated shocks, where η t has unit variances. The sign restrictions method produces an alternative set of shocks and an alternative impact matrix by choosing some orthonormal matrix Q which by definition has the properties Q 0 Q = QQ 0 = I. The original shocks can be redefined as a function of this orthonormal matrix
whereby the new set of estimated shocks η * t also has the property that their covariance matrix is I since E (η * t η * 0
Thus there is a combination of shocks η * t that has the same covariance matrix as η t but which will have a different impact upon y t through their impulse responses C * j . Intuitively, the initial arbitrary shocks are rotated to produce an alternative set of shocks while maintaining the desirable property that the shocks remain orthogonal.
There are an infinite number of candidates for Q which produce an orthogonal set of shocks, but which all have the same VAR representation. The impact matrix of the shocks is not required to follow a recursive pattern, although a recursive structure is an admissible decomposition. There are, however, many such rotations to consider, so economic concepts are used to narrow down the range of options of orthonormal matrices Q considered. This is the key to the implementation of the sign restriction method. As the naming convention implies, the sign restriction methodology restricts attention to rotations which produce shocks which satisfy an anticipated sign in responses of key variables. That is, information on the expected signs of responses to key economic variables is used to select the combinations of T Q 0 which make sense economically.
As it is the fiscal policy shocks to which the sign restriction methodology is applied, the matrix Q is constructed to only rotate the government expenditure and taxation shocks. Q is chosen based on the Givens rotation and is
where θ is chosen randomly from the uniform distribution and adopts a value between 0 and π. This choice of rotation matrix means that only the shocks to the fourth and fifth variables in this system (which will correspond with the government expenditure and taxation shocks in the application to New Zealand later in the paper) are rotated. It is clear that the shocks corresponding to the remaining variables remain those of the traditional SVAR system. Applying the sign restriction method to only two shocks and identifying the rest conventionally means that a system is estimated which is large enough to properly control for other shocks in the system, such as business cycle shocks. Even with these restrictions in place, it is likely that there are many combinations of T Q 0 and D j that produce impulse responses satisfying the required sign restrictions.
Standard practice is for researchers to draw Q matrices until there are d number of impulses satisfying the set of economic restrictions stated. 4 The difficulty in the sign restriction method is in choosing which set of shocks is the correct set. Standard practice is to choose the median of the impulse response functions C d j , usually in association with impulses corresponding to chosen percentile bands.
Recent work in Fry and Pagan (2007) highlights some of the econometric problems in implementing the sign restriction methodology. A key issue is that taking the median response across the set of impulses no longer guarantees that the shocks of the system are orthogonal and that the impulses presented represent results from a mixture of models. To circumvent this problem and following Fry and Pagan (2007) , a Q matrix is chosen so that the impulses selected are as close as possible to the median with the property of orthogonal shocks retained. 5 To implement this, the impulses are 
Long run restrictions and mixed data types
Consider dividing the variable set y t of the VAR(p) given in equation (1) into a set of I(1) variables denoted z t , and I(0) variables denoted x t . Greater orders of integration are prevented via the assumption that the eigenvalues of B −1 0 B i exist for all i, and lie inside the unit circle. For illustration consider the case where p = 3. In which case the 4 The mechanics of identification differs across papers. Uhlig (2005) for example utilises a penalty function approach to choose between candidate impulses, Canova and de Nicoló (2002) employ grid search methods across Givens rotation matrices, Peersman (2005) randomly draws numbers between 0 and π from the uniform distribution in conjunction with Givens rotation matrices, and Rubio-Ramírez, Waggoner and Zha (2005) rotate by drawing householder rotation matrices. 5 In the current application the shocks will not technically be orthogonal due to the zero restrictions imposed on the contemporaneous matrix in the SVAR part of the system. This is the case for all SVAR models with zero restrictions imposed in the contemporaneous part of the model. However, the results reported in this paper all come from the one model. VAR(3) in levels of y t can be rewritten as
with a corresponding reduced form of
where
0 B 3 and e t = B −1 0 ε t . In the case where all variables in y t are I(1) and there are cointegrating relationships between them such that the number of cointegrating vectors, r, is less than n, then the matrix Π will be rank deficient and the usual notation can be used to write that Π = α 0 β where α and β are of full rank. Then the system can be written as a VECM.
When the system contains fewer cointegrating vectors than I(1) variables it is useful to identify which of the shocks in the system are transitory, and which are permanent. Following Pagan and Pesaran (2007) we note that it is possible to write the y t variables in a common trends representation
and α
If the first (n − r) shocks are permanent then the structural shocks can be partitioned into two groups, the first of which have permanent effects, ε 1j , and the second which have only transitory effects in the system, ε 2j as follows:
For the shocks in the second group, ε 2j , to be transitory then requires
which is equivalently
Premultiplying by
The right hand side of equation (15) can be multiplied by an arbitrary non-singular matrix S µ 0 (n−r)×r
Satisfying this equation requires that α * 1 S = 0, and consequently that α * 1 = 0. The importance of this for the estimation of such a system is that it precludes the inclusion of error correction terms in structural equations which contain permanent shocks. This will provide extra instruments for identification, although that turns out to not be relevant in the overidentified system investigated in the current paper. The critical point for the current paper is in recognising that error correction terms do not enter structural equations where there are permanent shocks.
The extension of this system so that y t includes I(0) variables is then relatively straightforward. Now there are n + k variables, k of which are I(0). Augmenting the system above with a further k variables can be done in the same format as above by simply recognising that any I(0) variable which is represented as an AR (3) in levels
can be equivalently transformed to
The logic of the system described above then extends to the I(0) variables by treating them as temporary shocks and including the lagged levels effect as in estimating the system, we christen these lagged levels effects as the adjustment mechanism term for the stationary variables, and it enters the system by defining
3.4 Analytical tools
Impulse response functions
To extract impulse response functions for a system of I(1) and I (0) variables with cointegrating relationships and a combination of permanent and temporary shocks a further reformulation of the VECM system to an SVAR is useful, as developed in Dungey and Pagan (2007) . The permanent components in the system maybe written as a Beveridge-Nelson decomposition as
where η t is white noise. Then denote the permanent component of a series y it as y p it which in general can be written as y p it = Jγ it where
This consequently means that β 0 J = 0.
Using the permanent and temporary components of the system the VECM can be transformed into a so-called gaps SVAR form as in Dungey and Pagan (2007) , who explicitly recognise that a number of existing models which use this do not specifically include the remaining lags of the permanent variables, thus missing an important aspect of the transformation. The correct transformation of the SVECM into a SVAR is
Writing ω = (y t − y p t ) and premultiplying the coefficients appropriately by B −1 0 implies that the system can be written in moving average terms as
This can then be written as a moving average in ε t to provide the standard expression
and impulse responses can be computed in the usual manner. The long run effects are apparent through the presence of the J matrix. The responses in variable y at horizon j to a shock in ε kt can be represented as
Historical decompositions
Historical decompositions are a simple reorganisation of the information in the impulse response functions. They recognise that via the moving average form of any variable as given in equation (23) it is possible to attribute the change in any variable in the system at any given point in time to the cumulation of all previous shocks and initial conditions. Once it is evident that the current system can be written in the V MA form then this becomes the standard analytical tool. Effectively, write (23) as
where the C i are the impulse responses at each horizon. The distribution of the permanent effects over the time horizon of the decomposition is not explicit, and as we are interested in the changes at each point in time the effect of J is less interesting in this form of the analysis and can be largely ignored.
4 The Model
The data
The dataset is quarterly and consists of twelve individually linearly detrended endogenous variables in y t
where y t consists of foreign output (y * t ), the price of exports (px t ), the price of imports (pm t ), real government expenditure (g t ), real taxation revenue less transfers (tax t ), absorption (represented by real gross national expenditure) (gne t ) , the ratio of sovereign issued debt to GDP (debt t ), real GDP (gdp t ), house price inflation (hpinf t ), consumer price inflation (inf t ), the short term interest rate (short t ), and the trade weighted exchange rate for the New Zealand dollar (twi t ). 6 The sample period extends from 1983:2 to 2006:4 for a total of 95 observations. All variables are in natural logarithms except for the interest rates and inflation rates which are in percentages.
7 Figure 1 presents a present a plot of the data for all variables including the exogenous variables of climate and the international interest rate. 8 Full definitions of the variables are given in Appendix 1. The majority of the New Zealand VAR literature uses a 3 lag specification. Here, the estimation is carried out in differences, as suggested in Section 3.2, using 2 lags in differences and a levels term to represent the corresponding 3 lags levels specification. The fiscal variables are government expenditure, taxation revenue and the debt to GDP ratio. Government expenditure includes real total government consumption and real total government investment consistent with Blanchard and Perotti (2002) and Claus et al (2006) for New Zealand. Real net taxation revenue, denoted herein simply as taxation is total government revenue less transfer payments as in Claus et al (2006) and Mountford and Uhlig (2005) . The debt to GDP ratio is included following 6 Note that linear detrending is equivalent to the approach taken in many New Keynesian DSGE models, eg Lubik and Schörfheide (2005) . 7 Other fiscal SVAR models use either levels or per capita data. In this case per capita data essentially involves the use of a common detrending variable. Levels data aids our interpretation. 8 For a more detailed preliminary data analysis consult Dungey and Fry (2008) .
work showing the importance in avoiding the 'incredible debt to GDP ratios' which can occur in systems without this variable; see Favero and Giavazzi (2007) and Chung and Leeper (2007) . Consumer price inflation and house price inflation are treated as the annual inflation rates collected on a quarterly basis. The monetary policy instrument for New Zealand is represented by the 90 day bill yield, the Official Cash Rate is not available for the total sample period.
The starting point of the sample period is determined purely by the availability of data, and has been shown to work well in existing New Zealand studies. New Zealand implemented a number of important changes in macroeconomic policy during this period, including the adoption of formal inflation targeting in 1989, and the use of the Monetary Conditions Index (MCI) based on inflation and exchange rate movements as a reference for monetary policy decisions between 1994 and 1997. 9 On the fiscal policy side New Zealand experienced a period of rapidly rising debt over the 1980s, which led to a focus on debt reduction and the adoption of the Fiscal Responsibility Act in 1994 and the Public Finance Act in 1989 (amended in 2004), where the Government was charged with following principles of responsible fiscal management, including ensuring that Government debt be maintained at prudent debt levels.
10 Table 1 presents the unit root tests on the (non detrended) data series. The series of interest are empirically of mixed order of integration. It is well-established that real output is an I(1) process, viewed, for example in the New Keynesian DSGE literature as driven by a technological process subject to permanent shocks. Real government expenditure and taxation revenue are also statistically unable to reject the null hypothesis of a unit root using some common unit root tests and also existing evidence for New Zealand in Claus et al (2006) . For the other variables it usually makes sense to treat interest and inflation rates as I(0) processes. Although there is plenty of empirical evidence finding that both of these variables are I(1), theoretical considerations on the nature of an I(1) process strongly argue against them being I(1). The autoregression parameter ρ for these two variables are 0.864 and 0.905 supporting this treatment.
One remaining difficulty is with the trade weighted index, the price of exports and the price of imports data. The trade weighted index is statistically I(1) using both the Augmented Dickey-Fuller and Phillips-Perron tests as guides, while the evidence is mixed for the price of exports and the price of imports. All three are treated as I(1) for the purposes of this paper. Application of the unit root tests to a longer time series on the price of exports and the price of imports supported this view.
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Although there are some difficulties with viewing the trade weighted index as I(1) that turns out to be a useful specification here -partly because as in Dungey and Pagan (2007) , it allows a mechanism by which balance of payments adjustments can occur through the permanent effect, as otherwise there is no mechanism other than domestic income adjustment to shocks which change the demand or supply of the export sector. Secondly, the trade weighted index turns out to be an integral part of understanding the long term relationships between the variables in the system.
There are clearly many issues raised by the empirical properties of the data in terms of how to proceed with the modelling. In particular, the non-stationarity suggests the potential presence of cointegration between these variables. The issue which remains is the identification of the appropriate cointegrating vector(s) for use in equation (19) . In the models developed both here and in Dungey and Pagan (2007) this is exogenously imposed by estimating the relationship from the underlying data and using those coefficients as the β matrix in the second step of estimating the VAR. The primary need is for this to be consistent with the underlying data in the model to obtain the expected long run responses for permanent shocks and zero long run responses for temporary shocks -broadly, if the cointegrating vector is inconsistent with the data then the model impulse responses will not produce long run coefficients consistent with the J matrix referred to in equation (21) and the effects of the permanent shocks on the noncointegrating variables will be non-zero. This provides a useful diagnostic in designing the model. Pagan and Pesaran (2007) suggest deciding which of the variables in the cointegrating vectors represent permanent shocks and which reflect temporary shocks can proceed by examining the significance of the ECM term from the cointegrating relationship in a VECM type specification. Although this provided an effective guide in Dungey and Pagan (2007) it was not as universally useful here. Simulations performed by the authors suggested that assigning the incorrect status of a temporary shock to a variable results in non-converging impulse responses in the model. In the current application both the Pagan and Pesaran (2007) diagnostic, and information from the eigenvalues of the Johansen test (larger eigenvalues are associated with permanent shocks) and a simple estimation of each cointegrating vector were employed to determine which of the variables in that vector could be viewed as temporary. It is straight forward to test this outside the final VAR and incorporate this classification into the final product.
In the empirical application there are 8 non-stationary variables and 3 cointegrating vectors, leaving 5 permanent shocks to be identified. 12 Following Dungey and Pagan (2007) the external sector shocks corresponding to international output, the price of exports and the price of imports are identified as a source of permanent shocks. The 2 shocks within the domestic economy that are viewed as permanent are then chosen to be those to gne and gdp. In the case of a government expenditure shock theoretically there should be some form of Ricardian equivalence, and with a temporary government expenditure shock it is not feasible to have a permanent tax shock without implying an unstable debt to GDP ratio. Neither is there desire for a permanent trade weighted index shock. Additionally, when testing the convergence of the SVAR these were the shocks in which the ECM term entered to give stability in the model. Turning to the permanent shocks, recent New Keynesian literature often suggests that output can be driven by a common technology shock. Here, we suggest that there is evidence that there is some deviation between the world technology shock and New Zealand technology shock. There is evidence for different rates of trend growth in the international and New Zealand output series, although the evidence is less strong for a difference between GDP and absorption, but during the period there is substantial divergence between the paths of the two which may be responsible for the behaviour being found here. The domestic GDP shock can be regarded as something akin to either a domestic technology shock or a change in the rate of adoption of world or foreign technology. The absorption shock can be regarded as a change in preferences for imports over domestic goods. The behaviour of export and import prices shows that there is higher growth in export prices over the period than the price of imports. This divergence represents the increased foreign preference for commodity products over the period, and the general reduction in the world price of manufactures which make up imports. If the terms of trade were to be used in place of the two component series this would be akin to saying there has been a permanent shift in the terms of trade in the favour of New Zealand exports in this period.
Empirical examination of the cointegrating relationships amongst the non-stationary 12 Using the Johansen test we identified 1 cointegrating vector from the maximum eigen value test and 3 using the trace test. On the basis of the eigen value test we tested for a cointegrating relationship between the I(1) variables using the Engle Granger 2 step method and found evidence of the cointegrating relationships given in the text. One of the possible reasons for difficulties in establishing the relationships in the New Zealand framework between the variables is a potential structural break associated with the Fiscal Responsbility Act (1994) affecting the behaviour of the fiscal variables from 1994 onwards. We experimented with including a dummy variable in the cointegrating relationships involving government expenditure and tax to represent this change but it made no qualitative difference to the results presented here. series using the Engle-Granger two-step procedure confirms a cointegrating vector between © g t tax t gne t gdp y twi t y * t ª and a further relationship between © twi t px t pm t ª . The results of these tests are summarised in Table 4 . A further cointegrating vector [1 -1] between government expenditure and tax is chosen, essentially keeping the debt to GDP ratio stable. 13 Note, that the relationship between the first set of variables is consistent with sustainable fiscal policy, see for example footnote 6 of Favero and Giavazzi (2007) and Blanchard and Perotti (2002) , although Blanchard and Perotti (2002) find limited evidence for cointegration between their taxation and government expenditure variables. The ECM terms constructed corresponding to these long run relationships are denoted ecm1, ecm2 and ecm3 respectively. The lagged adjustment mechanism terms constructed for the stationary variables as shown in (17) are denoted amdebt, amhpinf , aminf and amshort corresponding to the relevant stationary variables.
Identification restrictions
The work of Buckle et al (2007) forms the basis of the traditional SVAR part of the hybrid approach to identification proposed here. The main modifications to the Buckle et al (2007) model include the incorporation of the fiscal (identified via sign restrictions) and debt variables, house price inflation and through the modelling of the long run. House price inflation represents the substantial asset price inflation in New Zealand in recent years. Table 3 summarises the structure of the SVAR of this paper. The dependent variables are contained in the columns. The traditional restrictions are denoted by •,• for the contemporaneous and lag relationships respectively. A +,-denotes a sign relationship with uc representing a relationship which is unconstrained in terms of the signs considered. These relationships are only applicable to the fiscal shocks in the system. A ¦ signifies the incorporation of ECM or the adjustment mechanism terms as explanatory variables in a particular equation.
External sector
We modify the specification of Buckle et al (2007) to adopt a SVARX formation whereby climate and international interest rates are incorporated as exogenous vari- 13 There is a substantial literature testing for fiscal sustainability as a cointegrating relationship between taxation revenue and government expenditure, with mixed results. Here we err on the side of imposing the more policy acceptable fiscal sustainability by imposing the cointegrating relationship between government expenditure and tax. The classic article setting forth the arguments for nonstationarity as a measure of sustainability is Hamilton and Flavin (1986) . More recently Bohn (2007) has shown that cointegration is a sufficient but not necessary condition for fiscal sustainability.
ables and the external sector in consists of international output, export prices, import prices and the trade weighted index reflecting the small open economy assumption. International output and the price of exports and imports enter the system as simple AR(2) processes rather than interacting with each other as in Buckle et al (2007) . Recent work on the similarly structured Dungey and Pagan (2000) model for Australia has shown little difference in the domestic economy's responses in the move from an SVAR including international economic variables and the small open economy assumption, to an SVARX where all international variables are exogenous to the domestic economy. The trade weighted index is assumed to respond to everything except for house price inflation in the system contemporaneously and at all lags, as well as the first and second ECM terms ecm 1 and ecm 2 . The foreign interest rate (i * ) also enters exogenously.
Fiscal sector
The fiscal policy shocks of a government expenditure and a taxation shock are both identified through the sign restriction technique, which correspond to the fourth and fifth sets of impulse responses in the system denoted τ = 4, 5. Prior to implementing the sign restriction method, government expenditure is regressed on the lags of the domestic variables, all adjustment mechanism terms corresponding to the stationary variables (excluding amhpinf ) as well as ecm1.
14 Taxation is a function of the same variables with the exception that ecm1 is replaced by ecm3. The relevant rotation matrix is given in equation (7). To disentangle the impulses and to assign them to particular shocks, three levels of criteria are examined.
Criterion 1
The first criterion is purely sign based. For a positive Government expenditure shock (Gt), both government expenditure and GDP respond positively for j periods such that
for either of τ = 4 or τ = 5. The signs of the remaining impulses in τ are unconstrained and free to take on any sign as indicated by uc in Table 3 . In the empirical example, j = 4, as in Mountford and Uhlig (2005). 14 In the empirical implementation of the paper, the coefficients on the house price inflation series in the equations for government expenditure and taxation are constrained to be zero. Including these coefficients resulted in extreme volatility in the resulting impulse responses.
For a positive taxation shock (T ), taxation rises and absorption falls for j periods following the shock where
for either of τ = 4 or τ = 5. Again, the signs of the remaining impulses in τ remain unconstrained.
Criterion 2 In certain draws, it is not possible to disentangle the two shocks using sign restrictions alone, and further disentanglement is needed. This occurs: (i) in the case of a government expenditure shocks occurring in impulses τ when the response of taxation in the same set of impulses is negative ³ C Gt,τ tax,j ≤ 0, ∀j´; (ii) in the case of a taxation shock in impulses τ where the response of government expenditure in the same set of impulses is positive ³ C Gt,τ g,j > 0, ∀j´. It is not possible to uniquely label the impulses as government expenditure or a taxation shock, as the signs of the responses of the two shocks correspond with both combinations of signs previously postulated in (28) and (29) .
Rather than also restricting the sign on taxation in response to a government expenditure shock, and the sign on government expenditure in response to a taxation shock quantitative information is used. If in a set of impulses τ , the magnitude of the response of government expenditure is greater than the magnitude of the response of taxation,
the shock is a government expenditure shock. If it is the reverse case, then the set of impulses is considered a taxation shock. This magnitude restriction is similar to that of Peersman (2005) when disentangling supply and oil price shocks.
Criterion 3 Occasionally after criterion 2 is imposed there are cases where both sets of impulses (τ = 4 and τ = 5) appear to be the same shock (either both government expenditure or both taxation shocks). Rather than discarding these draws, the impulses are disentangled by examining the ratio of the absolute value of the contemporaneous response of government expenditure to the contemporaneous response of taxation in impulses τ . If, (where τ = 4, 5 denote the fourth and fifth sets of impulses respectively)
then the fourth set of impulses is a government expenditure shock and the fifth set is a taxation shock and vice versa. If the two are equal, then it is assumed that the shock is a government expenditure shock.
Remaining domestic sector
Absorption represented by gne is assumed to be a function of both of the contemporaneous and lagged fiscal policy variables, and all lags of all of the variables in the system. Dummy variables corresponding to quarters 1986:4 and 1989:3 are included to capture two spikes in absorption coinciding with the quarters prior to announced increases to the GST rate (see Buckle et al, 2007) . The debt variable is dependent on each of the fiscal variables and absorption as an indicator of cyclical pressure, as well as it's own adjustment term amdebt. As in Chung and Leeper (2007) the presence of debt without a specific budget constraint is sufficient to avoid problems with debt to GDP ratios found in Favero and Giavazzi (2007) , and additionally contributes to the stability of the system; see Fry and Pagan (2005) on the role of stock variables in VAR models.
GDP is a function of both of the contemporaneous and lagged fiscal policy variables, debt and absorption, as well as all lags of the short interest rate and the exchange rate. Exogenous variables include lags of foreign real output, and the contemporaneous and lagged climate variable. House price inflation is a function of contemporaneous and lagged domestic demand and output, lags of itself, it's own adjustment term amhpinf , inflation, and the interest rate.
The inflation equation encompasses a Phillips curve type specification, where contemporaneous and lagged domestic demand are key. Pass through effects from imported inflation are possible through the inclusion of the lagged exchange rate in the specification. Inflation is also a function of it's own adjustment mechanism term aminf . The exogenous variables include the two dummy variables discussed in relation to the absorption equation above, as well as lags of the climate variable.
The equation for the short interest rate contains only three variables. These are contemporaneous and lagged domestic demand and inflation and the lagged interest rate. Two adjustment terms corresponding to the stationary variables of inflation and itself enter into the equation as well.
Empirical Results
Impulse response functions and historical decompositions of the above system were estimated in Gauss 6.0. The analysis presents impulse response functions for one standard deviation shocks to the errors. Although there are many arguments for presenting one unit shocks or generalized impulse responses, the standard deviation form is chosen for consistency with the majority of the New Zealand literature. The sizes of the shocks for each error are given in Table 4 . The log level variable shocks should be read in percentage terms, so that the shock to y * for example is 0.729% and that to gdp is 0.597%. The inflation shock is 0.82783% p.a. and the short rate shock 98 basis points. Figure 2 presents the histogram of the thetas generating the impulse responses when the sign restrictions are satisfied. In general, they are relatively clustered. The bimodality evident represents the symmetry that is generated by the possibility of both positive and negative shocks (which are then normalised to be positive for the purposes of the impulse response analysis). The value of theta generating the optimal impulse response functions is 0.7625. Table 5 presents statistics relating to the number of times each criterion is satisfied in the empirical example. On average, the set of fiscal policy shocks are identified in approximately every 69th draw. A total of 69, 466 draws of θ for the Q matrix were made to generate the d = 1, 000 successful draws required. Overall, 678 shocks defined as government expenditure shocks are found in the fourth set of impulses, and 322 are found in the fifth set of impulses.
Dynamic interrelationships
It appears that government expenditure shocks are more likely to be uncovered using examination of the signs of the impulse response functions alone. In the fourth set of impulses, (τ = 4), 51, 612 government expenditure shocks were uncovered, and 61, 506 were found in the fifth set of impulses (τ = 5). In contrast, a taxation shock was found in 16, 896 and 18, 621 cases in the two sets of impulses respectively.
Both government expenditure and taxation shocks simultaneously appear in each set of impulses in almost 16, 896 and 18, 621 cases for impulses τ = 4 and τ = 5 and respectively, indicating that the taxation shock is always associated with a positive increase in government expenditure (panel B). It is these impulse response functions that require further disentangling to determine if the shock is consistent with either a government expenditure or taxation shock. Panel B shows that for the case of τ = 4 impulses, 16, 574 cases are government expenditure shocks, and 322 are taxations shocks. Comparison of the relative magnitudes of the response of the impulse response functions for government expenditure and taxation shows more taxation shocks being identified than government expenditure shocks. A similar proportion holds in the fifth set of impulses.
It is often the case that a Government expenditure shock is detected in both sets of impulses τ = 4 and τ = 5. This does not occur for the taxation shock. Panel C reports the disentanglement of these shocks, and shows that about 60 percent are associated with the fourth set of impulses, and about 40 percent with the fifth set of impulses.
As the system is relatively large, the impulse response functions presented correspond to shocks relating to policy variables, notably to government expenditure, taxation, the debt to GDP ratio and the interest rate. A more complete set of shocks is presented in Dungey and Fry (2008) .
Shock to government expenditure Figure 3 gives the impulse responses for each of the eight domestic variables to a shock to government expenditure, with the behaviour of the shock itself shown in panel (a) of Figure 3 . The temporary nature of the government expenditure shock as is reflected in the impulse responses shown in Figure 3 . It is readily seen that the impact of the increased government expenditure is reflected in higher output (panel(e)), consistent with results in Blanchard and Perotti (2002), Perotti (2002) for a range of countries, and the preferred specification in Claus et al (2006) . However, absorption falls initially. This result may reflect some of the debate about the nature of the private consumption response to higher government expenditure; as shown in Canova and Paustain (2007) , the response in consumption seems to depend on the extent of non-ricardian agents in the economy, based on the theoretical framework of Gali et al (2007) . The higher government expenditure results in a negative taxation response -that is taxation revenue falls, as it does in the majority of the results in Favero and Giavazzi (2007) , who also include debt and feedbacks between debt and fiscal policy variables as we do here. The fall in absorption may be part of the mechanism for this via consumption tax revenue.
The debt stock rises by both the increase in government expenditure initially and the fall in taxation revenue, to a maximum of 1.4% one year after the shock. This is resolved in the longer term with a fall in government expenditure. 15 The fall in gne is echoed in a fall in inflation. While the response in the cash rate is initially positive, as a result of the higher gdp in panel (e), it quickly becomes negative stimulating a recovery in gne and higher inflation. The observed negative inflationary response is consistent with the existing US based studies of Chung and Leeper (2007), Mountford and Uhlig (2005) and most of the Favero and Giavazzi (2007) results. In these papers the interest rate declines in response to the government expenditure shock, although Mountford and Uhlig (2005) find an initial rise when the expenditure is delayed for a year (which becomes insignificant after the first quarter). In contrast, Canova and Paustain (2007) identify their government expenditure shock by a positive sign restriction whereby inflation rises in response to this shock. See also Perotti (2007) for the expansionary effect of a government expenditure shock. The movement in the exchange rate, as in most of the scenarios explored here, reflects the changes in the real interest rate relative to unchanging international real interest rates. Although not shown, here the path for the real interest rate has a similar profile to the exchange rate shown in panel (i).
Shock to taxation The impulse responses for the taxation shock are shown in Figure 4 . As with the government expenditure shock, taxation is a temporary shock in the model so all impulses return to the (zero) mean in the long run. This occurs after about 6 years, almost twice as long as the temporary shock applied in the deterministic specification of Claus et al (2006, Figure 2) . The approximately 1 percent positive taxation shock (panel (b)) results in higher government expenditure (panel (a)), although the increase in taxation is sufficient to lower the debt to GDP ratio over the first 2 years of the impulse horizon (panel (d)).
While the higher taxation decreases absorption initially by 0.46%, there are increases in government expenditure and gdp (panels (c) and (e)). Although lower GDP would be expected the value here is very small and unlikely to be significant. This result is consistent with increased taxation through a consumption tax, resulting in lower absorption, and a redistribution of government spending through investment goodssomething that may well be a suitable characterisation of the New Zealand economy over the sample period which includes both the introduction and increases in the rate of GST and a change in policy towards government investment expenditure over the period -the importance of government investment expenditure in variations in the analysis can be seen in Figure 5 which plots the log level of government consumption and government investment, scaled so that the initial observation is zero in each case. The variation in government investment is clearly evident. As in Hall and Rae (1998), if we scale these shocks, a decrease in taxation leads to a greater GDP effect than the equivalent increase in government expenditure.
Initially higher gdp results in a positive short term interest rate response (panel (h)), and this, coupled with the lower absorption in the first few quarters (panel (c)) is associated with lower inflation (panel (g)). The short term interest rate declines in response and inflation and absorption move back towards their long term values. The response in the twi (panel (i)) again reflects the real interest rate conditions in the scenario.
The inflation response is again one where mixed results occur in the literature. Favero and Giavazzi (2007) similarly find that inflation falls in response to a taxation shock and interest rates respond with a fall, while Mountford and Uhlig (2005) find a rise in prices. In the alternative experiments presented in Mountford and Uhlig, interest rates rise in the case where there is no delay in the implementation of the taxation shock, but fall when there is a 12 month delay. In both cases there is no recovery in the output variable to the taxation shock in their model. Perotti (2002) finds that the outcomes differ across countries.
Shock to the debt to GDP ratio A shock to the debt to GDP ratio in this model is a temporary shock, here shown as a temporary increase in the level of indebtedness as a proportion of output in Figure 6 . The immediate effect is a decrease in government expenditure and a slightly delayed rise in taxation revenue in order to bring the ratio back towards its initial value (see panels (a) and (b)). The higher taxation and lower government expenditure results in continued lower gdp. Note that the effects of this 3.7% positive shock to the debt to GDP ratio, while it results in a 0.6% fall in government expenditure and 0.3% rise in taxation revenue at their respective minima and maxima has only a relatively small affect on absorption (gne) and gdp. Meanwhile, inflation has also emerged in the economy, leading to higher interest rates (panel (h)), which also acts to reduce the recovery in output. In this case both the fiscal and monetary policies seem to be working to decrease growth in their aims to both contain inflation and return to the previously pertaining debt/GDP equilibrium. This provides a very good reason to think carefully about the sources of shocks to a debt to GDP ratio. Forcing the shock to be temporary seems to have output costs.
Shock to the short term interest rate Shocks to short term interest rates in this model represent changes in monetary policy with temporary effects as is usual in the literature. The basic elements of this model behave as would be expected to a rise in the short term interest rate, with absorption and inflation falling (panels (c and f) of Figure 7) , as in the Buckle et al (2007) SVAR for New Zealand. The gdp result is very small and more mixed, with the first few years having a very uncertain pattern before a positive outcome occurs for gdp. Note that the figure shown in panel (e) is typical of the cash rate impulse responses, in that they are extremely persistent and take quite a long time to return to the zero mean. One pleasing feature which results from imposing the Pagan and Pesaran (2007) distinction between temporary and permanent shocks in the model is that we are able to distinguish long lived effects of monetary policy decisions -without this other models including previous drafts of this model have found that the effects of monetary policy shocks can be dissipated within 18 months to 2 years -see for example Buckle et al (2007) .
The interactions between the monetary policy shock and outcomes in the fiscal policy variables seem quite complex. Initially, taxation falls in line with lower output and absorption. However, both government expenditure and taxation revenue are also being affected by policy towards the debt to GDP ratio. The model is set up so that the effects on the debt to GDP ratio must ultimately be temporary. The uncertainty in the initial gdp response to the shock causes a problem in that there is a spike after 4 quarters which results in a rise in the debt to GDP ratio. However, the next impact is for lower gdp, lower government expenditure and higher taxation, all of which combine to create a lower debt to GDP ratio. The complexities of the policy interactions are more fully borne out in the discussion in Section 6. Figure 8 shows the historical decomposition of gdp in the New Zealand economy over the sample. As might be expected the most important source of shocks lies with gdp itself. Shocks to absorption, gne, and international output shocks (y * ) are also important, as is inflation. Absorption shocks have an important role in offsetting the negative own shocks particularly during the recovery from the recession in the early 1990s and slowdown in the early 2000s period. Unfortunately, the influence of international output shocks seems to have been almost entirely negative for domestic gdp over this period, a result common to models of New Zealand. The contribution of the policy variables are shown in greater detail in Figure 9 . Taxation and government expenditure have had a more varied path. Before the Fiscal Responsibility Act in 1994 government expenditure shocks were more often contributing positively to output than negatively. From mid-1994 onwards, government expenditure shocks contributed negatively to output until late 1997 (just after the Asian financial crisis). They then returned to a positive effect which was sustained during the slowdown of the early 2000 period. Since about March 2003 government expenditure shocks have acted negatively on output. As in Claus et al (2006) the contributions of g and tax to gdp are roughly equivalent in their scale. In Section 6 where we control for feedback effects, a different picture emerges. The contribution of short term interest rates to output is largely negative post the early 1990s. Note that due to feedback effects this should not be interpreted as a pure monetary policy contribution, as will be discussed further below in Section 6.
Historical decomposition of GDP
Taxation shocks have generally been negative for output, as would be expected with the fiscal consolidation which has occurred over the period. Two periods of positive contribution stand out in the figures. The first is just post the increase in the rate of the GST in 1989 and leading into the early 1990s recession. The second is the most recent period from mid 2005. During the period prior to the Fiscal Responsibility Act when the debt to GDP ratio was climbing the effects of debt to GDP shocks are almost entirely negative for output. However, in more recent periods, as the debt to output ratio has become lower and more stable the relatively benign debt situation by world standards has resulted in shocks which are positive for domestic output.
Historical decomposition of inflation
Given that the target of monetary policy is inflation, the decomposition of inflation is of some interest. The historical decomposition of inflation, shown in Figure 10 shows that most of the inflationary shocks are own-shocks, which is consistent with results elsewhere. The other substantial influences are from absorption and the impact of international prices as represented through px, pm and the twi. A more interesting result is the historical decomposition of the short term interest rates, short, given in Figure 11 . This shows that the major contributor to short term interest rates, other than own innovations, is domestic inflation. The Reserve Bank of New Zealand is clearly responding to domestic price conditions, and not international or asset price inflation (as represented here by house price inflation). It is also worth nothing that shocks to g and tax do not have a marked impact on either inflation or interest rate outcomes over the period compared with other influences.
The Influence of Monetary and Fiscal Policy
To build on what has already been uncovered we construct indices of the impact of monetary policy and fiscal policy on output in the New Zealand economy. To do this, we implicitly assume that policy shocks originate as pure shocks in the interest rate, which means isolating the feedback effects from the economy to these variables. Such an approach has been previously undertaken in Dungey and Pagan (2000) and Buckle et al (2007) . Here the same logic is applied to government expenditure, taxation and debt to GDP shocks which in combination result in a total fiscal policy indicator. By estimating the VAR specification, but suppressing the feedback coefficients in calculating the historical decompositions it is possible to calculate the effect of the policy shocks on particular variables through the mechanism of a historical decomposition. To calculate the pure impact of monetary policy we first calculate an expression such as equation (26) but suppressing all coefficients except those on the lagged interest rate in the coefficient matrices. This gives an alternative decomposition for gdp, and the difference between these is the monetary policy effects from variables other than the interest rate, purged of feedback effects. This is then added to the pure interest rate impact to give the total monetary policy effect. The effects of government expenditure, taxation and debt policy are constructed similarly, and aggregated to form a total fiscal policy effect.
The contributions of monetary policy and fiscal policy to gdp over the sample period are shown as the mpi (monetary policy indicator) and fpi (fiscal policy indicator) in panel (a) of Figure 12 . From September 1989 to June 1995 monetary policy is acting in a contractionary fashion. This is the period of the introduction of inflation targeting and monetary policy is clearly aimed at lowering inflation, but one consequence is that monetary policy is contractionary for gdp during a period of below average growth. Monetary policy is slightly expansionary from mid-1995 to June 1997, and then again resumed a contractionary stance. This latter episode is well-documented in the literature as associated with the period when the Reserve Bank of New Zealand based its anti inflationary target on a monetary conditions index (MCI) weighted equally across domestic inflation and exchange rate changes. A direct consequence was that to maintain the MCI policy stance during the East Asian crisis the Reserve Bank raised domestic interest rates in order to offset exchange rate movements, with unpleasant consequences for the real economy. In the figure the contractionary effect of monetary policy outlasts the MCI period and continues until mid-2003. For 2006 the mpi returned to a contractionary stance.
Fiscal policy clearly has a greater impact on gdp than monetary policy as shown in Figure 12 . During the recession of the early 1990s and slowdown associated with the Asian crisis and drought in the late 1990s fiscal policy was broadly expansionary, in a counter cyclical manner. However, it does not always behave countercyclically. During the long recovery from the early 1990s when gdp is below average, fiscal policy is contractionary. And since mid-2005, in the midst of a period of sustained high growth in the New Zealand output the fpi shows an expansionary fiscal stance.
The contributions of the three components of the fpi can be seen in panel (b) of Figure 12 . The first is the government expenditure index, the second is the taxation index and the third is the debt to GDP index. It is immediately apparent that the contributions of taxation policy have a high correlation with the overall fpi, the tax cuts introduced over the period 1997 and 1998 are apparent in the positive innovations to gdp over this period. The contractionary effects of government expenditure policy in the period following the Fiscal Responsibility Act are clearly evident from 1994 to 2000, followed by a small stimulatory impulse and then a return to a contractionary stance from 2001 onwards. The results of the Fiscal Responsibility Act and reduction in debt to GDP ratio are also evident in the debt indicator in the Figure. In the RBNZ (2007) submission to the review of the future of monetary policy implementation the Reserve Bank suggests that in the last few years of the sample period shown here, fiscal expenditure has been stimulatory (p.14 of their submission) and policy has contributed to cyclical fluctuations. The results here suggest for the period from mid-2005, that while government expenditure has not contributed to output pressure, this has been the case from net taxation and debt to GDP policy shocks. Potentially, the contribution of the debt to GDP ratio represents the greater confidence about the economy's ability to fund future growth with its currently historically relatively low debt to GDP ratio. The positive contribution of taxation shocks is a conglomerate of taxation receipts and transfer payments. Changes to the transfers system, and anticipation of lower income tax rates, are likely to be part of the explanation, and a further decomposition would be a useful future area for further research.
Conclusions
This paper showed how to use the comparative advantages of three different identification methods in SVARs to estimate models representing the types of policy issues of interest to national government, and in particular the interaction between fiscal and monetary policy shocks
The identification of monetary policy in VARs has received considerable attention in the academic literature, with that of fiscal policy less so. The innovation in this paper was to combine three existing methods of identification in SVARs into a single coherent model. Sign restrictions were used to separate government expenditure and taxation shocks, and combined with the rich work previously undertaken on traditional SVAR modelling for New Zealand (particularly Buckle et al, 2007) for the non-fiscal shocks. The third element is in formally modelling the long run by using information on cointegrating relationships between the macroeconomic variables, and accounting for both permanent and transitory components in the series for a model containing both I(0) and I(1) variables, building on the recent work of Pagan and Pesaran (2007) and Dungey and Pagan (2007) . The cointegrating relationships are derived both empirically and theoretically. In modelling fiscal policy we also specifically incorporated debt, whose important role has been emphasized in the recent work of Chung and Leeper (2007) and Favero and Giavazzi (2007) .
The application was to the small open economy of New Zealand. The case of New Zealand is an interesting one, as apart from being a policy innovator on a world scale in both monetary and fiscal policy, the issue of the interactions between the two policies has recently gained prominence in response to a parliamentary enquiry on the future of monetary policy in the economy. The paper focuses on the impact of the two policies on selected macroeconomic variables.
The model characterised the behaviour of output in New Zealand over the last 20 years, and showed that in general fiscal policy shocks have been larger than monetary policy, once the automatic feedback in each policy variable had been accounted for. In particular, taxation and debt policy shocks have been more substantial than both government expenditure and monetary policy shocks. Most of the behaviour in output arising over the sample period was clearly not a result of policy shocks; other influences, often own shocks, were dominant. However, a decomposition of monetary policy shocks showed that it mainly responded to inflationary shocks, providing a heartening validation of the conduct of monetary policy in New Zealand. The conduct of fiscal policy had both counter and pro-cyclical elements, and the three elements associated with government expenditure, taxation and debt policy were frequently acting in different directions.
Import prices: Logged domestic current prices of New Zealand imports, import price index, total merchandise imports.
Inflation: Annualised quarterly rate calculated from the log difference of the New Zealand CPI -All groups, multiplied by 400.
Short term interest rate: New Zealand nominal 90 day bank bill yield, average 11 am rates.
Taxation: The log of real taxation minus real transfers. The series is deflated by the GDP(E) implicit price deflator s.a. based at 1995/1996=100 and smoothed through the application of a moving average filter of the current and three lags of observations, see the notes to Government expenditure.
Nominal taxation is total direct plus indirect taxation with intra-government GST removed, s.a. $NZ m.
Transfers are s.a. $NZ m.
A.2 EXOGENOUS VARIABLES:
Foreign interest rate: Nominal 90 day interest rate as used in Buckle et al (2007) , nominal GDP weighted sum of US, Japanese, German and Australian interest rates, weights change with GDP each quarter.
Climate: Number of days of soil moisture deficit recorded in each quarter, as measured by National Institute of Water and Atmospheric Research. The variable has been adjusted by removing from each quarterly value the long-run average for that quarter, and is the same as that used in Buckle et al (2007) . •,• denote contemporaneous and lag relationships in terms of traditional restrictions respectively; +,-,uc, denote positive, negative and unconstrained sign restrictions respectively; ¦ denote ECM and adjustment mechanisms respectively.
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