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Abstract.
This paper presents a translocation probability function which models the protein SRP-
recruitment process–the first stage of the secretory pathway. The prediction accuracy of a simple
sequence model (based on Conditional Random Field) incorporating this function improves substan-
tially compared to a model based on signal peptide cleavage site features. For the discrimination of
secretory and non-secretory pathway proteins a correlation coefficient of 0.97 is achieved–assisting
efforts to uncover localization and function for the growing numbers of protein sequence data. The
sequence model can be used to predict signal peptide cleavage sites with an accuracy of 70%.
Keywords: protein localization, secretory pathway, pattern matching, Conditional Random Field
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INTRODUCTION
Most proteins spend much of their lives in a well defined area inside or outside the cell.
For eukaryotes one can distinguish between subcellular compartments inside the cell
(e.g. mitochondria, nucleus, peroxisome), the extracellular space and the membranes
separating these areas.
A hypothesised mechanism underlying much of protein trafficking involves so-called
targeting signals. These are short segments of the amino acid sequence causing translo-
cation of the protein to a particular compartment or membrane, in some way or another.
For several destinations the translocation consists of multiple temporally and spatially
distinct steps. The first checkpoint of the general secretory pathway is believed to be the
co-translational interaction of the ribosome and nascent protein with the signal recogni-
tion particle (SRP). This stage is followed by the insertion of the amino acid chain into
the translocon channel of the endoplasmic reticulum (ER). The signal is then cleaved
from the protein before or, on arrival at the final destination [1].
Existing predictors of protein secretion do not always segregate between these distinct
steps, muddling which and how factors contribute to the outcome. To more accurately
and transparently model the cellular process, we propose a protein translocation proba-
bility function that do not consider features relating to later stages. Instead, the purpose
of this function is to consider the association between the ribosome and the SRP by
looking at the amino acid of the nascent protein, and to explicitly evaluate the proba-
bility of the protein being co-translationally inserted into the translocon. We evaluate
the translocation probability function in the context of a larger model which includes
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subsequent stages of protein translocation along the secretory pathway and explicitly
recognizes their distinct ordering.
BACKGROUND
SRP-dependent protein translocation is initiated during translation of the protein.
Rapoport et al. suggest that the ribosome, while recognizing a signal near the N-
terminus of the nascent amino acid chain, recruits the SRP [2]. The SRP binds to
the nascent chain and the ribosome stops the translation process. The complex then
transfers to the translocon which is located in the membrane of the ER. Here, the SRP
places the nascent chain on top of the translocon channel. The SRP then disassociates
and the translation continues. The hydrophobic segment of the targeting signal becomes
inserted into the membrane keeping the N-terminus in the cytosol while the C-terminus
of the protein is placed on the other side [1]. If the targeting signal contains a cleavage
motif the signal peptide is cleaved from the mature protein by the signal peptidase
which is associated with the translocon in the lumen of the ER.
Protein subcellular localization is much studied in computational biology [3]. Focus-
ing on the secretory pathway a number of different machine learning methodologies
predict signal peptides. To classify an amino acid sequence, some models use a slid-
ing window along the sequence to collect features, others are based on global sequence
features, and some incorporate elements of both approaches [4]. Specific approaches in-
clude discriminative methods such as neural networks [5, 4], and generative/probabilistic
models such as Hidden Markov Models (HMMs) [6, 7].
Predictors focusing on the secretory pathway usually model the whole translocation
process at once, not distinguishing between the SRP recruitment, the actual protein
translocation and the cleavage event. However, as described above, the cleavage motif is
unlikely to be involved in the SRP association phase. There are many proteins that are
not cleaved but anchored in the membrane [8]. Conversely, physically and temporally
separated, it is not obvious that the signal peptidase is sensitive to the same features that
recruit the SRP (see [1] for detailed reviews).
Work has been done to derive scales which assign an appropriate score to each amino
acid as it participates in the hydrophobic segment of a protein required to span the
membrane [9, 10, 11, 12, 13, 14]. Such hydrophobicity scales can be applied to scan
sequences for putative transmembrane domains using sliding window approaches [15].
When applying a sliding window approach one has to deal with a number of issues
which will be in the foreground of the present paper: (i) to choose an appropriate
(hydrophobicity) scale, (ii) to choose a window size, and (iii) to choose a threshold
for the discrimination.
The sequence features effecting translocation of the ribosome-complex might be sub-
tly different from those effecting membrane insertion of the nascent chain and those
effecting cleavage. The features used by the first step need to be sufficiently unspecific
since it essentially acts as a gate-keeper, i.e. the protein is either targeted to the translo-
con complex (where it potentially can be rejected) or it will not be co-translationally
translocated at all (non-standard translocation may still occur post-translationally [16]).
As with most (if not all) cellular processes, protein trafficking is subject to stochastic
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influences [17] and we thus adopt a probabilistic modelling framework. We ignore
exceptional means of protein secretion and focus on the secretory pathway and the
initiation of the translocation process in particular.
Unfortunately, there is currently no sequence data that explicitly distinguishes be-
tween the two stages of SRP-binding and translocation through the membrane. How-
ever, the existence of signal peptides is often indicated in sequence records–this set is
a true subset of the former. Using specifically tailored datasets, we derive a probabil-
ity function for the association with the SRP and the translocon and evaluate its impact
on prediction accuracy of a larger model. Based on Conditional Random Fields (CRFs
[18]), this larger model explicitly recognizes subsequent translocation steps. CRFs flex-
ibly allow the explicit modelling of sequential components and associated features to
illustrate the impact of distinguishing between signal recognition and signal cleavage.
METHODS
Data
All secreted proteins are considered as positive data for the first stage. There is a small
chance that soluble, non-secreted proteins may be targeted to the ER but then rejected
by the translocon due to e.g. an unsuitable or missing transmembrane domain. However,
in the absence of experimental data and to avoid introducing a significant dataset bias,
we view them as a group of negatives.
Integral transmembrane proteins can be inserted into the membrane using a variety
of different pathways including the secretory pathway [19, 20, 21, 22, 23]. We excluded
this protein class from training and test sets since it can neither be assigned to the positive
nor the negative set conclusively.
The positive data was taken from SwissProt release 48.5 using the curation procedure
described by Nielsen [24]. Signal peptides were extracted according to feature table an-
notation. Virus and phage genes, proteins encoded by organellar genes were discarded.
The final positive set contains 1,163 sequences, while the negative dataset comprises
1,178 eukaryotic sequences. A test-only set comprising transmembrane proteins with
non-cleavable signals (i.e. signal anchors) was extracted from the dataset used in the de-
velopment of the transmembrane protein model Phobius [7]. The Phobius data contains
100 eukaryotic transmembrane proteins.
Approach
Two experiments are performed. First different hydrophobicity scales are evaluated
regarding to their capability to discriminate between secretory and non-secretory path-
way proteins. Each hydrophobicity scale is incorporated into a probabilistic scoring
function based on a sliding window over the sequence. Second, the best performing
scale is used as a probabilistic feature in a larger “graphical model” based on Condi-
tional Random Fields. The impact of the score on the prediction accuracy of the larger
model is determined.
149
in
q
L = 2n+1
FIGURE 1. Trapezoid sliding window approach centered at position i in the sequence.
The dataset X is divided into three parts X1,X2,X3 (40% : 40% : 20%). X1 serves as
training set for the probability function. X2 is used for training the CRF while X3 is the
test set.
Evaluation of existing hydrophobicity scales
The nascent-polypeptide-associated complex is responsible for the binding of the SRP
to the nascent chain [25]. The complex is assumed to regulate the SRP recruitment by
preventing binding to distant signals. Sequences used for developing SignalP [4] were
cropped after 70 residues (cleavable signals are rare after this). Instead of imposing an
arbitrary and strict limit, and to similarly account for the constrained SRP recruitment,
we punish SRP binding signals based on their distance i to the N-terminus of the
sequence using a smooth sigmoid function (see Equation 1). Here, 120 is the residue
where 50% of the maximum penalty applies while 0.07 defines the slope of the penalty.
p(i) =
1
1+ exp(−0.07(i−120))
(1)
For each sequence x j ∈ X1 we calculate the highest hydrophobicity score s(x j) ac-
cording to a scale h (see Table 1 for the complete list) using a trapezoid sliding window
approach. The window size is L = 2n+1 [26], where n is the distance from window cen-
ter to the end of the long edge (see Figure 1). Thus we define a weight for each position
in the window (see Equation 2).
wi :=


i
S ∀i : 1 ≤ i ≤ n−q−1
(n−q+1)
S ∀i : (n−q+1)≤ i ≤ (n+q+1)
(2n+2−i)
S ∀i : (n+q+1)≤ i ≤ 2n+1
(2)
q is the distance from the center to the end of the short edge of the trapezoid, while
S = (n+1)2−q2 is a normalization factor to guarantee that ∑wi = 1.
Let T j =
∣∣x j∣∣−L be the number of windows of size L in sequence x j with vt ∈ T j
being the window starting at position t in the sequence. Then the maximal score for
sequence x j is calculated using Equation 3.
s(x j) = max
({
t+L
∑
i=t
(
wih(x ji )+ p(i)
)}
,∀t = 1, . . . ,T j
)
(3)
Rather than assigning a single class label c∈{−1,1} based on this score we fit another
sigmoid function which approximates a posterior class probability (see Equation 4) [27].
150
sm
f1
f2,f3,f4f1
start end
FIGURE 2. The CRF used. The feature transition functions are: f 1 translocation probability, f 2 relative
amino acid entropy, f 3 cleavage site position propensity, f 4 cleavage motif.
Pr(c = 1|x)≈ PA,B(s) =
1
1+ exp−As−B
(4)
To choose an appropriate window size, we performed a brute force approach for all
n ∈ [2, . . . ,12] and q ∈ [1, . . . ,n] on X1 covering windows of length 3 up to 25. X2 is used
to evaluate a window configuration: a score Φ = ∑x∈X+2 PA,B(s(x))−∑x∈X−2 PA,B(s(x)) is
created by summing up the calculated probabilities of sequences from the positive set
X+2 while the probabilities of sequences from the negative set X
−
2 are subtracted. For
each scale we take the maximum scoring window configuration as representative.
Conditional Random Fields
A Conditional Random Field (CRF) [18] was designed specifically to assess the im-
pact of the probability function on prediction accuracy when discriminating between
non-secretory and secretory pathway proteins. The graphical model of the CRF com-
prises one state for the signal peptide (“s”), one state for the mature protein (“m”) and
a “start” and an “end” state (see Figure 2). A range of feature functions were added to
state transitions. During training of the CRF the probability distributions with maximum
entropy are estimated by assigning a weight to each of these feature functions.
A position specific labeling y for each sequence x ∈ X2 is created based on the feature
table annotation by assigning the label “s” to each residue covering the signal peptide
and the label “m” to all other residues. The labels correspond to the states in the graphical
model. Then, the final sequence pair (x,y) looks like:
x:MKFIIVLILISVLIATIVPVNEAQTQCQSVRDCQQYCLTPDRCSYGTCYCKTTGK
y:sssssssssssssssssssssssmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
All feature functions are of type f (x,y, i)→ R+ taking a sequence pair (x,y) and the
position i of interest.
The translocation probability is encoded in the feature function f 1 (see Equation 5).
f 1(x,y, i) :=
{
PA,B(s(x)) if i = 1∧ yi−1 = “start”
0 otherwise (5)
Three features are used to model the cleavage site and the transmembrane region of
the signal peptide. They are calculated from the positive set X+2 before training the CRF.
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The relative amino acid entropy feature f 2 provides a position weight matrix-like
score. First, all sequences are aligned at the cleavage site. Then, subsequences xˆ j of
length 25 are extracted covering 20 residues upstream and five downstream the cleavage
site. Missing positions are filled with gap symbols.
For each aligned position an amino acid entropy is computed (6) [28]. Here, oa,i is the
observed frequency of amino acid a at position i while ba is the frequency of a under
the background model. These entropies are used to create a matrix RE20×25 which is
normalized to [0,1]. Based on this matrix a score can be computed for sequences of
length 25 by summing up the corresponding relative entropy scores for the amino acids
at each position in the query sequence (see Equation 7).
RE(a, i) = sign
[
oa,i log2
(
oa,i
ba
)](
oa,i log2
(
oa,i
ba
)
+(1−oa,i) log2
(
1−oa,i
1−ba
))
(6)
REscore(xˆ j) =
25
∑
i=1
RE(xˆ ji , i) (7)
The feature function is then defined as follows.
f 2(x,y, i) :=
{
REscore(xi−20,xi−19, . . . ,xi+4) if yi−1 = “s” ∧yi = “m”
0 otherwise (8)
The cleavage site position propensity feature is denoted f 3. Signal peptide cleavage
sites figure predominantly at a certain distance to the N-terminus of the sequence [6]. In
fact most eukaryotic signal peptide cleavage sites are located near the 25th residue. Here,
we create a histogram-derived score from the indices of the first residue of the mature
protein after the signal peptide is cleaved. The histogram for the indices is computed,
smoothed and normalized to [0,1].
f 3(x,y, i) :=
{
Propensity(i) if yi−1 = “s” ∧yi = “m”
0 otherwise (9)
The cleavage motif feature f 4 encodes the -3 -1 rule [29] using a position weight
matrix (PWM). Sequences from X+2 are aligned at the cleavage site again. Four residues
upstream and two residues downstream the cleavage site are extracted. Then, the position
weight matrix W 6×20 is created from the observed amino acid frequencies oa,i for each
position i and the expected amino acid frequencies in proteins ba by computing the log
odds (10) [15]. ba is calculated from sequences of X+2 up to 30 amino acids downstream
the cleavage site. Pseudo counts are added to oa,i to account for amino acids not observed
for a specific position. The PWM is normalized such that any sequence of length six
scores between zero and one. Then, a score can be calculated by summing up the weights
for each position of the sequence (see Equation 11).
W (a, i) = log
(
oa,i
ba
)
;∀i = 1,2, . . . ,6;∀a ∈ {amino acids} (10)
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TABLE 1. Investigated hydrophobicity scales and their best classifier ordered by ΦX2 . The probability
function is used to classify all sequences in the validation set X2 and in the hold-out set X3. A sample
is classified as secretory pathway protein when its assigned translocation probability is ≥ 0.5. Φ is
calculated by summing up the probabilities of sequences from the positive set and subtracting the
probabilities of sequences from the negative set. All scales were normalized to [0,1].
scale L n q A B ΦX2∗ CCX2 ΦX3 † CCX3
Transmembrane tendency (TT) 19 9 1 -77.8 56.7 422 0.94 207 0.94
Hessa & von Heijne (HH) 17 8 1 74.9 -15.7 415 0.92 206 0.93
Eisenberg consensus (EC) 17 8 1 -92.0 72.5 413 0.89 187 0.86
Kyte & Doolittle (KD) 19 9 2 -59.8 39.4 405 0.92 193 0.87
Augmented Wimley & White (AWW) 17 8 2 79.0 -26.1 365 0.85 191 0.90
Deber & Liu (DL) 17 8 2 -46.5 29.8 355 0.85 177 0.85
∗ perfect discrimination for ΦX2 = 465† perfect discrimination for ΦX3 = 232
f 4(x,y, i) :=
{
W (1,xi−4)+W (2,xi−3)+ . . .+W (6,xi+1) if yi−1 =“s” ∧yi = “m”
0 otherwise
(11)
RESULTS
We use the correlation coefficient (CC) between an observed and a predicted classifica-
tion to illustrate the accuracy of the models [30].
CC = t p · tn− f p · f n√
(t p+ f n)(t p+ f p)(tn+ f p)(tn+ f n) (12)
where t p, tn, f p and f n is the number of true positives, true negatives, false positives
and false negatives, respectively.
Table 1 shows the results for the different hydrophobicity scales with its best sliding
window parameters as well as the parameters used to fit the sigmoid function. The
minimum optimal window size of any scale is 17 (HH, AWW, DL EC). This is in
agreement with the observation that a transmembrane segment of up to 11 residues
may not be sufficient to initiate the integration process [31]. The other scales (KD, TT)
perform best with window size 19. This agrees with the optimal window size found for
SignalP v3. q adopts fairly small values.
Most scales were derived from transmembrane domains of integral transmembrane
proteins and excluded signal peptides explicitly. In contrast, the Hessa scale [13] was
derived experimentally by measuring the energy when inserting peptides into a mem-
brane. Here, the Hessa scale performs only slightly worse than the best performing scale
(CCX2 = 0.92). Thus, the scale captures features for transmembrane insertion and SRP
recruitment reasonable. The TT scale [14] performs best on this task with CCX2 = 0.94
and ΦX2 = 422 and is therefore used in the subsequent sequence model trials.
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FIGURE 3. Left: Hydrophobicity scores for X3 based on the transmembrane tendency scale (TT) fitted
to the sigmoid function. Signal peptide containing proteins are marked with a green cross, non-secretory
pathway protein are shown with a red plus, while putative signal anchors are depicted as blue dots. Outliers
are shown with their SwissProt IDs. Right: A histogram of the predicted translocation probabilities.
TABLE 2. Performance of the CRFs on predicting signal peptides on the test set X3. f 1 is
based on the TT scale.
configuration features sensitivity specificity CC correct cleavage site∗
1 f 2 0.69 0.97 0.69 53.7%
2 f 2, f 3 0.75 0.94 0.72 56.6%
3 f 2, f 4 0.72 0.94 0.69 66.6%
4 f 2, f 3, f 4 0.81 0.92 0.73 71.7%
5 f 1, f 2 0.97 1.00 0.97 50.7%
6 f 1, f 2, f 3, f 4 0.97 1.00 0.97 70.0%
∗ correct signal peptide and cleavage site prediction
We applied the probability function to the hold-out set containing transmembrane
proteins with putative signal anchors (see Figure 3). 18 out of 100 proteins have
a translocation probability of less than 25%. Four of these proteins (TCB1_RABIT,
VAMP2_HUMAN, YND1_YEAST, RSD1_YEAST) have their transmembrane domain
close to the C-terminus and thus might be tail-anchored proteins [20]. Three con-
tain N-terminal transit peptides for mitochondria (NNTM_BOVIN, CX41_BOVIN )
or chloroplasts (CB22_PEA ). In addition, UCP1_RAT is localized in the mitochon-
rial inner membrane as well but no transit peptide has been identified yet. Six
proteins (CINA_ELEEL, MEC4_CAEEL, SCAA_RAT, CLC1_HUMAN, FUR4_YEAST,
CNG1_BOVIN ) are channel/pore forming or have other transporter functions. These
proteins may be post-translationally translocated [23].
Table 2 shows the performance of the CRF with different sets of feature functions.
Starting from a weight matrix-like approach using only feature function f 2 the results
show that the cleavage site prediction accuracy can be improved by incorporating ad-
ditional features in the model (configuration 1-3). f 2, f 3 and f 4 are all modelling the
cleavage site related features that take place at the translocon. Interestingly, a combined
model using the partially overlapping features f 2 and f 4 shows a better sensitivity and
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cleavage site prediction while the specificity drops slightly (configuration 3). Hence,
feature f 4 which is focusing on the cleavage site compensates for the generalization
made by f 2 which models the transmembrane domain and the cleavage site jointly. The
cleavage site prediction accuracy for signal peptides improves even further by taking all
three features into account (configuration 4).
Incorporating the translocation probability feature f 1 improves the prediction accu-
racy significantly (configurations 1 and 4 vs 5 and 6). The correlation coefficient in-
creases from 0.69 to 0.97. Providing a probability rather than a binary classification
value as input enables the CRF to balance favorable and unfavorable feature values. The
CRF can base its prediction on the strong translocation probability feature, leaving the
other features for fine-tuning and accurate cleavage site detection (see Table 1). The best
results are obtained when all feature functions are combined in one model (configuration
6). Hence, all features capture sequence features contributing to accurate prediction.
Using a PWM, von Heijne [15] reports cleavage site prediction accuracy of 75−80%
for eukaryotic proteins. Using a set of only 161 signal peptides, cropping after 40
residues, and no reported homology control, a detailed comparison may be misleading.
Using a hidden Markov model, SignalP-HMM [6, 4] has a reported correlation co-
efficient of 0.94 for secretory and non-secretory pathway discrimination (perceived as
the discrimination between proteins with signal peptides and those without), and 69.5%
correctly predicted cleavage sites.
Using neural networks, the recent predictor SignalP-NN v3 [4] has a reported corre-
lation coefficient of 0.98 for discrimination between proteins with and without a signal
peptide and 79% correct predicted cleavage sites which exceeds the results we produce.
The authors note that the performance increase is partly due to a rigorously curated
dataset. Noteworthy, SignalP-NN accounts for the signal peptide composition and the
cleavage site by different scores.
Presenting the dataset X3 used in this study to the SignalP-HMM server results in a
correlation coefficient of 0.97 and a correct cleavage site prediction accuracy of 80%.
The SignalP-NN server reaches a correlation coefficient of 0.97 and 84% correctly
predicted cleavages sites. The performances should be interpreted with caution as the
test set likely overlaps with the data directly used to train SignalP.
CONCLUSION
Our basic “decoupled” approach is not only a natural and transparent model of the
secretory translocation process but also illustrates the contribution of the temporally
and spatially distinct, initial stages in protein translocation.
We developed a translocation probability function which is modelling the SRP-
recruitment and assessed its contribution to the prediction accuracy. First and foremost,
the function enables the recognition of both signal peptides and signal anchors, and the
discrimination of both groups from non-secretory proteins. Second, a CRF was equipped
with features from the initial SRP-recruitment, the membrane insertion and the signal
cleavage stage. Despite the simplicity of the CRF the prediction accuracy for discrim-
inating between secretory and non-secretory pathway proteins is on par with the state-
of-the-art predictors. The cleavage site is correctly predicted in 70% of cases leaving
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some space for further improvement. As more detailed experimental knowledge of the
translocation process becomes available, specific features can be developed and refined.
Explicitly incorporating such features in an extensible graphical model like Conditional
Random Fields will assist the development of even more accurate models.
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