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Abstract
This paper is mainly devoted to the distributed second-order multi-agent
optimization problem with unbalanced and directed networks. To deal with
this problem, a new distributed algorithm is proposed based on the local
neighbor information and the private objective functions. By a coordination
transformation, the closed-loop system is divided into two first-order subsys-
tems, which is easier to be dealt with. Under the assumption of the strong
connectivity of networks, it is proved that all agent can collaboratively con-
verge to some optimal solution of the team objective function, where the
gradient of the private objective functions is not assumed to be bounded.
Keywords: Distributed optimization, second-order multi-agent systems,
unbalanced network.
1. Introduction
Recently, the distributed optimization (see [1, 2]) has drawn an increasing
interest due to its extensive applications, such as machine learning [3], dis-
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tributed regression [4] and distributed resource allocation [5]. Based on the
multi-agent networks, many distributed algorithms were proposed to drive
agents collaboratively seek the optimal solution of an objective function,
which is the sum of local objective functions. For example, a distributed
subgradient algorithm was introduced in [6] to tackle the unconstrained op-
timization problem when the directed communication network was balanced
and strongly connected. Then, this algorithm was extended to the situ-
ations of identical or nonidentical constrains by employing the projection
operation in [7, 8], especially, in [8], it was also proved that the distributed
optimization could not be achieved by this algorithm when the communi-
cation network was not balanced. To improve the convergence rate of the
proposed algorithm, fixed gradient gains, fixed step sizes and sign function
were introduced to the algorithms in [9, 10, 11] and it was proved that the dis-
tributed optimization problem could be solved under the assumption of undi-
rected and connected networks. When the constraint sets were unbounded,
two distributed algorithms were designed in [12] to solve the continuous-
time and discrete-time multi-agent optimization problem. For second-order
multi-agent networks, the authors of [13, 14, 15] proposed some distributed
algorithms with uniform or nonuniform gradient gains to deal with the dis-
tributed optimization problem when the communication network was undi-
rected and connected. Besides, some classical algorithms were modified to
solve the situation of directed and balanced or detailed balanced networks
in [16, 17], where the objective function was assumed to be strongly convex.
When the uncertainty of parameters and nonconvex input constraint were
taken into account, some new algorithms with adaptive term and nonconvex
constraint were designed to deal with these situations in [18, 19, 20], where
the objective functions were not assumed to be strongly convex.
All aforementioned works were assumed that the communication network
was undirected or balanced, which is hard to be implemented in real plant
due to the complexity and uncertainty of environment. When the directed
communication graph was unbalanced, the authors of [21] combined the sub-
gradient algorithm and push-sum mechanism to deal with the time-varying
network optimization problem and also gave the convergence rate of the pro-
posed algorithm. Inspired by surplus consensus algorithm [22], the authors of
[23, 24, 25, 26] designed some distributed protocols to force all agents achieve
distributed optimization under the assumption that the gradient (subgradi-
ent) was bounded or the local objective function was strongly convex. Then,
these algorithms were modified in [27, 28] based on epigraph and projec-
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tion operator to solve the time-varying network optimization problem with
convex constraints and inequality constraints. In [29, 30], quasi-monotone
algorithm and dual averaging push algorithm were introduced to seek the
optimal solution of the nonsmooth objective function. Note that most of
these works were assumed that the dynamics of all agents were first-order
integrator and the objective function was strongly convex or the gradient
(subgradient) was bounded. In real applications, however, the dynamics of
agents might not be modeled by first-order integrator because it is more
convenient to control the force (accelerate) of agent [31, 32, 33], which can
be modeled by second-order dynamics. It is more challengeable to study
the distributed second-order multi-agent optimization due to the complex-
ity of dynamics. Besides, the assumption of boundedness of the gradient
is too strict, and many objective function doesn’t satisfy this assumption,
especially unconstrained optimization problem.
This paper primarily investigates the distributed second-order multi-agent
optimization problem with unbalanced and directed networks. A novel dis-
tributed algorithm inspired by surplus consensus scheme is designed. Then
we prove that all agents can collaboratively find one optimal solution of the
team objective function. The main contribution of this paper is composed of
the following three aspects.
First, compared with [23, 24, 26, 29, 30], where the distributed first-order
multi-agent optimization were considered, this paper considers the second-
order optimization problem. To conquer the difficulties from the higher
dynamics, a new coordination transformation is introduced to change the
closed-loop system into two parts, which is easier to be analyzed.
Second, compared with [8, 9, 10, 12, 18, 19, 20], where some distributed
algorithms were proposed to solve the optimal problem over undirected or
balanced networks, this paper deals with the situation of unbalanced and
directed network. Due to the lack of double stochasticity of system matrix,
many classical analysis methods do not work here, which brings us more
challenge when we prove the convergence of the proposed algorithm.
Third, compared with [23, 26], where it was assumed that the gradient
(subgradient) was bounded, this paper removes this restriction, which en-
larges the applicable range of the proposed algorithm. Besides, the proof
methods based on Lyapunov functions for boundedness in [12, 20] are in-
valid due to the linear iteration doesn’t satisfy convexity, we introduce a new
method to show the boundedness of the system states and gradients.
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2. Preliminaries and Problem Statement
Let G = (V,E) be a digraph, where V = {1, 2, · · · , n} is the node set
and E is the directed edge set. The adjacent matrix A = [aij] is a non-
negative matrix, where aij > 0 if and only if (j, i) ∈ E. The neighbor set
of node i is defined as Ni = {j ∈ V |aij > 0} and the out-neighbor set is
defined as Nouti = {j ∈ V |aji > 0}. The Laplacian L of G is a square
matrix, where [L]ij = −aij for i 6= j and [L]ii =
n∑
j=1
aij . We say there is
a directed path from node i to node j if there exist i1, i2, · · · , ik ∈ V such
that (i, i1), (i1, i2), · · · , (ik−1, ik), (ik, j) ∈ E. The digraph G is balanced if
n∑
j=1
aij =
n∑
i=1
aij, otherwise, we say the digraph G is unbalanced. One can see
[34] for details about graph theory.
Consider the following second-order multi-agent network with n agents.
Suppose the dynamical equation of each agent is:
ri(k + 1) = ri(k) + qi(k)T,
qi(k + 1) = qi(k) + ui(k)T, i ∈ V,
(1)
where ri(k), qi(k), ui(k) ∈ R
s are the position state, velocity state and control
input of the ith agent at time k, T > 0 is the sampling time.
The brief aim of this paper is to design a control algorithm to drive all
agents collaboratively find one optimal point of the following team objective
function, which is the sum of some private objective functions:
min
s∈Rs
f(s) =
n∑
i=1
fi(s), (2)
where fi(s) : R
s → R is both differentiable and convex, the ith agent can
only receive the information of fi(s) and can not receive the information of
f(s). Let X be the optimal solution set of f(s).
3. Algorithm Design
Define bij > 0 if i ∈ N
out
j , otherwise bij = 0 for i 6= j. Set bii = 1 −∑
j∈Nout
i
bij > 0. Clearly,
n∑
i=1
bij = 1. In this paper, we propose the following
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algorithm:
ui(k) = −qi(k) +
∑
j∈Ni
aij [(rj(k)− ri(k)) + (qj(k)− qi(k))] + ǫyi(k)
yi(k + 1) = −
∑
j∈Ni
aij [(rj(k)− ri(k)) + (qj(k)− qi(k))]T +
n∑
j=1
bijyj(k)
−ǫyi(k)T − αkdi(k)T,
di(k) =
{
0, 1√
αk
< ‖∇fi(wi(k))‖
2
∇fi(wi(k)), otherwise,
wi(k) = ri(k) + qi(k) +
∑n
j=1 bijyj(k),
(3)
where yi(k), di(k) and wi(k) are the auxiliary variables with appropriate di-
mension, ǫ > 0 is sufficient small [23] and αk > 0 is the stepsize of gradient.
Let xi(k) = ri(k) + qi(k). Then
ri(k + 1) = ri(k) + (xi(k)− ri(k))T = (1− T )ri(k) + Txi(k)
xi(k + 1) = xi(k) +
∑
j∈Ni
aijT (xj(k)− xi(k)) + ǫyi(k)T
yi(k + 1) = −
∑
j∈Ni
aijT (xj(k)− xi(k))− ǫyi(k)T +
n∑
j=1
bijyj(k)− αkdi(k)T.
Define zi(k) = xi(k) and zn+i(k) = yi(k) for all i = 1, 2, · · · , n, Z(k) =
[z1(k)
T , · · · , z2n(k)
T ]T , M =
[
I − LT ǫTI
LT B − ǫT I
]
∈ R2n×2n, ∇F (k) =
[0T , · · · , 0T , d1(k)
T , · · · , dn(k)
T ]T . Then the closed-loop system can be rewrit-
ten as
ri(k + 1) = (1− T )ri(k) + Txi(k), (4)
Z(k + 1) = [M ⊗ Is]Z(k)− αkT∇F (k). (5)
To proceed our analysis, we need the following assumptions.
Assumption 1. Suppose Xi 6= ∅ is bounded for all i = 1, 2, · · · , n, where
Xi = {s|∇fi(s) = 0}.
Remark 1. Since fi(s) is both differentiable and convex, Xi is the optimal
set of fi(s). By Lemma 1 in [10], X 6= ∅ and X is a closed convex set. Under
Assumption 1, it is easy to prove that lim
‖x‖→∞
fi(x) = +∞.
Assumption 2. The communication graph is strongly connected.
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Remark 2. In this paper, we only require that the communication graph G
is strongly connected, not necessary to be balanced. While, in [12, 15, 19],
it is assumed that the communication graph is also balanced. In the future
work, we will study the situation of switching graphs[35].
Assumption 3. Suppose the gradient gains {αk} satisfies αk ≥ αk+1 for all
k,
∞∑
k=1
αk =∞ and
∞∑
k=1
α2k <∞.
Remark 3. Assumption 3 implies that lim
k→∞
αk = 0, i.e., the effect of the
gradient is diminishing. The condition
∞∑
k=1
αk =∞ means the gradient term
works persistently.
The following lemma establishes the convergence rate of Mk, which is
useful to analyze the convergence of the proposed algorithm.
Lemma 1. [23] Under Assumption 2, there exist Γ > 0 and 0 < γ < 1, such
that ‖Mk −
[
1
n
1n1
T
n
1
n
1n1
T
n
0 0
]
‖ ≤ Γγk.
4. Convergence Analysis
In this section, we mainly prove the convergence of the proposed algo-
rithm. First, let us prove the boundedness of the states of system (5).
Lemma 2. Suppose Assumptions 1, 2 and 3 hold. Then the states of system
(5) are bounded if 1
T
−
∑
j∈Ni aij > 0 and ǫ <
1
T
−
∑
j∈Ni aij for all i ∈ V .
Proof. Let θi(k) = xi(k) + yi(k), i ∈ V . Then
xi(k + 1) = xi(k) +
∑
j∈Ni aijT (xj(k)− xi(k)) + ǫT (θi(k)− xi(k))
= (1−
∑
j∈Ni aijT − ǫT )xi(k) +
∑
j∈Ni aijTxj(k) + ǫTθi(k),
θi(k + 1) = xi(k) +
∑n
j=1 bij [θj(k)− xj(k)]− αkTdi(k)
= wi(k)− αkTdi(k).
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Define V1(k) = maxi{‖xi(k) − s‖
2, ‖θi(k) − s‖
2}, where s ∈ X . By the
convexity of the square function, we have
‖xi(k + 1)− s‖
2 = ‖(1−
∑
j∈Ni aijT − ǫT )[xi(k)− s]
+
∑
j∈Ni aijT [xj(k)− s] + ǫT [θi(k)− s]‖
2
≤ (1−
∑
j∈Ni aijT − ǫT )‖xi(k)− s‖
2 +
∑
j∈Ni aijT‖xj(k)− s‖
2
+ǫT‖θi(k)− s‖
2
≤ V1(k).
If di(k) = 0, then,
‖θi(k + 1)− s‖
2 = ‖(1− bii)[xi(k)− s] +
∑n
j=1 bij [θj(k)− s]
+
∑
j 6=i bij [xj(k)− s]‖
2
≤ (1− bii)‖xi(k)− s‖
2 +
∑n
j=1 bij‖θj(k)− s‖
2 +
∑
j 6=i bij‖xj(k)− s‖
2
≤ V1(k).
If di(k) 6= 0, then ‖∇fi(wi(k))‖
2 ≤ α
− 1
2
k . Thus
‖θi(k + 1)− x‖
2
= ‖wi(k)− x− αkTdi(k)‖
2
= ‖wi(k)− x‖
2 + α2kT
2‖di(k)‖
2 − 2(wi(k)− x)
TαkT∇fi(wi(k))
≤ ‖wi(k)− x‖
2 + α2kT
2‖di(k)‖
2 − 2αkT [fi(wi(k))− fi(x)]
= ‖wi(k)− x‖
2 + α2kT
2‖∇fi(wi(k))‖
2
−2αkT [fi(wi(k))− fi(xi) + fi(xi)− fi(x)]
≤ ‖wi(k)− x‖
2 + α
3
2
k T
2 + 2αkT [fi(x)− fi(xi)]
−2αkT [fi(wi(k))− fi(xi)].
Since X and Xi are all nonempty and bounded, we can choose L > 0 large
enough such that X ⊂ Y1, Xi ⊂ Y1, wi(0) ∈ Y1 and fi(wi(k)) − fi(xi) ≥
1
2
α
1
2
k T + fi(x) − fi(xi) for all wi(k) /∈ Y1, x ∈ X and xi ∈ Xi for all i =
1, 2, · · · , n, where Y1 = {ξ ∈ R
s|‖ξ − x‖ ≤ L}. If wi(k) ∈ Y1, then ‖θi(k +
1) − x‖2 ≤ L + T 2α
3
2
k + 2αkT [fi(x) − fi(xi)]. Since limk→∞ αk = 0 and
fi(x) and fi(x) are bounded because X and Xi are closed and bounded,
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L + T 2α
3
2
k + 2αkT [fi(x) − fi(xi)] is bounded. Hence, ‖θi(k + 1) − x‖ is
bounded. If wi(k) /∈ Y1, then ‖θi(k + 1) − x‖
2 ≤ ‖wi(k) − x‖
2 ≤ V1(k).
From the above analysis, we can conclude that V1(k) is bounded. Note that
x ∈ X is bounded, we have xi(k) and θi(k) are bounded for all i. By the
definition of θi(k), we can see that yi(k) is also bounded for all i ∈ V .
Theorem 1. Consider the second-order multi-agent network (1). If As-
sumptions 1, 2 and 3 hold, then all agents could achieve consensus and the
team objective function could also be minimized as time t goes to infinity
under Algorithm (3) if 1
T
−
∑
j∈Ni aij > 0 and ǫ <
1
T
−
∑
j∈Ni aij for all i ∈ V .
Proof. We first prove that all agents could reach an agreement under Algo-
rithm (3). From lemma 2, xi(k) and yi(k) are bounded. Hence, [∇F (k)]i is
bounded due to the fact that fi(x) are differentiable for all i, i.e., there exists
D > 0, such that ‖[∇F (k)]i‖ ≤ D for all i and k. Note that lim
k→∞
αk = 0 and
di(k) = ∇fi(wi(k)) if ‖∇fi(wi(k))‖
2 ≤ α
− 1
2
k , there exists T0 > 0 such that
di(k) = ∇fi(wi(k)) for all k ≥ T0. In the following, we assume k ≥ T0.
For n+1 ≤ i ≤ 2n, it is clear that zi(k) =
2n∑
j=1
[Mk]i,jzj(0)−
k−1∑
r=1
2n∑
j=1
[Mk−r]i,j
αr−1T [∇F (r−1)]j−αr−1T [∇F (k−1)]i, where [·]ij represents the (i, j) entry
of the corresponding matrix and [·]i represents the ith block of the corre-
sponding verctor. Since lim
k→∞
αk = 0 and ‖αk[∇F (k)]j‖ ≤ αk‖di(k)‖ ≤ α
3
4
k ,
for any ǫ1 > 0, there exists K > T0 such that ‖αkT [∇F (k)]j‖ ≤ ǫ1 for all
k > K. By Lemma 1, we have
‖zi(k)‖ ≤
2n∑
j=1
Γγk‖zj(0)‖+
K∑
r=1
2n∑
j=1
Γγk−rTα
3
4
r−1 +
k−1∑
r=K+1
2n∑
j=1
Γγk−rǫ1 + ǫ1
≤
2n∑
j=1
Γγk‖zj(0)‖+
K∑
r=1
2n∑
j=1
Γγk−rTα
3
4
r−1 +
2nΓγǫ1
1−γ + ǫ1
for all k > K + 1. Hence lim
k→∞
‖zi(k)‖ ≤
2nΓγǫ1
1−γ + ǫ1. By the arbitrariness of
ǫ1, we can conclude that lim
k→∞
‖zi(k)‖ = 0 for all n+1 ≤ i ≤ 2n, which means
limk→∞ yi(k) = 0 for all 1 ≤ i ≤ n.
Define z(k) = 1
n
2n∑
i=1
zi(k) =
1
n
[
n∑
i=1
xi(k) +
n∑
i=1
yi(k)], then z(k+ 1) = z(k) +
8
1
n
∑2n
j=1 αkT [∇F (k)]i. For 1 ≤ i ≤ n, we have
zi(k) =
2n∑
j=1
[Mk]ijzj(0)−
k−1∑
r=1
2n∑
j=1
[Mk−r]ijαr−1T [∇F (r − 1)]j
−αk−1T [∇F (k − 1)]i
and
z(k) =
2n∑
j=1
1
n
zj(0)−
k−1∑
r=1
2n∑
j=1
1
n
αr−1T [∇F (r − 1)]j − 1n
2n∑
j=1
αk−1T [∇F (k − 1)]j .
Hence,
‖zi(k)− z(k)‖
2 = [zi(k)− z(k)]
T [zi(k)− z(k)]
=
2n∑
j=1
([Mk]ij −
1
n
)zj(0)
T
2n∑
t=1
([Mk]it −
1
n
)zt(0)
+
k−1∑
r=1
2n∑
j=1
([Mk−r]ij − 1n)αr−1[∇F (r − 1)]
TT
k−1∑
l=1
2n∑
t=1
([Mk−l]it − 1n)×
αr−1[∇F (r − 1)]tT + αk−1[∇F (k − 1)]Ti Tαk−1[∇F (k − 1)]iT
+ 1
n2
2n∑
j=1
αk−1[∇F (k − 1)]Tj T
2n∑
t=1
αk−1[∇F (k − 1)]tT
+2[−
2n∑
j=1
([Mk]ij −
1
n
)zj(0)
Tαk−1[∇F (k − 1)]iT
+
2n∑
j=1
([Mk]ij −
1
n
)zj(0)
T 1
n
2n∑
t=1
αk−1[∇F (k − 1)]tT
−
2n∑
j=1
([Mk]ij −
1
n
)zj(0)
T
k−1∑
r=1
2n∑
t=1
([Mk−r]it − 1n)αr−1[∇F (r − 1)]tT
+
k−1∑
r=1
2n∑
j=1
([Mk−r]ij − 1n)αr−1[∇F (r − 1)]
T
j αk−1[∇F (k − 1)]iT
2
−
k−1∑
r=1
2n∑
j=1
([Mk−r]ij − 1n)αr−1[∇F (r − 1)]
T
j T
2 1
n
2n∑
t=1
αk[∇F (k − 1)]t
−αk−1[∇F (k − 1)]iT 1n
2n∑
j=1
αk−1[∇F (k − 1)]jT ]
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≤ Γ2γ2k(
2n∑
j=1
‖zj(0)‖)
2 + 4Γ2D2n2T 2
k−1∑
r=1
αr−1γk−r
k−1∑
l=1
αl−1γk−l + 5D2T 2α2k−1
+2(2nΓ2DTγk
2n∑
j=1
‖zj(0)‖
k−1∑
r=1
γk−rαr−1 + 3ΓDT
2n∑
j=1
‖zj(0)‖γ
kαk−1
+4nΓD2T 2
k−1∑
r=1
γk−rαr−1αk−1 + 2nΓD2T 2
k−1∑
r=1
γk−rαr−1αk + 2T 2α2k−1D
2).
For any K ′ ≥ T0,
K ′∑
k=1
k−1∑
r=1
αr−1γk−r
k−1∑
l=1
αl−1γk−l ≤
K ′∑
k=1
k−1∑
r=1
k−1∑
l=1
γk−rγk−l 1
2
(α2r−1+
α2l−1) =
K ′∑
k=1
k−1∑
r=1
k−1∑
l=1
γk−rγk−lα2r−1 ≤
K ′∑
k=1
k−1∑
r=1
γk−r 1
1−γα
2
r−1 ≤
1
(1−γ)2
K ′−1∑
r=1
α2r−1.
Hence,
K ′∑
k=1
k−1∑
r=1
αr−1γk−r
k−1∑
l=1
αl−1γk−l ≤ 1(1−γ)2
K ′∑
k=0
α2k.
Similarly, we can prove that
K ′∑
k=1
γk
k−1∑
r=1
γk−rαr−1 ≤ α01−γ
K ′∑
k=1
γk,
K ′∑
k=1
γkαk−1 ≤ 12(
K ′∑
k=1
γ2k +
K ′∑
k=1
α2k−1),
K ′∑
k=1
k−1∑
r=1
γk−rαr−1αk−1 ≤ 12(1−γ) (
K ′∑
r=1
α2r−1 +
K ′∑
r=1
α2r).
Therefore,
∞∑
k=1
‖zi(k) − z(k)‖
2 < +∞, which means lim
k→∞
‖zi(k) − z(k)‖ = 0
for all 1 ≤ i ≤ n. Hence, lim
k→∞
‖xi(k)− xj(k)‖ = 0 for all 1 ≤ i, j ≤ n.
It follows from (1) and (3) that
qi(k + 1) = qi(k) + [−qi(k) +
∑
j∈Ni
aij[xj(k)− xi(k)] + ǫyi(k)]T.
Let vi(k) = [
∑
j∈Ni
aij [xj(k)−xi(k)]+ǫyi(k)]T . Then qi(k+1) = (1−T )qi(k)+
vi(k). Since lim
k→∞
‖xj(k)−xi(k)‖ = 0 and lim
k→∞
yi(k) = 0, we have lim
k→∞
vi(k) =
0. By iteration, we have qi(k+1) = (1−T )
k+1qi(0)+
k∑
s=0
(1−T )k−svi(s). We
claim that lim
k→∞
k∑
s=0
(1 − T )k−svi(s) = 0. In fact, since lim
k→∞
vi(k) = 0, for any
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ǫ > 0, there exists K1 > T0 such that vi(s) < ǫT for all s ≥ K1. Then, for
k > K1,
k∑
s=0
(1− T )k−svi(s) =
K1∑
s=0
(1− T )k−svi(s) +
k∑
s=K1+1
(1− T )k−svi(s)
≤
K1∑
s=0
(1− T )k−svi(s) + ǫT
k∑
s=K1+1
(1− T )k−s ≤
K1∑
s=0
(1− T )k−svi(s) + ǫ.
Let k → ∞, we have lim
k→∞
k−s∑
s=0
(1 − T )k−svi(s) ≤ ǫ. By the arbitrariness of ǫ,
we can conclude that lim
k→∞
k∑
s=0
(1 − T )k−svi(s) = 0. Hence, lim
k→∞
qi(k) = 0 for
all 1 ≤ i ≤ n. Thus, lim
k→∞
‖ri(k)− z(k)‖ ≤ lim
k→∞
[‖xi(k)− z(k)‖+‖qi(k)‖] = 0.
Therefore, lim
k→∞
‖ri(k) − rj(k)‖ = 0 and lim
k→∞
qi(k) = 0 for all 1 ≤ i, j ≤ n,
which suggests that there exists a fixed point x∗ ∈ Rs, such that lim
k→∞
‖ri(k)−
x∗‖ = lim
k→∞
‖xi(k)− x
∗‖ = lim
k→∞
‖z(k)− x∗‖ = 0 for all 1 ≤ i ≤ n.
Next, let us prove x∗ ∈ X . Define V (k) = ‖z(k) − PX(z(k))‖2, k ≥ T0,
where PX(z(k)) represents the projection of z(k) on X . It is clear that
V (k + 1) = ‖z(k + 1)− PX(z(k + 1))‖
2
= ‖z(k + 1)− PX(z(k)) + PX(z(k))− PX(z(k + 1))‖
2
≤ ‖z(k + 1)− PX(z(k))‖
2 + ‖z(k)− z(k + 1)‖2
= ‖z(k + 1)− z(k) + z(k)− PX(z(k))‖
2 + ‖z(k)− z(k + 1)‖2
= 2‖z(k + 1)− z(k)‖2 + ‖z(k)− PX(z(k))‖
2
+2[z(k)− PX(z(k))]
T [z(k + 1)− z(k)].
Note that z(k+1) = z(k)− 1
n
αkT
2n∑
i=1
[∇F (k)]i = z(k)−
1
n
αkT
n∑
i=1
∇fi(wi(k)),
we have ‖z(k + 1)− z(k)‖2 ≤ D2T 2α2k. Since limk→∞ z(k) = x
∗, there must
exist µ > 0, such that ‖z(k)− PX(z(k))‖ ≤ µ for all k. Hence,
V (k + 1)
≤ V (k) + 2D2T 2α2k − 2[z(k)− PX(z(k))]
T 1
n
αkT
n∑
i=1
fi(wi(k))
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= V (k) + 2D2T 2α2k −
2
n
αkT
n∑
i=1
[z(k)− wi(k) + wi(k)
−PX(z(k))]
T∇fi(wi(k))
= V (k) + 2D2T 2α2k −
2
n
αkT
n∑
i=1
[z(k)− wi(k)]
T∇fi(wi(k))
− 2
n
αkT
n∑
i=1
[wi(k)− PX(z(k))]
T∇fi(wi(k))
≤ V (k) + 2D2T 2α2k −
2
n
αkT
n∑
i=1
[z(k)− wi(k)]
T∇fi(wi(k))
− 2
n
αkT
n∑
i=1
[fi(wi(k))− fi(PX(z(k)))]
= V (k) + 2D2T 2α2k −
2
n
αkT
n∑
i=1
[z(k)− wi(k)]
T∇fi(wi(k))
− 2
n
αkT
n∑
i=1
[fi(wi(k))− fi(z(k)) + fi(z(k))− fi(PX(z(k)))]
= V (k) + 2D2T 2α2k −
2
n
αkT
n∑
i=1
[z(k)− wi(k)]
T∇fi(wi(k))
− 2
n
αkT
n∑
i=1
[fi(wi(k))− fi(z(k))]−
2
n
αkT
n∑
i=1
[fi(z(k))− fi(PX(z(k)))]
= V (k) + 2D2T 2α2k −
2
n
αkT
n∑
i=1
[z(k)− wi(k)]
T∇fi(wi(k))
− 2
n
αkT
n∑
i=1
[fi(wi(k))− fi(z(k))]−
2
n
αkT [f(z(k))− f(PX(z(k)))].
Since lim
k→∞
‖z(k) − wi(k)‖ = 0, ∇fi(wi(k)) is bounded and lim
k→∞
αk = 0, for
any ǫ2 > 0, there exists T1 > T0 such that
−
2T
n
n∑
i=1
[z(k)− wi(k)]
T∇fi(wi(k))−
2T
n
n∑
i=1
[fi(wi(k))− fi(z(k))] < ǫ2T
and Tαk < ǫ2 for all k ≥ T1. Hence,
V (k + 1)− V (k) ≤ 2D2Tǫ2αk + Tǫ2αk −
2αkT
n
[f(z(k))− f(PX(z(k)))]
= −2αkT
n
[f(z(k))− f(PX(z(k)))−Dǫ2],
where D = n
2
(2D2 + 1) > 0. Noted that lim
‖x‖→∞
f(x) = ∞, there exists
c1 > 0 such that f(x1) − f(x2) > Dǫ2 + 2ǫ3 for all x1 /∈ U1 and x2 ∈ X ,
where U1 = {x|‖x − PX(x)‖ ≤ c1} and ǫ3 > 0. Take c2 = c1 + 2ǫ3, U2 =
{x|‖x− PX(x)‖ ≤ c2}. Since ‖z(k + 1)− z(k)‖ ≤ D
2T 2α2k and lim
k→∞
αk = 0,
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there must exist T2 > T1 such that ‖z(k + 1) − z(k)‖ < ǫ3 for all k > T2.
When k > T2, if z(k) ∈ U1, i.e., ‖z(k)− PX(z(k))‖ ≤ c1, then
‖z(k + 1)− P (z(k + 1))‖
≤ ‖z(k + 1)− z(k)‖+ ‖z(k)− PX(z(k))‖+ ‖z(k)− z(k + 1)‖
≤ 2ǫ3 + c1 = c2,
this is to say that z(k + 1) ∈ U2. If z(k) /∈ U1 but z(k) ∈ U2, then V (k +
1)− V (k) < 0, which suggests that z(k + 1) ∈ U2. If z(k) /∈ U2, then V (k +
1)− V (k) < −4αkT
n
ǫ3. Since
∞∑
k=1
αk =∞, there must exist T3 > T2 such that
z(k) ∈ U2 for all k ≥ K3. Hence, we can conclude that ‖z(k)− PX(z(k))‖ ≤
c1 + 2ǫ3 for all k ≥ K3. Letting ǫ3 → 0, we have lim
k→∞
‖z(k) − PX(z(k))‖ ≤
c1, i.e., lim
k→∞
z(k) ∈ U1, which yields that lim
k→∞
[f(z(k)) − f(PX(z(k)))] ≤
Dǫ2. Letting ǫ2 → 0, we have lim
k→∞
[f(z(k)) − f(PX(z(k)))] = 0. Since
limk→∞ ‖z(k) − x∗‖ = 0 and fi(x) is continuous, we can arrive at ‖f(x∗) −
f(PX(x
∗))‖ = lim
k→∞
[f(z(k)) − f(PX(z(k)))] = 0, i.e., f(x
∗) = f(PX(x∗)),
which implies x∗ ∈ X . The proof of Theorem 1 is finally completed.
Remark 4. In [23], the distributed first-order multi-agent optimization for
unbalanced network was studied. This paper extends this result to the
second-order multi-agent networks. In addition, the convergence analysis
method in [23] based on the fact that
∞∑
n=1
anbn < +∞ and
∞∑
n=1
an = ∞ im-
plies lim
n→∞
bn = 0 doesn’t work in fact. For example an =
1
n
for all n, bn = 1 if
n = k2 for some positive integer k, otherwise, bn = 0. Clearly,
∞∑
n=1
anbn < +∞
and
∞∑
n=1
an =∞, but lim
n→∞
bn doesn’t exist. In this paper, we introduce an al-
ternative method to analyze the convergence of the second-order multi-agent
optimization algorithm.
5. Conclusions
The distributed second-order multi-agent optimization problem was con-
sidered in this paper, where the underlying networks were assumed to be
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directed and unbalanced. A new distributed algorithm with switching mech-
anism was introduced to guarantee the boundedness of the system states.
The closed-loop system was divided into two subsystems by a transforma-
tion, one of which is independent on another. This leads to the convenience of
analysis. We then proved that if the communication network is strongly con-
nected, the position states of all agents can converge to the optimal solution
of the team objective function without the assumption of the boundedness
of the gradient of private function.
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