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Interaction Fluide-Structure
dans le Système Cardiovasculaire.
Analyse Numérique et Simulation
Resumé: Dans cette thèse, nous proposons et analysons des méthodes numériques
partitionnées pour la simulation de phénomènes d'interaction ﬂuide-structure (IFS)
dans le système cardiovasculaire. Nous considérons en particulier l'interaction mé-
canique du sang avec la paroi des grosses artères, avec des valves cardiaques et avec
le myocarde.
Dans les algorithmes IFS partitionnés, le couplage entre le ﬂuide et la structure
peut être imposé de manière implicite, semi-implicite ou explicite. Dans la première
partie de cette thèse, nous faisons l'analyse de convergence d'un algorithme de pro-
jection semi-implicite. Puis, nous proposons une nouvelle version de ce schéma qui
possède de meilleures propriétés de stabilité. La modiﬁcation repose sur un couplage
Robin-Robin résultant d'une ré-interprétation de la formulation de Nitsche.
Dans la seconde partie, nous nous intéressons à la simulation de valves car-
diaques. Nous proposons une stratégie partionnée permettant la prise en compte
du contact entre plusieurs structures immergées dans un ﬂuide. Nous explorons
également l'utilisation d'une technique de post-traitement récente, basée sur la
notion de structures Lagrangiennes cohérentes, pour analyser qualitativement
l'hémodynamique complexe en aval des valves aortiques.
Dans la dernière partie, nous proposons un modèle original de valves cardiaques.
Ce modèle simpliﬁé oﬀre un compromis entre les approches 0D classiques et
les simulations complexes d'interaction ﬂuide-structure 3D. Diverses simulations
numériques sont présentées pour illustrer l'eﬃcacité et la robustesse de ce modèle,
qui permet d'envisager des simulations réalistes de l'hémodynamique cardiaque, à
un coût de calcul modéré.
Mots-clés: Interaction ﬂuide-structure, couplage semi-implicite, schéma de
projection de Chorin-Temam, méthode de Nitsche, contact, valves cardiaques,
structures Lagrangiennes cohérentes, surfaces résistives immergées, ventricule
gauche.

Fluid-Structure Interaction
in the Cardiovascular System.
Numerical Analysis and Simulation
Abstract: In this thesis we focus on the numerical analysis and the development of
eﬃcient partitioned algorithms for ﬂuid-structure interaction (FSI) problems arising
in hemodynamics. In particular we consider the mechanical interaction of the blood
with the large arteries, with the cardiac valves and with the myocardium.
In partitioned FSI procedures the coupling between the ﬂuid and the structure
can be enforced in diﬀerent ways: implicit, semi-implicit or explicit. In the ﬁrst
part of this thesis, the convergence properties of a projection semi-implicit coupling
scheme are investigated from the theoretical and numerical viewpoints. Then, for
the same scheme, we propose a modiﬁcation that aims at improving its stability
properties. This modiﬁcation relies on the reinterpretation of the Nitsche's interface
coupling as a particular Robin-Robin coupling.
In the second part ﬂuid-structure interaction problems with cardiac valves are
addressed. For these problems we devise a modular partitioned strategy for the
numerical simulation of 3D FSI problems where contact among multiple elastic
solids can occur. For the analysis of the computational results, we also investigate
the use of an advanced post-processing technique based on the notion of Lagrangian
coherent structures.
Finally, in the last part, a new reduced model for cardiac valves simulations is
presented. This new model oﬀers a compromise between standard lumped parame-
ter models and fully 3D FSI problems. Various numerical experiments are presented
to validate its eﬃciency and robustness. With this model, numerical simulations of
the cardiac hemodynamics can be performed with a reduced computational cost.
Keywords: Fluid-structure interaction, semi-implicit coupling, Chorin-Temam
projection scheme, Nitsche's method, contact, cardiac valves, Lagrangian coherent
structures, resistive immersed surfaces, left ventricle.
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The cardiovascular system has a very complex structure typically characterized
by multiple physical scales both in space and in time. In space, the vascular geometry
varies from micrometers (e.g. the capillary wall and blood cell size) to centimeters
(e.g. the vessel length). In time, the physiological activities range from milliseconds,
for the fast chemical processes, to days, for remodeling phenomena.
The aim of this work is the mathematical and numerical investigation of some
of the ﬂuid-structure interaction (FSI) problems arising in hemodynamics. More
precisely, we are interested in FSI problems characterized by a macroscopic space
scale (i.e. order of centimeters), and with time scales comparable to that of the
cardiac cycle (i.e. approximatively seconds).
In this chapter, we introduce the general framework of the thesis. In Section
1.1, notions on the cardiovascular system are given, in order to provide the reader
with the essential medical vocabulary that we shall make use of in the following.
For a more comprehensive presentation we refer to [Thi08a, Thi08b]. Note that,
in all the physiological and pathological phenomena we will describe, a ﬂuid - the
blood - interacts with one or multiple structures (e.g. vessels, cardiac valves and
heart wall). In Section 1.2, we give an overview of the recent achievements made
in the simulations of cardiovascular FSI problems. Three diﬀerent groups of cardio-
vascular applications are considered: blood - vessel wall interaction, blood - cardiac
valves interaction and blood - myocardium interaction. This introductory chapter
ends with the outline of the thesis and its main contributions, Section 1.3.
41.1 The cardiovascular system
Elements of cardiovascular anatomy. The heart is made of muscular tissue,
the myocardium, characterized by specialized muscle cells, the cardiomyocytes, which
have a high resistance to fatigue. It has four cavities: two atria, right (RA) and
left (LA), and two ventricles, right (RV) and left (LV). A longitudinal cross-section
of the heart with the corresponding cavities is represented in Figure 1.1. The two
atria, RA and LA, respectively collect the blood from the body and from the lungs.
Whereas the two ventricles, RV and LV, respectively pumps the blood to the lungs
and to the body. Both ventricles receive the blood from the corresponding atria (i.e.
LV from LA and RV from RA).
Figure 1.1: Longitudinal cross-section of the heart. From [NH00].
The ensemble of the LV and LA (resp. RV and RA) deﬁnes the so-called left
heart (resp. right heart). The left heart (LH) releases highly pressurized blood,
approximatively at 100 mmHg, through the systemic circulation. The right heart
(RH) propels the blood through the pulmonary circulation and it is characterized
by a lower pressure than the systemic circulation. A schematic representation of
the system is given in Figure 1.2. In this work, we mainly focus on the systemic
circulation, and in particular in the LV and the aorta.
At the exit of each heart cavity, a valve prevents the backﬂow of the blood into
the corresponding cavity. There are four valves: the mitral valve and the aortic
valve for the LH, the tricuspid valve and the pulmonary valve for the RH. In the
LH, the mitral valve prevents the backﬂow of the blood from the LV to the LA.
This valve is made of two leaﬂets, that are attached to the inner side of the LV
through the chordae tendinae - biological attachments that prevent the mitral valve
prolapse during its closure. The aortic valve separates the LV from the aorta -
the major systemic artery. It is made of three leaﬂets respectively ﬁxed to three
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Figure 1.2: The cardiovascular system. Adapted from [Moi08].
hemispherical bulges of the aortic root, the so-called sinuses of Valsalva. From two
of the sinuses originate the coronary arteries, which are responsible for the perfusion
of the heart (see Figure 1.3). Diﬀerently from the mitral valve, the aortic valve has
no attachments and the leaﬂets provide a mutual support when the valve is closed.
In the RH, the tricuspid and the pulmonary valves have respectively the same role
as the mitral and the aortic valves in the LH. As a matter of fact, the tricuspid valve
regulates the blood ﬂow between the RA and the RV, while the pulmonary valve
controls the ﬂow between the RV and the main pulmonary artery.
The cardiac cycle. The cardiac dynamics is set by an electrical signal generated
because of the ﬂow of ions, principally sodium, potassium and calcium, across the
cell membrane of the heart wall. The electrical current spreads ﬁrst across the atria,
leading to the contraction of the atrial muscle. Then, it continues to the ventri-
cles, entailing the contraction of the ventricular myocardium and the corresponding
ejection of blood into the systemic and pulmonary circulations.
6Figure 1.3: Valsalva sinuses of the aortic root with view on the coronary ostium.
Two of the leaﬂets of the aortic valve are visible. From [Thi08b].
In normal conditions, the cardiac cycle runs less than one second (approxima-
tively 70 heart beats per minute) and can be mainly decomposed in two subsequent
phases, each one divided in two more sub-phases. Let us brieﬂy describe them with
respect to the LH.
At the beginning of the ﬁrst phase - the ventricular systole - the aortic valve
is closed and the ventricle is ﬁlled with blood, which came from the atrium. This
phase starts with the contraction of the ventricle and the corresponding closure of
the mitral valve. During the ventricular systole two sub-phases can be distinguished:
I. the isovolumic contraction, that is characterized by a rapid increase of the ven-
tricular pressure. In this phase the mitral and aortic valves are closed.
II. the systolic ejection, which begins when the pressure in the ventricle reaches the
one of the aorta. With a further increase of pressure, the aortic valve opens
and the blood ﬂows from the ventricle to the vessel network.
Notice also that during the ventricular systole, the atrium is reﬁlled with blood
coming from the vessel network. The second phase - the ventricular diastole - starts
at the end of the systole. The ventricle contraction ends and a negative pressure
gradient induces a modiﬁcation of the ﬂow conditions which causes the closure of
the aortic valve. Like for the systole, also in the diastole we have two sub-phases:
III. the isovolumic relaxation, that starts at the closure of the aortic valve. Here,
the LV valves remain closed until the pressure of the ventricle is bounded by
the ones of the artery and atrium. During this period, the ventricle relaxes
and its pressure smoothly reduces.
IV. the ventricular ﬁlling, which begins when the ventricular pressure is lower than
the one of the atrium. In this phase, the blood ﬂows from the atrium to the
ventricle.
In Figure 1.4, the diﬀerent phases are represented together with the main cardiac
indices related to the LH. Clearly a similar cycle acts symmetrically also for the RH.
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Figure 1.4: Main cardiac phases and behavior of the diﬀerent cardiac indices: elec-
trocardiogram (ECG), pressure (P), volume (V), aortic ﬂow (Q). The pressures Pa,
PV and Pat represent respectively the aortic, the LV and the LA pressures. Adapted
from [Moi08].
Cardiovascular pathologies. There are many diﬀerent cardiovascular abnormal-
ities and diseases, which can have varying eﬀects, ranging from benign conditions to
death. Here we mention only some of them. We refer to [LBMZ08] for a complete
review.
Common examples of vessel diseases are the arteriosclerosis and the aneurysms.
Arteriolosclerosis refers in general to a stiﬀening (loss of elasticity) of the vessel wall.
It typically aﬀects the small arteries and arterioles and it is often associated with
hypertension. The aneurysm is a localized, blood-ﬁlled dilatation of the vessel wall.
Aneurysms most commonly occur in arteries at the base of the brain (the circle of
Willis) and in the aorta. The rupture of an aneurysm results in hemorrhage, that
could lead to death in the worst cases. In Chapter 4, a numerical simulation of an
idealized abdominal aortic aneurysm (AAA) is presented.
8Stroke, ischemia, coronary artery disease, valvular disease and arrhythmia are
among the most common causes of heart failure. Focusing on valves, valvular re-
gurgitation and stenosis are considered main pathologies. Valvular regurgitation is
a condition in which the malfunction of one (or more) of the leaﬂets provokes an
improper closure of the valve and leads to blood leaking. The nature and severity
of the leakage may prevent a correct functioning of the heart.
The stenosis is an abnormal narrowing of the valve opening, which can result
from various causes such as calciﬁcation, congenital or rheumatic diseases. Once
this condition develops, high pressure builds up in the left ventricle and can seri-
ously injure the heart. In Chapter 6, the techniques available for the estimation
of its severity are presented and new directions based on advanced computational
techniques are introduced.
1.2 Numerical simulation of ﬂuid-structure interaction
problems arising in hemodynamics: state-of-the-art
In this section the recent achievements in ﬂuid-structure interaction are brieﬂy pre-
sented from the application viewpoint. Three diﬀerent applications are considered:
Blood - vessel interaction. The simulation of blood ﬂows in compliant large
vessels is a very active research topic. The development of advanced numeri-
cal methods, together with the modern three-dimensional imaging techniques and
the increase of computational resources, has led to the achievement of very im-
portant results. In particular, it is now possible to easily construct and simulate
patient-speciﬁc geometric models starting from medical imaging data. The works
[GVF05, TOK+08, BGH+09, TF09] are representative of the diﬀerent numerical
techniques employed in the computation of blood ﬂows in arteries for physiologi-
cal and pathological conditions. Other works focus on the interaction between the
blood and implanted medical devices (e.g. stents [CRCK+05, DZ07, FGM08]).
Among the most common computational techniques for the simulation of blood
ﬂows in compliant vessels, we recall the arbitrary Lagrangian-Eulerian (ALE) ap-
proach (see e.g. [FQV09] and references therein), the coupled momentum method
[FVCJ+06], the space-time (DSD/ST) approach [TS07], and the isogeometric anal-
ysis [BCZH06]. Referring in particular to the ALE approach, diﬀerent solution
schemes have been developed to address these FSI problems, each one with its costs
and beneﬁts. These schemes can be divided in two groups: monolithic and par-
titioned procedures. In a monolithic approach, the equations governing the ﬂow
and the structure are solved simultaneously, with a single solver. In a partitioned
approach, distinct solvers are used for the ﬂuid and the structure. A comparison
between these two procedures, for some of the coupling schemes used in biomedical
FSI problems, is presented in [KGF+09]. In this thesis we mainly focus on parti-
tioned methods and an overview of the most recent advances in this ﬁeld is given in
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Section 2.5.3.
Blood - cardiac valves interaction. Despite the important progresses realized
in the last decades in the simulations of the interaction between the blood and car-
diac valves, this type of FSI problems still remains very challenging. On the one
hand, the mechanical properties of the valves are very complex (see Section 2.2.2,
p. 27). On the other hand, the development of robust, reliable and eﬃcient compu-
tational methods is diﬃcult.
For this type of interaction, only a few computational procedures are based on
the ALE approach [CBHP06, M09, SB09]. As a matter of fact, the large structural
displacements of the valve imply important deformations of the ﬂuid mesh and
frequent remeshing can be required. Moreover, at the closure of the valve, the
change of topology makes the deﬁnition of the ALE formulation diﬃcult.
For this reason, other approaches, such as the Immersed Boundary method
[MPY82, Pes02] or the Fictitious Domain method [GPP94, Baa01], are usually
preferred. In such methods the ﬂuid domain is generally discretized in a ﬁxed
computational grid, while the structure domain is discretized in a separate grid.
Fluid and structure meshes are therefore totally independent. The two methods,
similar in the underling idea, diﬀer for the chosen mathematical formulation.
The Immersed Boundary (IB) method has been proposed in order to investigate
the blood ﬂow into the heart and through heart valves [MPY82, Pes02, GHMP07].
The immersed solid is accounted for in the surrounding ﬂuid by adding body forces
to the governing ﬂuid equations. Body forces are distributed on all nodes of the
ﬂuid mesh via a discrete Dirac measure that has the eﬀect to smear, or diﬀuse, the
solid boundary over several ﬂuid nodes in the vicinity of the interface. Applications
of the IB method are reported for instance in [MP01, VCMP08, WLY+08].
The Fictitious Domain (FD) method gets rid of the discrete Dirac measures in
the FSI coupling, by using a variational approach in which the continuity of the
displacements between ﬂuid and structure is enforced through Lagrange multipliers.
This method has been much investigated in [GPP94, GPHJ99, GPH+01]. In ﬂuid-
structure interaction problems, the FD method was originally used for rigid particles
and has been extended later to ﬂexible structures, either using Lagrange multiplier
located on the structure surface [Baa01, dHPSB03, vLADB04, vLAvdV06, dSGB08]
or on the structure volume [Yu05]. Among others, we remark the computational
methods proposed in [vLAvdV06, dSGB08] that take into account, within the FD
method, the contact between a valve and a rigid wall and the chordae tendinae.
Moreover in [dSGB08] the use of partitioned procedures has been introduced.
Blood - heart wall interaction. The ﬂuid-structure interaction in the heart is a
very challenging problem. To the best of our knowledge, only Peskin's research group
performed numerical simulations of the ﬂuid-structure in the heart (LV and RV) with
ﬂexible valves. Among their pioneering works, based on the IB method, we recall
for example [MP00, KMP01]. More recently other research groups have considered
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the ﬂuid-structure interaction in the heart. Important results have been achieved in
[WHS+02, WSKH04] where multiphysics simulations of the left ventricle (electro-
ﬂuid-mechanical coupling) have been performed. In these works, the inﬂuence of
valves has been simulated using lumped parameter models.
Considering only the ﬂuid-dynamics of the heart, i.e. the wall displacements are
imposed, interesting results concerning the characterization of the vorticity in the
LV are given in [DPB05, NWY06].
1.3 Thesis outline and main contributions
Funding. This PhD thesis has been funded by the CardioSense3D project. Car-
dioSense3D is a 4-year Large Initiative Action launched in 2005 and funded by the
French national research center INRIA which focuses on the electro-mechanical mod-
eling of the heart. This Action groups four INRIA research teams: ASCLEPIOS,
MACS, REO and SISYPHE. The ﬁrst team is located in Sophia-Antipolis while the
other teams are located in Paris-Rocquencourt. ASCLEPIOS team focuses on car-
diac image analysis, MACS on bio-solid simulation and estimation, REO on bio-ﬂuid
and electrophysiology simulation, and SISYPHE on cardiac control and modeling.
In the Cardiosense3D project, three main research topics are considered:
Multiphysics coupling. The aim is to integrate four physiological phenomena:
electrophysiology, cardiac mechanics, arterial and ventricular ﬂow, and perfu-
sion.
Patient-speciﬁc modeling based on identiﬁable parameters. The aim is the
creation of a patient-speciﬁc heart model based on the estimate of its charac-
teristic parameters from clinically available data (images and signals).
Therapy planning applications. The aim is the development of applications for
the solution of clinical and industrial problems.
This Action involves also multiple clinical, industrial and academic partners (see
http://www-sop.inria.fr/CardioSense3D/ for further details).
The results presented in this thesis take part to the development of the ﬁrst
topic - the multiphysics coupling. In this work we focus on the numerical analysis
and simulation of ﬂuid-structure interaction problems arising in hemodynamics. The
main contributions of this thesis are reported in Chapters 3, 4, 5, 6 and 7 and are
summarized here below.
The coupled FSI problem. From a general viewpoint, the ﬂuid-structure prob-
lem that we consider throughout this thesis, reads:
Find the ﬂuid velocity u : Ωf × R+ → Rd, the pressure p : Ωf × R+ → R, the solid
displacement dˆ : Ωˆs×R+ → Rd and the solid velocity uˆs : Ωˆs×R+ → Rd such that
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• Fluid sub-problem (Navier-Stokes equations): ρf
∂u
∂t
∣∣∣
A
+ ρf(u−w) · ∇u− divσf(u, p) = 0, in Ωf(t),
divu = 0, in Ωf(t),
(1.1)
• Solid sub-problem (e.g. Elastodynamic equations):{
ρs0∂tuˆ
s − div
xˆ
Πˆ(dˆ) = 0, in Ωˆs,
uˆs = ∂tdˆ, in Ωˆ
s,
(1.2)
• Coupling conditions:
dˆ
f
= Ext(dˆ|Σ), wˆ = ∂tdˆ
f
in Ωˆf , Ωf(t) = (IΩf + dˆ
f
)(Ωˆf),
u = w, on Σ(t),
Πˆnˆs = Jˆ f σˆf(Fˆ
f
)−Tnˆs, on Σˆ.
(1.3)
where Ωf , Ωs and Σ denote respectively the ﬂuid domain, the structure domain and
the ﬂuid-structure interface. The ﬂuid and structure densities are given by ρf and ρs0,
σf(u, p) is the ﬂuid Cauchy stress tensor and Π(dˆ) the Piola-Kirchhoﬀ stress tensor
for the structure. In (1.1), ·|A represents the ALE time derivative. We denote with
·ˆ, quantities written in the Lagrangian formulation for the structure, or in the ALE
formulation for the ﬂuid, the Eulerian framework is assumed otherwise. The same
notation is used in Chapter 2, in all the other chapters this distinction is neglected in
order to simplify the notation. In (1.3) Ext(·) is any reasonable extension operator
in the ﬂuid domain and Fˆ
f
deﬁnes the deformation gradient of the ﬂuid domain, Jˆ f
being its determinant.
The coupled FSI problem and the notation used are described in greater detail
in Chapter 2. There, the mathematical modeling and the numerical discretization
of the ﬂuid-structure interaction problem are considered. The ﬂuid and solid mod-
els and the resulting coupled problem are presented. Then, diﬀerent variational
formulations for the coupled FSI problem are given. For the sake of clarity, the
space and time discretizations of the problem are addressed separately. The ﬁnite
element approach is used for the discretization in space. For the numerical reso-
lution of the FSI problem we consider partitioned procedures, which allow the use
of distinct ﬂuid and structure solvers. In Section 2.5.3, the partitioned procedures
are regrouped depending on the type of coupling enforced between ﬂuid and struc-
ture: implicit coupling, semi-implicit coupling, explicit coupling. For each group the
state-of-the-art is presented.
1.3.1 A semi-implicit projection coupling for FSI problems: anal-
ysis and numerics (Part I)
Among the diﬀerent partitioned schemes, the semi-implicit coupling schemes of-
fer an excellent compromise between stability and eﬃciency. As a matter of fact
12
these are faster than the common implicit procedures, but more stable than stan-
dard1 explicit coupling schemes, which are unstable when the added-mass eﬀect
becomes important [CGN05]. Examples of semi-implicit coupling schemes are
given in the following works [FGG06, FGG07, QQ07, BQQ08, SM08]. Consid-
ering the ﬁrst semi-implicit scheme [FGG06, FGG07], its eﬃciency relies upon a
convenient implicit-explicit splitting performed with the Chorin-Temam projection
scheme [Cho68, Tem68, Cho69] in the ﬂuid: at each time step the projection sub-
step (carried out in a known ﬂuid domain) is implicitly coupled with the structure,
so accounting for the added-mass eﬀect in an implicit way, while the expensive
ALE-advection-viscous sub-step is explicit.
For a linearized version of problem (1.1)-(1.3), the authors proved that the
scheme is stable under the condition (see [FGG07, Theorem 1]):
ρs ≥ C
(
ρf
h
Hα
+
µτ
hHα
)
, with α
def
=
{
0, if Ωs = Σ,
1, if Ωs 6= Σ, (1.4)
where µ, τ , h and H are respectively the ﬂuid viscosity, the time-step and the
ﬂuid and structure space discretization steps. Although condition (1.4) depends
on the ﬂuid-structure density ratio (i.e. it is still related to the added-mass eﬀect
[CGN05]) and it holds for a dissipative time-advancing method within the structure,
the scheme is stable for a wide range of cardiovascular FSI problems, even with the
use of a conservative scheme within the structure.
In Part I of this thesis, we ﬁrst investigate the convergence properties of the
scheme, then we propose a modiﬁcation that allows for the scheme to be stable
independently of the added mass eﬀect. This last modiﬁcation allows for the method
to be used in a wider range of FSI problems.
Convergence analysis of the semi-implicit projection scheme (Chapter 3).
A number of works is devoted to the numerical analysis of FSI coupling schemes (e.g.
[Gra98, GM00, LTM00, Tak02, DGHL03]). However, to our best knowledge, none
of these considers the convergence analysis of semi-implicit FSI coupling schemes.
In Chapter 3, we analyze the convergence of the semi-implicit projection scheme
for a linearized version of problem (1.1)-(1.3). The problem is the same used for
the stability proof in [FGG07]: the ﬂuid is described by the Stokes equations, the
structure by the classical linear elastodynamic equations (linearized elasticity, plate
or shell models) and all changes of geometry are neglected. The ﬂuid and structure
equations are fully discretized in time and space. In time, the non-incremental
Chorin-Temam projection scheme is used for the ﬂuid, the Leap-Frog scheme for the
structure. In space, we assume ﬁnite element approximations with a non-conforming
matching at the interface. As a consequence an interface matching operator pih
1Recently an explicit coupling scheme whose stability properties are independent of the added-
mass eﬀect has been proposed in [BF07, BF09]. Its stability relies on the Nitsche's method to
impose the coupling conditions and on a time penalty term giving an L2-control on the ﬂuid
pressure variations at the interface.
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is introduced at the ﬂuid-structure interface. The convergence is proved for two
diﬀerent matching operators: a ﬁnite element interpolation operator and a mortar
operator. Assuming for these operators the properties deﬁned in Section 3.3.3, p.
68, the following convergence result holds
Theorem 1.1 (Chapter 3, p. 76) Under the stability condition (1.4), and if the
solution of the linear coupled problem is smooth enough in space and time, then the
error in the semi-implicit projection scheme is of order
√
τ + hk + Hm + hl. The
indices k, m, l are related to the ﬂuid velocity, to the structure and to the interface
matching operator, respectively. More precisely, the index k is the polynomial degree
of the approximation for the ﬂuid velocity. The index m depends on the choice of
the ﬁnite element approximation space for the structure and, for vs smooth enough,
is such that
inf
vH∈V
s
H
‖vs − vH‖V s ≤ CHm;
with
V s ⊆
{
vs ∈ [H1(Ωs)]d : vs = 0 on ΓsD
}
,
V sH being the corresponding ﬁnite element space. The index l depends on the choice
of the matching operator pih, that is,
• l ≤ min (r − α2 , k + 1) for the pointwise-type operator,
• 12 ≤ l ≤ k for the mortar-type operator,
where α is deﬁned in (1.4) and r is 1 or 2 depending on the considered structure
(i.e. linearized elasticity, plate or shell).
The proof of the theorem is reported in same chapter. We also discuss the opti-
mality in space of the error estimate and we provide numerical experiments for the
optimality in time.
A Robin based semi-implicit projection scheme (Chapter 4). As already
mentioned, the semi-implicit projection scheme is robust and eﬃcient for cardio-
vascular applications. Nonetheless, for problems where the added-mass eﬀect is
very important the scheme may still be unstable. As a matter of fact, the stability
condition still depends on the ﬂuid-structure density ratio. In addition from a the-
oretical viewpoint, the stability is proved only for a non-conservative scheme within
the structure (for conservative schemes the proof is not trivial). It is interesting to
observe that these two aspects are strictly related to the strong enforcement of the
coupling kinematic condition in the explicit step of the scheme (i.e. in the ALE-
advection-diﬀusion step of the ﬂuid problem). In Chapter 4, we aim at removing
these two limitations. In order to enhance stability, we propose to replace the strong
enforcement of the kinematic condition in the explicit step by a Robin-Robin cou-
pling derived from Nitsche's penalty method (see e.g. [Nit71, BHS03, BF07]). This
reinterpretation of the Nitsche's coupling as a Robin-Robin coupling represents an
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important element of novelty with respect to other schemes based either on a pure
Nitsche's method [BF07, BF09] or on Robin-Robin scalings derived by reduced struc-
ture models [BNV08]. The implicit part of the scheme (i.e. the pressure-structure
coupling) is eventually discretized in space in a standard fashion. The stability of
this new scheme is proved for the linearized version of problem (1.1)-(1.3) (with
a conservative time-advancing scheme for the structure), and the following result
holds
Theorem 1.2 (Chapter 4, p. 108) The Robin based semi-implicit coupling
scheme is stable, in the energy-norm, under the conditions:
γ ≥ 2Cti, γµτ = O(h), (1.5)
where γ is the Nitsche's parameter and Cti the constant of the trace inverse inequality
||vfh||20,∂K ≤ Ctih−1||vfh||20,K ∀vfh ∈ X fh, (1.6)
X fh being the ﬁnite element approximation of the space [H
1(Ωf)]d.
Since the stability condition (1.5) does depend neither on the ﬂuid-solid density
ratio nor on the geometry of the domain, the semi-implicit coupling scheme (4.22)-
(4.24) remains stable irrespectively of the added-mass eﬀect. Moreover, thanks to
the natural interface dissipation of the Robin coupling, a diﬀusive time marching
in the structure is no longer needed to ensure stability. In Chapter 4, we give the
proof of Theorem 1.2, and we analyze also other mathematical formulations for the
same coupling algorithm. Numerical experiments that validate this new approach
in two and three dimensions are also presented.
1.3.2 Numerical simulation of FSI problems with cardiac valves
(Part II)
In Part II of this thesis we consider the numerical simulation of the interaction
between blood and cardiac valves. This problem oﬀers extraordinary challenges
from the modeling, the mathematical and the numerical viewpoints. Examples are
the highly non-linear constitutive laws, the intense unsteadiness and strong pressure
gradients in the blood ﬂow, but also the contact among the leaﬂets and the modeling
of the chordae tendineae (for the mitral valves).
In this ﬁeld, many works consider two-dimensional ﬂuid-structure problems, only
a few three-dimensional problems. The ones considering three dimensional ﬂuid-
structure interaction problems frequently assume simpliﬁcations in the model in
order to reduce its complexity. A typical simpliﬁcation is the use of planes of sym-
metry for the leaﬂets. As a result, only one leaﬂet is eﬀectively simulated, the
behaviors of the others, as well as the ﬂow distribution, are retrieved by symmetry.
This approach could be used for example in the simulation prosthetic valves, the
leaﬂets being symmetric. Nonetheless, native valves are naturally non-symmetric
and the ﬂow behavior is inherently three dimensional. In addition, in view of the
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simulation of particular diseases, such as stenosis for example, the whole three-
dimensional complexity of the problem has to be taken into account. In this work
we consider fully 3D valves simulations, focusing in particular on the aortic valve.
The other valves can be clearly handled within the same general approach.
A partitioned scheme for FSI and multi-body contact (Chapter 5). The
use of fully three-dimensional simulations introduces automatically new complexities
that must be handled in order to have reliable results. This is the case of the contact
among multiple elastic solids (i.e. the leaﬂets). From a mathematical viewpoint,
the contact problem is itself very diﬃcult. As a matter of fact, the constraint of
non-penetration among the immersed structures deﬁnes a non-convex optimization
problem. In our work the complexity is increased by the interaction with the blood.
In Chapter 5, we propose a uniﬁed modular framework to solve both the FSI and
the multi-body contact problems. The contact algorithm, which can handle multi-
structure and auto contacts, has been implemented in an independent C++ software.
The modularity ensures the maximum of ﬂexibility in code development: the ﬂuid
and the structure solvers are assumed black-boxes, for whom the only requirement
is the capability to exchange forces and velocities. The chapter concludes with a
numerical experiment on an idealized aortic valve that validates our approach.
Computational analysis of an aortic valve jet with Lagrangian coherent
structures (Chapter 6). In Chapter 6, we apply the modular algorithm pre-
viously described to the computation of the ﬂow through a realistic deformable,
three-dimensional aortic valve. The data obtained from this simulation are ana-
lyzed with the Lagrangian coherent structures (LCS) method. This is an advanced
post-processing technique that can be used to reveal dominant ﬂow features, such as
vortex boundaries or separation proﬁles, or uncover kinematic processes organizing
ﬂuid mixing [Hal01, SLM05, LSM07]. From a medical point of view, the knowledge
of these kind of transport features is particularly appealing. As a matter of fact, dis-
turbed ﬂow conditions, including vortical or separated ﬂow, are known to inﬂuence
health maintenance and disease progression [ST08, WK99]. In the particular case of
the aortic valve, LCS can be used to characterize ﬂow separation downstream of the
valve and identify the time-dependent bounding surface of the blood ﬂow jet. The
minimal cross-section of this jet is the so-called eﬀective oriﬁce area, or jet size,
which is in fact one of the indices that the medical community considers reliable in
the assessment of valvular stenosis. Note however that these indices rely on basic
physical principles, such as Torricelli's law, Bernoulli's law and conservation of mass
and provide a little insight into the actual transport structures. The advantage of
the computational framework proposed is twofold: on the one hand it can be used to
evaluate the quality and eﬀectiveness of existing clinical indices, on the other hand,
as an ultimate goal, to provide a computational-based assessment of valve stenosis.
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1.3.3 Towards the ﬂuid-structure interaction in the heart (Part III)
The ﬂuid-structure interaction in the heart is a very fascinating problem which
contains itself all the diﬃculties related to the interaction of the blood with the
wall and with the cardiac valves. From the modeling point of view, an accurate
description of the heart and valves mechanics is required. Advances in this direction
are for example given in [HPS03, CFG+09] for the heart and in [WKM05, PSH07]
for valves. From the numerical point of view, techniques such as the ones introduced
in Chapters 4 and 5 have to be included in a single framework in order to consider all
the possible interactions: blood - heart wall and blood - heart valves. This is feasible
(see for example [dS07, Chapter 6] for preliminary results in two-dimensions) but
in three-dimensions it could become so computationally intensive that it may not
be the best option to address some clinical problems for which a precise mechanical
description of all the elements is not required. If the mechanics of the heart itself
is the principal point of interest, one could be motivated to replace the complex
three-dimensional simulations of the valves with reduced valve models, which take
into account the opening and closing behavior of the heart valves. Nonetheless
the use of standard lumped parameter models has inherent limitations due to the
introduction of artiﬁcial boundaries in regions where high variability in the ﬂuid
dynamics quantities is experienced. In the last part of the thesis, we propose a new
reduced model for cardiac valves, which improves the accuracy of standard lumped
models and the robustness and eﬃciency of 3D FSI models.
Resistive immersed surfaces for heart valves modeling (Chapter 7). The
new reduced model for heart valves is presented in Chapter 7. In this approach,
the mechanics of valves is not considered. Instead, valves are replaced by immersed
surfaces acting as resistances on the ﬂuid. The mathematical formulation is based
on the model proposed in [FGM08] to deal with immersed stents. This allows for
a precise computation of the pressure discontinuity across the valve even with the
use of continuous ﬁnite element approximations. The immersed surfaces are part of
the ﬂuid mesh, the opening and the closing of the valve are controlled by resistance
coeﬃcients that vary depending on the ﬂuid-dynamics status of the system. The
geometry of the resistive surface are deﬁned as the real three-dimensional valve
geometries in their closed and fully open conﬁgurations. The surfaces corresponding
to the open position is of course equipped with a zero resistance, i.e. they are
invisible, when the valves are closed. Doing so, the geometrical domain seen by
the ﬂuid is realistic for the most part of the cardiac cycle (see Figure 1.5 for an
example of closed and open valves).
Various numerical experiments are presented for diﬀerent realistic conﬁgurations.
All the simulations involve an incompressible viscous ﬂuid either in a rigid domain
or in a moving domain (with imposed displacements). A preliminary example in
ﬂuid-structure interaction problems is also given for the sake of completeness.
1.3. Thesis outline and main contributions 17
Figure 1.5: Open (green) and closed (blue) conﬁgurations of an aortic valve.
Conclusions and perspectives. This thesis is completed by concluding remarks
and perspectives. Moreover, in Appendix A, we illustrate a simple but eﬀective
reduced model to take into account external tissues in cardiovascular FSI problems.

Chapter 2
Mathematical modeling and numerical
discretization of the coupled
ﬂuid-structure interaction problem
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2.1 Introduction
In continuum mechanics, a material body, such as the ﬂuid and/or the solid, is de-
ﬁned as a continuum medium which occupies a bounded, open and simply connected
domain Ωˆ ⊂ Rd, d = 2, 3. We shall refer to Ωˆ as the reference conﬁguration of the
medium under consideration.
Any change in time of the conﬁguration of the continuum body is the result of
a motion, that is, the result of the application of a smooth map ϕ : Ωˆ × R+ → Rd
associating each point xˆ ∈ Ωˆ to a new position x = ϕ(xˆ, t) for all time t ≥ 0. For
any ﬁxed time τ ≥ 0, ϕτ def= ϕ(xˆ, τ) deﬁnes a deformation of the continuum body
and the set Ω(τ) = {x ∈ Rd : x = ϕ(xˆ, τ), xˆ ∈ Ωˆ} is the corresponding current
conﬁguration.
When we analyze the deformation or motion of solids, or the ﬂow of ﬂuids, it
is necessary to describe the evolution in time of the associated physical quantities.
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These quantities can be deﬁned alternatively on the reference or on the current con-
ﬁguration. In the former case, the so-called Lagrangian description (or Lagrangian
formulation) of the continuum medium is employed; the physical quantities are
deﬁned on Ωˆ and (xˆ, t) are adopted as independent variables. Note that, in the fol-
lowing, we adopt the usual convention to denote with the superscript ·ˆ a Lagrangian
ﬁeld. In the latter case, the so-called Eulerian description (or Eulerian formulation)
is used and the physical quantities refer to the (x, t) pair on the current domain
Ω(t). Depending on the context, one formulation may be more convenient than the
other. In solid mechanics the Lagrangian formulation is adopted. Computationally,
this description allows an easy tracking of interfaces and facilitates the treatment of
material with history-dependent constitutive relations. In ﬂuid mechanics, instead,
the Eulerian formulation is usually preferred since the large distortions that char-
acterize the ﬂuid motion can be handled with relative ease. From a computational
point of view, this formulation naturally leads to choose as computational domain
a ﬁxed open bounded set Ω ⊂ Rd such that Ω ⊂ Ω(t) for all times t we observe
the motion. As a consequence, in situations involving moving boundaries/interfaces
(e.g. ﬂuid-structure interaction, free-surface ﬂows or multi-ﬂuid ﬂows), an Eulerian
description of the ﬂuid could become computationally troublesome due to the diﬃ-
culty of precisely tracking the moving interface. Whenever possible, it is therefore
preferable to use a diﬀerent frame of reference, the well-known arbitrary Lagrangian-
Eulerian formulation, that could be seen as a compromise between the Eulerian
and Lagrangian descriptions [DHPRF04]. As a matter of fact, in the arbitrary
Lagrangian-Eulerian description, the computational domain is neither ﬁxed, as of-
ten assumed in the Eulerian framework, nor governed by the ﬂuid motion, like in
the Lagrangian framework, but its movement is governed by that of the bound-
ary/interface.
In the numerical simulation of ﬂuid-structure interaction problems, the need of
coupling at the interface the two descriptions - Lagrangian and Eulerian - lead to
the development of diﬀerent approximation techniques. We mention, among others,
the arbitrary Lagrangian-Eulerian (ALE) approach [HLZ81], based on the afore-
mentioned ALE formulation of the ﬂuid problem, the Lagrange multiplier/ﬁctitious
domain (FD) method [GPP94], the space-time (DSD/ST) approach [TBL92] and
the immersed boundary (IB) method [Pes02].
In this chapter we address the mathematical modeling and the numerical dis-
cretization of the coupled ﬂuid-structure interaction problem for two diﬀerent
techniques: the arbitrary Lagrangian-Eulerian approach and the ﬁctitious domain
method. The presentation is essentially based on [FFGQ09] and [FG09].
In Section 2.2, the ﬂuid and structure models are presented. The ﬂuid is sup-
posed to be homogeneous, incompressible and Newtonian and its equations are given
both in the Eulerian and ALE formulations. For the sake of simplicity, in view of
the presentation of the coupled FSI problem and of the coupling algorithms, we
assume the solid to be governed by the classical elastodynamics equations written
in Lagrangian coordinates. Even so, speciﬁc models for vessel wall, cardiac valves
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and heart wall are brieﬂy reviewed.
In Section 2.3, the coupled ﬂuid-structure interaction problem in the ALE frame
and the corresponding coupling conditions (or transmission conditions) are intro-
duced. In Section 2.4, two variational formulations of the FSI problem are given.
The two diﬀer for the functional spaces chosen and in the way of imposing the cou-
pling conditions. In the ﬁrst one the coupling conditions are imposed in a strong
form, in the second one they are imposed weakly by means of a Lagrange multiplier
technique. The two formulations are mathematically equivalent, since they describe
variationally the same physical problem. Nonetheless, from a numerical point of
view, they lead to diﬀerent computational methods to solve the FSI problem. The
former leads to the use of the ALE technique, the latter is used to introduce the
FD method, and one should be preferred to the other depending on the considered
application. For example, as brieﬂy discussed in Chapter 1, the ALE technique is
more indicated for FSI problems where the structure displacements are not very
large (e.g. in blood - wall interaction). Instead the FD method is more suited to
deal with very large displacements and contact (e.g. in blood - valve interaction).
The purpose of Section 2.5 is to address the numerical discretization of the
coupled FSI problem for the ALE and FD techniques. For the sake of clarity the
discretizations in space and time are introduced separately. The former using a ﬁnite
element approximation, the latter with a ﬁnite diﬀerence approach. A particular
attention is given to the discretization of the coupling conditions since, as we will
see later, it plays a key role in the development of stable and eﬃcient numerical
algorithms.
From the computational viewpoint, we focus on partitioned procedures, which
allow the use of diﬀerent solvers for the ﬂuid and structure problems. Among the
partitioned schemes, we distinguish the strongly coupled ones from the weakly cou-
pled, discussing the role of the added-mass eﬀect [CGN05, FWR07] as a partial
theoretical explanation of the fact that classical weakly coupled schemes may ex-
hibit instabilities in blood ﬂow simulations. Three diﬀerent classes of partitioned
schemes, on which rely the results of the following chapters, are ﬁnally presented.
2.2 Fluid and solid modeling
2.2.1 Fluid model
The blood is a complex non-Newtonian ﬂuid, characterized by a suspension of living
cells in a liquid, the plasma, made by water approximatively for the 90% of its
volume. The particulate phase of blood consists mainly of erythrocytes (red blood
cells), leukocytes (white blood cells) and platelets. The aggregatable and deformable
nature of red blood cells, that occupy almost half of the total blood volume, is the
main responsible for the non-Newtonian behavior [Thi08a].
Since the beginning of the 20th century, important hemodynamic eﬀects such
as shear thinning, thixotropy, viscoelasticity and yield stress have been investigated
both experimentally and theoretically (see e.g. [CLW06, YG08] for an overview).
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The results obtained indicate that non-Newtonian eﬀects signiﬁcantly aﬀect local
hemodynamics in the small vasculature (where the shear rate is low and the vessel
calibre is comparable with the cell size), while they could be neglected for the
medium and large vasculature, whenever the ﬁner details of the ﬂow aren't the
main object of the analysis. In the latter case, the Newtonian model is a suitable
approximation of the blood behavior [FQV09].
This work focuses on the large vasculature (heart ventricles, cardiac valves and
large arteries), therefore, even if it is worth keeping in mind that in some regions
non-Newtonian eﬀects could be important (e.g. valve hinges and leakage jet during
valve closure [SB09]), it seems reasonable to model the blood as a homogeneous,
incompressible, and Newtonian ﬂuid governed by the Navier-Stokes equations.
The incompressible Navier-Stokes equations in the Eulerian frame. Let
Ωf(t) be a bounded time-dependent domain of Rd, d = 2, 3, with a Lipschitz con-
tinuous boundary ∂Ωf(t), and denote by nf the unit outward normal on ∂Ωf(t).
Assuming the time t ∈ R+, the incompressible Navier-Stokes equations in their Eu-
lerian formulation write:
Find the ﬂuid velocity u = u(x, t) : Ωf(t)× R+ → Rd and the pressure p = p(x, t) :
Ωf(t)× R+ → R, such that ρ
f
(
∂u
∂t
+ (u · ∇)u
)
− divσf(u, p) = f , in Ωf(t),
divu = 0, in Ωf(t),
(2.1)
where σf = σf(u, p)
def
= 2µε(u) − pI is the Cauchy stress tensor with ε(u) def=
1
2(∇u+∇Tu) the strain tensor and I the identity tensor. The quantity f = f(x, t)
is a body force that will be assumed equal to 0 if not speciﬁed. The hypotheses of
homogeneous, incompressible and newtonian ﬂuid imply that the density ρf and the
viscosity µ are constant in space and time.
Problem (2.1) is eventually completed with an initial condition for the velocity
unknowns u(x, 0) = u0 in Ωf(0), and with suitable boundary conditions. Assuming
ΓfD and Γ
f
N to be two non-overlapping subsets of ∂Ω
f(t), such that ΓfD∪ΓfN = ∂Ωf(t),
the set of equations {
u = uD on Γ
f
D ⊂ ∂Ωf ,
σfnf = gN on Γ
f
N ⊂ ∂Ωf ,
(2.2)
deﬁnes respectively the Dirichlet boundary condition, (2.2)1, and the Neumann
boundary condition, (2.2)2; with uD and gN given vector functions. Other boundary
conditions, such as Robin boundary conditions, are possible and will be used in
Chapter 4.
The incompressible Navier-Stokes equations in the ALE frame. In this
paragraph we provide only the essential notions on the ALE formulation in order
to reformulate the incompressible Navier-Stokes equations in this frame. For an
extensive presentation of the ALE formulation we refer to [Nob01] and [FG09].
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The ALE description is based on the introduction of an appropriate mapping
A from a reference ﬁxed conﬁguration Ωˆf (e.g. Ωˆf = Ωf(0)) to the current moving
domain Ωf(t):
A : Ωˆf × R+ → Ωf(t), (xˆ, t)→ x = A(xˆ, t),
such that Ωf(t) = A(Ωˆf , t) for all t > 0.
Remark 2.1 The choice of the mapping is in general rather arbitrary, provided
that the given law for the domain boundary movement is respected. As a result, a
classical approach is to build the map A from the evolution of the boundary ∂Ωf(t)
of the ﬂuid domain Ωf(t).
Noticing that the ALE map At(xˆ) def= A(xˆ, t) represents the deformation of the
domain at any time t > 0, we can deﬁne the corresponding domain velocity as
wˆ(xˆ, t)
def
= ∂tA(xˆ, t). We also indicate the deformation gradient with Fˆ f(xˆ, t) def=
∇
xˆ
A(xˆ, t), where ∇
xˆ
is the gradient with respect to xˆ, and its determinant with
Jˆ f(xˆ, t)
def
= det Fˆ
f
(xˆ, t).
For any given function fˆ : Ωˆf × R+ → R deﬁned in the ALE reference domain,
its Eulerian description is given by
f(x, t) = fˆ(x, t) ◦ A−1t = fˆ(A−1t (x), t), ∀x ∈ Ωf(t), t > 0;
conversely
fˆ(xˆ, t) = f(At(xˆ), t), ∀xˆ ∈ Ωˆf .
Therefore on a given point x of domain Ωf(t), we have that w(x, t) = wˆ(xˆ, t),
where w(x, t) is the velocity of the domain in the current conﬁguration, note that
in general w(x, t) 6= u(x, t).
In order to eﬀectively apply the ALE formulation to the problem (2.1) we still
need to introduce the relation between the Eulerian time derivative of an Eulerian
ﬁeld q, ∂tq, and the corresponding ALE time-derivative, ∂tq|A. The following propo-
sition, based on the application of the chain rule for the composition of functions,
yields the awaited result.
Proposition 2.1 For any given Eulerian ﬁeld q, the following identity holds
∂q
∂t
∣∣∣
A
= w · ∇q + ∂q
∂t
. (2.3)
A direct application of the identity (2.3) yields the following ALE formulation for
the incompressible Navier-Stokes equations:
Find the ﬂuid velocity u = u(x, t) : Ωf(t)× R+ → Rd and the pressure p = p(x, t) :
Ωf(t)× R+ → R, such that ρ
f
(
∂u
∂t
∣∣∣
A
+ (u−w) · ∇u
)
− divσf(u, p) = f , in Ωf(t),
divu = 0, in Ωf(t),
(2.4)
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The formulation presented is the so-called non-conservative form and is not the
only possible in the ALE context. A conservative form can be obtained by replacing
equation (2.4)1 with
(J f)−1ρf
∂(J fu)
∂t
∣∣∣
A
+ div
(
u⊗ (u−w)− σf(u, p)) = f , in Ωf(t).
We refer to [FFGQ09] for its derivation.
2.2.2 Solid models
Biological structures, such as vessel wall, cardiac valves and the heart wall, are in
general characterized by very complex non-linear mechanical behaviors. These are
often made of a ﬁbrous network embedded in a multiple structure layers, each one
characterized by a speciﬁc mechanical behavior. First, in view of the presentation of
the coupled FSI problem and of the coupling algorithms, a general three-dimensional
elastic model is introduced. Later, speciﬁc models for the biological structures
considered in this work are brieﬂy reviewed.
The elastodynamics equations. We denote the deformation of the solid
medium by
ϕs : Ωˆs × [0, T ] −→ Ωs(t).
We then introduce the corresponding deformation gradient Fˆ
s
(xˆ, t)
def
= ∇
xˆ
ϕs(xˆ, t),
and its determinant Jˆ s(xˆ, t)
def
= det Fˆ
s
(xˆ, t). The displacement of the domain is
given by dˆ(xˆ, t)
def
= ϕs(xˆ, t) − xˆ. Within the structure, the velocity of a material
point xˆ, ∂tϕs(xˆ, t) = ∂tdˆ(xˆ, t), is denoted by uˆs(xˆ, t).
Assuming the structure governed by the elastodynamics equations in the La-
grangian formulation, the solid problem writes:
Find the solid displacement dˆ = dˆ(xˆ, t) : Ωˆs × R+ → Rd and the velocity
uˆs = uˆs(xˆ, t) : Ωˆs × R+ → Rd such that ρˆs0
∂uˆs
∂t
− div
xˆ
Πˆ(dˆ) = ρˆs0fˆ
s, in Ωˆs,
∂tdˆ = uˆ
s, in Ωˆs,
(2.5)
with ρˆs0
def
= Jˆ sρˆs, ρˆs the structure density, and fˆ s a given body force. The tensor
Πˆ = Πˆ(dˆ) is called the ﬁrst Piola-Kirchhoﬀ tensor and is related to the Cauchy
stress tensor by the following relation:
Πˆ
def
= Jˆ sσˆs(Fˆ
s
)−T, (2.6)
where σˆs
def
= σs ◦ ϕs. Unlike the Cauchy stress tensor σˆs, the ﬁrst Piola-Kirchhoﬀ
tensor Πˆ is non-symmetric. Notice also that the ﬁrst Piola-Kirchhoﬀ tensor is
the Piola transform of the tensor σˆs and is related to dˆ through an appropriate
constitutive law. The following proposition states the main properties of the Piola
transform [FFGQ09]:
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Proposition 2.2 Let σ be an Eulerian second order tensor ﬁeld in a given Lipschitz
bounded domain Ω(t) and Πˆ its Piola transformation. Then
div
xˆ
Πˆ = Jˆ div σˆ in Ωˆ, (2.7)
where σˆ = σ ◦ϕ. As a result, for all Vˆ ⊂ Ωˆ we have∫
∂V
σn dγ =
∫
∂Vˆ
Πˆnˆ dγˆ, (2.8)∫
∂V
n dγ =
∫
∂Vˆ
Jˆ(Fˆ )−Tnˆ dγˆ, (2.9)
dγ = Jˆ |(Fˆ )−Tnˆ| dγˆ, (2.10)
n =
(Fˆ )−Tnˆ
|(Fˆ )−Tnˆ| . (2.11)
Here, n and nˆ stand for the outward unit normal vectors to ∂V and ∂Vˆ , respectively.
Problem (2.5) has to be completed by the following initial conditions:
dˆ(xˆ, 0) = dˆ0, uˆ
s(xˆ, 0) = uˆs0,
and the boundary conditions{
dˆ = dˆD on Γˆ
s
D ⊂ ∂Ωˆs,
Πˆnˆs = Jˆ s||(Fˆ s)−Tnˆs||hˆs on ΓˆsN ⊂ ∂Ωˆs,
(2.12)
being dˆD and hs given functions and nˆs the unit outward normal on ∂Ωˆs, ΓˆsD∪ΓˆsN =
∂Ωˆs. Equation (2.12)1 sets the displacements on the part ΓˆsD of the boundary, while
(2.12)2 imposes the surface stresses on the part ΓˆsN and is the Lagrangian equivalent
of the boundary condition
σsns = hs on ΓsN ⊂ ∂Ωs,
written in the Eulerian frame.
Remark 2.2 For the sake of simplicity, in the following we assume dˆD = 0, which
corresponds to a ﬁxed boundary for the structure domain.
Remark 2.3 Other boundary conditions may be of interest for the structure in car-
diovascular applications. An important example is provided in Appendix A, where
a simple but eﬀective reduced model has been proposed to provide an adequate rep-
resentation of the external tissues in FSI problems. It can be shown that the model
proposed can be interpreted numerically as a particular Robin boundary condition
for the structure.
Many constitutive laws can be devised for a solid. Here for instance, we provide
the general formulation of a hyperelastic material. Speciﬁc models for vessels, valves
and the heart wall are also brieﬂy addressed below.
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To introduce the hyperelastic formulation, a symmetric tensor, the so-called
second Piola-Kirchhoﬀ tensor
Σˆ
def
= (Fˆ
s
)−1Πˆ = Jˆ s(Fˆ
s
)−1σˆs(Fˆ
s
)−T, (2.13)
is used. Note that Σˆ is usually preferred to Πˆ because of its symmetry. As a matter
of fact, constitutive laws are often better expressed in terms of symmetric stress
tensors. For a general hyperelastic material Σˆ and dˆ are related by
Σˆ(Eˆ) =
∂W(Eˆ)
∂Eˆ
,
where W = W(Eˆ) : R3×3 → R+ is the density of elastic energy of the solid and Eˆ
the Green-Lagrange strain tensor, deﬁned as
Eˆ
def
=
1
2
(
(F s)TF s − I) . (2.14)
As a simple example, we can consider the Saint-Venant-Kirchhoﬀ three-dimensional
elastic model, which is characterized by the energy density
W(Eˆ) = L1
2
(tr Eˆ)2 + L2 tr Eˆ
2
, (2.15)
and by the Green-Lagrange strain tensor
Σˆ(Eˆ) = L1(tr Eˆ)I+ 2L2Eˆ. (2.16)
In (2.15) and (2.16), L1 and L2 denote the ﬁrst and second Lamé coeﬃcients, which
are related to properties speciﬁc of an elastic material, the Young modulus E and
Poisson coeﬃcient ν, by the following relations
E = L2
3L1 + 2L2
L1 + L2
, ν =
1
2
L1
L1 + L2
, (2.17)
and
L1 =
Eν
(1− 2ν)(1 + ν) , L2 =
E
2(1 + ν)
. (2.18)
In Part I of this work, a linearized Saint-Venant-Kirchhoﬀ elastic model is used for
all the numerical experiments. In this model, the Cauchy stress tensor σs is deﬁned
as
σs(d) = 2L1(tr ε(d))I+ 2L2ε(d), (2.19)
where the linearized strain tensor is given by
ε(d) =
1
2
(∇d+∇Td). (2.20)
Despite its simplicity, this model contains the essential features, common to more
complex structure models, that must be taken into account in the analysis and
development of ﬂuid-structure interaction algorithms. Notice also that a simple
Saint-Venant-Kirchhoﬀ elasticity model can be adopted in ﬂuid-structure interaction
problems only when one is not really interested in the details of the stress, which
is the case of this work. In all the other situations more complex models should be
considered. An overview for vessels, cardiac valves and heart wall is given below.
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Vessel wall models. Blood vessels exhibit numerous complex characteristics.
Among others, we mention the heterogeneous multi-layered structure of the wall,
the inherent residual stress and the smooth muscle contractility. Various constitu-
tive models have been developed, each one aiming to model speciﬁc behaviors of the
vessel wall. In [VD03], the diﬀerent constitutive models have been classiﬁed in four
main classes:
• Pseudoelastic models, conceived after observing repeatable loading and un-
loading curves in biological tissues [FFP79], treat the vessel as an hyperelastic
material in loading and another material in unloading. In general, the appli-
cation of these models is however limited by diﬃculties in the estimation of
model parameters due to the multicollinearity (large strains - large stresses),
that is typically observed in data sets obtained with the incremental method
of loading.
• Randomly elastic models, using data collected according to a statistical design
from both the loading and unloading cycles, try to remove the limiting factors
of the pseudoelastic models. The data for such models generally appears
noisier than traditionally collected data, but minimizing multicollinearity
beneﬁts the estimation of model parameters.
• Poroelastic models, well-suited to model wall transport, treat a blood vessel as
a ﬂuid-saturated porous medium. They include measures of both the solid and
ﬂuid components in the kinematic and conservation equations. Experiments
are usually performed to assess the solid response in the presence and absence
of ﬂuid, as well as to assess the hydraulic conductivity. We refer to [Ken79] as
one of the ﬁrst work using the poroelastic approach in blood vessel mechanics.
• Viscoelastic models, useful for modeling creep, stress relaxation and hystere-
sis, include time-dependent responses in the constitutive equation. The sim-
plest linear viscoelastic models are attributed to Maxwell, Voight and Kelvin
[Fun93]. Among the developments in viscoelastic modeling we recall the works
[ABL+95, VVA+00, HGS02]. Despite using linear approaches, these studies
also include other observed arterial behaviors, such as heterogeneity and in-
ternal pressurization.
Valve models. Numerous works have been devoted to the study of the mechanical
properties of natural and prosthetic cardiac valves. Here we mainly focus on the
modeling of the natural ones, referring to [CLK04, HNP+06, SB05, SB09] for a
general overview on prosthetic valves.
Cardiac valves consist of a ﬁbrous tissue network, mainly collagen and elastin,
saturated with a ﬂuid that is mostly water. The ﬁbrous network, being wavy and
uniaxially aligned, causes a highly anisotropic stress-strain response of the leaﬂets.
Numerous constitutive models trying to incorporate valve tissue characteristics have
been proposed in the past decade. A survey is proposed in [WKM05] and four
diﬀerent classes of models have been identiﬁed:
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• Phenomenological models, typically developed by guessing either a form of the
stress-strain response or of the strain-energy function. The resulting stress-
strain response is then ﬁtted to experimental stress-strain data.
• Transversely isotropic models, that determine strain-energy functions based on
the assumption of transverse isotropy and in terms of strain invariants. Among
these, we mention the transversely isotropic hyperelastic model introduced in
[PSH07] for the modeling of the mitral valve.
• Aligned ﬁber models, based on geometric assumption, extrapolate the overall
tissue behavior from the behavior of a single (or bundle of) ﬁber(s).
• Unit-cell models, that derive the entire model from knowledge of the material
microstructure.
In [WKM05], the transversely isotropic and the unit-cell constitutive models are
said to be the most applicable to describe the behavior of heart valve tissue. Similar
good results have indeed been achieved by ﬁtting the two models to experimental
data. Nonetheless, it is also observed that they could be signiﬁcantly improved by
including the layered characteristic of heart valve tissue and by providing separate
curves for loading and unloading phases. The multi-layered structure of valves
has been taken into account in [WKM07b, WKM08], where a set of multiscale
simulations has been realized to examine the dynamic behavior of the human aortic
valve at the cell, tissue and organ length scales.
In Part II, in view of the ratio thickness/size of the valves, we have chosen to
model the leaﬂets as co-dimensional one structures (i.e. (d−1)-dimensional models,
being d the dimension of the problem under analysis). In three dimensions a shell
model has been used to avoid the locking phenomenon. We refer to [Bat96, CB03]
for the general theory of shells. For what concerns the constitutive model, we used
a generalized Hook law characterized by the following internal stored energy in the
reference conﬁguration Ωˆs:
W(Eˆ) = 1
2
∫
Ωˆs
[
Cαβλµeαβeλµ +D
αλeαzeλz
]
dV, (2.21)
where Eˆ = (eαβ). In equation (2.21) the Greek symbols varying from 1 to 2 are
used for the tangential components to the surface, z is the third direction, and
Cαβλµ =
E
2(1 + ν)
(
gαλgβµ + gαµgβλ +
2ν
1− ν g
αβgλµ
)
, (2.22)
Dαλ =
8E
t2s (1 + ν)
gαλ, (2.23)
being ts the thickness and gαλ the contravariant components of the metric tensor.
In two dimension an inextensible 1D solid with deformation energy
W = 1
2
∫ L
0
EI
∣∣∣∣∂2x∂s2
∣∣∣∣2 ds, (2.24)
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has been used. In (2.24), x(s) represents the position vector of a point along the
structure, and the quantities L and I denote, respectively, the length and the mo-
ment of inertia of the leaﬂet. We refer to [dSGB08] for more details on the model.
Even if the models proposed cannot be considered as optimal models for bio-
logical valves, they are nevertheless suﬃcient to illustrate the numerical techniques
introduced in Chapters 5 and 6.
Heart wall models. The key ingredients in the description of the electromechan-
ical behavior of the heart wall are the modeling of the electrical activity and of the
mechanical constitutive law. The coupling of these two elements leads to a complex
multiscale problem, that goes from the cellular to the macroscopic level of the my-
ocardial tissue. A general overview on the main cardiac modeling issues is reported
in [HPS03].
Much attention has been given to the modeling of the electrical function of the
heart. The goal of integrative modeling of the electrical activity of the heart is
to understand the genesis of the myocardial activation sequence, from models of
cellular ion currents and tissue conductivity, and to study the process of generation
of the body surface potentials, which in turn generate the ECG. We refer to [Zem09]
for some recent advances in this ﬁeld.
For what concerns the mechanical constitutive law, the latter must be able to
account for both the active and passive aspects of the muscle dynamics. For the ac-
tive part, most of the existing models of myoﬁber excitation-contraction mainly rely
on heuristic approaches and experimental testing (see e.g. [WH99, Sac04, SH06]).
Recently, a large displacement and large strains model, consistent with key thermo-
mechanical requirements, has been proposed in [SMCCS06] and applied to elecrome-
chanical simulations in [Moi08, CFG+09]. The model combines an active law, based
on a chemically-controlled constitutive law of cardiac myoﬁbre mechanics [BCS01],
and a passive component which relies on the hyperelastic and viscolelastic laws. In
Part III, the physiological displacements obtained from the simulations realized in
[Moi08, CFG+09] are used to investigate the ﬂuid-dynamics in the left-ventricle.
The simulations are performed with a new reduced model for valves described in
Chapter 7.
2.3 The coupled FSI problem
In order to introduce the general non-linear ﬂuid-structure problem, let us consider
a time-dependent domain Ω(t) ⊂ Rd. We assume, for all time t, that Ω(t) = Ωf(t)∪
Ωs(t) and Ωf(t)∩Ωs(t) = ∅, where Ωf(t) is occupied by an incompressible viscous ﬂuid
and Ωs(t) by an elastic solid. The reference conﬁguration of the system is deﬁned
by Ωˆ = Ωˆf ∪ Ωˆs and the ﬂuid-structure interface is denoted by Σ(t) = Ωf(t)∩Ωs(t).
A two-dimensional sketch of the considered domain is reported in Figure 2.1.
For the ﬂuid, since we are dealing with a moving interface, we consider the
incompressible Navier-Stokes equations in its ALE formulation (2.4). For the struc-
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Figure 2.1: Geometry description.
ture, we take account of its motion with the elastodynamics equations (2.5). Both
problems are completed with proper initial conditions and boundary conditions (on
ΓfD(t) and Γ
f
N (t), for the ﬂuid, and on Γ
s
D and Γ
s
N for the structure).
From the geometrical point of view, to ensure the compatibility between the
two formulations we enforce that the ﬂuid control volume follows the interface mo-
tion, i.e.
A(xˆ, t) = ϕs(xˆ, t), on Σˆ. (2.25)
Since we describe the motion of the solid in terms of its displacement dˆ, it is also
useful to describe the ALE map in terms of the displacement of the control volume,
dˆ
f
: Ωˆf × R+ → Rd, deﬁned by
dˆ
f
(xˆ, t)
def
= A(xˆ, t)− xˆ, ∀xˆ ∈ Ωˆf .
Thus, (2.25) reduces to
dˆ
f
(xˆ, t) = dˆ(xˆ, t), on Σˆ. (2.26)
Note that this equation deﬁnes a geometrical coupling between the two problems.
Finally, by diﬀerentiating equality (2.26) with respect to t, we also have that
wˆ(xˆ, t) = uˆs(xˆ, t), on Σˆ. (2.27)
Remark 2.4 Although equations (2.26) and (2.27) are used in practice, only
dˆ
f
(xˆ, t) · n = dˆ(xˆ, t) · n, on Σˆ,
wˆ(xˆ, t) · n = uˆs(xˆ, t) · n, on Σˆ,
are theoretically required.
Apart from the constraint of satisfying (2.26), the displacement of the ﬂuid control
volume dˆ
f
(and hence A) can be chosen rather arbitrarily. As a matter of fact, it
can be any reasonable extension of dˆ|Σˆ over Ωˆ
f . In the sequel we will denote this
operation by
dˆ
f
= Ext(dˆ|Σˆ). (2.28)
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For instance, the operator Ext can be given in terms of an harmonic extension, by
solving: 
−∆dˆf = 0, in Ωˆf ,
dˆ
f
= 0, on ∂Ωˆf\Σˆ,
dˆ
f
= dˆ, on Σˆ,
(2.29)
where the boundaries of the ﬂuid domain not belonging to Σ are assumed ﬁxed
along the motion. As a consequence, The current conﬁguration of the ﬂuid domain,
Ωf(t), is parametrized by the ALE map
A(xˆ, t) = xˆ+ Ext(dˆ|Σˆ),
that is
Ωf(t) = At(Ωˆf) = (IΩˆf + dˆ
f
)(Ωˆf).
From the mechanical point of view, the coupling between the two systems of
diﬀerential equations is realized by imposing the following transmission conditions
at the interface:
u = us, on Σ(t), (2.30)
σfnf + σsns = 0, on Σ(t), (2.31)
Equation (2.30) ensures the continuity of the velocity at the interface, since the
ﬂuid is assumed to be viscous and perfectly sticking to the interface Σ(t). Equation
(2.31) enforces the continuity of stress and in a Lagrangian description is given by:
Πˆnˆs + Jˆ f σˆf(Fˆ
f
)−Tnf = 0, on Σˆ. (2.32)
Using the coupling conditions (2.28), (2.30) and (2.32) the non-linear ﬂuid-structure
problem under consideration reads as follows (see e.g. [FFGQ09]):
Find the ﬂuid velocity u : Ωf × R+ → Rd, the pressure p : Ωf × R+ → R, the solid
displacement dˆ : Ωˆs×R+ → Rd and the solid velocity uˆs : Ωˆs×R+ → Rd such that
• Fluid sub-problem:
ρf
∂u
∂t
∣∣∣
A
+ ρf(u−w) · ∇u− 2µ div(ε(u)) +∇p = 0, in Ωf(t),
divu = 0, in Ωf(t),
u = uD, on Γ
f
D,
σfnf = g, on ΓfN ,
(2.33)
• Solid sub-problem: 
ρs0∂tuˆ
s − div
xˆ
Πˆ(dˆ) = 0, in Ωˆs,
uˆs = ∂tdˆ, in Ωˆ
s,
dˆ = dˆD, on Γˆ
s
D,
Πˆnˆs = Jˆ s||(Fˆ s)−Tnˆs||hˆ, on ΓˆsN ,
(2.34)
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• Coupling conditions:
dˆ
f
= Ext(dˆ|Σ), wˆ = ∂tdˆ
f
in Ωˆf , Ωf(t) = (IΩf + dˆ
f
)(Ωˆf),
u = w, on Σ(t),
Πˆnˆs = Jˆ f σˆf(Fˆ
f
)−Tnˆs, on Σˆ.
(2.35)
Remark 2.5 Note that in the problem (2.33)-(2.35) we have supposed the body
forces for the ﬂuid and for the structure to be equal to 0. For hemodynamic ap-
plications it means that the eﬀects of gravity are ignored.
Remark 2.6 In practice, as detailed in Section 2.5.3, most of the numerical
schemes based on partitioned procedures, that solve the coupled problem (2.33)-(2.35),
rely on a Dirichlet-Neumann domain decomposition strategy [QV99]. A Dirichlet
boundary condition (i.e. (2.35)2) is imposed at the interface for the ﬂuid sub-problem,
whereas the structure sub-problem is supplemented with a Neumann boundary con-
dition (i.e. (2.35)3).
We ﬁnally observe that from an energetic point of view, the following proposition
holds for the coupled problem (2.33)-(2.35):
Proposition 2.3 Assume that the coupled ﬂuid-structure system is isolated, i.e.
u = 0 on ∂Ωf(t)\Σ(t), Πˆnˆs = 0 on ∂Ωˆs\Σˆ, then the following energy balance holds:
d
dt
[ ∫
Ωf(t)
ρf
2
|u|2 dx+
∫
Ωˆs
ρˆs0
2
|uˆs|2 dxˆ︸ ︷︷ ︸
Kinetic energy
+
∫
Ωˆs
W(Eˆ) dxˆ︸ ︷︷ ︸
Elastic potential energy
]
+
∫
Ωf(t)
2µ|ε(u)|2 dx︸ ︷︷ ︸
Dissipated viscous power
= 0. (2.36)
For a proof of (2.36) we refer to [FG09], here we only observe that the dissipation
in the system only comes from the ﬂuid viscosity and that the power exchanged by
the ﬂuid and the structure exactly balances at the interface. This balance is a direct
consequence of the fulﬁllment of the coupling conditions (2.35)2 and (2.35)3.
2.4 Variational formulations of the coupled FSI problem
2.4.1 Elements of functional analysis
We give here some elements of functional analysis necessary to introduce the vari-
ational setting for the coupled problem (2.33)-(2.35). We refer to any standard
functional analysis text (e.g. [Bre83]) for a more comprehensive presentation.
Let Ω ⊂ Rd, d = 2, 3, be a bounded domain, Lipschitz at least. We denote with
C0(Ω) the space of functions that are continuous in Ω and with Ck(Ω) the space of
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functions that are k-times continuously Fréchet-diﬀerentiable on Ω. The space D(Ω)
represents the set of C∞ functions whose support is compact in Ω. D(Ω) is dense
in Lp(Ω), 1 ≤ p < +∞, which denotes the space of functions whose p-th power
is absolutely integrable with respect to the Lebesgue measure on Ω. Let M(Ω) be
the space of scalar-valued functions on Ω that are Lebesgue-measurable, the spaces
Lp(Ω), 1 ≤ p ≤ ∞, are deﬁned as
Lp(Ω)
def
= {f ∈M(Ω) : ‖f‖Lp(Ω) < +∞},
with
‖f‖Lp(Ω) =
(∫
Ω
|f |p dx
) 1
p
, ∀ 1 ≤ p <∞,
‖f‖L∞(Ω) = ess supΩ|f |, p =∞.
The Sobolev space Wm,p(Ω) is the space of functions in Lp(Ω) whose distribu-
tional derivatives of order less than or equal to m belong to Lp(Ω), m ≥ 0 being
an integer and 1 ≤ p ≤ ∞. When p = 2, Hm(Ω) = Wm,2(Ω) is a Hilbert space if
equipped with the scalar product
(f, v)m,Ω =
∑
|α|≤m
∫
Ω
Dαf Dαv dx,
where Dα denotes the distributional derivative with α = [α1, ..., αd] a multi-index
of non-negative integers. The associated norm is given by
‖f‖Hm(Ω) = ‖f‖m,Ω =
∑
|α|≤m
‖Dαf‖Lp(Ω),
and the semi-norm by
|f |m,Ω =
( ∑
|α|=m
‖Dαf‖L2(Ω)
) 1
2
.
Note that L2(Ω) = H0(Ω) is a Hilbert space endowed with the scalar product
(f, v)Ω =
∫
Ω
f v dx,
and with the induced norm ‖f‖L2(Ω) = ‖f‖0,Ω = (f, f)
1
2 .
In the following, we also make use of the Hm subspaces
Hm0 (Ω)
def
= {f ∈ Hm(Ω) : f |∂Ω = 0}
and
Hm0,Γ(Ω)
def
= {f ∈ Hm(Ω) : f |Γ = 0, Γ ⊆ ∂Ω}.
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The space Hm0 (Ω) (resp. H
m
0,Γ(Ω)) consists of functions of H
m(Ω) with zero trace on
the boundary ∂Ω (resp. Γ ⊆ ∂Ω). A precise deﬁnition of trace for scalar and vector
functions is reported for example in [QV97, Section 1.3]. Here, we limit ourselves
to recall that any function belonging to Hm−1/2(Γ), m > 1/2, is the trace on Γ ⊆ Ω
of a function in Hm(Ω). For the space H1(Ω), the associated trace operator on Γ is
denoted with
TrΓ : H
1(Ω)→ H 12 (Γ).
We ﬁnally mention that in the sequel, the symbol [Hm(Ω)]d is used to indicate
the space of d-dimensional vector functions whose components belong to Hm(Ω)
(e.g. [Hm(Ω)]3 = Hm(Ω)×Hm(Ω)×Hm(Ω)).
2.4.2 A ﬁrst variational formulation
We aim at writing a ﬁrst variational formulation for the problem (2.33)-(2.35). To
this end, we ﬁrst introduce the weak form for the ﬂuid and the structure parts,
(2.33) and (2.34) respectively, then we give the variational formulation of the whole
coupled problem taking into account the coupling conditions (2.35). In view of the
numerical discretization of the coupled problem, we assume here that the kinematic
condition is imposed as a Dirichlet boundary condition for the ﬂuid; whereas the
continuity of stress is applied as a Neumann boundary condition for the structure
(see Remark 2.6).
Formally, for the ﬂuid, we deﬁne the functional spaces
Vˆ f
def
=
{
vˆf : Ωˆf → Rd, vˆf ∈ [H1(Ωˆf)]d
}
, (2.37)
V f
def
=
{
vf(t) : Ωf(t)→ Rd, vf = vˆf ◦ A−1t , vˆf |ΓfD = 0
}
, (2.38)
V f0
def
=
{
vf(t) : Ωf(t)→ Rd, vf = vˆf ◦ A−1t , vˆf |ΓfD∪Σˆ = 0
}
, (2.39)
Qˆ
def
=
{
qˆ : Ωˆf → Rd, qˆ ∈ L2(Ωˆf)
}
, (2.40)
Q
def
=
{
q(t) : Ωf(t)→ Rd, q = qˆ ◦ A−1t
}
, (2.41)
Notice that, contrary to the test functions vˆf ∈ Vˆ f and qˆ ∈ Qˆ deﬁned on the ﬁxed
domain Ωˆf , the functions vf ∈ V f and q ∈ Q are time dependent. However, since vˆf
is independent of t, vf has zero ALE time-derivative
∂vf
∂t
∣∣∣
A
= 0. (2.42)
The same property holds for q. For the sake of clarity and to avoid technicali-
ties, we will simply denote the space of the unknowns by X f
def
= [H1(Ωf(t))]d and
M
def
= L2(Ωf(t)), although the non cylindrical shape of the space-time domain would
require a more precise notation.
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By multiplying the ﬂuid equation (2.33)1,2 by (vf , q) ∈ V f0 × Q, integrating by
parts and taking into account the boundary conditions, we get∫
Ωf(t)
ρf
∂u
∂t
∣∣∣
A
· vf dx+
∫
Ωf(t)
ρf(u−w) · ∇u · vf dx
+
∫
Ωf(t)
σf(u, p) : ∇vf dx−
∫
ΓfN
g · vf dγ +
∫
Ωf(t)
q divu dx = 0. (2.43)
Using a change of variables in the ﬁrst integral in combination with (2.42) and since
ρf is assumed to be constant, it can be shown that∫
Ωf(t)
ρf
∂u
∂t
∣∣∣
A
· vf dx = d
dt
∫
Ωf(t)
ρfu · vf dx−
∫
Ωf(t)
ρf(divw)u · vf dx.
Therefore, by inserting this equality in (2.43), the variational formulation for the
ﬂuid sub-problem reads:
For all (vf , q) ∈ V f0 ×Q and t ∈ R+, ﬁnd (u(t), p(t)) ∈ X f ×M , a.e. in t, satisfying
u = w on Σ(t) and u = uD on ΓfD, and such that
d
dt
∫
Ωf(t)
ρfu · vf dx+
∫
Ωf(t)
ρf(u−w) · ∇u · vf dx−
∫
Ωf(t)
ρf(divw)u · vf dx
+
∫
Ωf(t)
σf(u, p) : ∇vf dx+
∫
Ωf(t)
q divu dx =
∫
ΓfN
g · vf dγ. (2.44)
For practical purposes, in the following, the variational formulation (2.44) will be
replaced by the shorthand notation
Af(u, p;vf , q) = F f(vf), (2.45)
where
Af(u, p;vf , q)
def
=
d
dt
∫
Ωf(t)
ρfu · vf dx+
∫
Ωf(t)
ρf(u−w) · ∇u · vf dx
−
∫
Ωf(t)
ρf(divw)u · vf dx+
∫
Ωf(t)
σf(u, p) : ∇vf dx+
∫
Ωf(t)
q divu dx,
and
F f(vf)
def
=
∫
ΓfN
g · vf dγ.
The functional spaces associated with the structure problem are indicated with
Vˆ s and V s
def
= Vˆ s ◦ϕ−1t . In the particular case of the elastodynamics equations they
reads:
Vˆ s
def
=
{
vˆs : Ωˆs → Rd, vˆs ∈ [H1(Ωˆs)]d, vˆs|ΓˆsD = 0
}
, (2.46)
V s
def
=
{
vs(t) : Ωs(t)→ Rd, vs = vˆs ◦ϕ−1t
}
. (2.47)
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Multiplying by vˆs ∈ Vˆ s the solid equation (2.34)1, integrating by parts and taking
into account the boundary conditions (2.34)3,4 and the interface condition (2.35)3,
we get∫
Ωˆs
ρˆs0
∂uˆs
∂t
· vˆs dxˆ+
∫
Ωˆs
Πˆ : ∇
xˆ
vˆs dxˆ
=
∫
ΓˆsN
Jˆ s||(Fˆ s)−Tnˆs||hˆ · vˆs dγˆ +
∫
Σˆ
Jˆ sσˆf(Fˆ
S
)−Tnˆs · vˆs dγˆ. (2.48)
Replacing (2.34)2 in (2.48) and using the property (2.8) of the Piola transform, we
obtain the following variational formulation for the structure sub-problem:
For all vˆs ∈ Vˆ s, ﬁnd dˆ(t) ∈ Vˆ s such that∫
Ωˆs
ρˆs0
∂2dˆ
∂t2
· vˆs dxˆ+
∫
Ωˆs
Πˆ : ∇
xˆ
vˆs dxˆ
=
∫
ΓˆsN
Jˆ s||(Fˆ s)−Tnˆs||hˆ · vˆs dγˆ −
∫
Σ(t)
σfnf · vs dγ. (2.49)
Also for the structure, we introduce the shorthand notation
As(dˆ; vˆs) = F s(vˆs)−
∫
Σ(t)
σfnf · vs dγ, (2.50)
where
As(dˆ; vˆs)
def
=
∫
Ωˆs
ρˆs0
∂2dˆ
∂t2
· vˆs dxˆ+
∫
Ωˆs
Πˆ : ∇
xˆ
vˆs dxˆ,
and
F s(vˆs)
def
=
∫
ΓˆsN
Jˆ s||(Fˆ s)−Tnˆs||hˆ · vˆs dγˆ.
Before giving the variational formulation of the coupled problem, it must be observed
that the last term on the right-hand side of (2.49) is not appropriate from the
numerical point of view. Indeed, a direct approximation of
∫
Σ(t) σ
fns · vˆs dγ might
introduce a spurious energy at interface, leading to unstable numerical schemes. As
a consequence, it is usually preferred to compute the ﬂuid interface load as a residual
of the ﬂuid variational formulation, obtained by testing (2.44) with appropriate no
vanishing test functions on Σ(t). In detail, introducing a continuous linear lifting
operator Lˆ : [H1(Ωˆs)]d → [H1(Ωˆf)]d such that Lˆvˆs satisﬁes{
Lˆvˆs = vˆs on Σˆ,
Lˆvˆs = 0 on ∂Ωˆf\Σˆ,
(2.51)
we have∫
Σ(t)
σfnf · vˆs dγ = d
dt
∫
Ωf(t)
ρfu · Lvs dx+
∫
Ωf(t)
ρf(u−w) · ∇u · Lvs dx
−
∫
Ωf(t)
ρf(divw)u · Lvs dx+
∫
Ωf(t)
σf(u, p) : ∇Lvs dx,
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where Lvs def= Lˆvˆs ◦ A−1t .
In summary, under variational formulation, the problem (2.33)-(2.35) can be
rewritten as
For all (vf , q, vˆs) ∈ V f0 ×Q× Vˆ s and t ∈ R+, ﬁnd (u(t), p(t), dˆ(t)) ∈ X f ×M × Vˆ s,
satisfying u = w on Σ(t), u = uD on ΓfD, and such that
• Geometry sub-problem:
dˆ
f
= Ext(dˆ|Σ), wˆ = ∂tdˆ
f
in Ωˆf , Ωf(t) = (IΩf + dˆ
f
)(Ωˆf), (2.52)
• Fluid sub-problem:
Af(u, p;vf , q) = F f(vf), (2.53)
• Solid sub-problem:
As(dˆ; vˆs) = F s(vˆs)− 〈R(u, p),Lvs〉 , (2.54)
where we introduced the notation
〈R(u, p),Lvs〉 def= d
dt
∫
Ωf(t)
ρfu · Lvs dx+
∫
Ωf(t)
ρf(u−w) · ∇u · Lvs dx
−
∫
Ωf(t)
ρf(divw)u · Lvs dx+
∫
Ωf(t)
σf(u, p) : ∇Lvs dx.
Remark 2.7 For the sake of simplicity, the notation introduced in (2.50) for the
structure sub-problem and the corresponding functional spaces V s, Vˆ s will be used
in the following to identify a general structure problem that could be deﬁned by the
elastodynamics equations as well as by a reduced model (e.g. 1D models in 2D or
shell models in 3D). We refer for example to [dSGB08] for a proper deﬁnition of
the variational formulation of a possible 1D structure model and to [CB03] for shell
models.
2.4.3 A second formulation based on Lagrange multipliers
The speciﬁcity of the variational formulation introduced above relies on the par-
ticular choice of the functional spaces (2.37)-(2.41) and (2.46)-(2.47). Nonetheless
other choices could be done. In this second formulation we make a diﬀerent choice
of the functional spaces and we relax the kinematic constraint imposed strongly in
(2.52)-(2.54): the kinematic constraint is weakly imposed by means of a Lagrange
multiplier technique.
Let us consider for the ﬂuid and structure test functions the spaces V f and Vˆ s,
respectively. We observe that this choice of spaces does not specify the way to
couple ﬂuid and structure. In this case a possible way to enforce the coupling is to
introduce at the interface a third space, the Lagrange multiplier space, formally:
Λ
def
=
{
µ : Σ(t)→ Rd,µ ∈ [H−1/2(Σ(t))]d
}
, (2.55)
38
associated with the constraint TrΣ vf = TrΣ vs. The corresponding variational for-
mulation reads:
For all (vf , q, vˆs,µ) ∈ V f × Q × Vˆ s × Λ and t ∈ R+, ﬁnd (u(t), p(t), dˆ(t),λ(t)) ∈
X f ×M × Vˆ s × Λ, satisfying u = uD on ΓfD, and such that
• Geometry sub-problem:
dˆ
f
= Ext(dˆ|Σ), wˆ = ∂tdˆ
f
in Ωˆf , Ωf(t) = (IΩf + dˆ
f
)(Ωˆf), (2.56)
• Fluid sub-problem:
Af(u, p;vf , q) + 〈λ,vf〉Σ = F f(vf), (2.57)
• Solid sub-problem:
As(dˆ; vˆs)− 〈λ,vs〉Σ = F s(vˆs), (2.58)
• Coupling condition:
〈µ,u〉Σ = 〈µ,w〉Σ, (2.59)
where 〈·, ·〉Σ denotes the duality pairing on [H−1/2(Σ(t))]d × [H1/2(Σ(t))]d. Note
that within this formalism, the coupling condition (2.35)3 is implicitly handled since
〈λ,vf〉Σ and 〈λ,vs〉Σ represent the variational forms of the load acting on the ﬂuid
and on the structure respectively. As a matter of fact, integrating by parts the
ﬂuid and structure sub-problems, it can be shown that λ = −σfnf and λ = σsns
respectively (see for example [LTM00]).
A Lagrange Multiplier/Fictitious Domain method for immersed struc-
tures. The use of Lagrange multipliers to take into account the coupling between
a ﬂuid and an immersed structure (rigid or ﬂexible) is the base of the so-called
Lagrange Multiplier/Fictitious Domain method [GPP94]. Originally developed to
eﬃciently solve Dirichlet problems characterized by complex domains [GPP94], it
has been extended to the simulations of ﬂuid ﬂows interacting with moving im-
mersed rigid particles in [GPHJ99, GPH+01]. Later it has also been applied to the
interaction with immersed ﬂexible structures, either using Lagrange multipliers lo-
cated on the structure surface (see [Baa01, dH04, vLADB04, dSGB08]), or Lagrange
multipliers located on the structure volume for thick solids [Yu05].
The general idea of the method could be summarized in these two steps:
1. Extend the problem deﬁned on a geometrically complex (possibly time-
dependent) domain Ω to a larger, simpler domain ΩFD (the ﬁctitious do-
main), embedding the original one (Ω ⊆ ΩFD).
2. To ensure that the solution on ΩFD matches the original one on Ω, solve the
extended problem enforcing the boundary/interface conditions of the original
problem on ∂Ω by means of Lagrange multipliers.
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The FD formulation for ﬂuid-structure interaction problems is here presented in
the case where the ﬂuid interacts with an immersed thin structure (see Figure 2.2).
In this conﬁguration, the structure domain Ωs is coincident with the ﬂuid-structure
interface Σ, that is Ωs ≡ Σ ⊂ Rd, and Ωf = (Ωf+ ∪ Ωf− ∪ Σ) ⊂ Rd is ﬁxed.
Figure 2.2: Geometry description.
Note that in this case the ﬂuid domain overlaps the physical region occupied
by the immersed structure domain (i.e. Ωs ≡ Σ ⊂ Ωf). The ﬂuid domain rep-
resents therefore the ﬁctitious domain ΩFD and the Lagrange multipliers are used
to prescribe the coupling conditions on Σ. The FD variational formulation of the
ﬂuid-structure interaction problem considered reads:
For all (vf , q, vˆs,µ) ∈ V f × Q × Vˆ s × Λ and t ∈ R+, ﬁnd (u(t), p(t), dˆ(t),λ(t)) ∈
X f ×M × Vˆ s × Λ, satisfying u = uD on ΓfD, and such that
• Fluid sub-problem:
Af(u, p;vf , q) + 〈λ,vf〉Σ = F f(vf), (2.60)
• Solid sub-problem:
As(dˆ; vˆs)− 〈λ,vs〉Σ = F s(vˆs), (2.61)
• Coupling condition:
〈µ,u〉Σ = 〈µ, ∂td〉Σ, (2.62)
Apart from the ﬂuid domain considered and from the choice of the structure
model, it is important to observe that the variational problem (2.60)-(2.62) is for-
mally equivalent to (2.57)-(2.59). However it must be noticed that in this case,
the Lagrange multipliers λ deﬁne the jump of the hydrodynamic stress through the
immersed solid:
λ = −(σf−nf− + σf+nf+).
This can be proved by splitting the ﬂuid problem in two subproblems deﬁned on the
left hand side and on the right hand side of the structure, respectively on Ωf
−
and on
Ωf
+
, and using the Green's formula in the integrals over Ωf
−
and Ωf
+
together with
the fact that (u, p) is solution of the ﬂuid problem (see [CDdSG+05, Remark 3.1]).
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2.5 Numerical discretization of the coupled FSI problem
2.5.1 Semi-discretization in space
Space discretization techniques for ﬂuid-structure problems can be roughly divided
in two families: moving grid and ﬁxed grid methods.
In moving grid methods, the ﬂuid mesh moves and deforms to follow the struc-
ture. The Arbitrary Lagrangian-Eulerian (ALE) formulation is used for the ﬂuid
equations, which provides an accurate and reliable approach for the computation
of the ﬂuid loads on the structure. In computational hemodynamics, this approach
is common for blood - artery wall (see e.g. [FFGQ09]) and blood - myocardium
interaction. For blood - valves interaction some results have been reported both
for natural and prosthetic valves [CBHP06, M09, SB09]. However, the large struc-
tural displacements of the valve imply important deformations of the ﬂuid mesh and
frequent remeshing. Moreover, at the closure of the valve, the change of topology
makes the proper deﬁnition of the ALE formulation diﬃcult.
Fixed grid methods are more versatile at simulating FSI problems involving
large structural displacements with possible topological changes. In such methods
the ﬂuid domain is generally discretized in a ﬁxed computational grid, while the
structure domain is discretized in a separate grid. Fluid and structure meshes are
therefore totally independent. The coupling can be done in diﬀerent ways depending
on the chosen mathematical formulation. The most common approaches are the
Immersed Boundary method [MPY82, Pes02] and the FD method [GPP94, Baa01].
Major drawbacks of ﬁxed grid methods are that they could lead to leaking across
the immersed solid or introduce inaccuracies in the computation of shear stresses
on the solid if not properly discretized. We refer to [dS07] and to Chapter 6 for a
discussion on space discretization issues for the FD approach.
Space discretization of the ﬂuid and solid sub-problems. We use the ﬁ-
nite element method to discretize in space the variational formulations of the ﬂuid-
structure problem. Assuming Ωˆf (resp. Ωˆs) a polygonal (in 2D) or polyhedral (in
3D) domain, let {T fh}0≤h≤1 (resp. {T sH}0≤H≤1) be the family of triangulations of
the domain Ωˆf (resp. Ωˆs). For each triangulation the subscripts h,H ∈ (0, 1] refer
to the level of reﬁnement of the triangulation. In particular, h is deﬁned as
h
def
= max
K∈T fh
hK ,
with hK the diameter of the element K. We deﬁne H in an analogous way. In
addition, we assume that both families of triangulations are quasi-uniform. For
instance, for {T fh}0<h≤1, it implies that
hK
ρK
< CR, hK ≥ CUh, ∀K ∈ T fh , ∀h ∈ (0, 1], (2.63)
where ρK stands for the diameter of the largest inscribed ball in K and CR, CU > 0
are ﬁxed constants. We also deﬁne {T fh (t)}0≤h≤1, for every t > 0, as a suitable
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family of triangulations of the domain Ωf(t) derived from {T fh}0≤h≤1 through the
ALE mapping.
Considering the discretization of the ﬂuid sub-problem, let Qˆh be an internal
Lagrange ﬁnite element approximation of L2(Ωˆf), and Xˆ fh an internal C0 ﬁnite ele-
ment approximation of Xˆ f . We also introduce in the same way the spaces X fh, V
f
h
and V fh,0 in the current conﬁguration. In general, the spaces X
f
h and Qh, used to
approximate respectively the velocity and the pressure unknowns, should be chosen
in such a way that every couple (vfh, qh) in X
f
h × Qh satisﬁes the well-known inf-
sup condition (or LBB condition) [Bre74, BF91]. Admissible choices of the ﬁnite
element spaces are for example the pairs P2 − P1, (P2isoP1)− P1 and Pb1 − P1. An
alternative to using inf-sup stable space pairs is to resort to stabilization techniques
(e.g. [FF92]), which modify the discrete problem so that it is stable for equal or-
der velocity-pressure interpolations. Note that for simplicity the same notation is
used for the test functions and the unknowns spaces for the pressure, which is an
abuse of notation in the framework of the ALE formulation. Most of the numerical
computations performed in this work are based on this latter technique, using a
stabilized P1 − P1 pair. Considering the discretization of the solid sub-problem, we
denote with Vˆ sH the internal, at least C0, ﬁnite element space approximation of Vˆ s.
For example, for the three dimensional elastodynamics equations, V sH represents the
P1 ﬁnite element space; for the shell model, Vˆ sH deﬁnes the MITC4 general shell
element1 space.
For the sake of generality, in the following, we adopt the notations
Afh(uh, ph;v
f
h, qh) = F
f
h(v
f
h), (2.64)
AsH(dˆH ; vˆ
s
H) = F
s
H(vˆ
s
H), (2.65)
to identify the semi-discretization in space of the variational forms
Af(u, p;vf , q) = F f(vf),
As(dˆ; vˆs) = F s(vˆs),
whose symbols have been introduced in Section 2.4.2. The variables
(uh(t), ph(t), dˆH(t)) ∈ X fh × Qh × Vˆ sH are the ﬁnite element approximations of the
velocity u, of the pressure p and of the structure displacement dˆ, respectively.
Space discretization of the coupling conditions in the ALE formulation.
The space semi-discretization of the coupling conditions strictly depends on the
conformity of the ﬂuid and structure discretizations. The non-conformity of the
discretizations could be related either to the choice of the ﬁnite elements spaces
(e.g. P2 − P1 for the ﬂuid, P1 for the structure) and/or to the matching of the ﬂuid
and structure meshes at the interface Σ (see Figure 2.3).
1The MITC4 ﬁnite element has ﬁve degrees of freedom per node: the three components of the
displacement and the two parameters which deﬁne the variation of the unit vector. It is known to
be reliable and eﬀective in the two asymptotic states, membrane and bending, and is almost free
of locking thanks to a particular interpolation strategy resorted to for the diﬀerent components of
the strain tensor. We refer to [Bat96, CB03, Vid08] for more details.
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(a) matching grids (b) non-matching grids
Figure 2.3: Examples of matching and non-matching grids.
In the case of non-conforming discretizations, it is mandatory to introduce an
interface matching operator pih : Vˆ sH(Σ) → Xˆ fh(Σ), where Vˆ sH(Σ) (resp. Xˆ fh(Σ))
stands for the trace ﬁnite element space associated with Vˆ sH (resp. Xˆ
f
h). Then the
ﬂuid-structure problem (2.52)-(2.54) semi-discretized in space reads:
For all (vfh, qh, vˆ
s
H) ∈ V fh,0 × Qh × Vˆ sH and t ∈ R+, ﬁnd (uh(t), ph(t), dˆH(t)) ∈
X fh ×Qh × Vˆ sH , satisfying uh = wh on Σ(t), uh = uD on ΓfD, and such that
• Geometry sub-problem:
dˆ
f
h = Exth(dˆH|Σ), wˆh = ∂tdˆ
f
h in Ωˆ
f , Ωf(t) = (IΩf + dˆ
f
h)(Ωˆ
f), (2.66)
• Fluid sub-problem:
Afh(uh, ph;v
f
h, qh) = F
f
h(v
f
h), (2.67)
• Solid sub-problem:
AsH(dˆH ; vˆ
s
H) = F
s
H(vˆ
s
H)− 〈R(uh, ph),LhvsH〉 , (2.68)
where the operator Lh : V sH(Σ) → X fh stands for a given discrete lifting operator
satisfying
Lh(bH) = pih(bH) on Σ. (2.69)
Possible choices for Lh are discussed in Chapters 3 and 4. The operator pih can be,
for instance, the standard Lagrange interpolant (pointwise matching) or a projec-
tion based operator (see for example [FLLT98, GM98, AG09]). We will deal with
the diﬀerent types of matching operators in Chapter 3. In the remaining part of
this chapter, we can assume for the sake of simplicity that the ﬂuid and structure
discretizations are conforming on the interface Σ (i.e. pih = Ih, being Ih the discrete
identity operator).
Coupling conditions based on the Nitsche's method. In the semi-
discrete problem (2.66)-(2.68) the coupling conditions are strongly imposed on the
ﬂuid-structure interface Σ. However, as already mentioned, the coupling conditions
2.5. Numerical discretization of the coupled FSI problem 43
could be also weakly imposed. A classical technique to impose in a weak sense
the transmission conditions at the interface is the Lagrange multiplier approach
presented in Section 2.4.3. Another approach is the so-called Nitsche's method. In-
troduced in 1971 to easily handle weakly Dirichlet boundary conditions without the
use of Lagrange multipliers [Nit71], this technique has been later extended for the
treatment of various interface problems (see [Han05] for a review). In the context
of ﬂuid-structure interaction important results are given in [HH03, HHS04, BF09].
The use of the Nitsche's method to enforce the transmission conditions in a weak
sense leads to the following variational formulation of the coupled problem:
For all (vfh, qh, vˆ
s
H) ∈ V fh × Qh × Vˆ sH and t ∈ R+, ﬁnd (uh(t), ph(t), dˆH(t)) ∈ X fh ×
Qh × Vˆ sH , satisfying uh = uD on ΓfD, and such that
• Geometry sub-problem:
dˆ
f
h = Exth(dˆH|Σ), wˆh = ∂tdˆ
f
h in Ωˆ
f , Ωf(t) = (IΩf + dˆ
f
h)(Ωˆ
f), (2.70)
• Fluid-structure sub-problem:
Afh(uh, ph;v
f
h, qh) +A
s
H(dˆH ; vˆ
s
H)
+γ
µ
h
∫
Σ(t)
(uh − ∂tdH) · (vfh − vsH) dγ︸ ︷︷ ︸
T1
−
∫
Σ(t)
σf(uh, ph)n
f · (vfh − vsH) dγ︸ ︷︷ ︸
T2
−
∫
Σ(t)
(uh − ∂tdH) · σf(αvfh,−qh)nf dγ︸ ︷︷ ︸
T3
= F fh(v
f
h) + F
s
H(vˆ
s
H). (2.71)
Term T1 imposes the kinematic condition (2.30) at the interface, the positive dimen-
sionless parameter γ is the so called Nitsche's penalty parameter, µ and h indicate
the ﬂuid viscosity and the ﬂuid mesh size, respectively. Term T2 is a consistency
term, added at the interface, involving normal loads across the interface (derived
from condition (2.31)). Finally, term T3 is used to symmetrize the problem, the pa-
rameter α taking values in {−1, 1}. The variational formulation (2.71) is symmetric
for α = 1 , non-symmetric for α = −1.
Remark 2.8 The Nitsche's method resembles a mesh-dependent penalty method,
but with added consistency terms (term T2). Note that this formulation allows to
deduce optimal order error estimates with preserved condition number for a quasi-
uniform mesh. Pure penalty methods, in contrast, are not consistent, and optimal
error estimates require degrading the condition number for higher polynomial ap-
proximation [BHS03].
In view of the presentation of the partitioned procedures, it is ﬁnally useful to provide
the ﬂuid and structure sub-problems corresponding to the variational formulation
(2.71):
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• Fluid sub-problem:
Afh(uh, ph;v
f
h, qh)
+ γ
µ
h
∫
Σ(t)
(uh − ∂tdh) · vfh dγ −
∫
Σ(t)
σf(uh, ph)n
f · vfh dγ
−
∫
Σ(t)
(uh − ∂tdH) · σf(αvfh,−qh)nf dγ = F fh(vfh). (2.72)
• Structure sub-problem:
AsH(dˆH ; vˆ
s
H) + γ
µ
h
∫
Σ(t)
(∂tdh − uh) · vsH dγ
+
∫
Σ(t)
σf(uh, ph)n
f · vsH dγ = F sH(vˆsH). (2.73)
Space discretization of the coupling conditions in the FD formulation.
We now address the space discretization of the ﬂuid-structure interaction problem in
case of the Lagrange Multiplier/Fictitious Domain formulation. Figure 2.4 provides
an example of the ﬂuid and structure meshes for the mechanical system given in
Figure 2.2. Note that in this case, the grids are non-conforming, the ﬂuid mesh is
ﬁxed and the interface nodes coincide with the structure nodes.
Figure 2.4: Example of non-conforming grids in the FD case.
The space semi-discrete formulation corresponding to the variational problem
(2.60)-(2.62) reads:
For all (vfh, qh, vˆ
s
H ,µh) ∈ V fh × Qh × Vˆ sH × Λh and t ∈ R+, ﬁnd
(uh(t), ph(t), dˆH(t),λh(t)) ∈ X fh × Qh × Vˆ sH × Λh, satisfying uh = uD on ΓfD, and
such that
• Fluid sub-problem:
Afh(uh, ph;v
f
h, qh) + 〈λh,vfh〉Σ = F fh(vfh), (2.74)
• Solid sub-problem:
AsH(dˆH ; vˆ
s
H)− 〈λh,vsH〉Σ = F sH(vˆsH), (2.75)
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• Coupling condition:
〈µh,uh〉Σ = 〈µh, ∂tdH〉Σ. (2.76)
The space Λh represents the approximation of the Lagrange multipliers space Λ
deﬁned in Section 2.4.3. Diﬀerent choices for this space can be considered, for
example the trace of the structure basis function or more general L2 functions. In
this work we make the following choice:
Λh =
{
µh measure on Σ, µh =
Ns∑
i=1
µiδ(xi),µi ∈ Rd
}
, (2.77)
where (xi)i=1,...,Ns denotes structure nodes lying on the ﬂuid-structure interface
(which coincides with the whole structure for a thin solid) and δ(xi) the Dirac
measure at point xi. Note that this approach is meaningful only after discretization.
Moreover, for µh ∈ Λh and vfh ∈ X fh the quantity
〈µh,vfh〉Σ =
Ns∑
i=1
µiv
f
h(xi)
is well-deﬁned as soon as X fh ⊂ (C0(Ωf))d, which is the case with our choice of the
ﬂuid ﬁnite element space.
To better understand the consequences of the particular choice of the space Λh,
it is useful to look at the algebraic counterpart of the coupling condition (2.76),
which can be readily put in the following matrix form:
KfU
k
f = KsU
k
s k = 1, ..., d. (2.78)
The components of the vector Ukf (resp. U
k
s ) are given by u
k
h (resp. ∂td
k
H) on the
ﬂuid (resp. structure) velocity ﬁnite element basis, and the matrices Kf and Ks are
deﬁned by:
[Kf ]ij = 〈δ(xi), vfj〉 = vfj(xi),
[Ks]ij = 〈δ(xi), vsj〉 = vsj(xi) = δij .
Recalling that for thin solids, the nodes on the structure coincide with the ones
on the interface, we easily infer that Kf is a rectangular matrix representing the
ﬂuid-to-structure interpolation matrix, while Ks is the identity matrix. We refer to
[FG09] for more details.
2.5.2 Semi-discretization in time
For the sake of simplicity, the semi-discretization in time of the FSI problem is
addressed considering the coupled problem (2.33)-(2.35) in its strong form. Even
though all the considerations made are suited also for the space-discrete ﬁnite el-
ement formulations presented. First the ﬂuid and the structure sub-problems are
considered. Later we take into account the diﬀerent semi-discretizations in time of
the coupling conditions, leading to diﬀerent ﬂuid-structure interaction couplings.
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Time discretization of the ﬂuid and solid sub-problems. Let τ ∈ (0, T ] be
the time-step size, being T the total physical time of the problem under analysis.
We set tn = nτ , with n = 1, ..., N , where N = T/τ . Moreover we also denote
by DτXn+1
def
= (Xn+1 −Xn)/τ the ﬁrst order backward diﬀerence in time and by
Xn+
1
2
def
= (Xn+1 +Xn)/2 the mid-point value approximation.
With regard to the ﬂuid problem, in this work two diﬀerent kinds of time dis-
cretization strategies are considered. The ﬁrst approach is based on a standard
Backward Discretization Formula of order 1 (implicit Euler scheme) for the Navier-
Stokes equation (2.1):
Given un, for n > 0 ﬁnd the ﬂuid velocity un+1 = u(x, tn+1) and the pressure
pn+1 = p(x, tn+1), such that{
ρf
(
Dτu
n+1 + (u∗ · ∇)un+1)− divσf(un+1, pn+1) = fn+1, in Ωf,n+1,
divun+1 = 0, in Ωf,n+1,
(2.79)
being u∗ equal to or an approximation of un+1 and Ωf,n+1 being an approximation
of Ωf(tn+1). If u∗ = un+1 the system is fully implicit and nonlinear, otherwise it can
be linearized taking u∗ = un (1st order approximation of un+1) or u∗ = 2un−un−1
(2nd order approximation of un+1).
The second time-advancing scheme we consider is the well-known Chorin-Temam
projection method [Cho68, Tem68, Cho69], which belongs to the class of the frac-
tional step schemes. A fractional step scheme is a method which uses multiple calcu-
lation steps for each numerical time-step. Precisely, the Chorin-Temam projection
method is a predictor-corrector fractional step scheme. Here we limit ourselves to
present the original formulation of the scheme, however diﬀerent variations exist
(e.g. see [GMS06] for an overview).
The prediction step of the scheme is progressed in time to a mid-time-step posi-
tion and consists of solving the momentum equation ignoring the pressure gradient
term:
ρf
(
u˜n+1 − un
τ
+ (u∗ · ∇)u˜n+1
)
− div ε(u˜n+1) = fn+1, in Ωf,n+1. (2.80)
The correction step is a projection step, that enforces the divergence free constraint
to the velocity ﬁeld: ρ
f
(
un+1 − u˜n+1
τ
)
+∇pn+1 = 0, in Ωf,n+1,
divun+1 = 0, in Ωf,n+1.
(2.81)
The system is now fully updated to the new time.
Remark 2.9 Note that the projection step entails the boundary condition
un+1 · nf = uD · nf on ΓfD, (2.82)
instead of the standard Dirichlet boundary condition (2.2)1. We refer to [Gue96] for
a discussion on the boundary conditions for the end-of-step velocity.
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The key advantage of the projection method is that the computations of the velocity
and the pressure ﬁelds can be decoupled [GQ98a]. As a matter of fact, applying
the divergence free constraint on (2.81)1 we can rewrite the projection step, supple-
mented with (2.82), as a Poisson equation:
∆ pn+1 =
div u˜n+1
τ
, in Ωf,n+1, (2.83)
with the homogeneous Neumann boundary condition
∇pn+1 · nf = 0, on ΓfD,
instead of (2.82). The ﬁnal velocity is updated using the relation
un+1 = u˜n+1 − τ
ρf
∇pn+1. (2.84)
In the following, we refer to (2.80)-(2.81) as the pressure-correction formulation of
the Chorin-Temam method with a pressure-Darcy step and to (2.83)-(2.84) as the
pressure-Poisson step. Notice also that in the pressure-Poisson formulation of the
Chorin-Temam method the end-of-step velocity can be completely eliminated from
the computation by replacing (2.84) in (2.80). Further details and references on the
Chorin-Temam type schemes are given in Chapters 3 and 4.
With regard to the structure problem, the semi-discretization in time of the
structure equations is based on the Newmark class of ﬁnite diﬀerence scheme. For
a given second order ordinary diﬀerential equation
y¨(t) = φ(t, y, y˙), 0 ≤ t ≤ T, (2.85)
with initial conditions
y0 = y0, y˙
0 = z0,
the Newmark method is based on the following approximation of (2.85):
yn+1 = yn+1 + τzn + τ2
[
βφn+1 +
(
1
2
− β
)
φn
]
zn+1 = zn+1 + τ
[
γφn+1 + (1− γ)φn] ,
y(0) = y0, y˙(0) = z0,
(2.86)
where β and γ are positive parameters to be chosen [RT83]. For the elastodynamic
problem, a standard choice is β = 14 and γ =
1
2 that corresponds to the well-known
mid-point scheme. Therefore, the semi-discretization in time of the problem (2.5)
reads:
Given dˆ
n
and uˆs,n, for n > 0 ﬁnd the solid displacement dˆ
n+1
= dˆ(xˆ, tn+1) and the
velocity uˆs,n+1 = uˆs(xˆ, tn+1) such that ρˆs0Dτ uˆs,n+1 − divxˆ Πˆ(dˆ
n+ 1
2 ) = ρˆs0fˆ
s,n+ 1
2 , in Ωˆs,
Dτ dˆ
n+1
= uˆs,n+
1
2 , in Ωˆs.
(2.87)
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Remark 2.10 Other choices of the parameters are possible. In particular in Chap-
ter 3, for the linearized elastodynamics equations (2.19) we set β = 1 and γ = 32
that corresponds to the Leap-Frog scheme for the structure.
Time discretization of the coupling conditions. A straightforward way to
discretize in time the coupling conditions (2.35) is to enforce simultaneously all
their discrete counterparts. Using (2.79) for the ﬂuid and (2.87) for the structure,
we have the following semi-discrete in time approximation of the FSI problem (2.33)-
(2.35):
Given (un, dˆ
n
, uˆs,n), ﬁnd the ﬂuid velocity un+1, the pressure pn+1, the solid dis-
placement dˆ
n+1
and the solid velocity uˆs,n+1 such that
• Fluid sub-problem:
ρfDτu
n+1
|A + ρ
f(un+1 −wn+1) · ∇un+1 − div(σf(un+1, pn+1)) = 0, in Ωf,n+1,
divun+1 = 0, in Ωf,n+1,
un+1 = uD, on Γ
f
D,
σf,n+1nf = g, on ΓfN ,
(2.88)
• Solid sub-problem:
ρˆs0Dτ uˆ
s,n+1 − div
xˆ
Πˆ(dˆ
n+ 1
2 ) = ρˆs0fˆ
s,n+ 1
2 , in Ωˆs,
Dτ dˆ
n+1
= uˆs,n+
1
2 , in Ωˆs,
dˆ
n+1
= dˆD, on Γˆ
s
D,
Πˆ
n+ 1
2 nˆs = Jˆ s||(Fˆ s)−Tnˆs||hˆ, on ΓˆsN ,
(2.89)
• Coupling conditions:
dˆ
f,n+1
= Ext(dˆ
n+1
|Σ ), wˆ
n+1 = Dτ dˆ
f,n+1
in Ωˆf , Ωf,n+1 = (IΩf + dˆ
f,n+1
)(Ωˆf),
un+1 = wn+1, on Σn+1,
Πˆ
n+ 1
2 nˆs = Jˆ f,n+1σˆf,n+1(Fˆ
f,n+1
)−Tnˆs, on Σˆ.
(2.90)
Note that, at each time step, we end up with a highly nonlinear system. As a matter
of fact, this is a fully implicit semi-discrete-in-time coupling where the nonlinearities
of the ﬂuid and of the solid are implicitly coupled to the geometrical nonlinearities
within the ﬂuid equations.
A lot of eﬀort in the mathematical community has been made to reduce the
complexity of the non-linear FSI coupling. In the next section a review of the most
important achievements is given.
2.5. Numerical discretization of the coupled FSI problem 49
2.5.3 Partitioned schemes in FSI
The space and time discretization of the coupled problem plays a key role in the
development of stable and eﬃcient ﬂuid-structure interaction algorithms.
Focusing in particular on the coupling conditions, a solution algorithm which
enforces simultaneously their time-discrete counterpart is said to be strongly (or im-
plicitly) coupled. For strongly coupled methods, it is possible to prove the discrete
equivalent of the continuous energy balance (2.36). Therefore they are in general
stable in the energy norm. Monolithic methods, which simultaneously solve the
ﬂuid and the structure problems in a unique solver, are strongly coupled. Oppo-
site to the monolithic methods there are the so-called partitioned (or segregated)
time-advancing procedures, where the ﬂuid and the structure are solved with their
own software. These algorithms consist of the evaluations of independent ﬂuid and
structure problems, coupled via transmission conditions in an iterative fashion. The
partitioned procedures we consider in this work are based on a Dirichlet-Neumann
heterogeneous domain decomposition strategy [QV99], where the ﬂuid subproblem is
supplemented with the Dirichlet boundary condition (2.35)2, whereas the structure
subproblem with the Neumann boundary conditions (2.35)3. For these algorithms
a master-slaves approach such as the one represented in Figure 2.5 can be devised.
Figure 2.5: Master-slave approach for FSI algorithms.
Remark 2.11 Other types of domain decomposition strategies can be considered
(e.g. Robin-Robin coupling [NV08, BNV08]). In Chapter 4 we also deal with a
Robin-Robin coupling, which is however derived from Dirichlet-Neumann coupling
discretized in space with the Nitsche's method (2.70)-(2.71).
A partitioned scheme can be either weakly or strongly coupled. On the one hand, a
partitioned scheme is weakly (or loosely) coupled when the transmission conditions
are not exactly satisﬁed at each time step, or in other words, when a spurious
numerical power may appear on the ﬂuid-structure interface. On the other hand, a
partitioned scheme is strongly coupled when the transmission conditions are enforced
with a high accuracy by means of sub-iterations performed at each time step between
the two solvers. Nevertheless, partitioned procedures are often used to implement
weakly coupled schemes. Among others, we mention [PFL95, FvdZG06] as examples
of stable weakly coupled schemes in the ﬁeld of aeroelasticity.
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The development of stable loosely coupled algorithms in computational hemo-
dynamics is however very challenging. A partial theoretical explanation of this fact
is given in [CGN05], where a toy FSI model representing the interaction between
a potential ﬂuid and a linear elastic thin solid has been used to investigate the role
of the added-mass eﬀect in the stability of partitioned procedures. This eﬀect takes
into account the inertia added to the structure because of the interaction with the
ﬂuid. In [CGN05], the authors show that numerical diﬃculties in partitioned proce-
dures can be experienced for increasing values of this inertial term, which has been
proved to depend upon the density ratio ρs/ρf and the geometry of the domain.
Here we limit ourselves to recall the main results stated, referring to [CGN05] for
the details:
1. For a given geometry, numerical instabilities can be experienced in loosely
coupled partitioned algorithms as soon as the density ratio ρs/ρf is lower than
a certain threshold.
2. For a given geometry, an increase of sub-iterations can be experienced in
strongly coupled partitioned algorithms as soon as the density ratio ρs/ρf
decreases.
3. For a given density ratio, numerical instabilities can be experienced in loosely
coupled partitioned algorithms as soon as the length of the domain is greater
than a certain threshold.
4. For a given density ratio, an increase of sub-iterations can be experienced in
strongly coupled partitioned algorithms as soon as the length of the domain
increases.
In hemodynamics, the ﬂuid and structure densities being of the same magnitude,
the added-mass eﬀect is non-negligible and numerical diﬃculties may appear with
the use of partitioned schemes. Note that, this is not the case in aeroelasticity,
where the structure density is much bigger than the ﬂuid one.
In the following, the recent advances in the development of partitioned pro-
cedures for hemodynamics applications are reviewed. Depending on the type of
ﬂuid-structure coupling enforced, three groups of schemes can be identiﬁed: im-
plicit schemes, that enforce strongly (with sub-iterations) the coupling conditions,
semi-implicit schemes, in which only part of the transmission conditions is strongly
coupled, and explicit schemes, where the coupling is weak. In this overview, we also
present the algorithms of the partitioned schemes on which are based the results of
the following chapters.
Implicit coupling schemes. Many works have been focused on the development
of techniques capable of accelerating the convergence in strongly coupled partitioned
schemes. A number of ﬁxed point strategies have been proposed: in [LTM01] a
steepest-descent algorithm is presented, an Aitken-like acceleration formula is used
in [MWR99, MWR01] and transpiration boundary conditions are used in [DFF03] to
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avoid the computation of the ﬂuid matrices at each sub-iteration. In [RRLJ01], the
authors propose to relax the ﬂuid incompressibility constraint in order to accelerate
the convergence of the ﬁxed-point iterations. Further advances on the topic suggest
the use of Newton-based methods for a fast convergence towards the solution of the
coupled non-linear system. These methods require the evaluation of the Jacobian
associated with the ﬂuid-solid coupled state equations. Inexact Newton methods are
addressed in [Tez01, MS02, MS03, Hei04] by using ﬁnite diﬀerence approximations
of the Jacobian, in [Tez01, GV03, ZZJ+03, Hei04] by replacing the coupled tangent
operator by a simpler linear operator and, applied to complex geometries in [GVF05].
Exact Newton algorithms, including diﬀerentiation with respect to the ﬂuid domain,
are introduced in [FM03, FM05]. Acceleration techniques using Krylov spaces have
been proposed in [Hei04, MvBdB05]. More recently strongly coupled procedures
based on a Robin-Robin coupling have also been investigated, among these we recall
[BNV08] for ﬁxed point iterative strategies and [BNV09] for Krylov methods.
The heterogeneous domain decomposition point of view adopted in [LTM01],
and further developed in [DDQ04, DDFQ06, BNV08, FGGV08], oﬀers an interesting
uniﬁed presentation of all these partitioned strongly coupled schemes.
In this work a strongly coupled FSI algorithm has been used within the FD
formulation for the numerical simulation of heart valves. The scheme, based on a
ﬁxed point algorithm with Aitken-like acceleration, has been proposed in [dSGB08].
Assuming that unh, dˆ
n
H , uˆ
s,n
H are given at time-step t
n, the time-stepping algorithm
is as follow:
Algorithm 2.1 A strongly coupled scheme with ﬁxed point iterations.
Initialize dˆ
0
H,Σ (e.g. dˆ
0
H,Σ = dˆ
n
H,Σ);
Do
Step 1 : (fluid sub-problem)
Find (uk+1h , p
k+1
h ,λ
k+1
h ) ∈ X fh ×Qh × Λh such that{
Afτ,h(u
k+1
h , p
k+1
h ;v
f
h, qh) +〈λk+1h ,vfh〉Σ = F fh(vfh)
〈µh,uk+1h 〉Σ = 〈µh, Dτdk+1H 〉Σ
(2.91)
for all (vfh, qh,µh) ∈ V fh ×Qh × Λh;
Step 2 : (solid sub-problem)
Find d˜
k+1
H ∈ Vˆ sH such that
Asτ,H(d˜
k+1
H ; vˆ
s
H) = F
s
H(vˆ
s
H) + 〈λk+1h ,vsH〉Σ, (2.92)
for all vˆsH ∈ Vˆ sH;
Step 3 : (Aitken acceleration formula)
Correct the position of the interface:
dˆ
k+1
H,Σ = ω
kd˜
k+1
H,Σ + (1− ωk)dˆ
k
H,Σ
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with
ωj =
(dˆ
k
H,Σ − dˆ
k−1
H,Σ) · (dˆ
k
H,Σ − d˜
k+1
H,Σ − dˆ
k−1
H,Σ + d˜
k
H,Σ)
|dˆkH,Σ − d˜
k+1
H,Σ − dˆ
k−1
H,Σ + d˜
k
H,Σ|2
; (2.93)
While ‖dˆk+1H,Σ − dˆ
k
H,Σ‖ > ε;
In the sub-iterations, Afτ,h and A
s
τ,H represent respectively the fully-discrete approx-
imations of Af and As, and DτXk
def
= (Xk −Xn)/τ .
Considering the numerical resolution of (2.91)-(2.93) a few remarks are in order:
• The ﬂuid problem (2.91) deﬁnes a saddle-point problem in the unknowns
(uh, ph) and λh, that can be solved for example by penalization. We refer
to [dS07, Chapter 4] for the details of the implementation.
• The Aitken formula requires at least two sub-iterations to be eﬀectively ap-
plied. At the ﬁrst sub-iteration a ﬁxed relaxation parameter is commonly
used.
Semi-implicit coupling schemes. The methods we introduce in this paragraph
are not strongly coupled, in the sense that (2.35)2 and (2.35)3 are not exactly
enforced, but exhibit very good stability properties in hemodynamics problems.
The ﬁrst semi-implicit coupling scheme was presented in [FGG06, FGG07]. It
basically relies upon two ideas. The ﬁrst one is to couple implicitly the pressure
stress to ensure stability (this is also suggested by the analysis made in [CGN05]).
The remaining terms of the ﬂuid equations  dissipation, convection and geometrical
nonlinearities  are explicitly coupled to the structure. This drastically reduces the
cost of the coupling without aﬀecting too much the stability. The second idea relies
upon the fact that this kind of implicit-explicit splitting can be conveniently per-
formed using a Chorin-Temam projection scheme in the ﬂuid: at each time step the
projection sub-step (carried out in a known ﬂuid domain) is strongly coupled with
the structure, so accounting for the added-mass eﬀect in an implicit way, while the
expensive ALE-advection-viscous sub-step is explicitly, i.e. weakly, coupled. The
main advantages of the resulting algorithm are: its simplicity of implementation and
its eﬃciency compared to the methods presented in the previous section. Obviously,
the main drawbacks are: ﬁrst, it assumes the ﬂuid to be solved with a projection
scheme and, second, the energy is not perfectly balanced, at least from a theoretical
viewpoint. In spite of that, theoretical and numerical evidence show that, for a wide
range of physical and discrete parameters, the scheme is numerically stable.
Remark 2.12 This idea can be generalised to other fractional step schemes. An
extension to algebraic factorisation methods has been presented in [QQ07, BQQ08,
Qua08].
For the sake of clarity we present the time semi-discrete version of the algorithm.
Assuming that Ωf,n, un, dˆ
n
, uˆs,n are known at time tn, the computation of Ωf,n+1,
un+1, pn+1, dˆ
n+1
is done according to the following procedure:
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Algorithm 2.2 Semi-implicit coupling scheme based on the projection Chorin-
Temam method.
Step 1 : (update fluid domain)
dˆ
f,n+1
= Ext(dˆ
n
|Σˆ), wˆ = Dτ dˆ
f,n+1
in Ωˆf ,
Ωf,n+1 = (IΩf + dˆ
f,n+1
)(Ωˆf) (2.94)
Step 2 : (explicit viscous-structure coupling)
ρf
u˜n+1 − un
τ
∣∣∣∣
A
+ ρf(u˜n −wn+1) · ∇u˜n+1
−2µ div(ε(u˜n+1)) = 0, in Ωf,n+1,
u˜n+1 = wn+1, on Σn+1.
(2.95)
Step 3 : (implicit pressure-structure coupling)
 Step 3.1 : (fluid projection sub-step)
ρf
un+1 − u˜n+1
τ
+∇pn+1 = 0, in Ωf,n+1,
divun+1 = 0, in Ωf,n+1,
un+1 · nf = dˆ
n+1 − dˆn
τ
· nf , on Σn+1.
(2.96)
 Step 3.2 : (solid sub-step)
ρˆs0
uˆs,n+1 − uˆs,n
τ
− div
xˆ
(
Πˆ
n+1
+ Πˆ
n
2
)
= 0, in Ωˆs,
dˆ
n+1 − dˆn
τ
=
uˆs,n+1 + uˆs,n
2
, in Ωˆs,
Πˆ
n+1 · nˆs = Jˆ f,n+1(σf (u˜n+1, pn+1) ◦ An+1)(F f,n+1)−T · nˆs, on Σˆ.
(2.97)
Note that the steps 1 and 2 are performed only once per time-step. In a partitioned
procedure, step 3 is solved by sub-iterating between steps 3.1 and 3.2 (using ﬁxed-
point or Newton iterations, for instance) since dˆ
n+1
is required in 3.1 while pn+1 is
required in 3.2. The two sub-problems of step 3 are therefore solved several times
but contrarily to a fully coupled procedure, the part of the ﬂuid solved during the
inner iterations reduces to a simple Darcy-like problem. The eﬃciency of the scheme
can be furthermore increased by replacing in step 3.1 the Darcy-like problem with
the corresponding Poisson-like problem, see equation (2.83).
The stability properties of the scheme, analyzed in [FGG07] for a linearized
FSI problem, are recalled in Chapter 3. In the same chapter the convergence of
the scheme for the same simpliﬁed problem is also investigated. In Chapter 4, a
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modiﬁcation of the original semi-implicit scheme is presented and numerical simu-
lations of an idealized abdominal aortic aneurism (AAA) are performed in the ALE
framework.
In the FD framework, the scheme in its pressure-Darcy formulation has been
presented in [dS07], however the corresponding algorithm in its pressure-Poisson
formulation is still an active research point due to the diﬃculties introduced by the
diﬀerentiation of the Dirac measure for the Langrange multiplier space (2.77).
Explicit coupling schemes. Weakly coupled schemes for FSI are very recent in
the ﬁeld of computational hemodynamics. As a matter of fact, the strong added-
mass eﬀect that characterize FSI problems in blood ﬂows makes sequentially stag-
gered schemes generally unstable.
Explicit coupling procedures, based on the use of a simpliﬁed structural model,
have been recently reported in [NV08, GGC+09, GGCC09]. A stabilized explicit
coupling scheme whose stability properties are independent of the added-mass eﬀect
has been proposed in [BF07, BF09]. The added-mass independence and the use of
general mechanical laws for the structure make this scheme suitable for fully 3D FSI
problems in blood ﬂows. The key ingredients of the scheme are the following:
1. The coupling interface conditions are treated in a weak sense, using a formu-
lation based on Nitsche's method.
2. The added-mass uniform stability is obtained by means of a time penalty term
that gives an L2-control on the ﬂuid pressure ﬂuctuations at the FSI interface.
Considering the space-discrete variational formulation (2.72)-(2.73) and assuming
that Ωf,n, unh, p
n
h, dˆ
n
H , uˆ
s,n
H are known at time t
n, the computation of Ωf,n+1, un+1,
pn+1, dˆ
n+1
is done according to the following explicit procedure:
Algorithm 2.3 Stabilized explicit coupling scheme.
Step 1 : (solid sub-problem)
Find d˜
k+1
H ∈ Vˆ sH such that
Asτ,H(dˆ
n+1
H ; vˆ
s
H) + γ
µ
h
∫
Σn
Dτd
n+1
H · vsH dγ = F sH(vˆsH)
+ γ
µ
h
∫
Σn
unh · vsH dγ −
∫
Σn
σf(unh, p
n
h)n
f · vsH dγ (2.98)
for all vˆsH ∈ Vˆ sH;
Step 2 : (fluid sub-problem)
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Find (uh, ph) ∈ X fh ×Qh such that
Afτ,h(u
n+1
h , p
n+1
h ;v
f
h, qh) + γ
µ
h
∫
Σn
un+1h · vfh dγ
−
∫
Σn
un+1h · σf(αvfh,−qh)nf dγ = F fh(vfh) + γ
µ
h
∫
Σn
Dτd
n+1
H · vfh dγ
+
∫
Σn
Dτd
n+1
H · σf(αvfh,−qh)nf dγ +
∫
Σn
σf(unh, p
n
h)n
f · vfh dγ (2.99)
for all (vfh, qh) ∈ V fh ×Qh;
Step 3 : (update fluid domain)
dˆ
f,n+1
h = Ext(dˆ
n
H|Σˆ), wˆh = Dτ dˆ
f,n+1
h in Ωˆ
f ,
Ωf,n+1 = (IΩf + dˆ
f,n+1
h )(Ωˆ
f); (2.100)
Note that the method may suﬀer from a deterioration of the time accuracy, due to
a weak consistency of the time penalty stabilization term, which rates as O(τ
1
2 ).
However, it is possible to recover optimal accuracy with a few defect-correction
iterations (see [BF09, Algorithm 3]). For a linearized FSI problem, the scheme has
been proved to be stable under the following condition
γ > 4(1 + α)2Cti,
where Cti is the constant associated with the following local trace-inverse inequality
‖vh‖20,∂K ≤ Ctih−1‖vh‖20,K , ∀vh ∈ X fh, ∀K ∈ T fh (2.101)
We refer to [BF09] for the details of the stability analysis.
2.6 Conclusion
In this chapter, the mathematical modeling and the numerical resolution of the cou-
pled ﬂuid-structure interaction problem have been addressed. For the mathematical
modeling, the equations governing the ﬂuid and the structure have been presented.
For the numerical resolution, we focused on partitioned procedures, which allow the
use of diﬀerent solvers for the ﬂuid and structure problems. Three diﬀerent groups
of partitioned scheme have been presented and for each one a review of the most
recent advances has been given. We ﬁnally remark that the notation introduced here
for the ﬂuid and structure problem is used also in the following chapters. The only
simpliﬁcation concerns the superscript ·ˆ, for the Lagrangian or ALE ﬁeld, which is
omitted when there is no ambiguity.
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3.1 Introduction
In the previous chapter we brieﬂy presented various partitioned procedures for the
numerical resolution of ﬂuid-structure problems involving an incompressible viscous
ﬂuid and a ﬂexible structure when the so-called added-mass eﬀect is strong [CGN05,
FWR06]. In literature, a great variety of partitioned strategies have been proposed
to solve this kind of problems. In Section 2.5.3, they have been classiﬁed in three
groups of coupling schemes: implicit (or strongly coupled), semi-implicit and explicit.
A number of works are devoted to the numerical analysis of FSI coupling schemes
[Gra98, GM00, Tak02, DGHL03], among them we refer in particular to [LTM00],
where the convergence of an implicit time-dependent linearized FSI problem has
been studied. There, optimal error estimates are derived for the case of non-
matching ﬁnite element approximations at the interface.
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This chapter is devoted to the convergence analysis of the projection semi-
implicit algorithm proposed in [FGG07], where the non-incremental Chorin-Temam
projection scheme is used to obtain a conditionally stable method (see [FGG07,
Theorem 1]). The analysis is carried out for a linear ﬂuid-structure problem, where
the ﬂuid is described by the Stokes equations, the structure by the classical linear
elastodynamics equations (linearized elasticity, plate or shell models) and all changes
of geometry are neglected. The ﬂuid and structure equations are fully discretized
in space and time. For the space discretization, ﬁnite element approximations with
a non-conforming matching at the interface are considered. For the time discretiza-
tion, the non-incremental Chorin-Temam projection scheme is used for the ﬂuid
and the Leap-Frog scheme for the structure (see Remark 2.10). The coupling con-
ditions at the interface are ﬁrst order in time approximations and are treated in a
semi-implicit way.
Remark 3.1 The use of the Leap-Frog scheme for the structure is dictated by the
fact that the conditional stability of the coupling scheme is proved with this time-
advancing scheme. From a theoretical point of view, the proof of the stability with
the Newmark scheme is still open, even if computationally it is known to lead to
stable algorithms.
The algorithm raises interesting theoretical and numerical problems concerning
its accuracy in time. Our aim is to better understand what kind of time accuracy
could be expected. It is clear that the scheme will be at most ﬁrst order. However,
there are two main reasons for which it could be of order less than one. First, it
is well-known that the non-incremental Chorin-Temam scheme, in a pure hydrody-
namic problem, has a reduced time accuracy. The following error estimates were
indeed proved (see [BC07, EG04, GQ98a, GQ98b, Ran91] for more details):
||u(tn)− unh||l∞(L2(Ωf)) + ||u(tn)− u˜nh||l∞(L2(Ωf)) ≤ c(hk+1 + τ),
||u(tn)− u˜nh||l∞(H1(Ωf)) + ||p(tn)− pnh||l∞(L2(Ωf)) ≤ c(hk +
√
τ),
(3.1)
where k is the ﬁnite element order (we refer to Section 2.5.2 for the notation used).
How the accuracy of the ﬂuid scheme acts on the one of the coupled scheme must
then be studied. Second, the semi-implicit treatment of the coupling conditions at
the ﬂuid-structure interface may also contribute to a modiﬁcation of the conver-
gence order. Therefore, we aim at investigating through a theoretical analysis and
by means of some numerical experiments if and how the convergence rate of the
projection semi-implicit algorithm is aﬀected.
The chapter is organized as follows. In Section 3.2 the linear coupled ﬂuid-
structure problem is introduced in a diﬀerential form. Initial and boundary condi-
tions are given both for the Stokes and the elastodynamic equations. Subsequently
the variational formulation is presented. In Section 3.3 we brieﬂy recall the pro-
jection semi-implicit scheme proposed in [FGG07], paying special attention to the
interface matching operator between the ﬂuid and the structure. A non-conforming
space discretization of the coupled domain is considered and two possible matching
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operators are analyzed: a pointwise matching and an integral one. The introduction
of a matching operator comes from the fact that, for the time being, the stability
analysis of the semi-implicit scheme is proved in [FGG07] under stability conditions
that involve diﬀerent mesh sizes for the ﬂuid and the structure. In Section 3.4, we
build appropriate ﬁnite element approximations of the continuous velocity, pressure
and displacement. In Section 3.5, we state the main result and we detail the error
analysis of the numerical scheme. A discussion on the optimality in space of the er-
ror estimates depending on the structure model, on the interface matching operator
and on the polynomial degree of the ﬂuid approximation is also presented. Numer-
ical experiments that conﬁrm the theoretical result are given in Section 3.6. There,
the time accuracy of the analyzed semi-implicit coupling scheme is compared to the
ones of two other FSI algorithms with respect to an analytical solution. Finally, the
last section is devoted to concluding remarks.
3.2 Problem setting
3.2.1 Hypotheses and notations
In order to carry out the analysis we consider a simpliﬁed ﬂuid-structure interac-
tion model where a low Reynolds regime is assumed and where the ﬂuid-structure
interface undergoes inﬁnitesimal displacements. The ﬂuid might then be simply
described by the Stokes equations in a ﬁxed domain Ωf ⊂ Rd, d = 2, 3. For the
structure we also consider a linear behavior, described either by the classical lin-
earized elastodynamics equations or by equations based on linear beam/plate/shell
models. The reference domain of the solid is denoted by Ωs ⊂ Rd. It will be either
a domain or a surface of Rd (in this latter case the elastic domain is identiﬁed by its
mid-surface). We still denote by Σ
def
= ∂Ωs∩∂Ωf the ﬂuid-structure interface. When
the structure is described by beam/shell model we have Ωs = Σ, see Figure 3.1.
We indicate by ΓfD (resp. Γ
s
D) the ﬂuid (resp. structure) boundary which doesn't
belong to the ﬂuid-structure interface. Namely ΓfD = ∂Ω
f\Σ (resp. ΓsD = ∂Ωs\Σ).
(a) Case Ωs 6= Σ (b) Case Ωs = Σ
Figure 3.1: Examples of geometric conﬁgurations.
When dealing with a d-dimensional structure, our ﬂuid-structure problem reads
as follows:
Find the ﬂuid velocity u : Ωf × R+ → Rd, the ﬂuid pressure p : Ωf × R+ → R and
the structure displacement d : Ωs × R+ → Rd such that
62

ρf∂tu−∇ · σf(u, p) = 0 in Ωf ,
∇ · u = 0 in Ωf ,
u = 0 on ΓfD,
ρs∂ttd−∇ · σs(d) = 0 in Ωs,
d = 0 on ΓsD,
(3.2)
with the interface coupling conditions{
u = ∂td on Σ,
σs(d)ns = −σf(u, p)nf on Σ. (3.3)
The coupled problem (3.2)-(3.3) is ﬁnally completed by the initial conditions
u(0) = u0, d(0) = d0, ∂td(0) = d1. (3.4)
Before going any further in the analysis, a few remarks are in order:
• For the sake of simplicity, we choose to consider homogeneous Dirichlet bound-
ary conditions on ΓfD and Γ
s
D and no external forces on the coupled system.
Nonetheless, the performed convergence analysis could be easily extended to
a case where more general assumptions on boundary conditions hold and ex-
ternal forces are considered.
• When the structure motion is described by a beam, shell or membrane model
the coupling condition is the kinematic condition (equality of the velocities)
and instead of condition (3.3)2, the load applied by the ﬂuid on the elastic
media appears in the right-hand side of the structure equation. Nevertheless,
the variational formulation of both problems takes the very same form.
3.2.2 Variational formulation
For the variational setting, we consider the usual Sobolev spaces introduced in Sec-
tion 2.4.1, and the functional spaces X f , V f , V f0 and V
s of Section 2.4.2. Note
that for the structures considered, V s ⊆ {vs ∈ [H1(Ωs)]d : vs = 0 on ΓsD}. In the
particular case of linearized elasticity the equality holds, that is
V s =
{
vs ∈ [H1(Ωs)]d : vs = 0 on ΓsD
}
.
We also recall that the space-time dependence of the unknowns is occasionally omit-
ted throughout this work, i.e.
u = u(t) = u(x, t), p = p(t) = p(x, t) and d = d(t) = d(x, t).
A ﬁrst weak formulation for the problem (3.2)-(3.3) can be derived by multiplying
equations (3.2)1 and (3.2)4 by a test function v ∈ [H10 (Ωf ∪ Ωs ∪ Σ)]d such that
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v|Ωs ∈ V s. Performing an integration by parts and using the interface condition
(3.3)2 we have
ρs(∂ttd,v)Ωs + a
s(d,v) + ρf
(
∂tu,v
)
Ωf
+ 2µ
(
ε(u), ε(v)
)
Ωf
− (p,∇ · v)
Ωf
+
(
q,∇ · u)
Ωf
= 0,
∀(v, q) ∈ [H10 (Ωf ∪ Ωs ∪ Σ)]d × L2(Ωf), v|Ωs ∈ V s, (3.5)
where as(·, ·) denotes the bilinear form associated with the structure part. We will
assume that as(·, ·) deﬁnes a scalar product on V s and that exists r ≥ 1 such that
as(v,v) ≥ C‖v‖2r,Ωs , ∀v ∈ V s. (3.6)
Typically, r will be equal to 1 or 2. In the case of linearized elasticity, as(·, ·) writes
as(d,v) =
(
σs(d), ε(v)
)
Ωs
,
and it is coercive in H10,ΓsD(Ω
s) (thus r = 1) thanks to Korn's inequality [Cia88].
In (3.5), a global test function v ∈ [H10 (Ωf ∪ Ωs ∪ Σ)]d is used. Nonetheless, we
could also have independent test functions that are not necessary equal at the inter-
face Σ of the two sub-domains. In this case, a more general variational formulation
of (3.2)-(3.3) can be written by introducing the Lagrange multipliers λ such that
(u,d, p,λ) satisfy
ρs(∂ttd,v
s)Ωs + a
s(d,vs) + ρf
(
∂tu,v
f
)
Ωf
+ 2µ
(
ε(u), ε(vf)
)
Ωf
− (p,∇ · vf)
Ωf
+
(
q,∇ · u)
Ωf
+ 〈λ,vs − vf〉Σ = 0,
∀(vs,vf , q) ∈ V s × V f ×Q. (3.7)
Here, the operator 〈·, ·〉Σ denotes the duality product between [(H1/200 (Σ))′]d and
[H
1/2
00 (Σ)]
d. The space [H1/200 (Σ)]
d is a subspace of [H1/2(Σ)]d with a strictly ﬁner
topology, such that, if we extend by zero on ∂Ωf (resp. ∂Ωs) any v ∈ [H1/200 (Σ)]d,
then the extension belongs to [H1/2(∂Ωf)]d (resp. [H1/2(∂Ωs)]d). For a proof of the
existence of the Lagrange multipliers λ we refer to [LTM00]. Note also that in (3.7)
we still assume the coupling condition (3.3)1 to be satisﬁed.
This last formulation will be used in our analysis. As a matter of fact, since we
consider non-conforming ﬁnite element approximations, the discrete test functions
are not equal at the interface but satisfy only a weak matching.
Note that any regular enough solution of such a coupled ﬂuid-structure system
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satisﬁes an energy equality that writes
ρf
2
∫
Ωf
|u|2︸ ︷︷ ︸
Fluid kinetic energy
+ 2µ
∫
Ωf
|ε(u)|2︸ ︷︷ ︸
Dissipation within the ﬂuid
+
ρs
2
∫
Ωs
|∂td|2︸ ︷︷ ︸
Structure kinetic energy
+
1
2
as(d,d)︸ ︷︷ ︸
Structure mechanical energy
=
ρf
2
∫
Ωf
|u0|2 + ρ
s
2
∫
Ωs
|d1|2 + 1
2
as(d0,d0).
For the well-posedness of the linear ﬂuid-structure interaction problem we refer to
[DGHL03, LTM00, Lio69], and, in all that follows, we suppose that its solution is
smooth enough.
Remark 3.2 We recall that for the coupled problem (3.2)-(3.3) diﬀerent resolution
strategies have been developed: from monolithic approaches, to partitioned proce-
dures (see Section 2.5.3 for a review). The semi-implicit ﬂuid-structure interaction
scheme we analyze is based on a DirichletNeumann partitioned procedure. In this
framework, the variational formulation (3.5) is equivalently rewritten in the follow-
ing way:
For all (vf , q) ∈ V f0 ×Q and vs ∈ V s, ﬁnd (u, p,d) ∈ V f ×Q× V s such that
ρf
(
∂tu,v
f
)
Ωf
+ 2µ
(
ε(u), ε(vf)
)
Ωf
− (p,∇ · vf)
Ωf
+
(
q,∇ · u)
Ωf
= 0,
u = ∂td, on Σ,
ρs(∂ttd,v
s)Ωs + a
s(d,vs) = −〈R(u, p),L(vs)〉 .
(3.8)
The operator L represents a continuous extension operator from V s into the space
V f , while
〈R(u, p),vf〉 is deﬁned by〈R(u, p),vf〉 def= ρf(∂tu,vf)Ωf + 2µ(ε(u), ε(vf))Ωf − (p,∇ · vf)Ωf , ∀vf ∈ V f ,
and it represents the ﬂuid interface load on the structure.
Note that, since
〈R(u, p),vf〉 depends only on the trace of vs at the interface
and not on the choice of L, it can be easily proved the equivalence between (3.5) and
(3.8) thanks to the following decomposition
[H10 (Ω
f ∪ Ωs ∪ Σ)]d = VD ⊕ VN ,
where
VD =
{
v ∈ [H10 (Ωf ∪ Ωs ∪ Σ)]d : v|Ωf = vf ∈ V f0 and v|Ωs = 0
}
,
VN =
{
v ∈ [H10 (Ωf ∪ Ωs ∪ Σ)]d : v|Ωs = vs ∈ V s and ∃ L s.t. v|Ωf = L(vs)
}
.
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3.3 Semi-implicit projection scheme
3.3.1 Time semi-discrete scheme
For the sake of clarity, we recall here the semi-implicit coupling scheme (2.94)-(2.97)
with the Leap-Frog scheme for the structure. Let DττXn+1
def
= (Xn+1 − 2Xn +
Xn−1)/τ2, assuming that u˜n, un, pn, dn and dn−1 are known at time tn = nτ , the
semi-implicit projection scheme for the linear problem (3.2)-(3.3) reads
Algorithm 3.1 Semi-implicit coupling scheme based on the projection Chorin-
Temam method
Step 1 : (explicit viscous-structure coupling) ρf
u˜n+1 − un
τ
− 2µdiv (ε(u˜n+1)) = 0, in Ωf ,
u˜n+1 = Dτd
n, on Σ.
(3.9)
Step 2 : (implicit pressure-structure coupling)
 Step 2.1 : (fluid projection sub-step)
ρf
un+1 − u˜n+1
τ
+∇pn+1 = 0, in Ωf ,
divun+1 = 0, in Ωf ,
un+1 · nf = Dτdn+1 · nf , on Σ.
(3.10)
 Step 2.2 : (solid sub-step){
ρsDττd
n+1 − divσs(dn+1) = 0, in Ωs,
σs(dn+1)ns = σf(u˜n+1, pn+1)ns, on Σ.
(3.11)
Note that, for the ﬁrst step, the kinematic condition veriﬁed by u˜n+1 is explicit,
whereas, for the second step, the one veriﬁed by un+1 is implicit. The stress applied
by the ﬂuid on the structure is split in two parts: the pressure part computed
through an implicit procedure and the viscous part computed through an explicit
one.
In order to introduce the corresponding variational formulation of (3.9)-(3.11)
let us deﬁne the spaces
Y f
def
=
{
vf ∈ [L2(Ωf)]d : ∇ · vf ∈ L2(Ωf), vf · nf = 0 on ΓfD
}
,
and
Y f0
def
=
{
vf ∈ Y f : vf · nf = 0 on Σ
}
.
Assuming that u˜n, un, dn and dn−1 are known at time tn = nτ , the time semi-
discrete variational formulation writes:
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Algorithm 3.2 Variational time semi-discrete semi-implicit coupling scheme.
Step 1 : (explicit viscous-structure coupling)
Find u˜n+1 ∈ V f such that:
ρf
τ
(
u˜n+1 − un, v˜f)
Ωf
+ 2µ
(
ε(u˜n+1), ε(v˜f)
)
Ωf
= 0, ∀v˜f ∈ V f0 ,
u˜n+1 = Dτd
n, on Σ;
(3.12)
Step 2 : (implicit pressure-structure coupling)
 Step 2.1 : (fluid projection sub-step)
Find (un+1, pn+1) ∈ Y f ×Q such that:
ρf
τ
(
un+1 − u˜n+1,vf)
Ωf
− (pn+1,∇ · vf)
Ωf
+
(
q,∇ · un+1)
Ωf
= 0,
∀(vf , q) ∈ Y f0 ×Q,
un+1 · nf = Dτdn+1 · nf , on Σ;
(3.13)
 Step 2.2 : (solid sub-step)
Find dn+1 ∈ V s such that:
ρs
(
Dττd
n+1,vs
)
Ωs
+ as(dn+1,vs) = − 〈Rµ(u˜n+1),L(vs)〉
− 〈Rp(un+1, pn+1),L(vs)〉 , ∀vs ∈ V s; (3.14)
In (3.14) the ﬂuid residuals Rµ and Rp are deﬁned by
〈Rµ(u˜n+1), v˜f〉 def= ρf
τ
(
u˜n+1 − un, v˜f)
Ωf
+ 2µ
(
ε(u˜n+1), ε(v˜f)
)
Ωf
,〈Rp(un+1, pn+1),vf〉 def= ρf
τ
(
un+1 − u˜n+1,vf)Ωf −
(
pn+1,∇ · vf)Ωf ,
for all v˜f ,vf ∈ V f . In this scheme the residual R is split in two terms, Rµ and Rp,
one associated with the viscous step, the other with the projection step.
3.3.2 Fully discrete scheme
For the space discretization we consider the ﬁnite element spaces introduced in
Section 2.5.1, namely X fh, V
f
h , V
f
h,0, Qh and V
s
H . We assume that X
f
h satisﬁes:{
vh ∈ C0(Ωf),vh|K ∈ Pk, ∀K ∈ T fh
}
⊂ X fh, with k ≥ 1, (3.15)
where Pk, k ≥ 0, is the space of polynomials of degree less than or equal to k.
Moreover, the spaces V fh and Qh are chosen in such a way that every couple (vh, qh)
in V fh ×Qh satisﬁes the LBB condition [Bre74, BF91]. We refer to [DGHL03] where,
assuming that
(
V fh ∩H10 (Ωf)
) × (Qh ∩ L20(Ωf)) satisﬁes the LBB, it is proved that
it is also the case for V fh × Qh. Here, the space L20(Ωf) denotes the subspace of
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L2(Ωf) of zero-average functions in Ωf . We also suppose that the space Y f (resp.
Y f0 ) is approximated by Y
f
h (resp. Y
f
h,0) such that V
f
h ⊂ Y fh . For a discussion on
the possible choices of approximation spaces for the projection method we refer to
[GQ98a]. Furthermore, we denote by V sH(Σ) and V
f
h(Σ) the ﬁnite element trace
spaces associated with V sH and V
f
h , respectively. Note that V
s
H(Σ) is equal to V
s
H
whenever Ωs ⊂ Rd−1. Finally, pih : V sH(Σ) → V fh(Σ) stands for a given interface
matching operator. For instance, pih can be a linear interpolation operator associated
with the ﬂuid ﬁnite element (nodal-wise matching) or a projection based operator
(see [BMP93]). Therefore, the fully discrete problem writes as follows:
Algorithm 3.3 Fully discrete semi-implicit coupling scheme.
Step 1 : (explicit viscous-structure coupling)
Find u˜n+1h ∈ V fh such that:
ρf
τ
(
u˜n+1h − un, v˜fh
)
Ωf
+ 2µ
(
ε(u˜n+1h ), ε(v˜
f
h)
)
Ωf
= 0, ∀v˜fh ∈ V fh,0,
u˜n+1h = pih (Dτd
n
H) , on Σ;
(3.16)
Step 2 : (implicit pressure-structure coupling)
 Step 2.1 : (fluid projection sub-step)
Find (un+1h , p
n+1
h ) ∈ Y fh ×Qh such that:
ρf
τ
(
un+1h − u˜n+1h ,vfh
)
Ωf
− (pn+1h ,∇ · vfh)Ωf + (qh,∇ · un+1h )Ωf = 0,
∀(vfh, qh) ∈ Y fh,0 ×Qh,
un+1h · nf = pih
(
Dτd
n+1
H
) · nf , on Σ;
(3.17)
 Step 2.2 : (solid sub-step)
Find dn+1H ∈ V sH such that:
ρs
(
Dττd
n+1
H ,v
s
H
)
Ωs
+ as(dn+1H ,v
s
H) = −
〈Rµ(u˜n+1h ),Lh(vsH)〉
− 〈Rp(un+1h , pn+1h ),Lh(vsh)〉 , ∀vsh ∈ V sh ; (3.18)
Here, Lh : V sH(Σ) → V fh stands for any given discrete continuous lifting operator
satisfying
Lh(bH) = pih(bH), on Σ. (3.19)
There are several reasons for introducing non-conforming ﬁnite elements at the
interface. On the one hand, the ﬂuid-structure problem could involve diﬀerent type
of operators (take, for instance, Stokes coupled with a plate) for which the ﬁnite
element discretization may lead to non-conforming ﬁnite elements at the interface
even for matching grids. On the other hand, from a technical point of view, the sta-
bility of this semi-implicit scheme (3.16)-(3.18) is known under suﬃcient conditions
obtained by using diﬀerent mesh sizes:
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Theorem 3.1 Assume that the interface operator pih : V sH(Σ) −→ V fh(Σ) is L2-
stable on V sH(Σ). Then, there exists a constant C > 0, independent of the physical
and discretization parameters, such that under the condition
ρs ≥ C
(
ρf
h
Hα
+
µτ
hHα
)
, with α
def
=
{
0, if Ωs = Σ,
1, if Ωs 6= Σ, (3.20)
the semi-implicit coupling scheme is stable in the energy-norm.
Considering (3.20), it is worth noticing that:
• The stability of the scheme is enhanced by decreasing τ . Moreover, the suf-
ﬁcient condition (3.20) can be satisﬁed by reducing the ratios hHα and
δt
hHα .
The latter might be thought as a CFL-like condition.
• The assumption on the L2-stability of the interface matching operator is satis-
ﬁed by the standard ﬁnite element interpolation operator, for example, when-
ever the ﬂuid interface triangulation is a sub-triangulation of the solid inter-
face triangulation. This includes, in particular, the case of interface matching
meshes. By construction, a mortar based matching operator also fulﬁls that
assumption [BMP93].
• In the case Ωs = Σ, i.e. α = 0, condition (3.20) becomes independent of the
solid mesh size H. In particular, we may set H = h, and stabilize the scheme
by simply reducing h (and τ).
• In the case Ωs 6= Σ, i.e. α = 1, the stability of the scheme can be ensured
provided that the ﬂuid mesh size h is small enough compared to the structure
mesh size H. Numerical simulations performed in 2D and 3D, with h = H,
showed however that this condition seems to be not necessary, when dealing
with a reasonable range of physical parameters.
• The scheme is added-mass dependent. As a matter of fact the stability condi-
tion (3.20) still depends on the ﬂuid-solid density ratio. In Chapter 4, where
the Dirichlet boundary conditions of the explicit step is replaced with a speciﬁc
Robin boundary condition (derived from the Nitsche's method), this depen-
dency does not appear.
3.3.3 Interface matching operators
We now give the deﬁnitions as well as some properties of two possible matching
operators: a pointwise matching and an integral one.
Pointwise matching. Let pih : C0(Σ) → V fh(Σ) be the standard ﬁnite element
interpolation operator associated with the ﬂuid part. As in Theorem 3.1, we assume
that
pih is L
2-stable and H10 -stable in V
s
H(Σ). (3.21)
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Moreover, we suppose it satisﬁes the following approximation property:
‖pih(bH)− bH‖0,Σ ≤ Chl‖bH‖l,Σ, ∀bH ∈ V sH(Σ), (3.22)
∀ 0 ≤ l ≤ k + 1, such that V s(Σ) ⊂ H l(Σ).
In (3.22), V s(Σ) denotes the space of trace functions of V s on the interface Σ. Note
that since we assume that V s is continuously embedded in Hr(Ωs), then l ≤ r − α2
with
α
def
=
{
0, if Ωs = Σ,
1, if Ωs 6= Σ. (3.23)
The property (3.21) holds true, for instance, when the ﬂuid interface mesh is a sub-
triangulation of the solid interface mesh, namely, for all K ∈ T fh with |K ∩ Σ| 6= 0
there exists K ′ ∈ T sH such that
K ∩ Σ ⊂ K ′ ∩ Σ.
We refer to [FGG07, Appendix A] for a proof of the L2-stability. In a similar way
one can prove that the ﬁnite element interpolation operator is H10 -stable on V
s
H(Σ).
Under the same assumption on the interface meshes, estimate (3.22) can be proved
by introducing the Clement operator that is known to verify (3.22) (see [CL91]) and
by using (3.21) for the ﬁnite element interpolation operator pih.
Remark 3.3 Note that if we consider the Clement operator instead of the standard
ﬁnite element interpolation operator then properties (3.21) and (3.22) hold with no
additional assumption on the interface mesh [CL91].
Mortar matching. In the case of a mortar matching, the operator pih : L2(Σ)→
V fh(Σ) is deﬁned as follows:∫
Σ
(b− pih(b)) · φh = 0, ∀φh ∈ V˜ fh(Σ), (3.24)
where V˜ fh(Σ) is a subspace of X
f
h(Σ) such that{
vh ∈ C0(Σ),vh|K ∈ Pk−1, ∀K ∈ T fh with |K ∩ Σ| 6= 0
}
⊂ V˜ fh(Σ), with k ≥ 1.
We will moreover assume that V˜ fh(Σ) has good approximation properties. More
precisely, let p˜ih be the L2 orthogonal projection operator on V˜ fh(Σ), then ∀ 0 ≤ τ ≤
1, ∀v ∈ Hτ (Σ)
‖p˜ih(v)− v‖0,Σ + h−
1
2 ‖p˜ih(v)− v‖
(H
1
2
00(Σ))
′
≤ Chτ‖v‖τ,Σ. (3.25)
The proof of this property, in the two-dimensional case, can be found in [BMP93,
BMP94]. Moreover, we require that the mortar operator pih veriﬁes the following
stability properties:
‖pih(v)‖0,Σ ≤ C‖v‖0,Σ, ∀v ∈ H10 (Σ), (3.26)
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‖pih(v)‖H10 (Σ) ≤ C‖v‖H10 (Σ), ∀v ∈ H
1
0 (Σ), (3.27)
and
‖pih(v)‖
H
1
2
00(Σ)
≤ C‖v‖
H
1
2
00(Σ)
, ∀v ∈ H
1
2
00(Σ). (3.28)
Finally, the following error estimate is assumed to hold true, ∀ 12 ≤ λ ≤ k + 1
∀v ∈ Hλ(Σ) ∩H
1
2
00(Σ), ‖pih(v)− v‖
H
1
2
00(Σ)
≤ Chλ− 12 ‖v‖λ,Σ. (3.29)
The proof of (3.26)-(3.29) can be found in [BB99] for the two-dimensional case.
Examples of three-dimensional ﬁnite element spaces verifying the same inequalities
can be found in [BBM97]. Note that these properties imply that V˜ fh(Σ) is a good
approximation of the space (H
1
2
00(Σ))
′.
3.4 Construction of the ﬁnite element approximations
In this section, we build an appropriate ﬁnite element approximation of the exact so-
lution (u, p,d) deﬁned in Section 3.2, that veriﬁes at the interface the space-discrete
counterpart of the time-discrete coupling condition u(tn+1) = Dτd(tn+1), where
DτX(t
n+1)
def
= (X(tn+1) − X(tn))/τ . A space and a time discretization errors are
consequently introduced. In [LTM00], a quite similar construction is made. There,
the authors ﬁrst build approximations of the ﬂuid and structure displacements that
match at the interface at each time and then they build velocity approximations
satisfying an implicit condition at the interface. Here instead we directly build the
approximations of the ﬂuid velocity uh(t) ∈ V fh and of the structure displacement
dH(t) ∈ V sH such that
uh(t
i) = pih
(
DτdH(t
i)
)
, ∀i s.t. ti ≤ T. (3.30)
Let us deﬁne (P fh(u)(t), P
f
h(p)(t), P
s
H(d)(t)) as follows:

2µ
(
ε(P fh(u)(t)), ε(vh)
)
Ωf
+
(
P fh(p)(t),∇ · vh
)
Ωf
=
2µ (ε(u)(t), ε(vh))Ωf + (p(t),∇ · vh)Ωf , ∀vh ∈ V fh ,(
qh,∇ · P fh(u)(t)
)
Ωf
= 0, ∀qh ∈ Qh,
as(P sH(d)(t),vH) = a
s(d(t),vH), ∀vH ∈ V sH .
In a standard way (see [BF91, CL91]), these ﬁnite element functions satisfy the
following error estimates:
‖P fh(u)(t)− u(t)‖1,Ωf + ‖P fh(p)(t)− p(t)‖0,Ωf ≤
inf
vh∈V
f
h
‖u(t)− vh‖1,Ωf + inf
qh∈Qh
‖p(t)− qh‖0,Ωf , (3.31)
‖P sH(d)(t)− d(t)‖V s ≤ inf
vH∈V
s
H
‖d(t)− vH‖V s . (3.32)
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We now build corrections of (P fh(u), P
s
h(d)) such that (3.30) is satisﬁed and
(∇ · uh, qh)Ωf = 0, ∀qh ∈ Qh. These two conditions imply that∫
Σ
pih
(
DτdH(t
i)
) · n = 0.
Nevertheless,
∫
Σ pih
(
DτP
s
H(d)(t
i)
) ·n 6= 0. Consequently, we add a correction cH(t)
to P sH(d) so that
∫
Σ pih
(
P sH(d)(t) + cH(t)
) · n is equal to a given time independent
constant. Let usH ∈ V sH be an approximation of us ∈ V s such that
∫
Σ u
s · n 6= 0.
Then, for h and H suﬃciently small
∫
Σ pih(u
s
H) · n 6= 0. We set
dH(t) = P
s
H(d)(t)+cH(t) = P
s
H(d)(t)−
∫
Σ
(
pih
(
P sH(d)(t)
)− d0) · n∫
Σ
pih(u
s
H) · n
usH .
and this deﬁnition yields
∫
Σ pih(dH(t)) · n =
∫
Σ d0 · n, ∀t.
Next, we build a correction of P fh(u)(t), denoted zh(t), aﬃne in time and such
that satisﬁes
P fh(u)(t
i) + zh(t
i) = pih
(
DτdH(t
i)
) · n, on Σ,
and
(∇ · zh, qh)Ωf = 0, ∀qh ∈ Qh.
This can be done by solving the discrete Stokes problem:
Find (zh(ti), µh(ti)) ∈ V fh ×
(
Qh ∩ L20(Ωf)
)
such that{
2µ
(
ε(zh(t
i)), ε(vh)
)
Ωf
+
(
µh(t
i),∇ · vh
)
Ωf
= 0, ∀vh ∈ V fh,0,(
qh,∇ · zh(ti)
)
Ωf
= 0 , ∀qh ∈ Qh ∩ L20(Ωf),
with
zh(t
i) = pih
(
DτdH(t
i)
) · n− P fh(u)(ti), on Σ.
This problem is well-posed and the couple (zh(ti), µh(ti)) veriﬁes
‖zh(ti)‖1,Ωf + ‖µh(ti)‖0,Ωf ≤ C
∥∥∥pih(DτdH(ti))− P fh(u)(ti)∥∥∥
H
1
2
00(Σ)
. (3.33)
Finally, the aﬃne-in-time velocity and pressure are deﬁned by
uh(t
i) = P fh(u)(t
i) + zh(t
i),
ph(t
i) = P fh(p)(t
i) + µh(t
i).
We now verify that the considered velocity, pressure and displacement are good
approximations of (u, p,d) in V f ×Q× V s. Thus, the correction terms (zh, µh, cH)
have to be estimated. Clearly, an error in time as well as an error due to the
incompatible matching at the interface are expected.
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Considering
cH(t) = −
∫
Σ
(
pih
(
P sH(d)(t)
) · n− d0 · n)usH ,
with usH =
usH∫
Σ pih(u
s
H) · n
, and recalling that
∫
Σ
d(t) · n =
∫
Σ
d0 · n ∀t, we have
cH(t) = −
∫
Σ
(
pih
(
P sH(d)(t)
) · n− d(t) · n)usH . (3.34)
Two cases have to be studied.
Pointwise matching. If pih is a pointwise matching operator, then for cH(t) the
following decomposition holds
cH(t) = −
∫
Σ
(
pih(P
s
H(d)(t))− P sH(d)(t)
) · n usH + ∫
Σ
(
P sH(d)(t)− d(t)
) · n usH .
Consequently, we obtain
‖cH(t)‖V s ≤ C
(‖pih(P sH(d)(t))− P sH(d)(t)‖0,Σ + ‖d(t)− P sH(d)(t)‖0,Σ).
To estimate the ﬁrst term we use the assumption (3.22), for the second term we
recall (3.32). Thus,
‖cH(t)‖V s ≤ C
(
hl
∥∥P sH(d)(t)∥∥l,Σ + infvH∈V sH ∥∥d(t)− vH∥∥V s),
for all 0 ≤ l ≤ k + 1 such that V s(Σ) is continuously embedded in H l(Σ). In
particular, l ≤ min(r− α2 , k+1), where α is deﬁned by (3.23) and r is such that V s
is continuously embedded in Hr(Ωs). Finally, the deﬁnition of P sH(d), for l ≤ r− α2 ,
gives
‖P sH(d)‖l,Σ ≤ C‖P sH(d)‖r,Ωs ≤ C‖P sH(d)‖V s ≤ C‖d‖V s ,
which yields
‖cH(t)‖V s ≤ C
(
hl‖d(t)‖V s + inf
vH∈V
s
H
‖d(t)− vH‖V s
)
.
Mortar matching. If pih is a mortar matching operator, then for cH(t) the fol-
lowing decomposition holds
cH(t) = −
∫
Σ
(
pih
(
P sH(d)(t)
) · n− d(t) · n)usH
= −
(∫
Σ
pih
(
P sH(d)(t)− d(t)
) · n)usH + ∫
Σ
(
pih
(
d(t)
) · n− d(t) · n)usH ,
as a result,
‖cH(t)‖V s ≤ C
(∥∥pih(P sH(d)(t)− d(t))∥∥0,Σ +
∣∣∣∣∫
Σ
(pih(d(t))− d(t)) · n
∣∣∣∣ ).
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Since the mortar matching operator is stable in the L2-norm, see (3.26), we obtain
‖cH(t)‖V s ≤ C
(
‖P sH(d)(t)− d(t)‖0,Σ +
∣∣∣∣∫
Σ
(pih(d(t))− d(t)) · n
∣∣∣∣ ).
The ﬁrst term of this inequality is estimated as in (3.32). For the second term, we
take advantage of the deﬁnition of the operator to get∫
Σ
(
pih(d(t))− d(t)
) · n = ∫
Σ
(
pih(d(t))− d(t)
) · (n− p˜ih(n)),
therefore∣∣∣∣∫
Σ
(
pih(d(t))− d(t)
) · n∣∣∣∣ ≤ C∥∥pih(d(t))− d(t)∥∥
H
1
2
00(Σ)
∥∥n− p˜ih(n)∥∥
(H
1
2
00(Σ))
′
.
From the assumptions (3.25) and (3.29) made respectively on p˜ih and pih we ﬁnally
obtain ∣∣∣∣∫
Σ
(pih(d(t))− d(t)) · n
∣∣∣∣ ≤ Chλ‖d(t)‖λ,Σ, ∀ 12 ≤ λ ≤ k + 1.
To summarize, in both cases we have
‖cH(t)‖V s ≤ C
(
hl‖d(t)‖V s + inf
vH∈V
s
H
‖d(t)− vH‖V s
)
,
where,
l ≤ min
(
r − α
2
, k + 1
)
, (3.35)
for a pointwise matching operator, while
1
2
≤ l ≤ k + 1, (3.36)
for the mortar matching operator.
Hence, the diﬀerence between the continuous displacement d and its ﬁnite el-
ement approximation dH in V s can be estimated by the best approximation of d
in V sH and a term measuring the error due to the non-conforming matching at the
interface:∥∥d(t)− dH(t)∥∥V s ≤ C(hl‖d(t)‖V s + infvH∈V sH ‖d(t)− vH‖V s
)
, (3.37)
where l is subject to the same restrictions as above, i.e. (3.35) and (3.36) for an
interpolation and an integral matching operator, respectively.
Now we consider ﬂuid velocity and the estimate
∥∥u(ti) − uh(ti)∥∥1,Ωf . To this
end, we have to estimate
∥∥z(ti)∥∥
1,Ωf
. By deﬁnition of zh and remembering (3.33),
‖zh(ti)‖1,Ωf ≤ C
∥∥∥pih(DτdH(ti))− P fh(u)(ti)∥∥∥
H
1
2
00(Σ)
. (3.38)
74
But thanks to the assumption of H1/200 -stability of pih (see (3.21) and (3.28)) and to
the fact that pih(vh) = vh, ∀vh ∈ V fh(Σ)
‖zh(ti)‖1,Ωf ≤ C
∥∥∥DτdH(ti)− P fh(u)(ti)∥∥∥
H
1
2
00(Σ)
.
Note that we have used the H1/200 -stability of pih not only on V
s
H(Σ) but also on
the space of functions that writes as a sum of functions of V sH(Σ) and of V
f
h(Σ).
It is clear the mortar ﬁnite element operator veriﬁes this property. Concerning the
ﬁnite element interpolation operator at the interface, this is stable on every spaces
whose C0 functions are polynomial on K ∈ T fh with |K ∩ Σ| 6= 0. The needed
stability property is then veriﬁed for instance when the ﬂuid interface mesh is a
sub-triangulation of the solid interface mesh. As a result,
‖zh(ti)‖1,Ωf ≤ C
(∥∥DτdH(ti)− ∂tdH(ti)∥∥
H
1
2
00(Σ)
+
∥∥∂tdH(ti)− ∂td(ti)∥∥
H
1
2
00(Σ)
+
∥∥∂td(ti)− P fh(u)(ti)∥∥
H
1
2
00(Σ)
)
≤ C
(∥∥DτdH(ti)− ∂tdH(ti)∥∥
H
1
2
00(Σ)
+
∥∥P sH(∂td)(ti)− ∂td(ti)∥∥
H
1
2
00(Σ)
+
∥∥∂tcH(ti)∥∥
H
1
2
00(Σ)
+
∥∥u(ti)− P fh(u)(ti)∥∥
H
1
2
00(Σ)
)
≤ C
(
inf
vH∈V
s
H
∥∥∂td(ti)− vH∥∥V s + inf
vh∈V
f
h
∥∥u(ti)− vh∥∥V f
+
∥∥DτdH(ti)− ∂tdH(ti)∥∥
H
1
2
00(Σ)
+
∥∥∂tcH(ti)∥∥
H
1
2
00(Σ)
)
.
We have therefore to estimate
∥∥DτdH(ti)− ∂tdH(ti)∥∥
H
1
2
00(Σ)
and ‖∂tcH(ti)‖
H
1
2
00(Σ)
.
Recalling the deﬁnition of dH , it is easy to see that∥∥DτdH(ti)− ∂tdH(ti)∥∥
H
1
2
00(Σ)
≤ ∥∥Dτ(P sH(d)(ti))− P sH(∂td)(ti)∥∥
H
1
2
00(Σ)
+
∥∥DτcH(ti)− ∂tcH(ti)∥∥
H
1
2
00(Σ)
.
But
DτcH(t
i)− ∂tcH(ti) = −
(∫
Σ
pih
(
Dτ
(
P sH(d)(t
i)
)− P sH(∂td)(ti)) · n)usH ,
which yields ∥∥DτcH(ti)− ∂tcH(ti)∥∥H1/200 (Σ) ≤ Cτ∥∥d∥∥W 2,∞(0,T ;V s),
and thus, for the deﬁnition of P sH ,∥∥DτdH(ti)− ∂tdH(ti)∥∥
H
1
2
00(Σ)
≤ Cτ∥∥d∥∥
W 2,∞(0,T ;V s)
.
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Moreover, as for the estimate of ‖cH‖
H
1
2
00(Σ)
, we have
‖∂tcH(ti)‖
H
1
2
00(Σ)
≤ C‖∂tcH(ti)‖V s ≤ C
(
hl‖∂td(ti)‖V s + inf
vH∈V
s
H
‖∂td(ti)− vH‖V s
)
.
with l verifying either (3.35) in the interpolation case or (3.36) in the mortar case.
Therefore,
∥∥zh(ti)∥∥1,Ωf ≤ C(τ∥∥d∥∥W 2,∞(0,T ;V s) + infvH∈V sH ∥∥∂td(ti)− vH∥∥V s
+ inf
vh∈V
f
h
∥∥u(ti)− vh∥∥V f + Chl∥∥∂td(ti)∥∥V s)
and
∥∥u(ti)− uh(ti)∥∥1,Ωf ≤ C(τ∥∥d∥∥W 2,∞(0,T ;V s) + infvH∈V sH ∥∥∂td(ti)− vH∥∥V s
+ inf
vh∈V
f
h
∥∥u(ti)− vh∥∥1,Ωf + infqh∈Qh ∥∥p(ti)− qh∥∥0,Ωf + hl∥∥∂td(ti)∥∥V s
)
. (3.39)
Finally, for the pressure we have exactly the same estimate, namely,
∥∥p(ti)− ph(ti)∥∥1,Ωf ≤ C(τ∥∥d∥∥W 2,∞(0,T ;V s) + infvH∈V sH ∥∥∂td(ti)− vH∥∥V s
+ inf
vh∈V
f
h
∥∥u(ti)− vh∥∥1,Ωf + infqh∈Qh ∥∥p(ti)− qh∥∥0,Ωf + hl∥∥∂td(ti)∥∥Hl(Σ)
)
. (3.40)
Again, l veriﬁes either (3.35) in the interpolation case or (3.36) in the mortar case.
Notice that the ﬁnite element approximations built depend on the type of matching
operator pih (pointwise or mortar). As a consequence, we can easily expect that also
the error estimate depends on the type of matching operator. A discussion on the
optimality in space of the error estimate is given in the next section.
3.5 Main result and error analysis
Here we focus on the error analysis of the projection semi-implicit scheme for the
velocity unknowns. The analysis is performed assuming homogeneous Dirichlet con-
ditions on the ﬂuid velocity and on the structure displacement. As observed for
example in [GQ98b], diﬀerent boundary conditions could be used, provided we have
at hand proper assumptions and regularity estimates. In the following, for the sake
of conciseness, we indicate the errors associated with the ﬂuid velocities and with
the structure displacement as
ekh
def
= ukh − uh(tk), e˜kh def= u˜kh − uh(tk), ekH def= dkH − dH(tk).
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Theorem 3.2 Assume that hypothesis (3.21)-(3.22) (resp. (3.25)-(3.29)) are satis-
ﬁed when pih is a ﬁnite element interpolation (resp. mortar) operator at the interface.
Under the stability condition of the semi-implicit scheme, i.e.
ρs ≥ C
(
ρf
h
Hα
+
µτ
hHα
)
, with α =
{
0, if Ωs = Σ,
1, if Ωs 6= Σ,
and if the solution of the coupled problem (3.2)-(3.3) is smooth enough in space and
time, then the discrete solution of (3.12)-(3.14) satisﬁes the following error estimate
ρf
2
‖en+1h ‖20,Ωf +
ρs
2
∥∥Dτen+1H ∥∥20,Ωs + 14as(en+1H , en+1H ) +
N∑
n=0
µτ‖ε(e˜n+1h )‖20,Ωf
≤ Cτ + Ch2k + CH2m + Ch2l, (3.41)
where C denotes a strictly positive constant independent of h,H and τ . Here m
depends on the choice of the ﬁnite element approximation space associated with the
structure part and, for vs smooth enough, is such that
inf
vH∈V
s
H
‖vs − vH‖V s ≤ CHm;
while l depends on the choice of the operator pih, that is,
• l ≤ min (r − α2 , k + 1) for the pointwise-type operator,
• 12 ≤ l ≤ k for the mortar-type operator.
Before giving a proof of the previous theorem, a few remarks are in order. Con-
sidering the accuracy in time, the ﬂuid-structure interaction scheme has globally a
convergence order of
√
τ . As observed in the proof, this is due to the use of the non-
incremental Chorin-Temam projection scheme in the ﬂuid problem (which is known
to satisfy (3.1) for the hydrodynamic problem) and to the semi-implicit coupling at
the interface. Moreover, the optimality of the error estimate is strictly dependent on
the interface operator used. As a matter of fact, the mortar matching gives, in any
case, optimal error estimate, whereas the ﬁnite element interpolation operator leads
to an optimal error bound only in speciﬁc cases, depending on the structure model
and on the degree of the polynomial approximation for the ﬂuid. For instance, if we
consider a membrane, then r = 1 and α = 0 and the error estimate is optimal for
k = 1. Table 3.1 summarizes the diﬀerent cases.
Proof. For the sake of clarity, due to its complexity, the proof is split in several
parts. Each one focuses on a particular point of the error estimate.
Part 1. The ﬁrst step to obtain the error estimate (3.41) is to derive the equations
veriﬁed by the errors ekh, e˜
k
h and e
k
H .
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pih
d-dimensional
structure
(r = 1, α = 1)
(d-1)-dimensional
structure:
2nd order oper.
(r = 1, α = 0)
(d-1)-dimensional
structure:
4th order oper.
(r = 2, α = 0)
Interpolation non optimal k = 1 optimal k ≤ 2 optimal
Mortar optimal ∀k optimal ∀k optimal ∀k
Table 3.1: Optimality of the error estimates depending on the structure model, the
matching operator and the polynomial degree of the approximation of the ﬂuid.
Let us consider the ﬂuid equation associated with the coupled problem (3.7).
Choosing (vf , q,vs) = (vfh, qh, 0), with (v
f , q) ∈ V fh,0 × Qh, in (3.7) and re-
calling the deﬁnition of the ﬁnite element approximation (uh(tn+1), ph(tn+1)) of
(u(tn+1), p(tn+1)), we obtain
ρf
(
Dτuh(t
n+1),vfh
)
Ωf
+ 2µ
(
ε(uh(t
n+1)), ε(vfh)
)
Ωf
− (ph(tn+1),∇ · vfh)Ωf
+
(
qh,∇ · uh(tn+1)
)
Ωf
= ρf
(
Dτuh(t
n+1)− ∂tu(tn+1),vfh
)
Ωf
. (3.42)
Similarly, for the structure part, thanks to the deﬁnition of the ﬁnite element ap-
proximation dH(tn+1) of d(tn+1) and choosing, in the variational formulation (3.7),
(vf , q,vs) = (Lh(vsH), 0,vsH), such that vsH ∈ V sH , we have
ρs
(
DττdH(t
n+1),vsH
)
Ωs
+ as
(
dH(t
n+1),vsH
)
= ρs
(
DττdH(t
n+1)− ∂ttd(tn+1),vsH
)
Ωs
− 〈R(u(tn+1), p(tn+1)),Lh(vsH)〉
+ as(dH(t
n+1)− d(tn+1),vsH) +
〈
λ(tn+1),vsH − pih(vsH)
〉
Σ
. (3.43)
The two equations are satisﬁed for all tn+1 ≤ T . The last two terms on the right-
hand side of (3.43) are respectively due to the introduction of the ﬁnite element
approximation and to the non-conforming ﬁnite element discretization at the inter-
face. The discrete lifting operator Lh : V sH(Σ)→ V fh veriﬁes
Lh(vsH) = pih(vsH), on Σ.
The lifting Lh is chosen to be equal to rh ◦pih, where rh is a continuous linear lifting
from V fh(Σ) onto V
f
h (for example deﬁned through a discrete Poisson problem), such
that
‖rh(vfh)‖1,Ωf ≤ C‖vfh‖
H
1
2
00(Σ)
, ∀vfh ∈ V fh(Σ). (3.44)
Here the constant C does not depend on the space discretization. As a result, Lh
satisﬁes
‖Lh(vsH)‖1,Ωf ≤ C‖pih(vsH)‖
H
1
2
00(Σ)
, ∀vsH ∈ V sH(Σ). (3.45)
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Subtracting equation (3.42) from (3.16)1, we get the error equation associated
with the ﬁrst step of the semi-implicit scheme:
ρf
τ
(
e˜n+1h − enh, v˜fh
)
Ωf
+ 2µ
(
ε(e˜n+1h ), ε(v˜
f
h)
)
Ωf
+
(
ph(t
n+1),∇ · v˜fh
)
Ωf
− (qh,∇ · uh(tn+1))Ωf = ρf(∂tu(tn+1)−Dτuh(tn+1), v˜fh)Ωf ,
∀(v˜fh, qh) ∈ V fh,0 ×Qh. (3.46)
The error equation associated with the ﬂuid part of the second step can be obtained
by rewriting (3.17) in the following form:
ρf
τ
(
en+1h −e˜n+1h ,vfh
)
Ωf
−(pn+1h ,∇·vfh)Ωf+(qh,∇·en+1h )Ωf+(qh,∇·uh(tn+1))Ωf = 0,
∀(vfh, qh) ∈ Y fh,0 ×Qh. (3.47)
Finally, for the structure part, subtracting equation (3.43) from (3.18) leads to
ρs
(
Dττe
n+1
H ,v
s
H
)
Ωs
+ as(en+1H ,v
s
H) = ρ
s
(
∂ttd(t
n+1)−DττdH(tn+1),vsH
)
Ωs
+ T n+1h − as(dH(tn+1)− d(tn+1),vsH)−
〈
λ(tn+1),vsH − pih(vsH)
〉
Σ
,
∀vsH ∈ V sH , (3.48)
where
T n+1h
def
=
〈R(u(tn+1), p(tn+1)),Lh(vsH)〉− 〈Rµ(u˜n+1h ),Lh(vsH)〉
− 〈Rp(un+1h , pn+1h ),Lh(vsH)〉
= ρf
(
∂tu(t
n+1),Lh(vsH)
)
Ωf
+ 2µ(ε(u(tn+1)), ε(Lh(vsH))
)
Ωf
−(p(tn+1),∇ · Lh(vsH))Ωf − ρfτ (u˜n+1h − unh,Lh(vsH))Ωf
−2µ(ε(u˜n+1h ), ε(Lh(vsH)))Ωf − ρfτ (un+1h − u˜n+1h ,Lh(vsH))Ωf
+
(
pn+1h ,∇ · Lh(vsH)
)
Ωf
= ρf
(
∂tu(t
n+1)−Dτuh(tn+1),Lh(vsH)
)
Ωf
− ρf (Dτen+1h ,Lh(vsH))Ωf
−2µ(ε(e˜n+1h ), ε(Lh(vsH)))Ωf + 2µ(ε(u(tn+1)− uh(tn+1)), ε(Lh(vsH)))Ωf
+
(
pn+1h − p(tn+1),∇ · Lh(vsH)
)
Ωf
.
Part 2. We now sum (3.46), (3.47) and (3.48) and test them using the following
test functions:
vsH = e
n+1
H − enH , vfh = τ
(
en+1h − Lh
(
Dτe
n+1
H
))
, qh = 0,
v˜fh = τ
(
e˜n+1h − Lh
(
Dτe
n+1
H
)
+ L′h
(
Dτe
n+1
H −DτenH
)
+ L′h
(
DτdH(t
n+1)−DτdH(tn)
))
,
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where L′h is a second discrete lifting operator, satisfying L′h(vH) = pih(vsH) on Σ. It
is deﬁned as in [FGG07] by:
L′h(bH) def=
Nh∑
i=1,xih∈Σ
pih(bH)(x
i
h)φ
i
h,
with {xih}Nhi=1, {φih}Nhi=1 the sets of nodes and shape functions of V fh . We distinguish
the latter from Lh since the two have diﬀerent properties. This new lifting satisﬁes
the following lemma (proved in [FGG07])
Lemma 3.1 If the interface operator pih is stable in the L2-norm on V sH(Σ), then
there exists a constant C > 0, depending only on the local mesh geometry and on
the polynomial order, such that:
‖L′h(bH)‖20,Ωf ≤
Ch
Hα
‖bH‖20,Ωs ,
‖∇L′h(bH)‖20,Ωf ≤
C
hHα
‖bH‖20,Ωs ,
(3.49)
for all bH ∈ V sH , and α given by (3.23).
Remark 3.4 The last two terms in the deﬁnition of the test function v˜fh repre-
sent an appropriate correction, added because u˜n+1h is equal to the structure velocity
at the previous time-step at the interface (explicit coupling). This guarantees the
admissibility of the test functions.
After some direct simpliﬁcations, we have
ρf
(
e˜n+1h − enh, e˜n+1h
)
Ωf
+ 2µτ‖ε(e˜n+1h )‖20,Ωf + ρf
(
en+1h − e˜n+1h , en+1h
)
Ωf
+ρs
(
Dττe
n+1
H , e
n+1
H − enH
)
Ωs
+ as(en+1H , e
n+1
H − enH)
+Pn+1h + Cn+1h + Sn+1h = Dn+1h +An+1h . (3.50)
In the left-hand side Pn+1h , Cn+1h and Sn+1h are respectively deﬁned by
Pn+1h
def
= τ
(
ph(t
n+1),∇ · (e˜n+1h − en+1h )
)
Ωf
+τ
(
ph(t
n+1),∇ · L′h
(
Dτe
n+1
H −DτenH
))
Ωf
+τ
(
ph(t
n+1),∇ · L′h
(
DτdH(t
n+1)−DτdH(tn)
))
Ωf
, (3.51)
Cn+1h
def
= ρf
(
e˜n+1h − enh,L′h
(
DτdH(t
n+1)−DτdH(tn)
))
Ωf
+2µτ
(
ε(e˜n+1h ), ε
(L′h (DτdH(tn+1)−DτdH(tn))))Ωf , (3.52)
Sn+1h
def
= ρf
(
e˜n+1h − enh,L′h
(
Dτe
n+1
H −DτenH
))
Ωf
+2µτ
(
ε(e˜n+1h ), ε
(L′h (Dτen+1H −DτenH)))Ωf . (3.53)
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The term Pn+1h regroups all the parts related to the pressure ph(tn+1). In Cn+1h we
put the terms associated with the semi-implicit coupling (see the following remark
for more details), while in Sn+1h there are the ones that will be controlled by means
of the stability condition (3.20).
Remark 3.5 The discrete ﬂuid velocities, u˜n+1h and u
n+1
h , verify respectively an
explicit and an implicit interface condition, while the ﬁnite element approximation
of the continuous solution u is based only on the implicit one. This diﬀerence gen-
erate terms like the ones in (3.52). Note also that the last term in (3.51) is of the
same kind. In the same way, analogous terms would appear using a ﬁnite element
approximation of u satisfying an explicit coupling condition instead of the implicit
one.
Considering the right-hand side, in Dn+1h we include terms in which a time consis-
tency error has to be estimated, that is
Dn+1h
def
= ρfτ
(
∂tu(t
n+1)−Dτuh(tn+1), e˜n+1h
)
Ωf
+ρfτ
(
∂tu(t
n+1)−Dτuh(tn+1),L′h
(
Dτe
n+1
H −DτenH
))
Ωf
+ρfτ
(
∂tu(t
n+1)−Dτuh(tn+1),L′h
(
DτdH(t
n+1)−DτdH(tn)
))
Ωf
+ρs
(
∂ttd(t
n+1)−DττdH(tn+1), en+1H − enH
)
Ωs
. (3.54)
Finally, An+1h regroups terms in which a space consistency error has to be estimated
(depending on the ﬁnite element approximation of the continuous solution we built):
An+1h
def
= −as(dH(tn+1)− d(tn+1), en+1H − enH)
−〈λ(tn+1), en+1H − enH − pih(en+1H − enH)〉Σ
+2µ
(
ε(u(tn+1)− uh(tn+1)), ε(Lh(en+1H − enH))
)
Ωf
+τ
(
ph(t
n+1)− p(tn+1),∇ · Lh(Dτen+1H )
)
Ωf
. (3.55)
In (3.50), most of the terms involving the continuous lifting Lh cancel each other
except for the two appearing in An+1h . The cancellation is due to the fact that they
are linked to the energy balance of the system at the interface.
Next, we set
En+1h
def
= ρf
(
e˜n+1h − enh, e˜n+1h
)
Ωf
+ 2µτ‖ε(e˜n+1h )‖20,Ωf + ρf
(
en+1h − e˜n+1h , en+1h
)
Ωf
+ρs
(
Dττe
n+1
H , e
n+1
H − enH
)
Ωs
+ as(en+1H , e
n+1
H − enH). (3.56)
In En+1h we collect all the terms associated with the energy of the system. Using the
identity (a− b, a) = 12‖a‖2 − 12‖b‖2 + 12‖a− b‖2, the bi-linearity and the symmetry
of as(·, ·) and introducing the quantity
E˜n+1
def
=
ρf
2
‖en+1h ‖20,Ωf +
ρs
2
∥∥Dτen+1H ∥∥20,Ωs + 12as(en+1H , en+1H ),
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we have
En+1h =
ρf
2
[∥∥en+1h ∥∥20,Ωf − ‖enh‖20,Ωf + ∥∥e˜n+1h − enh∥∥20,Ωf + ∥∥en+1h − e˜n+1h ∥∥20,Ωf]
+
ρs
2
[∥∥Dτen+1H ∥∥20,Ωs − ‖DτenH‖20,Ωs + ∥∥Dτen+1H −DτenH∥∥20,Ωs]
+
1
2
[
as(en+1H , e
n+1
H )− as(enH , enH) + as(en+1H − enH , en+1H − enH)
]
+2µτ
∥∥ε(e˜n+1h )∥∥20,Ωf
= E˜n+1 − E˜n + ρ
f
2
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − enh‖20,Ωf ]
+2µτ
∥∥ε(e˜n+1h )∥∥20,Ωf + ρs2 ∥∥Dτen+1H −DτenH∥∥20,Ωs
+
1
2
as(en+1H − enH , en+1H − enH). (3.57)
Using the equality (3.57) in (3.50) and reordering the diﬀerent terms, we get
E˜n+1 +
ρf
2
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]+ 2µτ∥∥ε(e˜n+1h )∥∥20,Ωf
+
ρs
2
∥∥Dτen+1H −DτenH∥∥20,Ωs + 12as(en+1H − enH , en+1H − enH)
= E˜n − Pn+1h − Cn+1h − Sn+1h +Dn+1h +An+1h . (3.58)
Part 3. We now give an upper bound for each term in the right-hand side of
(3.58). In the following we frequently make use of the classical Young's inequality
ab ≤ γ
2
a2 +
1
2γ
b2 ∀γ > 0,
that is simply replaced by
ab ≤ γ
2
a2 + Cb2, (3.59)
or by
ab ≤ C(a2 + b2), (3.60)
whenever the deﬁnition of the constant γ for one (or both) of the terms doesn't
play a key role in the convergence analysis. The quantity C represents a positive
constant.
Let us consider Pn+1h . First we integrate by parts all its terms:
− Pn+1h = τ
(∇ph(tn+1), e˜n+1h − en+1h )Ωf
+τ
(∇ph(tn+1),L′h (Dτen+1H −DτenH))Ωf
+τ
(∇ph(tn+1),L′h (DτdH(tn+1)−DτdH(tn)))Ωf ; (3.61)
note that in the (3.61) no extra boundary terms were introduced since(
en+1h − e˜n+1h
) · n|Σ = pih (Dτdn+1H −DτdnH) · n|Σ.
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Then, the Young's inequality and the properties (3.49) of L′h yield
− Pn+1h ≤
γ1ρ
f
2
‖en+1h − e˜n+1h ‖20,Ωf +
Chρf
Hα
∥∥Dτen+1H −DτenH∥∥20,Ωs
+
Chρf
Hα
∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs + Cτ2ρf ‖∇ph(tn+1)‖20,Ωf . (3.62)
In a similar way, for Cn+1h and Sn+1h , deﬁned respectively by (3.52) and (3.53), using
(3.59) and the properties (3.49) of L′h, we get
− Cn+1h ≤
γ2ρ
f
2
‖e˜n+1h − enh‖20,Ωf + γ3µτ‖ε(e˜n+1h )‖20,Ωf
+ C
(
hρf
Hα
+
µτ
hHα
)∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs , (3.63)
− Sn+1h ≤
γ1ρ
f
2
‖en+1h − e˜n+1h ‖20,Ωf + γ3µτ‖ε(e˜n+1h )‖20,Ωf
+ C
(
hρf
Hα
+
µτ
hHα
)∥∥Dτen+1H −DτenH∥∥20,Ωs . (3.64)
For Dn+1h , deﬁned by (3.54), we rewrite the ﬁrst term as
ρfτ
(
∂tu(t
n+1)−Dτuh(tn+1), e˜n+1h
)
Ωf
=
ρfτ
(
∂tu(t
n+1)−Dτuh(tn+1), e˜n+1h − en+1h
)
Ωf
+ ρfτ
(
∂tu(t
n+1)−Dτuh(tn+1), en+1h
)
Ωf
, (3.65)
then, the use of (3.60) and of the properties (3.49) yields after some rearrangement
Dn+1h ≤ Cρfτ(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf ) +
Chρfτ
Hα
∥∥Dτen+1H −DτenH∥∥20,Ωs
+
Chρfτ
Hα
∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs + Cρsτ ∥∥Dτen+1H ∥∥20,Ωs
+ Cρfτ
∥∥∂tu(tn+1)−Dτuh(tn+1)∥∥20,Ωf
+ Cρsτ
∥∥∂ttd(tn+1)−DττdH(tn+1)∥∥20,Ωs . (3.66)
Remark 3.6 Instead of rewriting the ﬁrst term as in (3.65), another possibility
is to apply ﬁrst the Young's inequality (3.60) and then control ‖e˜n+1h ‖20,Ωf with the
Korn's inequality.
Before estimating the four terms of An+1h , we ﬁrst apply to the error equation (3.58)
the estimates (3.62), (3.63), (3.64) and (3.66), respectively obtained for Pn+1h , Cn+1h ,
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Sn+1h and Dn+1h . Then, summing over n (from 0 to N , being N a positive integer
such that (N + 1)τ ≤ T ) and rearranging the diﬀerent terms, we obtain
E˜N+1 +
ρf
2
N∑
n=0
[(1− γ2)‖e˜n+1h − enh‖20,Ωf + (1− 2γ1)‖en+1h − e˜n+1h ‖20,Ωf ]
+
N∑
n=0
2µτ (1− γ3) ‖ε(e˜n+1h )‖20,Ωf +
1
2
N∑
n=0
as(en+1H − enH , en+1H − enH)
+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµτ
hHα
)∥∥Dτen+1H −DτenH∥∥20,Ωs
≤ E˜0 +
N∑
n=0
C
(
hρf
Hα
+
µτ
hHα
)∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs
+
N∑
n=0
Cτ2
ρf
‖∇ph(tn+1)‖20,Ωf +
N∑
n=0
C
hρfτ
Hα
∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs
+
N∑
n=0
Cρfτ(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf )
+
N∑
n=0
Cρsτ
∥∥Dτen+1H ∥∥20,Ωs + N∑
n=0
Chρfτ
Hα
∥∥Dτen+1H −DτenH∥∥20,Ωs
+
N∑
n=0
Cρfτ
∥∥∂tu(tn+1)−Dττuh(tn+1)∥∥20,Ωf
+
N∑
n=0
Cρsτ
∥∥∂ttd(tn+1)−DττdH(tn+1)∥∥20,Ωs + N∑
n=0
An+1h . (3.67)
Remark 3.7 We note, in particular, that the second and fourth term in the right-
hand side are separated intentionally. Indeed, as observed in the following, the second
one induces a lower convergence rate in time for the semi-implicit scheme, while the
fourth one doesn't.
For the sake of clarity, in the following we will redeﬁne
∑N
n=0An+1h as
∑4
i=1 T
N
i ,
where TNi for 1 ≤ i ≤ 4 are introduced and analyzed below. We set
TN1
def
= −
N∑
n=0
as(dH(t
n+1)− d(tn+1), en+1H − enH),
TN2
def
= −
N∑
n=0
〈
λ(tn+1), en+1H − enH − pih(en+1H − enH)
〉
Σ
,
TN3
def
=
N∑
n=0
2µ(ε(u(tn+1)− uh(tn+1)), ε(Lh(en+1H − enH))
)
Ωf
,
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and
TN4
def
=
N∑
n=0
(
ph(t
n+1)− p(tn+1),∇ · Lh
(
en+1H − enH
))
Ωf
.
Considering the term TN1 = −
∑N
n=0 a
s(dH(t
n+1)− d(tn+1), en+1H − enH) we have
TN1 = −
N+1∑
n=1
as(dH(t
n)− d(tn), enH) +
N∑
n=0
as(dH(t
n+1)− d(tn+1), enH)
=
N∑
n=1
as((dH(t
n+1)− d(tn+1))− (dH(tn)− d(tn)), enH)
−as(dH(tN+1)− d(tN+1), eN+1H ) + as(dH(t1)− d(t1), e0H)
Choosing dH(t0) = d
0
H (i.e. e
0
H = 0) and using the continuity of a
s(·, ·) we get
|TN1 | ≤
N∑
n=1
Cτ
(∥∥∥∥dH(tn+1)− d(tn+1)τ − dH(tn)− d(tn)τ
∥∥∥∥2
V s
+ as(enH , e
n
H)
)
+C
∥∥dH(tN+1)− d(tN+1)∥∥2V s + γ42 as(eN+1H , eN+1H ).
By a Taylor expansion, since we assume that the continuous solution is smooth
enough, TN1 can be bounded by
|TN1 | ≤
N∑
n=1
Cτ
(∥∥∂td(tn+1)−DτdH(tn+1)∥∥2V s + as(enH , enH))
+C
∥∥dH(tN+1)− d(tN+1)∥∥2V s + γ42 as(eN+1H , eN+1H ) + Cτ2. (3.68)
Before going on, we observe that the quantity
∥∥dH(tN+1)− d(tN+1)∥∥2V s can be
estimated by means of estimate (3.37). Notice also that the Taylor formula and the
fact that e0H = 0 are still used for the remaining estimates of T
N
i , ∀ 2 ≤ i ≤ 4; but
their notiﬁcation is omitted for the sake of conciseness.
The term TN2 = −
∑N
n=0
〈
λ(tn+1), en+1H − enH − pih(en+1H − enH)
〉
Σ
, representing
the consistency error associated with the non-conforming matching at the interface,
can be rewritten as
TN2 = −
N+1∑
n=1
〈
λ(tn), enH − pih(enH)
〉
Σ
+
N∑
n=0
〈
λ(tn+1), enH − pih(enH)
〉
Σ
= −
N∑
n=1
〈
λ(tn+1)− λ(tn), enH − pih(enH)
〉
Σ
−〈λ(tN+1), eN+1H − pih(eN+1H )〉Σ + 〈λ(t1), e0H − pih(e0H)〉Σ.
Depending on the choice of the operator pih we have diﬀerent kind of estimates. If
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pih is a mortar-type operator, using property (3.24) we have
TN2 = −
N∑
n=1
τ
〈
λ(tn+1)− p˜ih(λ(tn+1))
τ
− λ(t
n)− p˜ih(λ(tn))
τ
, enH − pih(enH)
〉
Σ
−〈λ(tN+1)− p˜ih(λ(tN+1)), eN+1H − pih(eN+1H )〉Σ
+
〈
λ(t1)− p˜ih(λ(t1)), e0H − pih(e0H)
〉
Σ
,
where p˜ih(λ(ti)) ∈ V˜ fh(Σ) denotes the L2 orthogonal projection of λ(ti) on V fh(Σ).
First we estimate |TN2 | as
|TN2 | ≤
N∑
n=1
Cτ
(∥∥(I − p˜ih) (Dτλ(tn+1))∥∥2
(H
1
2
00(Σ))
′
+
∥∥enH − pih(enH)∥∥2
H
1
2
00(Σ)
)
+C
∥∥(I − p˜ih)(λ(tN+1))∥∥2
(H
1
2
00(Σ))
′
+
γ4
2
∥∥eN+1H − pih(eN+1H )∥∥2H 1200(Σ).
Then, theH
1
2
00(Σ)-stability of pih, see (3.28), and the coercivity of as(·, ·) onH10,Γsd(Ω
s)
yield ∥∥enH − pih(enH)∥∥2
H
1
2
00(Σ)
≤ C∥∥enH∥∥2
H
1
2
00(Σ)
≤ C∥∥enH∥∥21,Ωs ≤ as(enH , enH).
Therefore |TN2 | can be controlled by
|TN2 | ≤
N∑
n=1
Cτ
(∥∥(I − p˜ih) (Dτλ(tn+1))∥∥2
(H
1
2
00(Σ))
′
+ as(enH , e
n
H)
)
+C
∥∥(I − p˜ih)(λ(tN+1))∥∥2
(H
1
2
00(Σ))
′
+
γ4
2
as(eN+1H , e
N+1
H )
≤
N∑
n=1
Cτ
(∥∥(I − p˜ih)(∂tλ(tn+1))∥∥2
(H
1
2
00(Σ))
′
+ as(enH , e
n
H)
)
+C
∥∥(I − p˜ih)(λ(tN+1))∥∥2
(H
1
2
00(Σ))
′
+
γ4
2
as(eN+1H , e
N+1
H ) + Cτ
2.
To estimate the quantity
∥∥(I − p˜ih)(λ(tN+1))∥∥
(H
1
2
00(Σ))
′
(as well as
∥∥(I −
p˜ih
)(
∂tλ(t
n+1)
)∥∥
(H
1
2
00(Σ))
′
) we make use of (3.25) and of the standard ﬁnite element
estimate on {vh ∈ C0(Σ),vh|K ∈ Pk−1, ∀K ∈ T fh with |K ∩ Σ| 6= 0} ⊂ V˜ fh(Σ),∥∥(I − p˜ih)(λ(ti))∥∥
(H
1
2
00(Σ))
′
=
∥∥λ(ti)− λ˜h(ti)− p˜ih(λ(ti)− λ˜h(ti))∥∥
(H
1
2
00(Σ))
′
≤ Ch 12∥∥λ(ti)− λ˜h(ti)∥∥0,Σ ≤ Chl∥∥λ(ti)∥∥l− 1
2
,Σ
, ∀ 1
2
≤ l ≤ k, ∀λ˜h ∈ V˜ fh(Σ).
We note, in particular, that V˜ fh(Σ) has good approximations properties for (H
1
2
00(Σ))
′.
Therefore, in the mortar case, TN2 can be controlled by
|TN2 | ≤
N∑
n=1
Cτas(enH , e
n
H) +
γ4
2
as(eN+1H , e
N+1
H ) +Cτ
2+Ch2l, ∀ 1
2
≤ l ≤ k. (3.69)
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Whereas, if pih is a ﬁnite element interpolation operator, we can conclude
that
|TN2 | ≤
N∑
n=1
Cτ‖enH − pih(enH)‖0,Σ + C‖eN+1H − pih(eN+1H )‖0,Σ
≤
N∑
n=1
Cτhl‖enH‖l,Σ + Chl‖eN+1H ‖l,Σ
≤
N∑
n=1
Cτ‖enH‖2l,Σ + C‖eN+1H ‖2l,Σ + Ch2l, with l ≤ min
(
r − α
2
, k + 1
)
,
where we have used the approximation property (3.22). Finally, the inequality
‖v‖l,Σ ≤ C‖v‖l+α
2
,Ωs ≤ C‖v‖r,Ωs , ∀v ∈ Hr(Ωs),
and the coercivity of as(·, ·) in V s ⊂ Hr(Ωs) lead to
|TN2 | ≤
N∑
n=1
Cτas(enH , e
n
H) +
γ4
2
as(eN+1H , e
N+1
H ) + Ch
2l (3.70)
with l ≤ min (r − α2 , k + 1).
Like the previous terms,
TN3 =
N∑
n=0
2µ(ε(u(tn+1)− uh(tn+1)), ε(Lh(en+1H − enH))
)
Ωf
=
N+1∑
n=1
2µ
(
ε(u(tn)− uh(tn)), ε(Lh(enH))
)
Ωf
−
N∑
n=0
2µ
(
ε(u(tn+1)− uh(tn+1)), ε(Lh(enH))
)
Ωf
is ﬁrst rewritten as
TN3 =
N∑
n=1
2µτ
(
ε
(
Dτu(t
n+1)
)− ε (Dτuh(tn+1)) , ε(Lh(enH)))Ωf
+ 2µ
(
ε(u(tN+1)− uh(tN+1)), ε(Lh(eN+1H ))
)
Ωf
− 2µ(ε(u(t1)− uh(t1)), ε(Lh(e0H))
)
Ωf
,
and then bounded by
|TN3 | ≤
N∑
n=1
Cτ
(
µ2
∥∥ε (∂tu(tn+1)−Dτuh(tn+1))∥∥20,Ωf + ∥∥ε(Lh(enH))∥∥20,Ωf)
+Cµ2
∥∥ε(u(tN+1)− uh(tN+1))∥∥20,Ωf + C∥∥ε(Lh(eN+1H ))∥∥20,Ωf + Cτ2.
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The deﬁnition of Lh, the inequality (3.45) and the stability properties of pih (see
(3.21) in the ﬁnite element interpolation operator case or (3.28) in the mortar case)
yield∥∥ε(Lh(enH))∥∥20,Ωf ≤ C∥∥pih(enH)∥∥2H 1200(Σ) ≤ C∥∥enH∥∥2H 1200(Σ) ≤ Cas(enH , enH) ∀n ≥ 0,
that gives
|TN3 | ≤
N∑
n=1
Cτ
(
µ2
∥∥ε (∂tu(tn+1)−Dτuh(tn+1))∥∥20,Ωf + as(enH , enH))
+Cµ2
∥∥u(tN+1)− uh(tN+1)∥∥21,Ωf + γ42 as(eN+1H , eN+1H ) + Cτ2. (3.71)
Note that here
∥∥u(tN+1)− uh(tN+1)∥∥21,Ωf can be estimated as in (3.39).
Finally, for
TN4
def
=
N∑
n=0
(
ph(t
n+1)− p(tn+1),∇ · Lh
(
en+1H − enH
))
Ωf
=
N+1∑
n=1
(
ph(t
n)− p(tn),∇ · Lh(enH)
)
Ωf
−
N+1∑
n=0
(
ph(t
n+1)− p(tn+1),∇ · Lh(enH)
)
Ωf
=
N∑
n=1
τ
(
Dτph(t
n+1)−Dτp(tn+1),∇ · (Lh(enH))
)
Ωf
+
(
ph(t
N+1)− p(tN+1),∇ · (Lh(eN+1H ))
)
Ωf
− (ph(t1)− p(t1)),∇ · (Lh(e0H))
)
Ωf
we have that
|TN4 | ≤
N∑
n=1
Cτ
(∥∥∂tp(tn+1)−Dτph(tn+1)∥∥20,Ωf + as(enH , enH))
+C
∥∥p(tN+1)− ph(tN+1)∥∥20,Ωf + γ42 as(eN+1H , eN+1H ) + Cτ2, (3.72)
where, as for TN3 , we have used the fact that∥∥∇ · (Lh(enH))∥∥20,Ωf ≤ Cas(enH , enH) ∀n ≥ 0.
Note moreover that the quantity
∥∥p(tN+1)− ph(tN+1)∥∥20,Ωf veriﬁes estimate (3.40).
Part 4. We ﬁnally replace in (3.67) the terms TNi , for 1 ≤ i ≤ 4, by the correspond-
ing bounds (3.68), (3.69) (or (3.70) depending on the type of matching operator at
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the interface), (3.71) and (3.72), and we set γ1 = 14 , γ2 = γ3 =
1
2 and γ4 =
1
8 . After
some rearrangements, we obtain
EN+1 +
ρf
4
N∑
n=0
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]
+
N∑
n=0
µτ‖ε(e˜n+1h )‖20,Ωf +
1
2
N∑
n=0
as(en+1H − enH , en+1H − enH)
+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥Dτen+1H −DτenH∥∥20,Ωs
≤
N∑
n=0
Cρfτ(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf )
+
N∑
n=0
Cρsδt
∥∥Dτen+1H ∥∥20,Ωs + N∑
n=0
Chρfδt
Hα
∥∥Dτen+1H −DτenH∥∥20,Ωs
+
N∑
n=1
Cδtas(enH , e
n
N ) + I +H+ T + Cτ2 + Ch2l, (3.73)
where
En+1
def
=
ρf
2
‖en+1h ‖20,Ωf +
ρs
2
∥∥Dτen+1H ∥∥20,Ωs + 14as(en+1H , en+1H ).
Here, T contains the terms that cause a reduction of the convergence rate in time,
H the ones that introduce a time consistency error, while I regroups the remaining
terms, associated with the space discretization errors. More precisely
I def= C ∥∥dH(tN+1)− d(tN+1)∥∥2V s + Cµ2∥∥u(tN+1)− uh(tN+1)∥∥21,Ωf
+ C
∥∥p(tN+1)− ph(tN+1)∥∥20,Ωf .
Using (3.37), (3.39) and (3.40), I can be bounded by
I ≤ Cδt2 + Ch2k + CH2m + Ch2l. (3.74)
In (3.74), k andm represent (and will represent in all that follows) the ﬁnite element
order respectively for the ﬂuid and the structure part, while l ≤ min (r − α2 , k + 1)
(resp. 12 ≤ l ≤ k + 1) for a ﬁnite element interpolation (resp. mortar) matching
operator at the interface.
H regroups some of the terms coming from the estimates of Dn+1h and of TN1 ,
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TN3 , T
N
4 , and is equal to
H def=
N∑
n=0
C
hρfτ
Hα
∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs
+
N∑
n=0
Cρfτ
∥∥∂tu(tn+1)−Dτuh(tn+1)∥∥20,Ωf
+
N∑
n=0
Cρsτ
∥∥∂ttd(tn+1)−DττdH(tn+1)∥∥20,Ωs
+
N∑
n=1
Cτ
∥∥∂td(tn+1)−DτdH(tn+1)∥∥2V s
+
N∑
n=1
Cτµ2
∥∥ε (∂tu(tn+1)−Dτuh(tn+1))∥∥20,Ωf
+
N∑
n=1
Cτ
∥∥∂tp(tn+1)−Dτph(tn+1)∥∥20,Ωf .
The ﬁrst term is bounded by
N∑
n=0
C
hρfτ
Hα
∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs ≤ ChρfHα τ2, (3.75)
using the fact that∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs
≤ C
(∥∥DτdH(tn+1)− ∂tdH(tn)∥∥20,Ωs + ‖∂tdH(tn)−DτdH(tn)‖20,Ωs)
≤ Cτ2. (3.76)
In order to control the remaining time consistency errors, we follow the same steps as
in the derivation of (3.37), (3.39) and (3.40), using the deﬁnitions of the diﬀerent cor-
rection terms (zh, µh, cH). For example, considering
∥∥∂tu(tn+1)−Dτuh(tn+1)∥∥20,Ωf
we have∥∥∂tu(tn+1)−Dτuh(tn+1)∥∥20,Ωf = ∥∥∥∂tu(tn+1)−DτP fh(u)(tn+1)−Dτzh(tn+1)∥∥∥20,Ωf
≤ C
∥∥∥∂tu(tn+1)− P fh(∂tu)(tn+1)∥∥∥2
0,Ωf
+ C
∥∥Dτzh(tn+1)∥∥20,Ωf + Cτ2.
The ﬁrst term can be estimated by remembering the deﬁnition of P fh:∥∥∥∂tu(tn+1)− P fh(∂tu)(tn+1)∥∥∥2
0,Ωf
≤ C inf
vh∈V
f
h
‖∂tu(tn+1)− vh‖2V f .
For the second term, recalling the deﬁnition of the correction term zh, it is easy to
see that∥∥Dτzh(tn+1)∥∥20,Ωf ≤ C ∥∥∥pih(DττdH(tn+1))− P fh (Dτu(tn+1))∥∥∥2H 1200(Σ) .
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Thus the H
1
2
00-stability of pih and the fact that pih(vh) = vh, ∀vh ∈ V fh(Σ), lead to∥∥Dτzh(tn+1)∥∥20,Ωf ≤ C ∥∥∥DττdH(tn+1)− P fh (Dτu(tn+1))∥∥∥2H 1200(Σ) .
The upper bound is now estimated following the same arguments used for the esti-
mate of zh. In particular, by taking into account the fact that ∂tu(t) = ∂ttd(t) at
the interface, we get
∥∥Dτzh(tn+1)∥∥20,Ωf ≤ C(τ2∥∥d∥∥2W 3,∞(0,T ;V s) + infvH∈V sH ∥∥∂ttd(ti)− vH∥∥2V s
+ inf
vh∈V
f
h
∥∥∂tu(ti)− vh∥∥2V f + Ch2l∥∥∂ttd(ti)∥∥2V s),
with 12 ≤ l ≤ k+1 for the mortar case and l ≤ min
(
r − α2 , k + 1
)
for the interpola-
tion case. Therefore, with our particular choice of the ﬁnite element approximation
spaces, the quantity
∥∥∂tu(tn+1)−Dτuh(tn+1)∥∥20,Ωf is controlled by∥∥∂tu(tn+1)−Dτuh(tn+1)∥∥20,Ωf ≤ C(τ2∥∥d∥∥2W 3,∞(0,T ;V s) + infvH∈V sH ∥∥∂ttd(ti)− vH∥∥2V s
+ inf
vh∈V
f
h
∥∥∂tu(ti)− vh∥∥2V f + Ch2l∥∥∂ttd(ti)∥∥2V s)
≤ Cτ2 + Ch2k + CH2m + Ch2l. (3.77)
All the other terms of H can be bounded in a similar manner, consequently, using
(3.75):
H ≤ Cτ2 + Ch2k + CH2m + Ch2l + Chρ
f
Hα
τ2.
Finally, the stability conditions (3.20) imply:
H ≤ Cτ2 + Ch2k + CH2m + Ch2l. (3.78)
Let us now consider
T def=
N∑
n=0
C
(
hρf
Hα
+
µδt
hHα
)∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs
+
N∑
n=0
Cτ2
ρf
‖∇ph(tn+1)‖20,Ωf . (3.79)
Using (3.76), T can be bounded by
T ≤ C
(
hρf
Hα
+
µδt
hHα
+ 1
)
τ. (3.80)
By applying the stability conditions (3.20), T can be bounded by Cτ , which leads
to a time error estimate of order
√
τ .
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Remark 3.8 Note that the reduction of the convergence rate in time is due
to two diﬀerent contributions. The ﬁrst part, associated with the term∥∥DτdH(tn+1)−DτdH(tn)∥∥20,Ωs , comes intrinsically from the semi-implicit coupling
(see Remark 3.5). The second part, associated with the term ‖∇ph(tn+1)‖20,Ωf , comes
from the non-incremental Chorin-Temam scheme. It is well-known that this scheme
has a reduced time accuracy in a pure hydrodynamic problem. Nevertheless, we must
observe that, for the non-incremental Chorin-Temam scheme, the reduced time ac-
curacy aﬀects the ﬂuid pressure in the L∞(0, T ;L2(Ωf)) norm and the ﬂuid velocity
error in the L∞(0, T ;H1(Ωf)) norm (see for example [Hor97]). Here we also obtain
a reduced time accuracy for the ﬂuid velocity error in the L∞(0, T ;L2(Ωf)) norm.
This may be due to the way we have derived our error estimate as well as to the fact
that the reduced time accuracy observed for the pressure and for the ﬂuid velocity
aﬀects the whole ﬂuid-structure scheme.
Remark 3.9 Note ﬁnally that, if in (3.80) we don't apply the stability condition,
in some particular case (e.g. α = 0) the convergence rate in time of the ﬁrst term
of T could be slightly better than τ .
Consequently, from estimate (3.73) and using (3.74), (3.78) and (3.80), we obtain
EN+1 +
ρf
4
N∑
n=0
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]
+
N∑
n=0
µτ‖ε(e˜n+1h )‖20,Ωf +
1
2
N∑
n=0
as(en+1H − enH , en+1H − enH)
+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥Dτen+1H −DτenH∥∥20,Ωs
≤
N∑
n=0
Cρfτ(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf )
+
N∑
n=0
Cρsδt
∥∥Dτen+1H ∥∥20,Ωs + N∑
n=0
Chρfδt
Hα
∥∥Dτen+1H −DτenH∥∥20,Ωs
+
N∑
n=1
Cδtas(enH , e
n
N ) + Cτ + Ch
2k +H2m + Ch2l, (3.81)
where 12 ≤ l ≤ k for the mortar case and l ≤ min
(
r − α2 , k + 1
)
for the interpolation
case. Note that we can restrict ourselves to l ≤ k for both matching operators since
r is typically equal to 1 or 2.
The analysis is concluded applying a discrete version of the Gronwall's inequality.
Here, for the sake of completeness, we recall only the result, referring to [HR90] for
a proof of it.
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Lemma 3.2 Let δ, g0, an, bn, cn and γn be a sequence of non negative numbers for
integers n ≥ 0 so that
an + δ
n∑
j=0
bj ≤ δ
n∑
j=0
γja
j + δ
n∑
j=0
cj + g0
Assume that γjδ < 1 for all j, and set σj = (1− γjδ)−1. Then,for all n ≥ 0.
an + δ
n∑
j=0
bj ≤ exp
δ n∑
j=0
σjγj
δ n∑
j=0
cj + g0
 .
Assuming that the stability condition (3.20) holds true, the discrete Gronwall's
lemma yields
EN+1 +
ρf
4
N∑
n=0
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]+ N∑
n=0
µτ‖ε(e˜n+1h )‖20,Ωf
+
1
2
N∑
n=0
as(en+1H −enH , en+1H −enH)+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥Dτen+1H −DτenH∥∥20,Ωs
≤ Cτ + Ch2k + CH2m + Ch2l, (3.82)
that concludes the derivation of error estimate (3.41). ⋄
3.6 Numerical experiments
In this section we investigate numerically the order of convergence in time of the
semi-implicit coupling scheme. Some computational results that conﬁrm the previ-
ous analysis are given. Moreover, the realized numerical experiments give a deeper
insight into the accuracy of the scheme that could be useful for further improvements
of the theoretical analysis.
First the two-dimensional test case used in all the test is introduced. Later, the
convergence rate of the semi-implicit scheme (3.12)-(3.14) is evaluated and com-
pared to the one of other FSI algorithms. All the computations are performed with
FreeFem++ [Hec].
The test case. A two-dimensional test case consisting of the following analytical
solution over the domains Ωf = [0, 1]× [0, 1] and Ωs = [0, 1]× [1, 1.25] (Figure 3.2)
is considered:
ux = cos(x+ t) sin(y + t) + sin(x+ t) cos(y + t),
uy = − sin(x+ t) cos(y + t)− cos(x+ t) sin(y + t),
p = 2µ(sin(x+ t) sin(y + t)− cos(x+ t) cos(y + t)) + 2L2 cos(x+ t) sin(y + t),
dx = sin(x+ t) sin(y + t),
dy = cos(x+ t) cos(y + t),
(3.83)
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where L2 stands for the second Lamé constant of solid. For the ﬂuid, the physical
parameters are ρf = 1.0 g/cm3, µ = 0.013 poise. For the solid, we have ρs =
1.9 g/cm3, the Lamé constant L2 = 3 dyne/cm2, and the Poisson's ratio ν = 0.3.
External boundary conditions, initial conditions and body forces, for the ﬂuid
and the structure, are chosen in order to ensure that the coupled system (3.2)-(3.3) is
satisﬁed by the exact solution (3.83). In particular, considering Figure 3.2, Dirichlet
and Neumann boundary conditions are respectively imposed on Γd and Γn.
n! ! n
! d
! d
! d !
d
"
f
"
s
#
Figure 3.2: Computational domain.
For all the numerical simulations, we adopt a conforming matching between the
ﬂuid and the structure without any consequence on the stability of the scheme (see
Section 3.3). A uniform space discretization step h = 0.05 cm is used. For the ﬂuid,
we choose Taylor-Hood ﬁnite element, while for the structure, P2 ﬁnite elements
are used in order to guarantee a small space discretization error. For the time
discretization, a sequence of decreasing time-steps (τ = 5 · 10−2, 2.5 · 10−2, 1.25 ·
10−2, 6.25 · 10−3, 3.125 · 10−3s) is considered for the comparison of the numerical
solutions with the exact one (3.83).
Three diﬀerent FSI algorithms are compared: the semi-implicit scheme (3.12)-
(3.14), a fully implicit scheme where the Stokes equations are solved as a mixed
problem in the velocity and pressure unknowns, and a modiﬁed version of the semi-
implicit scheme where we replace the non-incremental Chorin-Temam method with
its incremental version (see for instance [GQ98b]). The latter is given by:
Algorithm 3.4 Semi-implicit coupling scheme based on the incremental projection
Chorin-Temam method
Step 1 : (explicit viscous-structure coupling) ρf
u˜n+1 − un
τ
− 2µdiv (ε(u˜n+1)) +∇pn = 0, in Ωf ,
u˜n+1 = Dτd
n, on Σ.
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Step 2 : (implicit pressure-structure coupling)
 Step 2.1 : (fluid projection sub-step)
ρf
un+1 − u˜n+1
τ
+∇(pn+1 − pn) = 0, in Ωf ,
divun+1 = 0, in Ωf ,
un+1 · nf = Dτdn+1 · nf , on Σ.
 Step 2.2 : (solid sub-step){
ρsDττd
n+1 − divσs(dn+1) = 0, in Ωs,
σs(dn+1) · ns = σf(u˜n+1, pn+1) · ns, on Σ.
For both of the semi-implicit schemes, the ﬂuid part of the projection step has
been rewritten as a Poisson problem for the pressure (see [GQ98a, ACF09] for more
details). For the sake of conciseness, in the following, we address the previous
schemes respectively as: non-incremental semi-implicit scheme, fully implicit scheme
and incremental semi-implicit scheme.
The errors, between the numerical solutions and the exact one, are computed
with respect to the norms l∞(t0, T, L2(Ωf)), for u and p, l∞(t0, T, L2(Ωs)), for the
structure velocity us
def
= ∂td, and l∞(t0, T,H1(Ωs)), for d, with t0 = 0.5 and T = 1.
They are presented in Figure 3.3 and reported in logarithmic scale as a function of τ :
in red for the non-incremental semi-implicit algorithm, in green for the incremental
one and in blue for the fully implicit scheme.
Non-incremental semi-implicit scheme versus fully implicit scheme. Let
us ﬁrst consider the time discretization error of the two algorithms. From Figure 3.3,
it can be easily observed that for a given time-step the discretization error is smaller
in the fully implicit scheme than in the non-incremental semi-implicit scheme. As
we will see later, this diﬀerence is mainly due to the use of the non-incremental
Chorin-Temam scheme in the ﬂuid problem.
For the convergence in time, as expected, the fully implicit scheme is ﬁrst order
accurate in time for velocity, pressure and displacement. Instead, for the semi-
implicit one, we observe a lower convergence rate if compared to the implicit scheme.
We can therefore conﬁrm also from a numerical point of view that the scheme (3.12)-
(3.14) has a convergence rate globally lower than one. In detail, it is important to
note that a small reduction of convergence is experienced for the ﬂuid pressure and
for the structure unknowns, but not for the ﬂuid velocity. The latter is indeed still
linear in time. Therefore, at least in this test case, it seems that the velocity error
with respect to the norm l∞(t0, T, L2(Ωf)) isn't aﬀected by a reduced convergence
rate.
Remark 3.10 It is worth noticing that the test case proposed is only one of the
many diﬀerent analyzed and in none of them we have observed a reduction in the
velocity accuracy in the l∞(t0, T, L2(Ωf)) norm.
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The convergence in time of the velocity unknowns therefore remains an open problem
for the semi-implicit scheme. Possible improvements can be done either in the choice
of the test case, or in a non trivial improvement of our theoretical result, that aims
at decoupling the analysis of the velocity error from the one of the pressure and
displacement errors, in order to retrieve its linear convergence rate.
Non-incremental semi-implicit scheme versus incremental semi-implicit
scheme. Here the convergence in time of the semi-implicit scheme is investigated
by comparing the non-incremental version of the semi-implicit scheme with the in-
cremental one. It is well-known that, for pure Stokes and Navier-Stokes problems,
the incremental version of the Chorin-Temam scheme has better accuracy properties
than the original one (see for example [EG04, GMS06, GQ98a, GQ98b] and refer-
ences therein). A linear convergence in time is retrieved for velocities and pressure
(for a proof we refer to [GQ98a, She92]):
||u(tn)− unh||l∞(L2(Ωf)) + ||u(tn)− u˜nh||l∞(L2(Ωf)) ≤ c(hk+1 + τ),
||u(tn)− u˜nh||l∞(H1(Ωf)) + ||p(tn)− pnh||l∞(L2(Ωf)) ≤ c(hk + τ).
A direct comparison between the numerical results of the two schemes, Figure 3.3,
clearly shows that the choice of the fractional step method for the ﬂuid problem
changes the accuracy in time of the whole ﬂuid-structure interaction procedure. In
detail, the non-incremental Chorin-Temam method induces a numerical dissipation
on the coupled problem and modiﬁes the convergence in time of the structure prob-
lem. With the incremental semi-implicit scheme a linear convergence rate in the
ﬂuid-structure problem seems to be retrieved.
Incremental semi-implicit scheme versus fully implicit scheme. Through
this last comparison we stress once more the eﬃciency of the semi-implicit algorithm
proposed in [FGG07] and, in particular here, of its incremental version. Indeed, the
latter is computationally cheaper than the fully implicit algorithm but it guarantees
the same convergence order and similar discretization errors in time (see Figure
3.3). Finally we note that the semi-implicit coupling does not seem to aﬀect the
convergence of the incremental scheme. A deeper investigation of this last point will
be addressed in future works both from a theoretical and numerical point of view.
Before concluding, some more remarks are in order:
• The choice of the test case and of the physical and numerical parameters has
been accurately set in order to satisfy the stability condition (3.20) and to
stress the eﬀects of a convergence rate lower than one in the non-incremental
semi-implicit scheme. As a matter of fact, depending on the exact solution
considered or on the parameters chosen, a linear convergence rate could be
observed for some of (or even all) the unknowns.
• Numerically, the convergence rates of the ﬂuid velocity and of the structure
unknowns seem to be slightly better than the ones theoretically predicted in
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Figure 3.3: Convergence of the diﬀerent FSI algorithms to the exact solution, for
velocities, pressure and displacement. In red the non-incremental version of the
semi-implicit scheme, in green the incremental one, while in blue the fully implicit
scheme. Dashed lines are used to compare the slopes of the represented curves.
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(3.41). A similar discrepancy between theoretical and numerical results can be
observed, in a pure ﬂuid problem, for the estimate (3.1)2 (see [Hor97, GMS06]).
3.7 Conclusion
In this chapter we have analyzed from a theoretical and numerical viewpoint the
semi-implicit scheme presented in [FGG07]. The convergence of the scheme has
been proved using a non-conforming space discretization of the two domains. The
Leap-Frog scheme is used for the discretization in time of the structure problem.
The cases of a pointwise and a mortar matching operator have been considered.
We proved that the projection semi-implicit coupling scheme proposed in
[FGG07] is at least
√
τ accurate in time. We supported the theoretical result with
a numerical test where a small reduction of the convergence rate for pressure and
displacement is observed. However, the eﬀects of the coupling scheme on the ﬂuid
velocity remain an open question since no accuracy reduction has been experienced.
Finally the use of the incremental version of the Chorin-Temam method in the
ﬂuid-structure interaction scheme actually improves the global accuracy and a lin-
ear convergence rate in time is retrieved for all the unknowns.
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4.1 Introduction
In the previous chapter, the convergence properties of the semi-implicit coupling
method reported in [FGG06, FGG07] have been analyzed. For this scheme we know
that computational cost and numerical stability are balanced by performing an
explicit-implicit splitting, based on the use of the Chorin-Temam's projection scheme
within the ﬂuid [Cho69, Tem68, GMS06]. At each time-step, the projection sub-step
is implicitly coupled with the structure, whereas the viscous sub-step, taking into
account the convective-viscous eﬀects and the geometrical non-linearities, is treated
explicitly.
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Although the theoretical and numerical results, reported in [FGG07], showed
that the resulting algorithm drastically improves the stability properties of conven-
tional explicit coupling and the eﬃciency of implicit coupling, the original semi-
implicit coupling scheme has two limitations. On the one hand, though much less
sensitive to the added-mass eﬀect than the standard explicit coupling, numerical
evidence (see Section 4.5) shows that the stability still depends on the ﬂuid-solid
density ratio. As a matter of fact, in the linear case, stability is obtained (see
Theorem 3.1) under a condition of the type:
ρs/ρf ≥ C
[
1 + µτ/(ρfh2)
]
. (4.1)
On the other hand, from the theoretical point of view, a dissipative time-
discretization is required within the structure in order to prove stability (see Re-
mark 3.1).
In the present chapter, we propose a semi-implicit coupling scheme that cir-
cumvents the above mentioned inconveniences. The stability properties of the new
scheme are independent of the added-mass eﬀect and allow for conservative time-
stepping within the structure. The key idea consists of treating the explicit part
of the coupling in a weak sense, by using a speciﬁc Robin coupling derived from
Nitsche's interface method (see e.g. [BHS03, HHS04, BF07, BF09]).
The remainder of the chapter is organized as follows. In Section 4.2, we brieﬂy
recall the preliminary notions associated with the problem under analysis. For some
of them we will refer to the previous chapters. The proposed Robin based semi-
implicit coupling is detailed in Section 4.3. Section 4.4 is devoted to the stability
analysis. We show that the linearized version of the algorithm is stable (in the
energy norm) irrespectively of the added-mass eﬀect and of the numerical dissipation
within the structure. Numerical experiments, in two and three space dimensions,
are carried out in Section 4.5, illustrating the theoretical results. Finally, some
concluding remarks are given in Section 4.6.
4.2 Preliminaries
The coupled FSI problem. The problem we analyze models the mechanical
interaction between a viscous incompressible ﬂuid and an elastic structure. The
ﬂuid and the solid are respectively described by Navier-Stokes problem (in its ALE
formulation) and by the three-dimensional elastodynamics equations (in the La-
grangian formulation). The resulting non-linear coupled problem is deﬁned by the
set of equations (2.33)-(2.35). For this problem, the following boundary conditions
for the ﬂuid and the structure are assumed in this chapter:
σf(u, p)nf = −p¯nf on Γin−out = ∂Ωf\Σ,
d = 0 on ΓsD,
Π(d)ns = 0 on ΓsN .
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Time semi-discretization. We now propose to semi-discretize in time the non-
linear coupled problem (2.33)-(2.35) using the framework of the semi-implicit cou-
pling scheme introduced in [FGG06, FGG07]. The scheme has been already given
in Algorithm 2.2, p. 52, in its pressure-correction formulation. Nonetheless, since
in the sequel the velocity-correction version of the scheme will be mainly used, here
we recall the algorithm in its (non-incremental) velocity-correction version (see e.g.
[GMS06, Section 4.1]). For the sake of completeness, other variants will also be
discussed in Section 4.3.3.
Algorithm 4.1 Semi-implicit coupling scheme based on the projection Chorin-
Temam method in its velocity-correction formulation.
Step 1 : (update fluid domain)
df,n+1 = Ext(dn|Σ), wn+1 = Dτdf,n+1 in Ωf ,
Ωf,n+1 = (IΩf + d
f,n+1)(Ωf).
(4.2)
Step 2 : (implicit pressure-structure coupling)
 Step 2.1 : (fluid projection sub-step)
ρf
τ
(
un+1 − u˜n)+∇pn+1 = 0 in Ωf,n,
∇ · un+1 = 0 in Ωf,n,
pn+1 = p¯ on Γin−out,
un+1 · nf = Dτdn+1 · nf on Σn.
(4.3)
 Step 2.2 : (solid sub-step)
ρsDτ d˙
n+1 −∇ ·Π(dn+ 12 ) = 0 in Ωs,
Dτd
n+1 = d˙
n+ 1
2 in Ωs,
dn+1 = 0 on ΓsD,
Π(dn+
1
2 )ns = 0 on ΓsN ,
Π(dn+
1
2 )ns = −J f,n+1σf(u˜n, pn+1)(F f,n+1)−Tnf on Σ.
(4.4)
Step 3 : (explicit viscous-structure coupling)
ρf
u˜n+1 − un
τ
∣∣∣∣
A
+ ρf(un+1 −wn+1) · ∇u˜n+1 − 2µ∇ · ε(u˜n+1) = 0 in Ωf,n+1,
2µε(u˜n+1)nf = 0 on Γin−out,
u˜n+1 = Dτd
n+1 on Σn+1.
(4.5)
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4.3 Robin based semi-implicit coupling
The main contribution of this chapter concerns the discretization in space of (4.3)-
(4.5), more precisely, how condition (4.5)3 is enforced at the discrete level. In
[FGG07] this condition is treated in a strong fashion. In order to enhance stability,
here we consider a diﬀerent point of view. We propose to treat weakly the explicit
viscous coupling (4.4)-(4.5), using a Robin-Robin coupling derived from Nitsche's
penalty method (see Section 2.5.1 and [Nit71, BHS03, BF07]).
4.3.1 The coupling scheme
In what follows, we consider as usual the functional spaces introduced in Section
2.4.2, and the corresponding ﬁnite element spaces. Nonetheless, with abuse of no-
tation, we suppose that Qfh (resp. Q
f
Γ,h) is an internal continuous Lagrange ﬁnite
element approximation of H1(Ωf) (resp. H1
Γin−out
(Ωf)) and that X fh,0 is an inter-
nal continuous Lagrange ﬁnite element approximation of [H1Σ(Ω
f)]d. We assume all
these spaces properly deﬁned in the ALE framework. In view of the stability analysis
of the scheme, we shall introduce also the following standard discrete trace-inverse
inequality (see e.g. [Tho06]):
||vfh||20,∂K ≤ Ctih−1||vfh||20,K ∀vfh ∈ X fh (4.6)
for all K ∈ T fh , and with Cti > 0 a constant independent of the discretization
parameter h (but that might depend on the polynomial order). Since the ﬂuid and
solid space discretizations do not necessarily match at the interface Σ, we consider
an interface matching operator pih : V sH(Σ) → X fh(Σ), where V sH(Σ) (resp. X fh(Σ))
stands for the trace ﬁnite element space associated with V sH (resp. X
f
h). As already
presented in Chapter 3, the operator pih can be, for instance, the standard Lagrange
interpolant (nodal-wise matching) or a projection based operator (see also [FLLT98,
GM98]).
Starting from (4.2)-(4.5), our Robin based fully-discrete semi-implicit coupling
scheme reads as follows:
Algorithm 4.2 Robin based semi-implicit coupling scheme (pressure-Darcy formu-
lation).
Step 1 : (update fluid domain)
d
f,n+1
h = Exth(d
n
H |Σ), wn+1h = Dτdf,n+1h in Ωf ,
Ωf,n+1 = (IΩf + d
f,n+1
h )(Ω
f).
(4.7)
Step 2 : (implicit pressure-structure coupling)
 Step 2.1 : (fluid projection sub-step)
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Find (un+1h , p
n+1
h ) ∈ X fh ×Qfh such that
ρf
τ
(
un+1h − u˜nh,vfh
)
Ωf,n
−
(
pn+1h ,∇ · vfh
)
Ωf,n
+
(∇ · un+1h , qh)Ωf,n
= −
(
p¯nf ,vfh
)
Γin−out
,
un+1h = pih(Dτd
n+1
H ) on Σ
n
(4.8)
for all (vfh, qh) ∈ X fh,0 ×Qfh.
 Step 2.2 : (solid sub-step)
Find (dn+1H , d˙
n+1
H ) ∈ [V sH ]2 such that
Asτ,H
(
dn+1H , d˙
n+1
H ;v
s
H , v˙
s
H
)
+
γµ
h
(Dτd
n+1
H ,v
s
H)Σn+1 =
γµ
h
(u˜nh,v
s
H)Σn+1
− (2µε(u˜nh)nf ,vsH)Σn+1 +
(
pn+1h n
f ,vsH
)
Σn+1
(4.9)
for all vsH , v˙
s
H ∈ V sH.
Step 3 : (explicit viscous-structure coupling)
Find u˜n+1h ∈ X fh such that
A˜fτ,h
(
u˜n+1h , v˜
f
h
)
+
γµ
h
(
u˜n+1h , v˜
f
h
)
Σn+1
=
γµ
h
(
Dτd
n+1
H , v˜
f
h
)
Σn+1
+
(
2µε(u˜nh)n
f , v˜fh
)
Σn+1
(4.10)
for all v˜fh ∈ X fh.
In the previous algorithm, Exth stands for a discrete counterpart of Ext. The solid
mass and stiﬀness contribution, Asτ,H
(
dn+1H , d˙
n+1
H ;v
s
H , v˙
s
H
)
, is given by
Asτ,H
(
dn+1H , d˙
n+1
H ;v
s
H , v˙
s
H
) def
=ρs
(
Dτ d˙
n+1
H ,v
s
H
)
Ωs
+
(
Π(d
n+ 1
2
H ),∇vsH
)
Ωs
+ ρs
(
d˙
n+ 1
2
H −Dτdn+1H , v˙sH
)
Ωs
,
while, for the ﬂuid, A˜fτ,h
(
u˜n+1h , v˜
f
h
)
is deﬁned as
A˜fτ,h
(
u˜n+1h , v˜
f
h
) def
=
ρf
τ
(
u˜n+1h , v˜
f
h
)
Ωf,n+1
− ρ
f
τ
(
un+1h , v˜
f
h
)
Ωf,n
+
ρf
2
(
(∇ · u˜nh)u˜n+1h , v˜fh
)
Ωf,n+1
− ρf
(
(∇ ·wn+1h )u˜n+1h , v˜fh
)
Ωf,n+1
+ ρf
(
(u˜nh −wn+1h ) · ∇u˜n+1h , v˜fh
)
Ωf,n+1
+
(
2µε(u˜n+1h ), ε(v˜
f
h)
)
Ωf,n+1
.
(4.11)
Finally, γ > 0 is a dimensionless parameter. Some remarks are now in order.
Remark 4.1 In Algorithm 4.2, the kinematic condition (4.3)4 is strongly imposed
(as in [FGG07]). However, now the coupling between the solid (4.4) and viscous
(4.5) sub-steps is weakly enforced.
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Remark 4.2 Note that, in (4.8), we impose un+1h = pih(Dτd
n+1
H ) on Σ
n (instead
of (4.3)4) which is also optimal in the framework of ﬁnite element approximations
(see [Gue96]).
The interface weak coupling between steps (4.9) and (4.10) diﬀers from the
commonly used Nitsche's interface formulations (see e.g. [BHS03, HHS04, BF09,
ACF09]). In particular, the interface mortaring in (4.10) does not contain the clas-
sical Nitsche's symmetrizing term
−(u˜n+1h −Dτdn+1H , 2µε(v˜fh)nf)Σn+1 .
Note that this simpliﬁcation does not compromise symmetry, since (as in [BF09,
ACF09]) the Nitsche's consistency term
−(2µε(u˜nh)nf , v˜fh − vsH)Σn+1 ,
is evaluated at the previous time-step.
A major consequence of the previous observation is that the space continuous
counterpart of the coupling between sub-steps (4.9) and (4.10) can be formally
written as
γµ
h
Dτd
n+1 + σs(dn+
1
2 )ns =
γµ
h
u˜n − 2µε(u˜n)nf + pn+1nf
γµ
h
u˜n+1 + 2µε(u˜n+1)nf =
γµ
h
Dτd
n+1 + 2µε(u˜n)nf
 on Σn+1, (4.12)
which corresponds to an explicit Robin-Robin coupling between sub-steps (4.9) and
(4.10). Note that the scaling γµ/h of the Robin parameter, appearing in (4.12),
coincides with the scaling of the original Nitsche's penalty method (see e.g. [Nit71,
BHS03, BF07, BF09]), which is based on optimal convergence and energy arguments.
However, it drastically diﬀers from the heuristic Robin-Robin scaling proposed in
[BNV08], based on simpliﬁed models and which aims at accelerating partitioned
iterative solution methods within a fully implicit coupling framework.
4.3.2 Pressure load computation
In (4.9), the pressure contribution of the ﬂuid load at the interface
(
pn+1h n
f ,vsH
)
Σn+1
is computed as a face-wise integral. This approach is referred in the numerical exper-
iments as FWI (Face-Wise Integral). Nevertheless, the theoretical stability analysis
(carried out in Section 4.4) calls for the standard residual based approximation of
the pressure interface integral:〈R(un+1h , u˜nh, pn+1h ),Lh(vsH)〉 def= ρfτ (un+1h − u˜nh,Lh(vsH))Ωf,n+1
− (pn+1h ,∇ · (Lh(vsH)))Ωf,n+1 , (4.13)
with Lh def= Lfh ◦ pih and Lfh : X fh(Σ) → X fh is a given discrete ﬂuid lifting operator
such that
Lfh(vfh) =
{
vfh on Σ,
0 on Γin−out.
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Moreover, for the stability analysis reported in Section 4.4.3, we shall assume that
the following continuity estimate holds
‖Lfh(vfh)‖20,Ωf ≤ CLh‖vfh‖20,Σ, (4.14)
with CL > 0 a constant depending only on the ﬂuid polynomial order and the
mesh regularity. Let us emphasize that (4.14) holds for the discrete lifting operator
commonly used in practice (see e.g. [FLLT98, FGG07]).
In the numerical experiments, the method resulting from replacing in (4.9) the in-
terface integral
(
pn+1h n
f ,vsH
)
Σn+1
by
〈R(un+1h , u˜nh, pn+1h ),Lh(vsH)〉 will be indicated
as VR (Variational-Residual).
4.3.3 Variants
We now discuss a couple of variants of the semi-implicit coupling scheme (4.7)-(4.10).
Pressure-Poisson formulation. As usual, instead of the pressure-Darcy formu-
lation (4.8), the intermediate velocity un+1h can be eliminated by rewriting the pro-
jection step as a pressure-Poisson equation (with a Neumann condition on the in-
terface). Thus, (4.8) becomes
τ
ρf
(∇pn+1h ,∇qh)Ωf,n = − (∇ · u˜nh, qh)Ωf,n − ((pih(Dτdn+1H )− u˜nh) · nf , qh)Σn ,
pn+1h = p¯ on Γ
in−out
(4.15)
for all qh ∈ QfΓ,h, and the intermediate velocity u˜nh−
τ
ρf
∇pn+1h replaces un+1h in (4.11).
Note that, due to the hybrid treatment of the kinematic conditions (4.3)4 and
(4.5)3 (see Remark 4.1), the interface integral in (4.15)1 couples two diﬀerent kinds
of interface mortaring: one based on the (solid-to-ﬂuid) matching operator pih and
the other on the viscous Robin coupling. Thus, as suggested by the theoretical sta-
bility analysis carried out in Section 4.4.3, this hybrid mortaring requires a speciﬁc
integration of the interface terms in (4.9) and (4.10). More precisely, (4.9) has to
be replaced byA
s
τ,H
(
dn+1H , d˙
n+1
H ;v
s
H , v˙
s
H
)
+
γµ
h
(
pih(Dτd
n+1
H )− u˜nh, pih(vsH)
)
Σn+1
= −(2µε(u˜nh)nf , pih(vsH))Σn+1 + (pn+1h nf ,vsH)Σn+1
(4.16)
for all vsH , v˙
s
H ∈ V sH , and (4.10) by
A˜fτ,h
(
u˜n+1h , v˜
f
h
)
+
γµ
h
(
u˜n+1h − pih(Dτdn+1H ), v˜fh
)
Σn+1
=
(
2µε(u˜nh)n
f , v˜fh
)
Σn+1 (4.17)
for all v˜fh ∈ X fh.
Note that the modiﬁcations (4.16) and (4.17) are only suggested when dealing
with non-matching ﬂuid-solid discretizations and when using the pressure-Poisson
version of the Chorin-Temam scheme.
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Remark 4.3 In the pressure-Poisson version of Algorithm 4.2 combined with a VR
based pressure load computation, the intermediate velocity un+1h ∈ X fh, required by
(4.13), is the solution of
ρf
τ
(
un+1h − u˜nh,vfh
)
Ωf,n
= −(∇pn+1h ,vfh)Ωf,n ,
un+1h = pih(Dτd
n+1
H ) on Σ
n
for all vfh ∈ X fh,0.
Pressure-correction formulation. In Algorithm 4.2 we have used the velocity-
correction version of the Chorin-Temam projection scheme. However, as in [FGG07],
we could also have considered the original (non-incremental) pressure-correction
version (see e.g. [GMS06, Section 3.1]) by switching the explicit and implicit steps
(see Remark 4.7): un+1h has to be replaced by u
n
h in A˜
f
τ,h
(
u˜n+1h , v˜
f
h
)
, step (4.10) by
A˜fτ,h
(
u˜n+1h , v˜
f
h
)
+
γµ
h
(
u˜n+1h , v˜
f
h
)
Σn+1
=
γµ
h
(
Dτd
n
H , v˜
f
h
)
Σn+1
+
(
2µε(u˜nh)n
f , v˜fh
)
Σn+1
(4.18)
for all v˜fh ∈ X fh, step (4.8) by
ρf
τ
(
un+1h − u˜n+1h ,vfh
)
Ωf,n+1
−
(
pn+1h ,∇ · vfh
)
Ωf,n+1
+
(∇ · un+1h , qh)Ωf,n+1
= −
(
p¯nf ,vfh
)
Γin−out
,
un+1h = pih(Dτd
n+1
H ) on Σ
n+1
(4.19)
for all (vfh, qh) ∈ X fh,0 ×Qfh, and ﬁnally step (4.9) becomes
Asτ,H
(
dn+1H , d˙
n+1
H ;v
s
H , v˙
s
H
)
+
γµ
h
(Dτd
n+1
H ,v
s
H)Σn+1 =
γµ
h
(u˜n+1h ,v
s
H)Σn+1
− (2µε(u˜nh)nf ,vsH)Σn+1 +
(
pn+1h n
f ,vsH
)
Σn+1
(4.20)
for all vsH , v˙
s
H ∈ V sH .
Remark 4.4 The extension of our approach to the semi-implicit coupling frame-
work reported in [QQ07, BQQ08] is not straightforward. Note that our Robin based
semi-implicit coupling fully exploits the splitting (4.3)-(4.5) induced by the Chorin-
Temam scheme, which allows a hybrid treatment of the kinematic coupling conditions
(4.3)4 and (4.5)3. However, in [QQ07, BQQ08] the splitting is performed directly on
the fully discrete linearized system, by using appropriate inexact LU factorizations,
with a predeﬁned treatment of the kinematic coupling.
4.4 Stability analysis
In this section, the stability analysis of our Robin based semi-implicit coupling is
carried out on a linearized version of the FSI problem considered. Both the pressure-
Darcy and pressure-Poisson formulations are analyzed.
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4.4.1 A simpliﬁed model problem
As in Chapter 3, the ﬂuid is described by the Stokes equations in a ﬁxed domain
Ωf ⊂ Rd, d = 2, 3. For the structure, we consider the classical linear elastodynamics
equations, in the solid domain Ωs ⊂ Rd. We still denote by Σ def= ∂Ωs∩∂Ωf the ﬂuid-
structure interface. Then, our linearized ﬂuid-structure problem reads as follows:
Find the ﬂuid velocity u : Ωf × R+ → Rd, the ﬂuid pressure p : Ωf × R+ → R and
the structure displacement d : Ωs × R+ → Rd such that:
ρf∂tu−∇ · σf(u, p) = 0 in Ωf ,
∇ · u = 0 in Ωf ,
σf(u, p)nf = −p¯nf on Γin−out,
ρs∂ttd−∇ · σs(d) = 0 in Ωs,
d = 0 on ΓsD,
σs(d)ns = 0 on ΓsN ,
u = ∂td on Σ,
σs(d)ns = −σf(u, p)nf on Σ.
(4.21)
System (4.21), though simpliﬁed, contains the key features of more complex ﬂuid-
structure problems involving an incompressible ﬂuid, with respect to the stability
of the coupling schemes (see e.g. [CGN05, FGG07, BF09]).
4.4.2 Semi-implicit coupling with pressure-Darcy formulation
Algorithm 4.2 applied to the linearized problem (4.21) yields:
Algorithm 4.3 Robin based semi-implicit coupling scheme (pressure-Darcy formu-
lation) for the linearized problem.
• Implicit step (pressure-solid coupling):
Find (un+1h , p
n+1
h ,d
n+1
H , d˙
n+1
H ) ∈ X fh ×Qfh × [V sH ]2 such that
ρf
τ
(
un+1h − u˜nh,vfh
)
Ωf
− (pn+1h ,∇ · vfh)Ωf + (qh,∇ · un+1h )Ωf
= −(p¯vfh,nf)Γin−out ∀(vfh, qh) ∈ X f0,h ×Qfh,
un+1h = pih(Dτd
n+1
H ) on Σ.
(4.22)

ρs
τ
(
d˙
n+1
H − d˙
n
H ,v
s
H
)
Ωs
+ as
(
d
n+ 1
2
H ,v
s
H
)
+
γµ
h
(
Dτd
n+1
H − u˜nh,vsH
)
Σ
= −2µ(ε(u˜nh)nf ,vsH)Σ − 〈R(un+1h , u˜nh, pn+1h ),Lh(vsH)〉 , ∀vsH ∈ V sH ,
Dτd
n+1
H = d˙
n+ 1
2
H , in Ω
s.
(4.23)
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• Explicit step (viscous-solid coupling):
Find u˜n+1h ∈ X fh such that
ρf
τ
(
u˜n+1h − un+1h , v˜fh
)
Ωf
+ 2µ
(
ε(u˜n+1h ), ε(v˜
f
h)
)
Ωf
+
γµ
h
(
u˜n+1h −Dτdn+1H , v˜fh
)
Σ
= 2µ
(
ε(u˜nh)n
f , v˜fh
)
Σ
∀v˜fh ∈ X fh.
(4.24)
In (4.23), as(·, ·) stands for the solid stiﬀness symmetric bilinear form. Note that we
have considered a VR (Variational-Residual) based approximation of the pressure
stresses at the interface, which in this case is given by:
〈R(un+1h , u˜nh, pn+1h ),Lh(vsH)〉 def= ρfτ (un+1h − u˜nh,Lh(vsH))Ωf − (pn+1h ,∇· (Lh(vsH)))Ωf
for all vsH ∈ V sH .
Energy based stability analysis. We now show that the semi-implicit scheme
(4.22)-(4.24) is conditionally stable irrespectively of the added-mass eﬀect.
Let us deﬁne the energy of the discrete coupled system, at time tn
def
= nτ , as:
En =
ρf
2
‖u˜nh‖20,Ωf +
ρs
2
‖d˙nH‖20,Ωs +
1
2
as(dnH ,d
n
H).
Theorem 4.1 Assume that the system is isolated, i.e. p¯ = 0 on Γin−out, and let{
(u˜nh,u
n
h, p
n
h,d
n
H , d˙
n
H)
}
n≥0
be solution of (4.22)-(4.24). Then, the following discrete
energy estimate holds:
En+µτ
n−1∑
m=0
‖ε(u˜m+1h )‖20,Ωf+(γ−2Cti)
µτ
2h
n∑
m=0
‖u˜m+1h −Dτdm+1H ‖20,Σ+
γµτ
2h
‖u˜nh‖20,Σ
≤ E0 + µτ‖ε(u˜0h)‖20,Ωf +
γµτ
2h
‖u˜0h‖20,Σ. (4.25)
Therefore, the semi-implicit coupling scheme (4.22)-(4.24) is stable, in the energy-
norm, under the conditions:
γ ≥ 2Cti, γµτ = O(h). (4.26)
Proof. We proceed by testing equations (4.22)-(4.24) with
vfh = τ(u
n+1
h − Lh(Dτdn+1H )), qh = τpn+1h , vsH = τDτdn+1H , v˜fh = τ u˜n+1h ,
which are all admissible test functions. Therefore, using the identity (a − b, a) =
1
2‖a‖2 − 12‖b‖2 + 12‖a− b‖2, from (4.22) we get
ρf
2
[
‖un+1h ‖20,Ωf − ‖u˜nh‖20,Ωf
]
− τ 〈R(un+1h , u˜nh, pn+1h ),Lh(Dτdn+1H )〉 ≤ 0.
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Similarly, from (4.23) we obtain
ρs
2
[
‖d˙n+1H ‖20,Ωs − ‖d˙
n
H‖20,Ωs
]
+
1
2
[
as(dn+1H ,d
n+1
H )− as(dnH ,dnH)
]
+ 2µτ
(
ε(u˜nh)n
f , Dτd
n+1
H
)
Σ
+
γµτ
h
(
Dτd
n+1
H − u˜nh, Dτdn+1H
)
Σ
+ τ
〈R(un+1h , u˜nh, pn+1h ),Lh(Dτdn+1H )〉 = 0, (4.27)
and (4.24) yields
ρf
2
[
‖u˜n+1h ‖20,Ωf − ‖un+1h ‖20,Ωf
]
+ 2µτ‖ε(u˜n+1h )‖20,Ωf − 2µτ
(
ε(u˜nh)n
f , u˜n+1h
)
Σ
+
γµτ
h
(
u˜n+1h −Dτdn+1H , u˜n+1h
)
Σ
≤ 0.
By summation of these three inequalities, we obtain
En+1 − En + 2µτ‖ε(u˜n+1h )‖0,Ωf −2µτ
(
ε(u˜nh)n
f , u˜n+1h −Dτdn+1H
)
Σ︸ ︷︷ ︸
T2
+
γµτ
h
[(
Dτd
n+1
H − u˜nh, Dτdn+1H
)
Σ
+
(
u˜n+1h −Dτdn+1H , u˜n+1h
)
Σ
]
︸ ︷︷ ︸
T1
≤ 0. (4.28)
We now estimate terms T1 and T2 separately.
We ﬁrst consider term T1 by noting that
T1 = γµτ
h
[‖u˜n+1h −Dτdn+1H ‖20,Σ + (u˜n+1h − u˜nh, Dτdn+1H )Σ] . (4.29)
As in [BF09], the last term in (4.29) can be treated as follows(
u˜n+1h − u˜nh, Dτdn+1H
)
Σ
=
(
u˜n+1h − u˜nh, Dτdn+1H − u˜n+1h
)
Σ
+
(
u˜n+1h − u˜nh, u˜n+1h
)
Σ
≥− 1
2
‖u˜n+1h − u˜nh‖20,Σ −
1
2
‖Dτdn+1H − u˜n+1h ‖20,Σ
+
1
2
‖u˜n+1h ‖20,Σ −
1
2
‖u˜nh‖20,Σ +
1
2
‖u˜n+1h − u˜nh‖20,Σ
≥1
2
(‖u˜n+1h ‖20,Σ − ‖u˜nh‖20,Σ − ‖u˜n+1h −Dτdn+1H ‖20,Σ),
which leads to the bound
T1 ≥ γµτ
2h
[‖u˜n+1h −Dτdn+1H ‖20,Σ + ‖u˜n+1h ‖20,Σ − ‖u˜nh‖20,Σ]. (4.30)
For term T2, by combining the Cauchy-Schwarz and Young inequalities with
(4.6) we get
T2 ≥ −µτ‖ε(u˜nh)‖20,Ωf −
µτCti
h
‖u˜n+1h −Dτdn+1H ‖20,Σ. (4.31)
Finally, we recover (4.25) by inserting (4.30) and (4.31) into (4.28), replacing n by
m and summing over m = 0, . . . , n− 1. This completes the proof. ⋄
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Remark 4.5 Since the stability condition of Theorem 4.1 does not depend neither
on the ﬂuid-solid density ratio nor on the geometry of the domain, the semi-implicit
coupling scheme (4.22)-(4.24) remains stable irrespectively of the added-mass eﬀect.
This was not the case of the original semi-implicit scheme reported in [FGG07]
(see condition (4.1)). Moreover, because of the natural interface dissipation of the
Robin coupling, diﬀusive time marching in the structure is no longer needed to prove
stability. As a matter of fact, here we have considered a conservative scheme (see
the energy equation (4.27)). We emphasize that this was not the case for the original
semi-implicit scheme (see [FGG07, Remarks 3,4]).
Remark 4.6 The extra dissipative interface term γµτ/(2h)‖u˜nh‖20,Σ in (4.25) and
the CFL-like condition γµτ = O(h) arise also in the Nitsche based stabilized explicit
coupling reported in [BF09]. On the contrary, here we do not need to stabilize pres-
sure ﬂuctuations, that is, to introduce a weakly consistent artiﬁcial compressibility
at the interface. Indeed, due to the implicit treatment of the pressure-solid coupling,
no artiﬁcial pressure power appears in the energy estimate (4.28).
Remark 4.7 One can prove a similar energy estimate for the non-incremental
pressure-correction version of algorithm (4.22)-(4.24). Indeed, under the same as-
sumptions as in Theorem 4.1, there holds
En + µτ
n−1∑
m=0
‖ε(u˜m+1h )‖20,Ωf + (γ − 2Cti)
µτ
2h
n∑
m=0
‖u˜m+1h −Dτdm+1H ‖20,Σ
+
γµτ
2h
‖DτdnH‖20,Σ ≤ E0 + µτ‖ε(u˜0h)‖20,Ωf +
γµτ
2h
‖Dτd0H‖20,Σ.
Note that, in this case, the extra numerical dissipation (mentioned in the previous
remark) appears in the solid-side, that is γµτ/(2h)‖DτdnH‖20,Σ.
Remark 4.8 The energy estimate (4.25) holds irrespectively of the inf-sup compat-
ibility of the discrete velocity/pressure pair (it does not provide pressure stability).
However, in practice (see Section 4.5), this pair needs to be appropriately chosen so
that the projection step (4.22) is well-posed.
4.4.3 Semi-implicit coupling with pressure-Poisson formulation
The pressure-Poisson version of Algorithm 4.2 (see Section 4.3.3) applied to the
model problem (4.21) reads:
Algorithm 4.4 Robin based semi-implicit coupling scheme (pressure-Poisson for-
mulation) for the linearized problem.
• Implicit step (pressure-solid coupling):
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Find (pn+1h ,u
n+1
h ,d
n+1
H , d˙
n+1
H ) ∈ Qfh ×X fh × [V sH ]2 such that
(∇pn+1h ,∇qh)Ωf =−
ρf
τ
(∇ · u˜nh, qh)Ωf
− ρ
f
τ
(
(pih(Dτd
n+1
H )− u˜nh) · nf , qh
)
Σ
∀qh ∈ QfΓ,h,
pn+1h = p¯ on Γ
in−out.
(4.32)
ρf
τ
(
un+1h − u˜nh,vfh
)
Ωf
+
(∇pn+1h ,vfh)Ωf = 0 ∀vfh ∈ X fh,0,
un+1h = pih(Dτd
n+1
H ) on Σ.
(4.33)

ρs
τ
(
d˙
n+1
H − d˙
n
H ,v
s
H
)
Ωs
+ as
(
d
n+ 1
2
H ,v
s
H
)
+
γµ
h
(
pih(Dτd
n+1
H )− u˜nh, pih(vsH)
)
Σ
=− 2µ(ε(u˜nh)ns, pih(vsH))Σ − 〈R(un+1h , u˜nh, pn+1h ),Lh(vsH)〉 ∀vsH ∈ V sH ,
Dτd
n+1
H = d˙
n+ 1
2
H in Ω
s.
(4.34)
• Explicit step (viscous-solid coupling):
Find u˜n+1h ∈ X fh such that
ρf
τ
(
u˜n+1h − un+1h , v˜fh
)
Ωf
+ 2µ
(
ε(u˜n+1h ), ε(v˜
f
h)
)
Ωf
+
γµ
h
(
u˜n+1h − pih(Dτdn+1H ), v˜fh
)
Σ
= 2µ
(
ε(u˜nh)n
f , v˜fh
)
Σ
∀v˜fh ∈ X fh.
(4.35)
Energy based stability analysis We now provide an energy based estimate for
the semi-implicit scheme (4.32)-(4.35) involving a pressure-Poisson equation.
In the analysis below, we shall make use of the following result, allowing to
reformulate (4.32)-(4.33) as the Darcy-like problem, but with a modiﬁed continuity
equation.
Lemma 4.1 Assume that (4.32)-(4.33) holds. Then
−(qh,∇ · un+1h )Ωf =
τ
ρf
(∇qh,Π⊥h (∇pn+1h ))Ωf − (∇qh,Π⊥h (u˜nh − Lh(Dτdn+1H )))Ωf
for all qh ∈ QfΓ,h. Here, Πh : L2(Ωf) → X fh,0 stands for the L2-projection operator
into X fh,0, and Π
⊥
h
def
= I −Πh for the corresponding orthogonal projection.
Proof. The main idea consists in adapting, to the non-homogeneous case, a well-
known property of the Chorin-Temam scheme with a pressure-Poisson equation (see
e.g. [BC07, Page 550]).
From (4.33)1, we have that(
un+1h −Lh(Dτdn+1H ),vfh
)
Ωf
=
(
u˜nh−Lh(Dτdn+1H )−
τ
ρf
∇pn+1h ,vfh
)
Ωf
∀vfh ∈ X fh,0.
(4.36)
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In addition, with the coupling condition (4.33)2, it follows that (u
n+1
h −
Lh(Dτdn+1H )) ∈ X fh,0, and therefore (4.36) reduces to
un+1h − Lh(Dτdn+1H ) = Πh
(
u˜nh − Lh(Dτdn+1H )−
τ
ρf
∇pn+1h
)
,
or, equivalently,
u˜nh = u
n+1
h +Π
⊥
h
(
u˜nh − Lh(Dτdn+1H )
)
+
τ
ρf
Πh
(∇pn+1h ) . (4.37)
On the other hand, integrating by parts in (4.32)1 and inserting (4.37) in the re-
sulting expression yields
(∇pn+1h ,∇qh)Ωf =
ρf
τ
(u˜nh,∇qh)Ωf −
ρf
τ
(u˜nh · nf , qh)Σ −
ρf
τ
(
(pih(Dτd
n+1
H )− u˜nh) · nf , qh
)
Σ
=
ρf
τ
(u˜nh,∇qh)Ωf −
ρf
τ
(pih(Dτd
n+1
H ) · nf , qh)Σ
=
ρf
τ
(un+1h ,∇qh)Ωf +
ρf
τ
(
Π⊥h
(
u˜nh − Lh(Dτdn+1H )
)
,∇qh
)
Ωf
+ (Πh
(∇pn+1h ) ,∇qh)Ωf − ρfτ (pih(Dτdn+1H ) · nf , qh)Σ,
for all qh ∈ QfΓ,h. Finally, reintegrating by parts and using the interface coupling
condition (4.33)2, we get
(∇pn+1h ,∇qh)Ωf =
ρf
τ
(un+1h · nf , qh)Σ −
ρf
τ
(∇ · un+1h , qh)Ωf
+
ρf
τ
(Π⊥h
(
u˜nh − Lh(Dτdn+1H )
)
,∇qh)Ωf
+ (Πh
(∇pn+1h ) ,∇qh)Ωf − ρfτ (pih(Dτdn+1H ) · nf , qh)Σ
=− ρ
f
τ
(∇ · un+1h , qh)Ωf +
ρf
τ
(Π⊥h (u˜
n
h − Lh(Dτdn+1H )),∇qh)Ωf
+ (Πh(∇pn+1h ),∇qh)Ωf ,
which completes the proof. ⋄
We now state the main result of this section, which provides the conditional
stability of the coupling scheme (4.32)-(4.35).
Theorem 4.2 Assume that (4.14) holds and that the system is isolated, i.e. p¯ = 0
on Γin−out. Let
{
(u˜nh,u
n
h, p
n
h,d
n
H , d˙
n
H)
}
n≥0
be solution of (4.32)-(4.35). Then, the
4.4. Stability analysis 113
following discrete energy estimate holds:
En + µτ
n−1∑
m=0
‖ε(u˜m+1h )‖20,Ωf +
τ2
2ρf
n−1∑
m=0
||Π⊥h (∇pm+1h )||20,Ωf
+
µτ
4h
(
γ − 4Cti − 4CLρ
fh2
µτ
) n−1∑
m=0
‖u˜m+1h − pih(Dτdm+1H )‖20,Σ
+
γµτ
2h
‖u˜nh‖20,Σ +
µτ
6h
(
γ − 6CLρ
fh2
µτ
) n−1∑
m=0
‖u˜m+1h − u˜mh ‖20,Σ
≤ E0 + µτ‖ε(u˜0h)‖20,Ωf +
γµτ
2h
‖u˜0h‖20,Σ. (4.38)
Thus, the semi-implicit coupling scheme (4.32)-(4.35) is stable, in the energy norm,
under the conditions:
γ ≥ 8Cti, γµτ = O(h), γµτ ≥ 8ρfCLh2. (4.39)
Proof. As in Theorem 4.1, we take in (4.32)-(4.35)
vfh = τ(u
n+1
h − Lh(Dτdn+1H )), qh = τpn+1h , vsH = τDτdn+1H , v˜fh = τ u˜n+1h
and we sum the resulting expressions to obtain
En+1 − En + 2µτ‖ε(u˜n+1h )‖20,Ωf −2µτ
(
ε(u˜nh)n
f , u˜n+1h − pih(Dτdn+1H )
)
Σ︸ ︷︷ ︸
T2
+
γµτ
h
[(
pih(Dτd
n+1
H )− u˜nh, pih(Dτdn+1H )
)
Σ
+
(
u˜n+1h − pih(Dτdn+1H ), u˜n+1h
)
Σ
]
︸ ︷︷ ︸
T1
−τ(pn+1h ,∇ · un+1h )Ωf︸ ︷︷ ︸
T3
≤ 0. (4.40)
Terms T1 and T2 can be bounded using arguments similar to those used in the proof
of Theorem 4.1. Nevertheless, the new term T3 requires a speciﬁc treatment of term
T1 as we shall see below.
Let consider ﬁrst term T3. Using Lemma 4.1, the L2-orthogonality of Πh and
the Cauchy-Schwarz inequality, we have that
T3 =τ
2
ρf
(∇pn+1h ,Π⊥h (∇pn+1h ))Ωf − τ(∇pn+1h ,Π⊥h (u˜nh − Lh(Dτdn+1H )))Ωf
=
τ2
ρf
‖Π⊥h (∇pn+1h )‖20,Ωf − τ(Π⊥h (∇pn+1h ),Π⊥h (u˜nh − Lh(Dτdn+1H )))Ωf
≥ τ
2
2ρf
‖Π⊥h (∇pn+1h )‖20,Ωf −
ρf
2
‖Π⊥h (u˜nh − Lh(Dτdn+1H ))‖20,Ωf .
(4.41)
In order to bound the last term, we note that
u˜nh − Lh(Dτdn+1H ) = u˜nh − Lfh(u˜nh) + Lfh(u˜nh)− Lfh
(
pih(Dτd
n+1
H )
)
,
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and since u˜nh − Lfh(u˜nh) ∈ X fh,0 (by construction), we have that
‖Π⊥h (u˜nh − Lh(Dτdn+1H ))‖20,Ωf = ‖Π⊥hLfh(u˜nh − pih(Dτdn+1H ))‖20,Ωf . (4.42)
On the other hand, using the L2-continuity estimate (4.14), it follows that
‖Π⊥hLfh(u˜nh − pih(Dτdn+1H ))‖20,Ωf ≤‖Lfh(u˜nh − pih(Dτdn+1H ))‖20,Ωf
≤CLh‖u˜nh − pih(Dτdn+1H )‖20,Σ
≤2CLh
(‖u˜nh − u˜n+1h ‖20,Σ
+ ‖u˜n+1h − pih(Dτdn+1H )‖20,Σ
)
.
(4.43)
In summary, from (4.41)-(4.43), we conclude that
T3 ≥ τ
2
2ρf
‖Π⊥h (∇pn+1h )‖20,Ωf − CLρfh
(‖u˜nh − u˜n+1h ‖20,Σ + ‖u˜n+1h − pih(Dτdn+1H )‖20,Σ).
(4.44)
The ﬁrst term in the last inequality corresponds to the well-known enhanced pressure
stability of the Chorin-Temam scheme in a pressure-Poisson formulation. The last
term will be controlled using the natural numerical dissipation provided by term T1.
As in the proof of Theorem 4.1, we have
T1 = γµτ
h
[‖u˜n+1h − pih(Dτdn+1H )‖20,Σ + (u˜n+1h − u˜nh, pih(Dτdn+1H ))Σ] , (4.45)
and, using Young's inequality,(
u˜n+1h − u˜nh, pih(Dτdn+1H )
)
Σ
=
(
u˜n+1h − u˜nh, pih(Dτdn+1H )− u˜n+1h
)
Σ
+
(
u˜n+1h − u˜nh, u˜n+1h
)
Σ
≥− 1
2ε
‖u˜n+1h − u˜nh‖20,Σ −
ε
2
‖pih(Dτdn+1H )− u˜n+1h ‖20,Σ
+
1
2
‖u˜n+1h ‖20,Σ −
1
2
‖u˜nh‖20,Σ +
1
2
‖u˜n+1h − u˜nh‖20,Σ
≥− ε
2
‖pih(Dτdn+1H )− u˜n+1h ‖20,Σ +
(
1
2
− 1
2ε
)
‖u˜n+1h − u˜nh‖20,Σ
+
1
2
‖u˜n+1h ‖20,Σ −
1
2
‖u˜nh‖20,Σ,
(4.46)
with ε > 0 arbitrary. Therefore, chosing ε = 32 in (4.46) and inserting the resulting
estimate in (4.45) yields
T1 ≥ γµτ
h
[
1
4
‖u˜n+1h − pih(Dτdn+1H )‖20,Σ +
1
6
‖u˜n+1h − u˜nh‖20,Σ +
1
2
‖u˜n+1h ‖20,Σ −
1
2
‖u˜nh‖20,Σ
]
.
(4.47)
On the other hand, similarly to (4.31), we have
T2 ≥ −µτ‖ε(u˜nh)‖20,Ωf −
µτCti
h
‖u˜n+1h − pih(Dτdn+1H )‖20,Σ. (4.48)
Finally, by inserting in (4.40) the estimates (4.44), (4.47) and (4.48), changing
n by m and summing over m = 0, . . . , n− 1, we obtain (4.38), which completes the
proof. ⋄
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Remark 4.9 The stability condition (4.39), for the pressure-Poisson formulation,
is stronger than condition (4.26), for the pressure-Darcy formulation. Note that
(4.39) enforces a restriction on the rate with which h and τ go to zero, namely,
h2 = O(τ). It is interesting to observe that this restriction arises also in the case
of equal order velocity-pressure approximations of the Chorin-Temam scheme (for a
pure ﬂuid problem) with a pressure-Poisson equation (see e.g. [BC07, Assumption
8]). Obviously, condition h2 = O(τ) is compatible with γτµ = O(h).
Remark 4.10 Although (4.39) depends on the physical parameters ρf and µ, the
scheme is still stable irrespectively of the amount of added-mass eﬀect. Finally, we
remark that the considered numerical experiments showed that this dependence does
not aﬀect the stability of the scheme.
4.5 Numerical experiments
In order to illustrate the stability and accuracy properties of the coupling schemes,
diﬀerent numerical experiments are discussed. In Section 4.5.1 we report two dif-
ferent numerical tests involving the Stokes-linear elasticity coupling (4.21) in 2D.
The non-linear case (2.33)-(2.35), with more realistic 3D geometries, is considered
in Section 4.5.2.
4.5.1 Two-dimensional test cases
We have considered both the pressure-Poisson and pressure-Darcy formulations of
our scheme, in its velocity-correction version, with a FWI-based pressure stress
computation. The implicit part of the coupling has been solved using Aitken's
accelerated ﬁxed-point iterations (see e.g. [MWR01]). The numerical computations
have been carried out with Freefem++ [Hec].
An analytical test case. We approximate an analytical solution of the Stokes-
linear elasticity coupling:
p(x, y) = [−2L2 cos(pit)/pi − 2µ sin(pit)] sin(x) sin(y),
u(x, y) =
(− sin(pit) cos(x) sin(y), sin(pit) sin(x) cos(y)),
d(x, y) =
(
cos(pit) cos(x) sin(y)/pi,− cos(pit) sin(x) cos(y)/pi),
where L2 stands for the second Lamé constant of the solid. The ﬂuid and solid
domains, reported in Figure 4.1 (left), are given by Ωf = [0, pi] × [0, pi] and Ωs =
[0, pi] × [pi, 1.25pi]. Initial conditions, external boundary conditions and the body
forces, both for the ﬂuid and the structure, are chosen in order to satisfy the exact
solution. In particular, Dirichlet and Neumann boundary conditions are respectively
imposed on Γd and Γn for both the problems. The physical parameters are ρf = 1.0
g/cm3, µ = 4 poise, ρs = 2.15 g/cm3, the elastic modulus E = 1 dyn/cm2, and the
Poisson's ratio ν = 0.3.
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Figure 4.1: Left: Computational domain. Right: Comparison of the semi-implicit
and the Robin based semi-implicit coupling schemes (interface mid-point vertical
displacement).
The pressure-Poisson version of Algorithm 4.2 and the original semi-implicit cou-
pling [FGG07] are tested using P1 ﬁnite elements and matching ﬂuid-solid interface
meshes. The penalty parameter γ has been ﬁxed to 10. The mesh size is h = pi/20
and the time-step is τ = 2.5 ·10−3 s. Strong instabilities are observed for the original
semi-implicit coupling scheme, see Figure 4.1 (right). On the contrary, our Robin
based semi-implicit coupling scheme is stable and predicts the behavior of the exact
solution.
Pressure wave propagation in a compliant vessel. We consider the 2D
test case already used in [BF09, Section 6.1]. The ﬂuid domain is given by
Ωf
def
= [0, 5] × [0, 0.5] and the solid domain by Ωs def= [0, 5] × [0.5, 0.6]. At x = 0, we
impose a pressure of value P = 104 dyn/cm2, during 5 · 10−3 s. Zero pressure is
enforced at x = 5. A symmetry condition is applied on the lower wall y = 0. The
structure is clamped on x = 0 and x = 5, with zero traction applied on y = 0.6. The
ﬂuid physical parameters are given by ρf = 1.0 g/cm3, µ = 10 poise. For the solid,
we have ρs = 1.2·10−2 g/cm3, the elastic modulus E = 3·108 dyn/cm2, and the Pois-
son's ratio ν = 0.3. Note that these values (high viscosity and small solid density)
have been chosen so that the stability condition (4.1), for the original semi-implicit
coupling scheme, is expected not to be satisﬁed. For the ﬂuid, we use the Taylor-
Hood ﬁnite element and for the structure a standard P1-continuous discretization
with mesh size h = 0.1. The ﬂuid and solid quantities in (4.22)2 are matched using
as operator pih the P2-Lagrange interpolant implemented in Freefem++ [Hec, Sec-
tion 6.5]. The time-step size is τ = 10−4 s and the penalty parameter γ is still set
to 10.
A comparison between our Robin based semi-implicit coupling, in its pressure-
Darcy version, an implicit coupling and the original semi-implicit coupling [FGG07]
is given in Figure 4.2. Strong numerical instabilities are observed for the latter strat-
egy. However, Algorithm 4.2 provides a stable numerical solution which accurately
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Figure 4.2: Comparison of the semi-implicit and Robin based semi-implicit coupling
schemes: interface mid-point vertical displacement.
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Figure 4.3: Top: Non-matching computational ﬂuid-structure meshes. Bottom:
Comparison between matching and non-matching meshes for the Robin based semi-
implicit coupling scheme.
predicts the results of the fully implicit coupling. Simulations have been also carried
out with the pressure-Poisson version of the algorithm, with the same results as in
pressure-Darcy version.
In order to illustrate the capabilities of the scheme to deal with non-matching
interface grids, the same problem has been solved using the meshes given in Figure
4.3.a. A comparison of the solutions of the matching and non-matching cases is
reported in Figure 4.3.b. As expected, no instabilities are observed and the two
solutions are almost undistinguishable.
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4.5.2 Three-dimensional test cases
Here we have considered the pressure-Poisson version of Algorithm 4.2, using P1/P1-
continuous ﬁnite elements for the ﬂuid space discretization and P1-continuous ﬁnite
elements for the solid. The ﬂuid and solid meshes match at the interface and the
penalty parameter γ is ﬁxed to 50.
The implicit coupling step is solved using a partitioned Dirichlet-Neumann in-
terface Newton-GMRES algorithm, as in [FGG07]. Comparisons are made with a
reference solution obtained with a fully implicit scheme (solved through a parti-
tioned Dirichlet-Neumann interface Newton-GMRES algorithm, see e.g. [FM05]).
The LifeV1 ﬁnite element library has been used for the numerical computations.
Pressure wave progation in a straight cylindrical vessel. In order to in-
vestigate the properties of the algorithm in its non-linear version we considered
the three-dimensional benchmark proposed in [FGNQ01] (see also [FQV09, Chapter
12]). The ﬂuid domain is a straight tube of radius 0.5 cm and of length 5 cm. The
ﬂuid is governed by the incompressible Navier-Stokes equations in ALE formulation.
The vessel wall has a thickness of 0.1 cm and is clamped at its extremities. Here, we
assume that the vessel displacement is governed by the laws of linear elasticity. The
physical parameters for the ﬂuid have been chosen as ρf = 1 g/cm3 and µ = 0.035
poise. For the solid we have ρs = 1.2 g/cm3, Young modulus E = 3 · 106 dyn/cm2
and Poisson's ratio ν = 0.3. The overall system is initially at rest and, during the
ﬁrst 5 ·10−3 seconds, an over pressure of 1.3332 ·104 dyn/cm2 is imposed on the inlet
boundary. Simulations are carried out on 400 time-steps of size τ = 10−4 seconds.
Figure 4.4 shows the ﬂuid pressure and the solid deformation at diﬀerent time
instants. A stable pressure wave propagation is observed, both for the standard
and the new semi-implicit schemes. Moreover, the maximum displacement has been
computed and compared to a reference simulation obtained with a full implicit
coupling scheme. The results are displayed in Figure 4.5. Both the standard and
the Robin based semi-implicit coupling schemes provide a stable prediction that
compares well to the reference implicit solution.
Table 4.5.2 shows the computational time of the diﬀerent methods, for 400 time-
steps. Standard and Robin based semi-implicit coupling schemes are comparable in
terms of computation time, and are more than 6 times faster than the traditional
implicit coupling. As a result, the good computational performance of the original
semi-implicit scheme is conserved by our Robin based scheme. Note ﬁnally that in
the version FWI, the algorithm is twice as fast as in the version VR. This diﬀerence
is mainly due to the fact that the implementation of the VR algorithm has not been
optimized yet.
A physiological test case. We consider now the numerical ﬂuid-structure sim-
ulations reported in [SFCLT05] using in vitro aneurysm geometries. The ﬂuid com-
putational domain is the idealized abdominal aortic aneurysm given in Figure 4.6.a.
1
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Figure 4.4: Robin based semi-implicit coupling: snapshots of the - exaggerated -
solid deformation and of the pressure at diﬀerent time instants (t = 0.0025, 0.005,
0.0075 and 0.01 seconds).
Algorithm CPU Time
Implicit 13.1
Standard semi-implicit (VR/FWI) 1.9/0.9
New semi-implicit (VR/FWI) 2.0/1.0
Table 4.1: Elapsed CPU Time (dimensionless)
We refer to [SFCLT05, SSCL06] for the details. The whole compliant wall has a
uniform thickness of 0.17 cm and length of 22.95 cm.
The physical parameters are given by E = 6 · 106 dyn/cm2, ν = 0.3, ρs =
1.2 g/cm3, µ = 0.035 poise and ρf = 1g/cm2. Initially, the ﬂuid is at rest. An in-
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Figure 4.5: Comparison of the implicit, standard semi-implicit and Robin based
semi-implicit coupling schemes: maximal displacement of the structure. Top: VR.
Bottom: FWI.
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Figure 4.6: Left: Aneurysm geometry. Right: In-ﬂow rate data.
ﬂow rate corresponding to a cardiac cycle, see Figure 4.6.b, is imposed on the inlet
boundary. A resistive-like boundary condition is prescribed on the outlet boundary,
the value of the resistance being R = 600 dyn·s/cm5. We have simulated 1000
time-steps of size τ = 1.68 · 10−3 s, which corresponds to two cardiac cycles.
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Figure 4.7: Robin based semi-implicit coupling: snapshots of the solid deformation
and ﬂuid velocity ﬁeld at diﬀerent time instants.
In Figure 4.7, we have reported some snapshots of the wall deformation and the
ﬂuid velocity ﬁelds at diﬀerent time instants. In Figure 4.8, it is shown that even
in this complex case, the standard and Robin based semi-implicit coupling provide
a prediction that compares well to the reference implicit solution.
In Table 4.2, we have reported the CPU-time consumption over 500 time-steps
(two full cardiac cycles), for the diﬀerent methods considered. Again, the standard
and Robin based semi-implicit schemes are comparable in terms of computational
cost. They are more than 10 times faster than the classical fully implicit algorithm.
Algorithm CPU Time
Implicit 16.4
Standard semi-implicit (VR/FWI) 1.5/1.1
New semi-implicit (VR/FWI) 1.4/ 1
Table 4.2: Elapsed CPU Time (dimensionless)
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Figure 4.8: Comparison of the implicit, standard semi-implicit and Robin based
semi-implicit coupling schemes: maximal displacement of the structure. Top: VR.
Bottom: FWI.
4.6 Conclusion
We have proposed a Robin-based semi-implicit coupling scheme whose stability
properties are independent of:
1. the added-mass eﬀect in the system (ﬂuid-solid density ratio and geometry of
the domain);
2. the numerical dissipation of the solid time-discretization.
In particular, it allows for conservative time-stepping on the structure without com-
promising stability. The main idea consists in treating the explicit part of the
coupling with a Robin based mortaring derived from Nitsche's method. Numerical
tests conﬁrm the theoretical results.
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5.1 Introduction
The numerical simulation of cardiac valves oﬀers many challenges: the constitutive
laws of the valves are very complex, the blood interacts with the valves and the
wall, the valves are submitted to kinematic constraints like contact between leaﬂets
or attachments to the chordae tendineae (for the mitral valves).
In this chapter we are interested in the development of a partitioned strategy
for the management of ﬂuid-structure interaction in presence of contacts, in which
we suppose that the structure solvers do not include contact capabilities. Here,
we focus on the interaction of several elastic bodies immersed in an incompressible
viscous ﬂuid. Clearly cardiac valves are the main motivation of the present study,
but the proposed algorithms can address more general conﬁgurations.
A number of articles has been devoted to ﬂuid-structure interaction around ar-
tiﬁcial or natural cardiac valves. As already mentioned in Section 1.2, p. 9, they
can be roughly divided in three groups: the approaches based on the Immersed
Boundary (IB) methods (see for example [GHMP07] and the references therein),
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those based on the Arbitrary Lagrangian Eulerian (ALE) formulation (see e.g.
[JDS96, MYWS07, DVD+09]), and those based on Fictitious Domains (FD) for-
mulations (see e.g. [Baa01, dHPSB03, dH04, dSGB08]). The algorithm we present
is based on the FSI approach proposed in [dSGB08] which belongs to the third
group.
The most common approach in mechanical contacts is known as the master/slave
formulation [Lau92, Lau02, LS93]. Initially designed to prevent a deformable body
(the slave) to penetrate a rigid foundation (the master), it has been extended to the
case of contacts between diﬀerent deformable bodies. The master/slave approach
can be also adapted to more complicated cases such as contacts and self-contacts
between deformable thin structures (see [HASM93]), though it is no more completely
consistent from a mathematical viewpoint. As a matter of fact, ad hoc modiﬁcations
have to be added in order to correctly handle the inconsistent situations in which
the standard master/slave approach may fail. Here, we propose to follow a totally
diﬀerent path, which allows us to consider contact, self-contact among thin or thick
structures in a single setting. For more details about the state of the art in contact
mechanics we refer to [HGB85], [KO88] and [Wri02] (see also [Wri95, Kla95]).
A few works have considered both ﬂuid-structure interaction and the contact
problem among the leaﬂets. For example, in [vLAvdV06], contact is taken into
account with a rigid wall (convex constraint) and the algorithm is monolithic: ﬂuid,
structure and contact are governed by a unique ad hoc solver. In [dSGB08], the same
kind of simple contact has been investigated but with a partitioned algorithm. In
[CBHP06], the contact is handled directly in the structure solver. In [TS07], the
SENCT contact algorithm has been introduced to preserve the quality of the
ﬂuid mesh between the structural surfaces coming into contact. Compared to the
existing studies, the main characteristics of the present work are the following: (i)
the solvers are kept independent; (ii) the structure solvers are not supposed to
manage contact by themselves; (iii) the contact occurs among several leaﬂets (non-
convex constraint), which can be thin structures; (iv) self-contact is automatically
managed.
In Section 5.2, we brieﬂy recall the ﬂuid and structure models and their dis-
cretizations. In Section 5.3, we present the general algorithm. The ﬂuid-structure
coupling is handled with a standard ﬁxed-point algorithm accelerated by an Aitken
extrapolation (see Algorithm 2.1, p. 51). The constraint of non-penetration among
the immersed structures deﬁnes a non-convex optimization problem which is solved
following an algorithm proposed in [Pan08]. This approach is in particular able to
manage the cases of thin structures and self-contacts. The proposed strategy allows
to consider the ﬂuid and structure solvers as black-boxes which only exchange
forces and displacements.
In Section 5.4, the algorithm is applied to the simulation of an idealized aortic
valve. The proposed test case is far from the complexity of the real problem. Sev-
eral simpliﬁcations should be removed to address the problem with more realism.
In particular, the ﬂuid boundary conditions and the constitutive laws should be
improved, and the elasticity of the aorta should be taken into account. The purpose
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is only to illustrate the algorithm in a conﬁguration which is not trivial, in spite of
all the simpliﬁcations.
5.2 Modeling and discretization
5.2.1 Fluid and solid models
The ﬂuid is governed by the incompressible Navier-Stokes equations. The approx-
imation is performed with the ﬁnite element method. In view of the ratio thick-
ness/size of the leaﬂets, it is necessary to consider robust structural models in order
to avoid the well-known locking phenomena. In this study the solids are modeled by
MITC4 General shell element [CB03], for which the internal energy (2.21) is as-
sumed. The ﬂuid and solid meshes are independent: the continuity of the ﬂuid and
solids velocities is enforced through Lagrange multipliers, as presented in Section
2.4.3. We refer to [dSGB08] for the details of the partitioned FSI approach.
5.2.2 Contact model
The contact is assumed to be frictionless and soft. In addition, we do not apply any
speciﬁc treatment due to the presence of the ﬂuid (no lubrication forces are added).
In spite of these simpliﬁcations, the problem is quite complicated since the contact
constraints are non-convex, as will be shown in the sequel.
5.3 General algorithm
We give in this section the details of the general algorithm used to handle ﬂuid-
structure interaction and contact. Note that, since in this chapter we consider
only the space-discrete structure problem, in the presentation of the algorithm the
subscript H is omitted for the sake of simplicity.
We denote by M the family of immersed solids M = (M1,M2, . . . ) and by TH a
P1 ﬁnite element mesh of M :
X = {ϕ ∈ C0(M ;Rd),ϕ|T ∈ P1, ∀T ∈ TH},
d being 2 or 3. The quantity ϕ(xi) is the current position of the ith node of the
structure. We denote by ϕΣ the restriction of ϕ to the ﬂuid-structure interface Σ.
The structure discrete energy is denoted by J . The energy J includes in
particular the terms resulting from the discretization of the acceleration and the
load exerted by the ﬂuid. The deformation ϕ : ∪iMi → Rd is determined by solving
at each time step the following minimization problem:
inf
ϕ∈U
J(ϕ), (5.1)
with
U = {ϕ ∈ X, dist(ϕ(T1),ϕ(T2)) ≥ εg, ∀T1, T2 ∈ TH such that T1 ∩ T2 = ∅},
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where dist is the standard Euclidean distance and εg denotes a gap between the
solids. Note that the set U deﬁning the constraints is non-convex which makes
the minimization problem (5.1) diﬃcult. This diﬃculty will be circumvented by
transforming the problem with non-convex constraints into a sequence of problems
with convex constraints.
The proposed algorithm is made of three nested loops. The external loop (loop 1)
solves the ﬂuid-structure coupling. The ﬁrst inner loop (loop 2) build a sequence of
convex sets C(ϕk) which are used in place of U . The purpose of the most inner loop
(loop 3) is to solve problem (5.1) on the convex sets C(ϕk). Figure 5.1 summarizes
this algorithm. In the three next sections, we give the details of each loop.
Loop 1: Fluid-Structure
Iterate on j until ‖ϕj+1Σ −ϕjΣ‖ ≤ εfsi :
1. Solve the ﬂuid problem: given the structures deformation ϕjΣ, compute the
ﬂuid velocity and pressure (uj , pj).
2. Compute the load exerted by the ﬂuid σf,j .
3. Loop 2: Sequence of convex minimization problems
Iterate on k until ‖ϕj,k+1 −ϕj,k‖ ≤ εC :
3.1. Deﬁnition of a convex neighborhood C(ϕj,k) of ϕj,k.
3.2. Loop 3: Minimization with convex constraints
Uzawa algorithm (tolerance εcvx) to solve the structure problem:
J(ϕj,k+1) = inf J(ψ)
under the convex constraint ψ ∈ C(ϕj,k).
Figure 5.1: General algorithm
5.3.1 Fluid-structure interaction (loop 1)
Several techniques have been proposed to solve the mechanical interaction between
blood ﬂow and arterial walls (among many references see e.g. [GV03, FM05, FGG06,
TOK+06, FVCJ+06, BNV08]). For these problems, we know that naive partitioned
schemes can be either unstable or very ineﬃcient. As a matter of fact, an accelerated
ﬁxed point algorithm may need up to 40 iterations to converge. Explanations of this
fact are provided in [CGN05, FWR06].
In the present study, we are not interested in the coupling with the wall but with
an immersed valve. In this speciﬁc case, we observed that an accelerated ﬁxed point
algorithm typically converges in about 5 (max. 10) iterations. Thus, we adopted
this simple algorithm for the ﬂuid-valve interaction.
The accelerated ﬁxed-point method, based on the Aitken formula, is given in
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Algorithm 2.1, p. 51, and it has been ﬁrst applied to FSI problems in [MWR01].
Noticing that d(x, t)
def
= ϕ(x, t)−x, x being the reference conﬁguration, the scheme
can be rewritten as
Algorithm 5.1 Loop 1: Fluid-Structure.
Initialize ϕ0Σ (prediction of the position of the interface);
Do
Step 1 : (fluid sub-problem)
- Solve the fluid problem, given ϕ
j
Σ at the interface;
- Compute the load σf,j exerted by the fluid on the
structure;
Step 2 : (solid sub-problem)
Solve the structure to obtain a new deformation ϕ˜j+1;
Step 3 : (Aitken acceleration formula)
Correct the position of the interface:
ϕ
j+1
Σ = ω
jϕ˜
j+1
Σ + (1− ωj)ϕjΣ,
with
ωj =
(ϕjΣ −ϕj−1Σ ) · (ϕjΣ − ϕ˜j+1Σ −ϕj−1Σ + ϕ˜jΣ)
|ϕjΣ − ϕ˜j+1Σ −ϕj−1Σ + ϕ˜jΣ|2
; (5.2)
While ‖ϕj+1Σ −ϕjΣ‖ > εfsi;
Remark 5.1 If the interaction with the aorta was also taken into account (which
is not the case in this work), it would be necessary to use more sophisticated algo-
rithms to avoid prohibitive computational costs. For example, the method proposed
in [FGG06] could be extended to deal with both types of interaction (wall and valve).
A step in this direction is presented in [dS07, Chapter 6].
5.3.2 Deﬁnition of a convex neighborhoods (loop 2)
Loop 2 is based on an original idea proposed in [Pan08]. Its purpose is to replace the
non-convex optimization problem (5.1) with a sequence of convex ones. For the sake
of clarity, we drop the index j related to the FSI iteration in Figure 5.1. Suppose
the current deformation of the structure is ϕk. To compute the state ϕk+1, we solve
the structure problem (5.1) replacing U with a convex set denoted by C(ϕk). Each
convex set C(ϕk) contains the element ϕk and is included in the initial admissible
set U . Moreover, if ϕk belongs to the interior of U , the set C(ϕk) is a convex (closed)
neighborhood of the element ϕk. In the following, C(ϕk) will be often referred to
a neighborhood of ϕ by language abuse. The precise deﬁnition of the convex
neighborhood in 2D and 3D is given in the two following sections. Here is a sketch
of the algorithm:
Algorithm 5.2 Loop 2: Sequence of convex minimization problems.
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Initial guess: ϕ0;
Do
Solve
J(ϕk+1) = inf
ψ∈C(ϕk)
J(ψ),
where C(ϕk) is a convex neighborhood of ϕk (defined below);
While ‖ϕk+1 −ϕk‖ > εC;
As C(ϕk) always contains ϕk, the sequence J(ϕk) in the loop 2 of the algorithm
is non-increasing, and therefore convergent if bounded from below. The resolution
of the new minimization problem (where the solution is searched in C(ϕk)) is the
purpose of the third loop and will be explained later on.
Note that, at convergence, the optimality conditions of the original non-convex
problem are not exactly satisﬁed. Nevertheless, it can be proved that they are
satisﬁed up to an error O(H), where H is the discretization step in the structure
(see [Pan08]).
5.3.2.1 Deﬁnition of C(ϕk) in 2D
In 2D, the convex neighborhood is deﬁned as follows:
C(ψ) =
{
ϕ ∈ X,min
xe∈e
ne,x(ψ) · (ϕ(xe)−ϕ(x)) ≥ εg,
for all edges e and all nodes x 6∈ e
}
,
where εg > 0 and ne,x(ψ) is deﬁned by:
min
xe∈e
ne,x(ψ) · (ψ(xe)−ψ(x)) = dist(ψ(e),ψ(x)).
Loosely speaking, ne,x(ψ) is the normal to the edge e pointing to the node x. See
Figure 5.2 for two typical conﬁgurations.
ψ(e)ψ(xe)
ψ(x)
ne,x(ψ)
ψ(e) ψ(xe)
ψ(x)
ne,x(ψ)
Figure 5.2: Deﬁnition of ne,x in two conﬁgurations.
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M1
M2
ψ(xe)
ψ(x)
ne,x(ψ)
Figure 5.3: An example of convex constraint approximating the non-convex one: all
the couples edge/vertex can be separated by a straight line (dashed-line), with a
gap εg.
We denote by e+ and e− the vertices of an edge e. It is convenient to notice that
the convex neighborhood can also be rewritten as:
C(ψ) =
{
ϕ ∈ X,F−e,xi(ϕ) ≤ 0, F+e,xi(ϕ) ≤ 0,
for all edges e and all nodes xi 6∈ e
}
,
(5.3)
where
F±e,xi,ψ(ϕ) = εg − ne,xi(ψ) · (ϕ(e±)−ϕ(xi)),
Under this form, we see that the convex constraints consist in imposing that, after
deformation, any edges and vertices can be separated by a straight line, with a gap
εg (see Figure 5.3).
If loop 2 converges to ϕ ∈ X, then there exist λ+e,i ≥ 0 and λ−e,i ≥ 0 (for all e
and i such that node i does not belong to edge e) such that ∀ξ ∈ X:


〈J ′(ϕ), ξ〉 −∑
e
∑
xi 6∈e
ne,xi ·
(
(λ−e,xi + λ
+
e,xi)ξ(xi)− λ−e,xiξ(e−)− λ+e,xiξ(e+)
)
= 0,
λ−e,xiF
−
e,xi,ψ
(ϕ) = 0,
λ+e,xiF
+
e,xi,ψ
(ϕ) = 0.
(5.4)
The Lagrange multipliers λ±e,xi represent the contact pressure acting on the nodes of
the solids mesh and are added to the hydrodynamic force acting on the structure.
The computation of λ±e,xi will be explained in Section 5.3.3.
Note that self-contact is automatically handled since the non-penetration condi-
tion is tested among two generic independent elements that can also belong to the
same solid.
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5.3.2.2 Deﬁnition of C(ϕk) in 3D
In 3D, two possible contacts can occur:
1. contacts among edges (Figure 5.4.a),
2. contacts among triangles and vertices (Figure 5.4.b).
M1
M2
a) M1
M2
b)
Figure 5.4: Possible contacts between two solids M1 and M2 in three dimensions.
a) Contact between two edges. b) Contact between a vertex and a triangle.
Therefore the convex neighborhood C(ϕk) is deﬁned as the set of admissible de-
formations subjected to the constraints associated with each couple edge/edge and
triangle/vertex:
C(ψ) =
{
ϕ ∈ X, min
xa∈a,xb∈b
na,b(ψ) · (ϕ(xa)−ϕ(xb)) ≥ εg,
for all edges a and b of TH such that a ∩ b = ∅
and min
xT∈T
nT,x(ψ) · (ϕ(xT )−ϕ(x)) ≥ εg, for all
triangle T and all vertex x of TH such that x 6∈ T
}
,
where na,b(ψ) and nT,x(ψ) are deﬁned by:
min
xa∈a,xb∈b
na,b(ψ) · (ψ(xa)−ψ(xb)) = dist(ψ(a)−ψ(b))
and
min
xT∈T
nT,x(ψ) · (ψ(xT )−ψ(x)) = dist(ψ(T )−ψ(x)).
For the sake of completeness, we now give a few details on the computations
of na,b(ψ). Let us ﬁrst denote by a0, a1 and b0, b1 the corresponding endpoints of
the edges a and b, and by ψ(pa,b) ∈ ψ(a) and ψ(pb,a) ∈ ψ(b) the set of points that
minimize the distance between ψ(a) and ψ(b) (Figure 5.5):
ψ(pa,b) = αψ(a0) + (1− α)ψ(a1),
ψ(pb,a) = βψ(b0) + (1− β)ψ(b1),
with α, β ∈ R, 0 ≤ α, β ≤ 1.
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ψ(a0)
ψ(a1)
ψ(b0)
ψ(b1)
ψ(b)
ψ(a)
M1
M2
na,b(ψ)
ψ(pa,b)
ψ(pb,a)
Figure 5.5: Computation of the unit vector na,b(ψ) for the edge/edge couple (a, b).
The coeﬃcients α and β represent respectively the barycentric coordinates for
ψ(pa,b) and ψ(pb,a) and are evaluated analytically by solving the following mini-
mization problem:
(α, β) = argmin
0≤α,β≤1
f(α, β) = argmin
0≤α,β≤1
‖ψ(pb,a)−ψ(pa,b)‖. (5.5)
Note that problem (5.5) admits always a unique solution, except when ψ(a) and
ψ(b) are colinear, i.e. when
‖a‖2‖b‖2 − (a1 − a0, b1 − b0)2 = 0.
From a practical point of view it is convenient to solve ﬁrst the corresponding uncon-
strained minimization problem and then evaluate the fulﬁllment of the constraints.
If one of the constraints is not satisﬁed or if the edges are colinear, the solution of
problem (5.5) is equivalent to
(α, β) = argmin
α,β∈{0,1}
f(α, β) = argmin
α,β∈{0,1}
‖ψ(pb,a)−ψ(pa,b)‖.
Once the couple (ψ(pa,b),ψ(pb,a)) is computed, the normal vector na,b(ψ) is
ﬁnally obtained by
na,b(ψ) =
ψ(pb,a)−ψ(pa,b)
‖ψ(pb,a)−ψ(pa,b)‖ .
Some possible conﬁgurations of na,b(ψ) for two generic edges a and b are represented
in Figure 5.6.
Let us now consider the deﬁnition of the normal vector nT,x(ψ). In a similar way
to the edge/edge contact case, we introduce the vertices (t0, t1, t2) of the triangle T
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ψ(b)
ψ(b)
ψ(b)
ψ(a)ψ(a)
ψ(a)
ψ(pa,b)ψ(pa,b)
ψ(pa,b)
ψ(pb,a)
ψ(pb,a)
ψ(pb,a)
na,b(ψ)
na,b(ψ)na,b(ψ)
Figure 5.6: Possible conﬁgurations of the unit vector na,b(ψ).
and the barycentric coordinates for the point ψ(pT,x) ∈ ψ(T ) that minimizes the
distance from the vertex ψ(x) (Figure 5.7):
ψ(pT,x) = αψ(t0) + βψ(t1) + (1− α− β)ψ(t2),
with α, β, γ ∈ R, 0 ≤ α, β, γ ≤ 1 and γ = 1− α− β.
The coeﬃcients α, β and γ are determined by
(α, β) = argmin
0≤α,β,γ≤1
γ=1−α−β
g(α, β) = argmin
0≤α,β,γ≤1
γ=1−α−β
‖ψ(pT,x)−ψ(x)‖, (5.6)
and nT,x(ψ) is obtained from:
nT,x(ψ) =
ψ(pT,x)−ψ(x)
‖ψ(pT,x)−ψ(x)‖ .
From a computational point of view, instead of solving directly the constrained
M1
M2
ψ(pT,x)
ψ(x)
nT,x(ψ)
ψ(t0)
ψ(t1)
ψ(t2)
Figure 5.7: Computation of the unit vector nT,x(ψ) for the triangle/vertex couple
(T,x).
problem (5.6), it is easier to determine ﬁrst the relative position of the point ψ(x)
with respect to ψ(T ) and then solve a subproblem to calculate ψ(pT,x). In par-
ticular, considering the triangle in Figure 5.8.a, ψ(pT,x) will be computed as the
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projection of ψ(x) on the edge ψ(ei) (∀i ∈ {0, 1, 2}) if ψ(x) is in the part of the
space opposed to ψ(ti) with respect to the plane perpendicular to ψ(T ) that con-
tains ψ(ei). Therefore, in this case, the triangle/vertex problem is equivalent to an
edge/vertex problem in three dimensions. On the other hand (Figure 5.8.b), if ψ(x)
belongs to the cylinder determined by the intersection of the three perpendicular
planes previously deﬁned, ψ(pT,x) will be determined by the analytical solution of
the unconstrained problem
(α, β) = argmin g(α, β) = argmin ‖ψ(pT,x)−ψ(x)‖,
which is equivalent to the projection of the vertex ψ(x) on the inﬁnite plane deﬁned
by (t0, t1, t2).
b)a)
ψ(pT,x)
ψ(pT,x)
ψ(x)
ψ(x)
nT,x(ψ)
nT,x(ψ)
ψ(t0)ψ(t0)
ψ(t1)ψ(t1)
ψ(t2)ψ(t2)
ψ(e0)ψ(e0)
ψ(e1)
ψ(e1)
ψ(e2)ψ(e2)
Figure 5.8: Possible conﬁgurations of the unit vector nT,x(ψ). a) ψ(x) is in the
part of the space opposed to ψ(t1) with respect to the plane that contains ψ(e1). b)
ψ(x) is inside the cylinder determined by the intersection of the three perpendicular
planes to ψ(T ).
As in the two-dimensional case, we observe that the convex neighborhood can
also be rewritten as:
C(ψ) =
{
ϕ ∈ X,F j,ka,b (ϕ) ≤ 0 ∀j, k ∈ {0, 1},
for all edges a and b of the mesh T such that a ∩ b = ∅
and F kT,xi(ϕ) ≤ 0 ∀k ∈ {0, 1, 2}, for all triangle T
and all vertex x of the mesh T such that x 6∈ T
}
,
(5.7)
where
F j,ka,b,ψ(ϕ) = εg − na,b(ψ) · (ϕ(aj)−ϕ(bk)),
and
F kT,xi,ψ(ϕ) = εg − nT,xi(ψ) · (ϕ(tk)−ϕ(xi)).
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If loop 2 converges, the limit satisﬁes the following optimality system:

〈J ′(ϕ), ξ〉 −
∑
a
∑
b
a∩b=∅
nT,xi ·
( 2∑
j=0
2∑
k=0
λj,ka,bξ(aj)− λj,ka,bξ(bk)
)
−
∑
T
∑
xi 6∈T
nT,xi ·
( 3∑
k=0
λkT,xiξ(xi)− λkT,xiξ(tk)
)
= 0 ∀ξ ∈ X,
λj,ka,bF
j,k
a,b,ψ(ϕ) = 0 ∀j, k ∈ {0, 1},
λkT,xiF
k
T,xi,ψ
(ϕ) = 0 ∀k ∈ {0, 1, 2}.
(5.8)
where λj,ka,b ≥ 0 and λkT,x ≥ 0 represent respectively the four Lagrange multipliers
associated with the (a, b) edge/edge problem and the three ones associated with the
(T,xi) triangle/vertex problem.
5.3.3 Minimization with convex constraints (loop 3)
The most inner loop aims at solving an optimization problem with convex con-
straints: given an hydrodynamic force σf,j (loop 1), given a convex neighborhood
C(ψ) of the current solid deformation ψ = ϕj,k (loop 2), we have to solve
inf
ϕ∈C(ψ)
J(ϕ), (5.9)
The convex set C(ψ) being deﬁned by (5.3) in 2D and by (5.7) in 3D.
To solve problem (5.9), various methods  like penalization or relaxation with
projection  may yield substantial changes of the structure solver. Here we adopt
a method which consists in maximizing a dual energy. We present it in 2D, the
extension in 3D being obtained mutatis mutandis.
Denoting by ζ the vector (ζ±e,xi), where (e,xi) describes all the couples
edge/nodes such that xi 6∈ e, we look for the maximum of the dual energy
G(ζ) = inf
ϕ∈X

J(ϕ) +∑
e
∑
xi 6∈e
(
ζ−e,xiF
−
e,xi,ψ
(ϕ) + ζ+e,xiF
+
e,xi,ψ
(ϕ)
) ,
under the constraint ζ±e,xi ≥ 0. In a gradient method with projection, these con-
straints are very easy to implement, whereas the original one, namely ϕ ∈ C(ψ),
is complicated. This is the usual motivation of the dual approach. In our speciﬁc
framework, this method has another advantage: during the resolution by a gradient
method of the dual problem, the structure solver exchanges the same kind of infor-
mation as for the coupling with the ﬂuid (it receives loads, it sends displacements,
see Figure 5.9). The contact treatment can therefore be easily included as an inner-
loop in the global algorithm without any change in the structure solvers. Even if
other optimization methods are known to perform better than the gradient method,
the possibility to use the structure solver as a black-box is a strong motivation for
the proposed approach.
We can summarize the loop 3 as follows:
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Algorithm 5.3 Loop 1: Fluid-Structure.
Initial guess: λ0;
Do
Step 1 : (Structure problem)
Find ϕl ∈ X such that ∀ξ ∈ X,
〈J ′(ϕl), ξ〉 = −
∑
e
∑
xi 6∈e
λ−e,xi〈(F−e,xi,ψ)′(ϕl), ξ〉+ λ+e,xi〈(F+e,xi,ψ)′(ϕl), ξ〉
=
∑
e
∑
xi 6∈e
ne,xi(ψ) ·
(
(λ−e,xi + λ
+
e,xi)ξ(xi)− λ−e,xiξ(e−)− λ+e,xiξ(e+)
)
.
Step 2 : (Gradient iteration with projection)
λl+1,±e,xi = PR+
(
λl,±e,xi + α
lF±e,xi(ϕ
l)
)
; (5.10)
While ‖λl+1 − λl‖ > εcvx;
The projection operator introduced in step 2 is deﬁned by:
PR+(x) =
{
x if x > 0
0 if x ≤ 0.
Remark 5.2 In Algorithm 5.3, the choice of the descent step αl is critical to ensure
the convergence (possibly fast) of the scheme. Nonetheless, the identiﬁcation of a
good αl is in general not trivial if we assume that deformations are the only output
of the structure solvers. Indeed, in the logic of a non-linear optimization algorithm,
we would be tempted to demand for the evaluation of the discrete energy J in order
to apply a line search procedure. Constraining ourselves to use only information on
ϕ, two approaches have been considered:
1. A ﬁrst possibility is to assume the descent step constant during the simulation.
A heuristic argument based on the steepest descent method suggests to take this
constant of order H/τ2, being τ the time-step. This approach provides a very
good estimate of αl, especially for τ small, and remarkably reduces the eﬀorts
to identify by trials the magnitude of the constant.
2. A second possibility, currently under investigation, is based on the reinter-
pretation of (5.10) as a ﬁxed-point problem in λ. Within this idea, it seems
possible to retrieve an automatic choice of αl for example with a simple Aitken
extrapolation. Preliminary numerical tests are very promising and indicate
a fast convergence of the algorithm, however further investigations from the
theoretical viewpoint are needed.
Remark 5.3 For eﬃciency, it is of course recommended to restrict the sets
edge/vertex in 2D or edge/edge, triangle/vertex in 3D to those elements which can
actually experience contact.
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Figure 5.9: FSI with multi-body contacts: σf stands for the hydrodynamic force,
and σc for the contact force.
Remark 5.4 [chordae tendineae] Contacts are not the only relevant constraints in
the applications to cardiac valves. For example, the chordae tendineae prevent the
leaﬂet of the mitral valves from everting into the atrium. We have also implemented
the capability to deal with such constraints in our framework. More precisely, let
C be a point on the ventricular wall, and let M be the point of the valve to which
a chorda (length L) is attached. It is straightforward to adapt the dual algorithm
presented above to the constraint:
dist(C,M) ≤ L.
The Lagrange multiplier corresponds in this case to the tension applied on the valve
by the string. Once again, the structure codes have not been modiﬁed which is an
additional illustration of the versatility of the method.
5.3.4 Remarks on implementation
The independent solvers are coupled by exchanging messages (through PVM or
MPI). The organization is sketched in Figure 5.9: a ﬂuid-structure master manages
the FSI coupling algorithm (loop 1), while a structure master manages the contact
(loop 2 and 3). Whatever the coupling algorithm (loosely coupled, strongly coupled,
etc.), whatever the ﬂuid formulation (ALE, ﬁctitious domains, or both), whatever
the number and the kind of structures (valves, walls), in presence of contact or not,
the only modiﬁcation to perform in existing solvers are as limited as possible: for
the ﬂuid, it only consists in sending a load and receiving displacements whereas, for
the structure it only consists in sending displacements and receiving a load.
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5.4 Numerical experiments
In this section we present some numerical results obtained on a realistic geometry
of an aortic valve with the aim of testing the proposed algorithm.
The aortic valve lets the blood ﬂow in the ascending aorta, and prevents its
back ﬂow to the heart. It is composed of three semilunar leaﬂets attached to the
aortic root. Behind them, three anatomic dilatations deﬁne the Valsalva sinuses
in which the two coronary arteries are attached. A two-dimensional sketch of the
valve is presented in Figure 5.10. Some anatomical characteristics and mechanical
properties of the valve can be found in [dHPSB03, Thi08b].
Figure 5.10: Two-dimensional representation of the aortic valve.
Since the target of the numerical simulation is to test the multi-body contact
algorithm, only the leaﬂets of the valve are considered ﬂexible (red colored in Fig-
ure 5.11); the remaining part, blue colored, is the ﬂuid domain boundary, which is
assumed ﬁxed. The discretized FSI domain contains approximately 80000 tetrahe-
dra for the ﬂuid (Figure 5.12) and 2500 shell elements for the solid (Figure 5.13).
Ωf
Γin
Ωs ≡ Σ
Γout
Γout
Γout
Γwall
Figure 5.11: Computational domain.
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Figure 5.12: Fluid computational domain. On the left: surface mesh. On the right:
inside clipping to show the spatial discretization step.
X
Z
Y X
Z
Y
Figure 5.13: Structure computational domain from two diﬀerent viewpoints.
From the mathematical viewpoint, the issue of contacts between bodies im-
mersed in a viscous ﬂuid is complicated and can lead to paradoxical results. For
example, it is proved in [Hil07] that an immersed body cannot reach in ﬁnite time
the boundary of the cavity surrounding the ﬂuid. This interesting problem is beyond
the scope of this work. From the computational viewpoint, it clearly appears that
contacts do occur and have to be handled. To illustrate this point, we propose two
simulations: the ﬁrst one without handling the contact, the second one handling it
with the contact algorithm proposed above.
We provide here the details of the test case. A periodic pressure diﬀerence is
applied between the inlet and outlet of the ﬂuid domain. On Γin the following
pressure function is imposed:
pin =
{
A if 0 ≤ t ≤ 13T28
−A if 13T28 ≤ t ≤ T
,
with amplitude A = 130 dyn/cm2 and period T = 0.28 s. Note that the duration
of the systolic phase roughly corresponds to the physiological one. But, in order to
test the robustness of the algorithm over several opening and closure cycles, we have
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artiﬁcially reduced the duration of the diastole. On Γout free boundary conditions
are set: σf · nf = 0; while on Γwall a no slip boundary condition is imposed. For
the ﬂuid, the density ρf and the dynamic viscosity µ are respectively 1.0 g/cm2
and 0.03 poise. For the solid, a valve thickness of 0.65mm has been considered.
The structure density ρs and the Young modulus E are respectively 1.2 g/cm2 and
10000 dyn/cm2. Both the simulations run with a time-step τ of 10−3 s for a total
time of 3T to attend the periodic condition; the ﬂuid-structure tolerance εfsi is
ﬁnally set to 10−4. For the contact algorithm a gap of 10−3 cm is imposed and the
tolerances εC and εcvx are respectively ﬁxed to 5. 10−6 and 5. 10−7.
At the closure of the valve, if the contact is not handled, a non-physical overlap
of the leaﬂets is observed, as illustrated in Figure 5.14. This of course results in a
dramatic change of the ﬂow and the structure displacements. Moreover, in this case,
locking phenomena among the leaﬂets or numerical instabilities can also happen,
as noticed in [dS07]. These observations conﬁrm the importance of managing the
contact correctly.
Figure 5.14: Comparison between the two simulations at t = 0.259 s. On the left
side, the contact among leaﬂets is handled with the contact algorithm, on the right
side, it is not.
In Figures 5.15 and 5.16, the valve displacements, the blood velocity and pressure
are reported for diﬀerent time-steps in the case of contact handling. A maximum
velocity of approximatively 20 cm/s has been obtained during the simulation. At
time-steps 0.212 and 0.268, the velocity vectors show in particular the blood recir-
culations that happen behind the aortic valve. Moreover, a pressure jump across
the valve could be observed during the closure period.
5.5 Conclusion
The presented partitioned strategy allows the solution of FSI problems in which
contact among multiple deformable bodies can occur. The scheme is conceived
to address the problem with existing structure solvers that are not supposed to
handle contact by themselves. From the mathematical viewpoint, the hypothesis of
non-penetration among solid objects deﬁnes a non-convex constraint optimization
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Figure 5.15: Valve displacements for ﬁve diﬀerent time-steps in the simulations with
(left) and without (right) contact handling. Note the dramatic diﬀerence between
them at the reopening of the valve.
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Figure 5.16: Blood velocity vectors (left) and pressure ﬁeld (right) for 5 diﬀerent
time-steps.
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problem that has been solved with an iterative approach. The bidimensional and
tridimensional formulations are introduced and details on the implementation are
given.
With the purpose of illustrating the coupling algorithm, the dynamics of an ide-
alized aortic valve has been simulated for simpliﬁed ﬂow conditions. In the proposed
test case, several simpliﬁcations have been done, nonetheless important qualitative
diﬀerences due to the use of the contact algorithm are already remarkable. In the
next section, the same algorithm is applied to more realistic conditions in terms of
peak velocity, opening and closure time of the valve.
Chapter 6
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valve jet with Lagrangian coherent
structures
M. Astorino, J.-F. Gerbeau, S. Shadden, I.E. Vignon-Clementel. Realistic blood ﬂow
through the aortic valve: simulation and analysis. Conference Proceedings CMBE, 2009.
Editors: P, Nithiarasu, R. Lohner, R. van Loon. Swansea, ISBN 978-0-9562914-0-0
S. Shadden, M. Astorino, J.-F. Gerbeau. Computational analysis of an aortic valve jet
with Lagrangian coherent structures. Chaos, Vol. 20, 017512, 2010. doi:10.1063/1.3272780
Contents
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2 Challenges in FSI simulations with cardiac valve . . . . . . 148
6.3 Computation of LCS . . . . . . . . . . . . . . . . . . . . . . . 150
6.4 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . 155
6.4.1 Two-dimensional simulation . . . . . . . . . . . . . . . . . . . 155
6.4.2 Three-dimensional simulation . . . . . . . . . . . . . . . . . . 156
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.1 Introduction
The aortic valve releases pressurized blood from the left ventricle into the ascending
aorta during the systolic phase of the cardiac cycle and prevents possible back ﬂow
during the diastolic reﬁlling phase. In normal anatomy, this valve is composed of
three semilunar leaﬂets (cusps) that move apart or mate together in response to the
pressure gradients imposed by the blood pumped from the heart.
Among the pathologies that may aﬀect the functioning of the valve, aortic steno-
sis (AS) is one of the most common (see Section 1.1, p. 7). AS is an abnormal
narrowing of the aortic valve opening, which can result from various causes such
as calciﬁcation, congenital or rheumatic diseases [GD06, BHB+09]. Depending on
the severity of the AS, diﬀerent medical treatments are used. For example, valve
replacements are usually recommended for severe stenoses, and for mild or moderate
stenoses, therapies to control symptoms and restriction of strenuous activities are
often advised.
Over the past years, the medical community broadly accepted that reliable as-
sessment of AS requires estimates of the aortic valve area (AVA) [GD06]. Direct
146
visualization of the anatomical area of the stenotic oriﬁce, the so-called geometric
oriﬁce area (GOA), has been considered a theoretically ideal way to assess the AS.
Nonetheless, as observed in [Bau06], proper delineation of the oriﬁce circumference
by means of image-based planimetry has been found to be diﬃcult and moreover it
has been noticed that GOA doesn't characterize the ﬂow properties related to the
stenosis. Hence, the development of good clinical indices to accurately assess the
AS is still an active research ﬁeld.
Depending on the employed diagnostic technique, diﬀerent indices to assess the
AVA have been developed - the most popular among them being based on the Gor-
lin formula [GG51] and the continuity equation [RCMC86]. The Gorlin formula
requires an evaluation of the pressure gradient across the valve to estimate the
AVA. The index, called Gorlin area, can be obtained either with invasive measure-
ments of pressure, done with micromanometer catheters, or by applying the classical
Bernoulli equation to Doppler velocity measurements. Instead the continuity equa-
tion, based on the law of conservation of mass, provides an estimate of the AVA, the
so-called eﬀective oriﬁce area (EOA), from noninvasive Doppler echocardiography
measurements of the blood velocity.
Although the GOA, the Gorlin area and the EOA were initially believed to
provide a similar estimation of the AVA, extensive comparison between the three
quantities (e.g. see [DY91, CSC+92]) revealed important diﬀerences among them.
As a matter of fact, the Gorlin formula and the continuity equation asses the stenosis
severity taking into account the associated ﬂow properties with some basic physical
principles, such as Torricelli's law, Bernoulli's law and conservation of mass, while
the GOA is a purely geometrical measure. In practice, the Gorlin area and the EOA
provide an estimate of the minimal cross-sectional area of the jet formed downstream
of the valve by the blood ejected during systole (Figure 6.1). We refer to [GK06]
for a detailed discussion about these indices.
Figure 6.1: Schematic representation of the aortic valve and of the corresponding
jet ﬂow (grey). In blue the geometric oriﬁce area (GOA), in red the eﬀective oriﬁce
area (EOA).
The importance of the ﬂow dependence in AS characterization has been widely
investigated and is now well-established. As a consequence, the Gorlin area and the
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EOA are usually preferred to the GOA, which is no longer considered a reliable index
for AS. Important eﬀorts are currently underway on improving clinical indices to
better diagnose AS. Among them, for example, is the energy loss coeﬃcient, ELCo,
proposed in [GPD+00], which reﬂects the energy loss induced by the aortic stenosis
and aims to better describe the increased overload imposed on the left ventricle.
In this chapter, we focus on the EOA, which is the most common index for
the assessment of AS, as it can be derived from noninvasive Doppler echocardiog-
raphy [Bau06]. This index aims to assess AS by quantifying the size of the jet of
ejected ﬂuid from the heart. However, as a downside, it does not provide any direct,
physical understanding of the actual geometry and dynamics of the jet. The analysis
demonstrates a computational method to directly measure the jet size, shape and
dynamics, which we believe provides a better and more clinically-relevant descrip-
tion of the jet.
The application of mathematical models and numerical tools to assess AS
is a rather new ﬁeld. In previous work, reduced models and simpliﬁed multi-
dimensional models [DSVC98, GBP+05] have been proposed to test the valid-
ity and quality of clinical indices. More recently, progress in numerical simula-
tion of ﬂuid-structure interaction (FSI) around cardiac valves (see for example
[MP01, dHPSB03, vLADB04, WKM07a, dSGB08, AGPT09] and Chapter 5) has
enabled multi-dimensional FSI models to be applied to the analysis of aortic valve
stenosis [GDP07, CDdSG+05, vL09]. In [vL09], instantaneous Eulerian measures
obtained from a 3D FSI model of the aortic valve were used to compare diﬀerent
clinical indices for various stenotic geometries. Instantaneous Eulerian metrics are
convenient since they can be directly obtained from the FSI simulations, but many
important ﬂow features are more easily comprehended using Lagrangian metrics.
Here we utilize the computation of Lagrangian coherent structures, LCS, to
post-process results from multi-dimensional FSI simulations of the aortic valve. The
LCS method is an advanced post-processing technique for examining unsteady ﬂuid
transport in a clearer way than with the visualization of instantaneous Eulerian
quantities. Within this method, special moving boundaries - the LCS - are computed
in the ﬂuid domain, and can be used to reveal dominant ﬂow features, such as
vortex boundaries or separation proﬁles, or uncover kinematic processes organizing
ﬂuid mixing. Knowledge of transport mechanics in the cardiovascular system is
particularly compelling. Disturbed ﬂow conditions, including vortical or separated
ﬂow, are known to inﬂuence health maintenance and disease progression [WK99].
Therefore, strong motivation exists to utilize LCS to better understand transport
in the cardiovascular system [ST08, XCS+09]. In the particular case of aortic valve
stenosis, LCS can characterize ﬂow separation downstream of the valve and identify
the time-dependent bounding surface of the blood ﬂow jet. As a consequence, a
precise measure of the eﬀective oriﬁce area, or jet size, can be evaluated.
The chapter is organized as follows: in Section 6.2, we discuss the major chal-
lenges in the numerical simulation of FSI problems with cardiac valves. Next, a
detailed description of the computation of the LCS is provided in Section 6.3. In
Section 6.4, two diﬀerent test cases, one two-dimensional and one three-dimensional,
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are used to illustrate the computational framework. A discussion on the results is
contained in Section 6.5.
6.2 Challenges in FSI simulations with cardiac valve
In the last decades, many important progresses have been made in the simulation
of the blood - valve interaction. These advances covered various interesting aspects
such as the mathematical modeling, the mechanical characterization of valves and
the numerical methods for the resolution of the corresponding problems (see Sections
1.2, 2.2.2 and 5.1). Although the progresses, various diﬃculties still make these
simulations very challenging. Before presenting the numerical results obtained, a
discussion on the numerical diﬃculties experienced in the numerical simulation of
cardiac valves is in order.
Let us follow the sequence of technical steps needed to realize a numerical sim-
ulation of native valves. The ﬁrst diﬃculty we encounter is the correct deﬁnition
of the valve shape in its zero-energy conﬁguration. This information is extremely
important for the correct simulation of the dynamics of the valve during the whole
cardiac cycle but it is in general very diﬃcult to retrieve from a bioengineering
viewpoint. Indeed, it is well-known that properties of biological tissues change
whether they are tested in vivo or in vitro. Some work is devoted to the characteri-
zation of the geometrical properties and shape of the valves, we recall for example
[SC74, Thu90, Tra06] for the aortic valves.
A second diﬃculty is the deﬁnition of a correct test case. In Chapter 5,
Neumann-type boundary conditions are used at the inlet and outlet of the aortic root
in order to retrieve the opening and closure dynamics of the valves. Nonetheless,
when more physiological values of velocity and pressure are involved, the prescrip-
tion of these boundary conditions seems to be extremely delicate because of the ﬂuid
dynamics instabilities (not necessarily related to the FSI problem) that frequently
develop at the inlet or outlet of the ﬂuid domain. As a consequence a ﬂow boundary
condition is usually imposed to improve the robustness of the numerical simulations.
It must be observed however that, in a ﬂuid domain like the one we consider in Sec-
tion 5.4, this type of condition is appropriate during the opening - closure phase
but is inadequate when the valve is closed. A brief explanation of this statement
is in order. Let us observe ﬁrst that a perfectly closed valve separates the ﬂuid
domain into two sub-domains (one below and the other above). The assumption
of Dirichlet boundary condition at the inlet, automatically implies that the ﬂuid
contained in the lower sub-domain has to satisfy Dirichlet conditions all over the
boundary when the valve is closed. To be precise, we have a no-slip condition on
the wall, u = us on the valve, and u = uD on the inlet boundary. For the ﬂuid
incompressibility constraint, the ﬂow imposed must be neither positive, otherwise
the valves open, nor negative, otherwise the valves reverse. When the valves are
closed, the imposed ﬂow must be zero (assuming ﬁxed walls). However, in order to
set it to be zero, it is necessary to know a priori when the valve is fully closed, which
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is not straightforward for native valves. Notice however, that numerical simulations
with an imposed ﬂow at the inlet are commonly - and correctly - performed for
the analysis of the opening and closing dynamics of valves during the systolic phase
(see for example [dH02, vL05]). In this chapter, we focus on the systolic phase to
investigate blood ﬂow jet across the aortic valve, as a consequence, in the numerical
simulations a ﬂow is imposed at the inlet in order to retrieve physiological values of
the peak velocity across the valve.
For mechanical valves, a strategy that circumvents the previous diﬃculty is
given in [HNP+06]. The authors proposed to simulate the systolic phase of the
cardiac cycle imposing a ﬂow boundary condition and then to switch to a Neumann
condition only at the end of the systole. At the beginning of the diastole, a pressure
curve that mimics the pressure in the ventricle is applied at the inlet. Note that,
the initial imposed pressure is chosen to be consistent, in magnitude and temporal
slope, with that computed at the end of the systole. This choice is justiﬁed by
the fact that that the heart tends over the longer term to adjust pressure and
ventricular volume to achieve an appropriate systolic ejection. This method is in
principle applicable to the numerical simulation of all types of valves. Nevertheless,
other major diﬃculties, like incertitude related to the geometric shape and to the
mechanical properties, make the simulation of native valves still very diﬃcult.
A third diﬃculty, related to the numerical method in use, must be pointed out.
The ﬁctitious domain method, like the immersed boundary method, is a diﬀused
interface method (see [SB09]), which means in practice that the pressure jump across
the interface is slightly smeared. From a numerical viewpoint, the smearing of very
high pressure jumps, like the one experienced during the diastole by the aortic valves,
may lead to inaccuracies in the ﬂow distribution and instabilities in the worst case.
On the contrary, during the systole, because of the small pressure diﬀerence, this
smearing is negligible and the results do not seem to be aﬀected.
In the following, the algorithm proposed in Chapter 5 is used to simulate the
ﬂow across an aortic valve. A two-dimensional test case and a three-dimensional one
are presented. In both cases a (d− 1)-dimensional model is used, the corresponding
internal energies are given in Section 2.2.2, equation (2.24) for the 1D structure
model, equation (2.21) for the shell model. For the ﬂuid, a ﬂow is imposed at
the inlet, a resistance at the outlet. On the remaining boundaries, we have a no-
slip boundary condition. Note that these conditions are comparable to the ones
imposed in other works on aortic valve simulations (see for example [dH02]). As
mentioned before, it is diﬃcult with such boundary conditions to retrieve the exact
physiological behavior of the valves during the whole cardiac cycle. In particular
the phase when the valves are totally closed is specially delicate. Nevertheless, we
succeeded in getting correct valve opening and closing time, physiological ejection
time and peak velocity [RBM+06]. As a result, these simulations allow to study the
evolution of the blood jet proﬁle downstream of the aortic valve.
Remark 6.1 The problems discussed, together with the high computational costs of
the numerical simulations, make this kind of numerical simulation very challenging.
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Considering all the diﬃculties, it may be interesting to explore also alternative solu-
tions - more eﬃcient and robust - that can be applied in all those clinical applications
where a precise description of the leaﬂet mechanics is not stricly required. A step in
this direction is made in Chapter 7, where we present a new reduced model for heart
valves that oﬀers a compromise between standard lumped parameter models and fully
FSI problems.
6.3 Computation of LCS
The identiﬁcation of the Lagrangian Coherent Structures (LCS) can be eﬀectively
achieved from the computation of ﬁnite-time Lyapunov exponent (FTLE) ﬁelds. The
FTLE ﬁeld is a scalar quantity which characterizes the amount of stretching about
the trajectory of a point x ∈ Ωf over the time interval [t, t + T ]. The FTLE ﬁelds
are computed by postprocessing the results obtained from the FSI simulation. In
practice, they are obtained by integrating dense meshes of Lagrangian particles and
LCS are extracted as codimension-one structures that maximize the FTLE measure
(see e.g. [Hal01, SLM05, LSM07]). Due to complex geometries and highly transient
ﬂow conditions, care must be taken in computing LCS in cardiovascular applications.
Below, practical considerations relevant to the computation of FTLE from blood
ﬂow data obtained by the ﬁnite element method are discussed. In particular, the
handling of large data sets and eﬃcient integration on unstructured velocity meshes
is addressed. The focus is on 3D data; minor modiﬁcations are needed to address
2D data.
Kinematic model. An essential step in the computation of the FTLE ﬁeld is
the computation of particle trajectories. In reality, blood is a composition of water
containing various dissolved substances and suspended cells. However, it is reason-
able to treat blood as a homogenous ﬂuid over the length scales considered given
the small size of the cells and nearly uniform density of the suspension. Further-
more, the time scales considered are suﬃciently short (on the order of 1 second)
that inter-cellular interactions and diﬀusion may typically be neglected. For ex-
ample the diﬀusion coeﬃcient of platelets is estimated to be on the order of 10−6
to 10−7 cm2/s [CPSS78], whereas u is typically on the order of 101 to 102 cm/s.
Therefore, it is reasonable to assume that advection dominates transport and the
equation governing particle trajectories is
x(t+ T ) = x(t) +
∫ T
t
u(x(τ), τ)dτ . (6.1)
When deﬁning the FTLE, it is convenient to rewrite the solution to Eq. (6.1)
as a mapping φ(x, t, T ) : x(t) 7→ x(t + T ), as details of the trajectory itself are
inconsequential. A discrete approximation for the spatial variation of this ﬂow map
can be obtained by integrating a mesh of particles, from which the linearization of
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the ﬂow map can be computed. The FTLE is then obtained as
σ(x, t, T ) =
1
‖T‖ ln
∥∥∥∥dφ(x, t, T )dx
∥∥∥∥ , (6.2)
where the induced L2 norm is used. It is not diﬃcult to show (see [SLM05]) that
‖y(t+ T )− x(t+ T )‖ ≈ expσ(x,t,T )T ‖y(t)− x(t)‖ (6.3)
for small ‖y(t)− x(t)‖. Thus, strongly hyperbolic trajectories will have a high
FTLE values.
The utility of LCS computations is founded on the building computational and
experimental evidence that complex ﬂuid motion encountered in nature is often dic-
tated by locations of strong hyperbolicity, which force the dynamics of surrounding
ﬂuid to quickly converge or diverge. The computation of attracting LCS (obtained
from FTLE ﬁelds when T < 0) and repelling LCS (obtained from FTLE ﬁelds with
T > 0) enables us to understand these major ﬂow features throughout the ﬂuid
domain.
Data management. Velocity data is speciﬁed over a tetrahedral mesh at times
tk, for k = 1, . . . , Nt. Typically, the mesh size or temporal resolution is such that
the velocity data is too large for the entire time history to be loaded into memory
at once. Velocity is interpolated linearly in time, thus only data for two time points
need be loaded concurrently. Using this strategy, the window of data loaded into
memory is regularly shifted as the integration of particle trajectories proceeds.
The FTLE mesh is deﬁned by a Cartesian grid with resolution Nx, Ny and Nz.
A new mesh of particles is regenerated for each time the FTLE ﬁeld is computed.
Suppose tr, r = 1, . . . , Nr, denotes the times at which the FTLE ﬁeld is to be
determined. A new mesh of Nx = Nx×Ny×Nz particles is released Nr times. The
total number of particles to be tracked, Nx×Nr, can be quite large. Thus, for each
new window of velocity data loaded into memory, each release is processed over that
time window sequentially to avoid high memory usage; for example, starting from
tk=1 ≤ tr=1, the general algorithm would be as follows:
Load velocity data from tk to tk+1
For each release r = 1, . . . , Nr
If tr < tk+1 and tr + T > tk
Load data for release r into memory
For each particle j = 1, ..., Nx
Solve for x
j
r(t) from t = max(tk, tr) to t = min(tk+1, tr + T )
EndFor
Write data for release r to file
EndIf
EndFor
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New velocity data is loaded as needed to integrate all FTLE releases. Here, we
have assumed that T > 0. Appropriate modiﬁcations should be made for backward-
time integration, i.e. T < 0, used to compute attracting LCS.
Parallelization. Since the particles are non-interacting, the integration of particle
trajectories can readily be parallelized. When Nr is commensurate with the number
of CPUs, Np, the most straightforward parallelization is distributing each release
to a separate process. This parallelization can be done in a cyclic fashion when
Nr > Np. When Nr ≪ Np, then it is more eﬃcient to distribute blocks of particles
to each process. For simulations where it is expected that particles will not readily
exit the domain (as with most cardiovascular applications), a straightforward block
partitioning of the FTLE mesh is reasonable. In applications where particles readily
leave the domain, a cyclic domain decomposition or dynamic assignment of work is
needed for load balancing.
Velocity interpolation. Let e¯(x(t)) deﬁne the element bounding the particle x(t)
at time t. To interpolate the velocity at x(t), the velocities at the nodes of e¯(x(t))
are ﬁrst interpolated in time by
ue¯n(t) = [1− δt]ue¯n(tk) + δtue¯n(tk+1) , (6.4)
where ue¯n denotes the velocity at node n of element e¯, t ∈ [tk, tk+1] and δt =
[t− tk]/[tk+1 − tk].
For spatial interpolation, natural coordinates are utilized, i.e. a coordinate
transformation x 7→ ξ is employed so that the nodes of e¯(x(t)) are located at
(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), see Figure 6.2. In this frame, the velocity at loca-
tion ξ = (ξ, η, ζ) inside the element is given by
u(ξ)(t) = ue¯1(t) + [u
e¯
2(t)− ue¯1(t)]ξ + [ue¯3(t)− ue¯1(t)]η + [ue¯4(t)− ue¯1(t)]ζ . (6.5)
Note that u(x)(t) = u(ξ)(t), so to evaluate u(x)(t) from Eq. (6.5), the mapping
x 7→ ξ is needed.
For tetrahedral elements, the transformation ξ 7→ x takes the same form as
Eq. (6.5), that is,
x(ξ) = xe¯1 + [x
e¯
2 − xe¯1]ξ + [xe¯3 − xe¯1]η + [xe¯4 − xe¯1]ζ , (6.6)
where xe¯n denotes the coordinates of node n of element e¯. This mapping can be
inverted to provide ξ, η, and ζ as a function of the nodal coordinates, xe¯n (see [KL96]).
These values can then be plugged into Eq. (6.5) to solve for u(x)(t).
Therefore, to interpolate the velocity at location x in physical coordinates we
must (1) ﬁnd the element containing x(t) at time t and (2) transform x to the
element's natural coordinates. Since the particle at x(t) is constantly moving, in
practice we work from a guess, eg, for the element we believe contains x(t) at time
t and (1) transform x to the natural coordinate frame of eg, (2) evaluate if indeed
e¯(x(t)) = eg, and (3) interpolate velocity if e¯(x(t)) = eg, otherwise restart at step
(1) using a new guess element, which is chosen as described next.
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Figure 6.2: Transformation of tetrahedtral between physical coordinates (x, y, z)
and natural coordinates (ξ, η, ζ).
Element search. Another advantage of mapping x(t) to natural coordinates is
to simplify the search for e¯(x(t)). In the natural coordinates of eg, x is bounded by
eg if all of the following are satisﬁed:
ξ ≥ 0, η ≥ 0, ζ ≥ 0, and 1− ξ − η − ζ ≥ 0. (6.7)
If any of these conditions are not satisﬁed, then a neighboring element is considered.
Whichever condition is not satisﬁed indicates the neighbor to consider. For example,
if ξ < 0, then the neighbor sharing the ξ = 0 face is used as the next guess. If more
than one condition is not satisﬁed, the condition that is in greatest violation is
used to determine the neighbor to search. In this way, the search progresses in
the direction of the point and will readily converge to e¯(x(t)). Performing a local
search in this manner requires adjacency information; this is usually available from
the velocity mesh generation step, or can be computed as a preprocessing step.
Also note that elements along the boundary of the velocity domain will have faces
that are not shared with another element. If the local search tries to progress in
the direction of a boundary face, the search returns a failure. When integrating
a particle's trajectory, this occurs when the particle leaves the domain. When a
particle leaves the domain, the integration for that particle is terminated.
Initialization. The eﬃciency of the local search method depends on the choice
of the guess element. Before particles are integrated, the element containing each
point in the FTLE mesh is determined. Roughly, this is performed as follows:
Globally search until e¯(x1) is found
For all FTLE nodes j = 2, . . . , Nx
Locally search for e¯(xj) using e¯(xj−1) as guess
If above local search fails
Use an alternative search method to locate e¯(xj)
EndIf
EndFor
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We have assumed that xj neighbors xj−1 since the mesh is structured. If the
intersection of the FTLE domain and velocity domain forms a non-convex set, then
the local search protocol can fail for FTLE nodes located inside the velocity domain.
Alternative search method(s) should be used when the local search fails (e.g. herein
we used a local search from a seed location, but a global search, or other alternatives,
may be needed for more complicated models). If any nodes in the FTLE mesh are
located outside of the velocity domain, the alternative search method should be
relatively robust at distinguishing these points while maintaining low computational
expense. Additionally, one should ensure that the local search for e¯(xj) uses an
appropriate guess element if xj−1 is located outside of the velocity domain.
Integration. The trajectory of each point in the FTLE mesh is obtained by solv-
ing Eq. (6.1). The integral on the right-hand side is evaluated using the 4th-order
Runge-Kutta scheme or the adaptive time-stepping of the Runge-Kutta-Fehlberg
method. The nominal time step size h (or limits for the adaptive stepping) is cho-
sen from consideration of the CFL condition
humax
d¯
< C, (6.8)
where d¯ is the nominal edge size of the tetrahedral elements in the velocity ﬁeld
mesh and umax is the maximum velocity occurring in space and time. Typically,
0.1 ≤ C ≤ 1 is used in determining the nominal step size.
Once e¯(xj) has been computed for all FTLE nodes located inside the velocity
domain, the integration of particles from xj can readily proceed since the element
bounding each particle is known. As the integration proceeds, the variation in the
interpolation location (particle position) from one step to the next is small enough
that the local element search typically only proceeds over, at most, a few elements,
making the element search highly eﬃcient.
Due to the discrete nature of the integration, special techniques are often needed
to ensure particles do not cross vessel walls or get stuck near a no-slip wall. These
problems are often minimized if boundary layer meshing is used when generating
the velocity ﬁeld mesh. To prevent particles from crossing the vessel wall, inlet
and outlet faces can be tagged. When the local element search fails for a particle,
one can diﬀerence the position of the particle before and after the integration step
to determine if it crossed a vessel wall or an inlet/outlet face. If it is determined
that the particle crossed a vessel wall, the integration procedure or interpolation
can be modiﬁed. For example, the step size can be adapted or the component
of the interpolated velocity vector in the direction of the wall can be removed or
modiﬁed (used herein). Furthermore, higher order basis functions can be used when
interpolating inside wall (no-slip boundary) elements to prevent particles stagnating
near the wall due to linear interpolation underestimating tangential ﬂow.
LCS extraction. Commonly, LCS are identiﬁed by visual inspection from the
FTLE ﬁeld. However, it is convenient to parameterize these structures, especially
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when they are used for further postprocessing or analysis. In order to parameterize
the LCS, we use the technique described in [Sha06]. Based on the deﬁnitions pre-
sented in [SLM05, LSM07], LCS are co-dimension one objects (lines in 2D, surfaces
in 3D) that, generally speaking, satisfy the two conditions for each point x on the
LCS:
D1 The gradient of σ(x, t, T ) is aligned with the LCS.
D2 The principle direction (eigenvector) corresponding to the minimum eigenvalue
of the Hessian of σ(x, t, T ) is orthogonal to the LCS.
For these two conditions, the ﬁrst and second derivatives of σ(x, t, T ) must be com-
puted from the FTLE ﬁeld. When the ﬁeld is noisy or contains many LCS, ap-
proximating these derivatives can be challenging and smoothing the ﬁeld, or reﬁning
the computation of the FTLE ﬁeld near the LCS, becomes necessary.
Let emin(x) denote the direction of minimum principle curvature (D2) in order
to deﬁne the function α(x) = ∇xσ · emin. LCS can be deﬁned by the points x such
that α(x) = 0. In practice, one may check for certain conditions at these points
and exclude sections of the α(x) = 0 level set. For example, one can extract well-
deﬁned ridges by requiring the magnitude of the minimum principal curvature be
above a certain threshold. For the case of 3D problems, one should also check that
the ﬁnite-time deformation tensor(
dφ(x(t), t, T )
dx(t)
)T(dφ(x(t), t, T )
dx(t)
)
has only a single negative eigenvalue (see [LSM07, Deﬁnition 2.1]).
6.4 Numerical experiments
6.4.1 Two-dimensional simulation
Although ﬂow through the aortic valve is inherently 3D, it is instructive to visualize
the structure of the ﬂow in the simple 2D case. For illustration purposes, ﬂow
through an idealized 2D heart valve model was investigated. The geometry of the
aortic root shown in Figure 6.3 was used. The ﬂuid domain was discretized by
5902 triangular elements. The two leaﬂets are of length 1.728 cm and each one was
discretized by 54 Hermit elements. We considered a rather thick valve (thickness
= 0.1 cm) characterized by a ﬂexrual stiﬀness EI = 3 g cm3/s2. At the inﬂow
boundary, the ﬂow proﬁle shown in Figure 6.3 is imposed. At the outﬂow boundary,
a resistance boundary condition is prescribed, with resistance R = 3500 dyn·s/cm3.
Flow was simulated over multiple cardiac cycles with a time-step size of 2 · 10−3 s
to reach a periodic regime.
The velocity ﬁeld following peak systole is shown in Figure 6.4.a. Figure 6.4.b
shows the backward time FTLE ﬁeld following peak systole, which approximately
corresponds to the point in time where the jet is near maximum strength and fully-
developed. As blood is rapidly ejected from the valve, ﬂow separation occurs near
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Figure 6.3: 2D computational domain and inﬂow waveform..
the tips of the leaﬂets. Each repelling LCS extending from the leaﬂets is a material
boundary between the jet of ejected blood and the region of separated, recirculating
ﬂow. In addition, other LCS can be detected in the separated ﬂow regions, which
bound vortical structures (in the same sense as in [SDM06]) of recirculating ﬂow.
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(a) Velocity field (b) FTLE field
Figure 6.4: (a) Velocity ﬁeld following peak systole (t = 0.16 s) (b) FTLE ﬁeld
following peak systole (t = 0.16 s). Curves of high FTLE (dark) extending from
leaﬂet tips demarcate boundary between jet and separated ﬂow regions.
6.4.2 Three-dimensional simulation
For the 3D simulation we considered part of the idealized 3D geometry of the aortic
root described in [Tra06]. The ﬂuid and structure computational domains, as well as
the pulsatile periodic ﬂow waveform imposed at the inlet, are shown in Fig 6.5. To
take into account the downstream vasculature, a resistance R = 500 dyn s/cm5 was
prescribed as the outlet boundary condition. Fluid and structure domains were dis-
cretized, respectively, by 216692 tetrahedral and 4814 shell elements. Leaﬂets were
characterized by a density ρs = 1.2 g/cm3, an elastic modulus E = 106 dyn/cm2, a
Poisson ratio of 0.3 and a thickness of 0.05 cm.
Flow was simulated over 2 cardiac cycles with a time-step size of 2.5 · 10−4 s
and data from the last cardiac cycle was used for analysis. The velocity ﬁeld during
systole is shown in Figure 6.6. For visualization purposes, only vectors from a subset
of the nodes of the ﬁnite-element mesh are plotted. Also shown is the location of
the valve over time.
The backward-time FTLE ﬁeld was computed in the vicinity of the 3D aortic
valves from the FSI simulation data shown in Figure 6.6. A section of the FTLE
ﬁeld, spanning from the root of the valve to 1 cm downstream from the leaﬂet tips
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Figure 6.5: 3D computational domain and inﬂow waveform. The vessel is partially
transparent and leaﬂets are opaque. A top view of the tricuspid valve is shown in
upper right.
when fully opened, is shown in Figure 6.7 at four time instances during systole. This
cross-section roughly corresponds to the location where minimal cross-sectional area
of the jet occurs shortly after peak systole; however this location of minimum area
continually changes. Initially, a single attracting LCS, shown as the white surface
in panels (a) and (b) of Figure 6.7, bounds the region of blood being ejected as the
valve opens. Near peak systole, ﬂow separation from the leaﬂets occurs. The LCS
shown in panels (c) and (d) of Figure 6.7 capture these separation proﬁles. Note
that attracting LCS approximately coincide with each leaﬂet and thus these LCS
appear fragmented along the leaﬂet when visualizing both structures together. From
the LCS, we can see that as the ﬂow separates from the leaﬂets, it rolls up along
the edges. A similar separation proﬁle was identiﬁed in studying ﬂow separation in
the carotid bifurcation in [ST08].
Since the LCS extending from the leaﬂets deﬁne the boundary of the jet, we can
readily obtain an accurate measure of jet area from the LCS. This was done at a
location 1 cm distal to the leaﬂet tips in the fully open state. The location chosen
roughly corresponds to the region where the minimal cross-sectional area of the jet
occur. Even if a more accurate selection could be done, for example through an
optimization algorithm, we consider this level of accuracy reasonable in view of the
uncertainties of the model. The cross-section of the FTLE ﬁeld at this location is
shown in Figure 6.8.a during systole. We used the algorithm described in Section
6.3, p. 154, to extract a parametrization for the cross-section of LCS at a series of
points in time. The area bound by these curves was then computed at these time
points and the results are shown in Figure 6.8.b. Time 0 corresponds to the start of
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systole (the opening of the valve) and peak systole occurs after approximately 0.11
seconds. The size of the jet at this cross-section reaches approximately 1.63 cm2,
with the peak cross-sectional area occurring around t = 0.17 s, which does not
correspond to peak systole. The reason for this is twofold. First, it takes a ﬁnite
amount of time for the jet to develop. Second, it takes a ﬁnite amount of time for
the jet to propagate downstream.
It is interesting to compare the (precise) size of the jet obtained from LCS with
that obtained using the continuity equation, a popular formula typically used in
clinical practice to estimate the EOA. The continuity equation states that the ﬂow
rate in the left ventricular outﬂow tract (LVOT) equals the one in the vena contracta
(VC), that is
EOA×VTIVC = ALVOT ×VTILVOT .
The quantity VTIVC is the velocity time integral at the level of the vena contracta,
while ALVOT and VTILVOT represent, respectively, the subvalvular cross-sectional
area (see Figure 6.1) and the corresponding velocity time integral. In clinical prac-
tice, the VTI on a prescribed cross-section is obtained from an integration in time of
Doppler velocity measurements over the systolic phase of the cardiac cycle. There-
fore, to estimate the EOA the following integral relationship is evaluated
EOA =
ALVOTVTILVOT
VTIVC
, (6.9)
where we can think of the numerator as the stoke volume and the denominator as
the integral of the velocity at the center of the vena contracta of the jet. Evaluat-
ing equation (6.9) from the 3D FSI velocity data at the cross-sectional location in
Figure 6.8 gives EOA = 1.53 cm2. This value is in the range of the measurements
obtained with LCS (see Figure 6.8.b) but underestimates the true (peak) area of
about 5%.
6.5 Discussion
In this chapter we demonstrated a novel approach for understanding the geometry
and dynamics of the jet produced by the aortic valve. In particular, ﬂow through
the aortic valve was simulated using a robust FSI scheme to provide highly resolved
velocity data in the vicinity of the aortic valve over serval cardiac cycles. This data
was used to perform LCS computations, which revealed ﬂow separation from the
valve leaﬂets during systole, and correspondingly, the boundary between the jet of
ejected ﬂuid and the regions of separated, recirculating ﬂow.
Advantages of computing LCS in multi-dimensional FSI models of the aortic
valve are twofold. For one, the quality and eﬀectiveness of existing clinical indices
used to measure aortic jet size can be tested in diﬀerent stenotic scenarios by taking
advantage of the accurate measure of the jet area derived from LCS. Secondly,
as an ultimate goal, a reliable computational framework for the assessment of the
aortic valve stenosis could be developed. For this latter point, however, it must be
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recognized that a precise knowledge of the mechanical and geometrical properties
of the system could be needed for patient-speciﬁc medical planning.
As shown in Section 6.4, LCS provide clear, unambiguous boundaries to the jet.
Currently, in practice, the size of the aortic jet is measured by the EOA. However,
the computation of the EOA provides little insight into the actual geometry or
dynamics of the jet since these computations are based on simplifying assumptions.
It is conceivable, and most likely, that jets with dissimilar geometry and dynamics
could produce similar indices. Since the local blood ﬂow mechanics (recirculation,
separations, mixing, etc.) is known to strongly inﬂuence pathophysiology (see e.g.
[KGZG85, WK99]), the computation of LCS has the clear beneﬁt of providing insight
into these conditions. Furthermore, as shown in Section 6.4, clinical indices, such
as the one based on the continuity equation, provide only averaged information.
As for practical concerns, note that to obtain the jet area, the entire 3D FTLE
ﬁeld is not needed. Only the section of the FTLE ﬁeld at the location where the
area measurement has to be made is needed. This is an important consideration
since it greatly reduces the computational cost needed to compute the jet area.
Additionally, as shown above, automatic extraction of the LCS is possible, which,
for one, removes user bias (which is currently an issue for EOA calculations), and
secondly, makes these methods potentially accessible to the medical community
either from numerical or clinical data. Additionally, a better understanding of the
3D ﬂow geometry of the jet could enable improved techniques for measuring ﬂow
conditions or developing more eﬀective metrics for accessing the severity of AS from
current and subsequent modalities and technologies.
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Figure 6.6: Velocity ﬁeld during systolic phase.
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(a) t = 0.05 s (b) t = 0.08 s (c) t = 0.11 s (d) t = 0.14 s
Figure 6.7: Backward time FTLE reveals attracting LCS (white) that bound the
blood ejected from the tricuspid valve as it opens.
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Figure 6.8: (a) Cross-section of 3D FTLE ﬁeld at location 1 cm distal from aortic
valve leaﬂet tips. (b) Jet area at location 1 cm distal from aortic valve leaﬂet tips
over time.

Part III
Towards the ﬂuid-structure
interaction in the heart

Chapter 7
Resistive immersed surfaces for heart
valves modeling
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7.1 Introduction
Heart valve models can be roughly divided in two groups: lumped parameter and
multidimensional models. Both of them have inherent limitations for eﬀective heart
valve simulations. In lumped parameter models, the choice of the artiﬁcial bound-
aries, where the reduced models are used, is rather challenging since their position
and their simpliﬁed geometrical shape dramatically aﬀect the computational results.
Moreover, numerical instabilities can also be experienced if sudden variations in time
and/or space of the physical quantities occur at the artiﬁcial boundary. As for three-
dimensional models, in spite of the remarkable progress made in the last decade, FSI
valve simulation remains an extremely challenging task, even when it is performed
in a limited portion or aorta (see Section 6.2 for a discussion). Among the other
diﬃculties, we recall the complex mechanical constitutive laws involved, the high
pressure jump experienced when the valves are closed and the modiﬁcation of the
nature of boundary conditions in the ﬂuid problem, when we switch from an open
valve conﬁguration to a closed one. On the one hand, including a three-dimensional
valve computation in more complex FSI problems, such as the simulation of the
heart ventricles, is feasible, but it could become so computationally intensive that
it may not be the best option to address some clinical problems for which a precise
description of the leaﬂet biomechanics is not required. On the other hand, the use
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of lumped parameter models may induce to many inaccuracies in the ﬂow and pres-
sure ﬁelds in critical ﬂuid dynamics regions. In those cases, it may be interesting to
explore alternative solutions.
In this chapter we propose a new reduced model for heart valves, which improves
the accuracy of standard lumped models and the robustness and eﬃciency of 3D
ﬂuid-structure models. In this approach, the mechanics of the leaﬂets is neglected.
Instead, the valve is replaced by an immersed surface acting as resistance on the
ﬂuid. The geometry of the resistive immersed surface (RIS) is ﬁxed in space and
can be deﬁned as the real three-dimensional valve geometry in its closed conﬁgu-
ration. The magnitude of the resistance varies when the valve opens or closes. A
straightforward choice could be for example to set the resistance equal to zero when
the valve is open and diﬀerent from zero (typically a high value) otherwise. When
the valve is open, the zero resistance makes the immersed surface invisible to the
ﬂuid. When the valve is closed, the resistance induces a jump of the stress across the
surface which may raise numerical issues if not correctly handled. As a consequence,
attention must be given for a proper choice of the space discretization. On the one
hand, continuous approximations of the pressure may give inaccurate results, on the
other hand, discontinuous approximations typically lead to expensive simulations.
To circumvent these issues, we employ the mathematical formulation proposed in
[FGM08] to deal with immersed stents. There, the stent has been modeled as a resis-
tive surface that introduces a ﬁssure in the ﬂuid mesh. From the implementation
viewpoint, the ﬁssure is generated by duplicating the stent surface: the degrees of
freedom of the ﬂuid unknowns are therefore doubled on the stent. This allows for
a precise computation of the pressure discontinuity even with the use of continuous
ﬁnite element approximations. The continuity of the ﬂuid velocity at the interface
is eventually satisﬁed by imposing a periodic boundary condition for the velocity
unknowns on the immersed surface.
For the sake of completeness in Section 7.2 an overview of the most common
lumped parameter models for heart valves is given; we refer to the previous chap-
ters for a review of the multidimensional models. In Section 7.3, we recall the
mathematical formulation of the resistive immersed surface proposed in [FGM08],
and we present a possible reduced model for the computation of the variable resis-
tance. Details on the space discretization and on the time-advancing algorithm are
also given. Finally in Section 7.4 various numerical simulations on realistic three
dimensional geometries are performed in order to illustrate the ﬂexibility and the
eﬃciency of the RIS model for heart valves. In Section 7.5, a discussion on further
developments and perspectives follows.
7.2 Lumped parameter models for heart valves: an
overview
Lumped parameter models for valves can be divided in two groups: quasi-steady or
time-dependent systems. Quasi-steady models have been chronologically the ﬁrst
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employed for the modeling of the valves of the circulatory system. Mathematically,
they are described by algebraic equations that relate blood ﬂow and pressure jump
across the valve. Despite their simplicity and limited accuracy, they are still com-
monly used since they guarantee a very low computational cost. Time-dependent
lumped parameter models are determined by linear or non-linear ordinary diﬀer-
ential equations. The main advantage of the time-dependent lumped parameter
models with respect to the quasi-steady ones is the ability to take into account the
dynamics of the valve (opening and closing), at a minimal computational cost. In
the presentation of the diﬀerent models, we refer to a cardiac system like the one
represented in Figure 7.1, where Pv is the pressure inside the ventricle, Par the pres-
sure in the corresponding artery outlet and Pat the pressure in the corresponding
atrium. All these quantities are averaged over a section or volume. Moreover, we
denote with Q the blood ﬂow leaving the ventricle.
Figure 7.1: Schematic representation of the left ventricle.
Quasi-steady models. In the literature, it is common to derive quasi-steady
models for valves by making an analogy between the circulatory system and an
electrical circuit (see for example [JL06, FLTV06]). In this analogy, blood ﬂow
and pressure take respectively the role of current and voltage, while the valve is
assimilated to an electrical diode. A perfect diode is an electrical element that
allows a current only in one direction of the circuit and blocks it in the opposite
one. In the same way, a valve allows the blood to ﬂow in one speciﬁc direction of
the circulatory system and prevents the potential backﬂow. Namely, considering the
simpliﬁed system in Figure 7.1,


Q ≤ 0 when Pv = Pat (ﬁlling),
Q = 0 when Pat ≤ Pv ≤ Par (isovol. phases),
Q ≥ 0 when Pv = Par (ejection).
(7.1)
However, relation (7.1) is not practical from a computational point of view since it
is not regular. Various regularizations have been investigated. Here, for the sake of
conciseness, we will only review the most commons.
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A ﬁrst possibility, proposed for example in [JL06], consists of replacing (7.1)1
and (7.1)3 by a sort of Ohm law, blood ﬂow and pressure being related by means of a
constant ﬂow resistance R. Diﬀerent values of R could be chosen for the ﬁlling and
the ejection phase. However, since open valves in normal physiological condition
oﬀer a very small resistance to the ﬂow, their values are usually rather small. To
summarize, in [JL06] system (7.1) is rewritten as:


Q = (Pv − Pat)/Rat when Pv ≤ Pat,
Q = 0 when Pat ≤ Pv ≤ Par,
Q = (Pv − Par)/Rar when Pv ≥ Par,
(7.2)
where Rat and Rar represent the resistances related to the atrioventricular and
semilunar valves respectively.
The Ohm's law-like relation is not the only one conceivable. Indeed, using the
classic Bernoulli equation and making the further assumption of blood at rest in the
atria and ventricles, valves could be modeled as oriﬁces. In this particular case we
have 

Q = Cat
√
Pat − Pv when Pv ≤ Pat,
Q = 0 when Pat ≤ Pv ≤ Par,
Q = Car
√
Pv − Pat when Pv ≥ Par,
(7.3)
where Cat and Car are two constants respectively related to the atrioventricular and
semilunar valves [KS06].
Quasi-steady models proposed in [SMCCS06, DZL07] also introduce a Ohm law
for the isovolumetric phases, namely for (7.1)2. In these models, valves behave
like non-ideal diodes, that is, they could be aﬀected by leaking: the smaller the
corresponding resistance, the bigger the leaking. The ﬁnal set of equations is:

Q = (Pv − Pat)/Rat when Pv ≤ Pat,
Q = (Pv − Pat)/Rc when Pat ≤ Pv ≤ Par,
Q = (Pv − Par)/Rar + (Par − Pat)/Rc when Pv ≥ Par,
(7.4)
where Rc represents the resistance when the valves are closed.
The models presented up to now assume that valves open and close only under
the action of a pressure diﬀerence. However diﬀerent assumptions could be made on
the working conditions of valves. For example in [FLTV06], it is assumed that the
closure of the valves is dictated by the ﬂow reversal. The corresponding model is
represented in the ﬂow chart reported in Figure 7.2. In the RIS valve model similar
conditions will be used to deﬁne the opening and closure of the valves; a detailed
presentation of this choice is given below.
Dynamic models. Dynamic lumped parameter models represent a compromise
between a detailed three-dimensional study and a simpliﬁed diode-like description
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Figure 7.2: Flow chart representation of the aortic valve modeling in [FLTV06].
of the valve. Among others, we consider the model proposed in [KS06] for the aortic
valve. In this work, the authors considered a simpliﬁed valve model, where a nominal
leaﬂet opening angle is used as an average of the variation of angular position in
the diﬀerent parts of the elastic leaﬂet. The nominal opening angle is calculated by
solving an ordinary diﬀerential equation and the blood-leaﬂet interaction is taken
into account. In this model the pressure-ﬂow relation in the aortic valve is{
Q = Car ·VO ·
√
Pv − Par when Pv ≥ Par,
Q = Car ·VO ·
√
Par − Pv when Pv < Par,
(7.5)
where the valve opening VO is a scalar function that depends on the leaﬂet opening
angle θ:
V O =
(1− cos θ)2
(1− cos θmax)2 .
Zero degree for θ corresponds to the fully closed position, while the maximum open-
ing angle θmax corresponds to the fully open leaﬂet position (see Figure 7.3). Note
that if the function VO is simply deﬁned by
V O =
{
1 when Pv ≥ Par,
0 when Pv < Par,
then model (7.5) is equivalent to the quasi-steady model (7.3).
In order to compute θ, various factors that aﬀect the leaﬂet motion could be
considered. In practice in the proposed model, only the moment due to the pressure
diﬀerence across the valve and the moment produced by the frictional force are
considered. This leads to the following equation for the aortic leaﬂet motion:
d2θ
dt2
= Kp,ar(Pv − Par) cos θ −Kf,ar dθ
dt
, (7.6)
where Kp,ar and Kf,ar are parameters to be estimated. Note that a similar model
could be also considered for the other heart valves and that diﬀerent governing
equations could be used (see for example the ones proposed in [MB05, SSG+04]).
The lumped parameter models provide an eﬀective way to take into account
the presence of the valve in numerical simulations. Nonetheless they all require the
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Figure 7.3: Schematic representation of the aortic valve and of the angle θ formed
by its leaﬂets.
introduction of an artiﬁcial boundary to the ﬂuid domain in regions where the ve-
locity and the pressure experience a high variability in space and time. The resistive
immersed surfaces for the valves get rid of the artiﬁcial boundaries. Moreover, the
diﬃculties encountered in three-dimensional models during the diastole (e.g. high
pressure jumps, contact, etc.) will be circumvented with this new formulation. As
will be shown in the next section, the pressure jump is directly taken into account
in a robust and accurate way with the ﬁssured ﬂuid mesh [FGM08].
7.3 Resistive immersed surface model for heart valves
The Navier-Stokes equation with a resistive immersed surface. In order
to introduce the general theory, let us consider an incompressible ﬂuid governed
by the Navier-Stokes equations in a regular ﬁxed domain Ωf ⊂ Rd, d = 2 or 3.
Let Σ ⊂ Rd−1 be the co-dimension one surface representing the resistive immersed
interface. The latter divides the ﬂuid domain in two connected subdomains (see
Figure 7.4), i.e.
Ωf
def
= Ωf1 ∪ Σ ∪ Ωf2 with Ωf1 ∩ Ωf2 = ∅.
We also identify with n1, n2 the outgoing normals at the interface from each sub-
domain Ωfi, i = 1, 2.
Figure 7.4: Sketch of the ﬂuid domain.
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The resistive immersed surface introduces an additional dissipative term in the
momentum equation of the Navier-Stokes equation (2.1), the corresponding ﬂuid
model reads:{
ρf (∂tu+ (u · ∇)u)− divσf(u, p) +RΣuδ = f , in Ωf ,
divu = 0, in Ωf ,
(7.7)
where δ is the Dirac measure on the immersed surface, and RΣ denotes the variable
resistance of the interface to the ﬂow. Notice that equations (7.7) can be equivalently
reformulated on the two separate sub-domains in the following way:

ρf (∂tui + (ui · ∇)ui)− divσf(ui, pi) = fi, in Ωfi,
divu = 0, in Ωfi,
JuK = 0, on Σ,
Jσf(u, p)nK = −RΣu, on Σ,
(7.8)
where the operator J·K deﬁnes the jump across Σ, that is:
JuK = u1 − u2 , Jσf(u, p)nK = σf(u1, p1)n1 + σf(u2, p2)n2.
The interface conditions express the fact that the velocity is continuous across the
surface, while the normal stress is not. The equivalence of the two formulations
can be easily shown in a variational framework [FGM08], where for v ∈ V f , the
dissipative term reads:
〈RΣuδ,v〉Σ =
∫
Σ
RΣu · v dγ.
Remark 7.1 Note that from a mathematical point of view, the resistance RΣ acts
as a penalization parameter. When RΣ is high, the solution u = 0 is enforced on Σ;
when it is low, the surface is more likely a porous surface [FGM08].
In this work, for the space discretization we use the conforming stabilized ﬁnite
element method proposed in [FGM08], that allows equal order interpolations, and
for which optimal error estimates have been proved. The key ingredient consists of
combining the techniques of [HFB86, TV96] with an interface based stabilization
allowing pressure discontinuities through the interface Σ. We refer to [FGM08] for
the details of the analysis. The time discretization of the Navier-Stokes equation is
performed with a standard BDF1 scheme.
Remark 7.2 Very recently in [CFGM10] a numerical method based on a fractional
step formulation (Chorin-Temam projection scheme) has been proposed for the nu-
merical simulation of an incompressible ﬂuid through a porous interface (e.g. a
stent). Clearly this scheme can be also used for the numerical simulation of valves
in the RIS framework. Notice that this scheme, based on a peculiar stabilization
term à la Nitsche, allows for very fast and stable computations, especially in prob-
lems where the ﬂuid is also coupled with a structure (FSI problems).
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Variable resistance model. Let us now consider the model used to compute
the variable resistance RΣ. Clearly the way the resistance varies must mimic the
behavior of a real valve. The magnitude of the resistance depends therefore on the
ﬂow conditions (i.e. on the velocity and pressure).
The model used is based on the following two simple physiological considerations:
1. The valves open when subjected to a positive pressure diﬀerence, i.e. δP > 0.
2. The valves close when a ﬂow reversal happens, i.e. when Q < 0, being Q
positive in the direction of the valves opening.
Before presenting the ﬁnal algorithm for the update of the resistance magnitude,
let us give some more details on the previous two statements.
Considering the ﬁrst one, we can assume that the valve is closed until δP < 0
across it. When the pressure diﬀerence is zero, the valve is most likely in its zero-
energy state and in the process to be opened with a further increase of δP . Note
that at this point the ﬂow across the valve is still zero, and only after the valve
opening it will be positive. The evaluation of the pressure diﬀerence across the
valve can therefore be used as a test condition for the opening of the valves. Two
more considerations are now in order. On the one hand, the use of the ﬁssured mesh
technique introduced in [FGM08], allows for a computation of δP right across the
valves (for example an averaged surface pressure diﬀerence can be used). On the
other hand, it would not be correct to use information on the ﬂow positivity across
the valve as a condition for the valve opening, because theoretically when the valve
is closed the ﬂow is zero and won't be diﬀerent until the valve is not open.
Considering the second statement, from a physiological viewpoint, the valve
remains open as long as a positive ﬂow occurs in the direction of the valves opening.
Therefore the closure of the valves may only happens when Q < 0, which can be
directly evaluated on the ﬁssured surface. Note ﬁnally that in this case it wouldn't
be correct to use information on the pressure across the valve to establish the valve
closure. As a matter of fact, when the valve is open the ﬁssured valve is invisible
to the ﬂow and the pressure diﬀerence would always be zero (or close to zero) across
the valve.
The update of the resistance magnitude can be therefore summarized in the
following lines of pseudo-code:
if(closed_valve == true){
if(δP > α){
RΣ = Rov;
closed_valve == false;}}
else{
if(Q < β){
RΣ = Rcv ;
closed_valve == true;}}
where Rcv and Rov are respectively the values of the resistance for the closed and
open valve. The value of Rcv is usually high, for example in all simulations performed
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this has been set equal to 106 dyn·s/cm5. This choice of Rcv guarantees a very small
ﬂow across the closed valve, typically much less than 1% of the total ﬂow, which is
considered acceptable in the logic of the reduced model (see Remark 7.1). In normal
conditions Rov = 0, however it can be set diﬀerent from zero to model pathological
states of the valve. The parameters α and β are respectively non-negative and non-
positive and are assumed equal to zero in normal conditions. In the remaining part
of this chapter these will be assumed zero, nonetheless they can also be diﬀerent from
zero to model particular pathologies. For example a late opening can be modeled
choosing α > 0, similarly a late closure with β < 0.
Remark 7.3 For the late closure, the condition Q < β is only one of the possible
conditions that can be used to establish the closure of the valve. Another possibility
is to devise conditions based on the stroke volume. For example, valves close when
the ratio between the inﬂowing and the outﬂowing blood volumes is larger than a
prescribed percent value.
Remark 7.4 For the sake of simplicity, the RIS valve model has been presented
assuming only two states for the valve. However, it is possible to associate diﬀerent
resistances to selected sub-regions of the valve and to compute the corresponding
resistance values with respect to the local ﬂuid dynamics. In all the simulations
performed the variable resistance model presented is suﬃcient to get the main ﬂuid
dynamics phenomena of the problem under analysis. Nonetheless, other models for
the computation of the resistances could be considered.
Note ﬁnally that a further improvement to this valve model would be to add a second
set of surfaces corresponding to the fully open leaﬂets. These surfaces would of
course be equipped with a zero resistance, i.e. would be invisible, when the valves
are closed; diﬀerent from zero otherwise. Doing so, the geometrical domain seen by
the ﬂuid is realistic for the most part of the cardiac cycle and only the intermediate
dynamics, closed-to-open and open-to-closed, aren't taken into account.
The strategy employed for the update of the resistance makes the problem (7.7)
highly non-linear. In a time-advancing scheme the problem can be linearized by
computing the resistance with the velocity and pressure at the previous time-step.
Nonetheless, this linearization introduces a delay in the update of RΣ and hence in
the valve opening and closure. Considering for instance the closure, the valve closes
only after that the ﬂow is already negative. A similar consideration can be done for
the valve opening. In order to remove this delay, the time advancing scheme may
be modiﬁed in the following way:
Algorithm 7.1 Time-advancing scheme for the RIS valve model
At time-step tn, (uk, pk) = (un, pn)
Do
 RkΣ = update_resistance(u
k, pk):
 Solve problem (7.7) with RkΣ;
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 admissible = status_valve(un+1, pn+1);
 (uk, pk) = (un+1, pn+1);
While(admissible == false)
In the function named update_resistance it is implemented the valve model that
computes the resistance magnitude. The procedure status_valve provides a test
for the admissibility of the valve conﬁguration (open or closed) with respect to the
ﬂuid dynamics state. In other words, it tells whether the prediction of the valve
conﬁguration made with the update_resistance function is still admissible after
the solution of the ﬂuid problem (7.7). If not, an update of the resistance, based on
the latest velocity and pressure, is performed. The function status_valve depends
on the speciﬁc RIS valve model considered. For instance, in our case this is deﬁned
in the following way:
if(closed_valve == true)
if(δP > 0) return false;
else
if(Q < 0) return false;
return true;
In practice this test simply states that the valve cannot be closed (resp. open) if
the pressure diﬀerence is positive (resp. the ﬂow is negative). Notice also that this
strategy is very cheap. As a matter of fact the actual re-computation of the Navier-
Stokes problem happens only when the valve changes conﬁguration, i.e. from open
to closed and from closed to open. In physiological ﬂows this happens only twice
for each valve per cardiac cycle.
Remark 7.5 Note that the approach proposed diﬀers remarkably from other existing
approaches that use immersed surfaces for valve modeling (e.g. [NWY06]). Our
method introduces new features not considered in previous works. Examples of these
features are: the use of realistic geometries for the valves in their open and closed
conﬁgurations, the precise capture of the pressure jump during the valve closure and
a physiologically based resistance model.
In the next section, diﬀerent numerical experiments are presented in order to il-
lustrate the capabilities of the proposed approach. All the simulations involve an
incompressible viscous ﬂuid either in a rigid domain or in a moving domain (with im-
posed displacements) and are performed with Algorithm 7.1. A preliminary example
in ﬂuid-structure interaction problems is also given for the sake of completeness in
Section 7.5. Nonetheless for the latter, the standard advancing-scheme (without the
status_valve procedure) is used. The application of Algorithm 7.1 in FSI prob-
lems has to be accurately analyzed and maybe related to the speciﬁc partitioned
FSI scheme in use (see Section 2.5.3).
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7.4 Numerical experiments
7.4.1 Pressure jump test.
In this ﬁrst test case we intend to give a better insight into the properties of the
RIS valve model, without the aim of providing physiologically relevant numerical
simulations. We consider a simple rigid tube with a resistive immersed surface in
the middle of it. The computational domain is given in Figure 7.5.a. The mesh
is rather coarse and is made of 13818 tetrahedral elements. As usual, the ﬂuid
density ρf and the viscosity µ are assumed constant and equal to 1.0 g cm−3 and
0.035 g cm−1s−1, respectively. The ﬂuid is assumed initially at rest and a sinusoidal
pressure is imposed at the inlet, Figure 7.5.b. At the outlet the boundary condition
σfnf = Poutn
f is imposed, Pout is given by the RCR model described by the following
ordinary diﬀerential equation [VC06]:
Pout +RdC
dPout
dt
= (R+Rd)Q+RRdC
dQ
dt
+ Pd +RdC
dPd
dt
, (7.9)
where R is the proximal resistance, Rd the distal resistance, C the capacitance
and Pd the distal pressure. In our case these parameters assume the values R =
150 dyn·s/cm5, Rd = 700 dyn·s/cm5, C = 10−3 cm5/dyn and Pd = 0.
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Figure 7.5: Left: Computational domain and mesh discretization, the resistive
immersed surface is represented in red. Right: Imposed pressure at the inlet
(σfnf = 2000 sin(4πt)nf).
The simulation is carried out for 8 seconds with a time-step size of 5 · 10−3 sec-
onds. The computational results for the last two cycles are reported in Figures 7.6
and 7.7. In Figure 7.6 the elevated surface represents the pressure distribution in
the longitudinal mid surface of the tube for two diﬀerent points in time. On the
one hand, when the valve is closed a precise pressure jump is given on the immersed
surface by the resistive valve model. Note that this jump would be smeared at the
interface with a continuous approximation for the pressure. On the other hand,
when the valve is open, the resistance RΣ is zero and the pressure assume the same
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value on the two sides of the ﬁssure. This is also conﬁrmed by the pressure curves
reported in Figure 7.7. The blue curve gives the pressure on the inlet side of the
ﬁssure, the red one on the outlet side. Note that when the valve is open, the ﬂow is
positive and the pressures coincide. On the contrary, when the valve is closed, the
ﬂow is zero and a pressure diﬀerence is present at the interface.
-2.0e+03 -1.0e+03 0.0e+00 1.0e+03 2.0e+03
Pressure [dyn/cm^2]
Figure 7.6: Left: Pressure distribution at time t = 7.4 s, the valve is closed. Right:
Pressure distribution at time t = 7.6 s, the valve is open.
In Figure 7.7, four vertical grey lines indicate the successive opening and closure
of the valve, respectively noted as OV and CV. It is important to observe that right
after the closure of the valve a slight increase of the pressure is experienced at the
outlet side of the ﬁssure. This may be explained as the result of the inertia of the
ﬂuid, which causes a ﬂuid motion from the outlet towards the ﬁxed closed valve
during its closure. Interestingly, this second peak of pressure seems to occur also
in cardiac physiology. This is the so-called dicrotic wave (or dicrotic nocht), which
happens in the early diastolic phase, right after the closure of the aortic valve (see
Figure 1.4, Phase III in the pressure graph).
The origin of the dicrotic wave is very discussed in the medical community and
it is more likely the result of multiple concomitant factors such as the closure of
the aortic valves, the longitudinal recoil of the ascending aorta and the presence of
coronaries [Yeo89, Sam12, Ale53, DTM73]. Here, we do not claim that this simple
valve model is able to catch the whole complexity of this phenomenon. Nonetheless
it is interesting to observe that the proposed model mimics the valve dynamics
described in one of the ﬁrst interpretations of the dicrotic wave. Quoting from
G.F. Yeo's A manual of physiology, edition 1889:
The dicrotic notch then most probably depends upon a negative centrifugal
wave, caused by the sudden stoppage of the inﬂow and the momentary reﬂux
of blood during the closure of the valves; and the dicrotic crest is, no doubt,
produced by the completion of their closure, at which moment the sudden check
given to the reﬂux of the blood column causes a positive centrifugal wave to
follow the primary wave of the pulse.
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Figure 7.7: Pressures and ﬂow on the resistive immersed surface. Valve 1 and Valve 2
identify respectively the inlet and the outlet side of the ﬁssure.
7.4.2 Normal and stenotic conﬁgurations of the aortic valves.
This test case concerns the numerical simulation of the blood dynamics in the aortic
root. Two diﬀerent conﬁgurations of the valves are addressed. In the ﬁrst one, the
three leaﬂets opens normally, in the second one we suppose that one of the leaﬂets
does not open. The two conﬁgurations are respectively named normal and stenotic
for the sake of simplicity. Note that the condition reproduced in the second case is
rather extreme from the medical viewpoint and it is used here as an example to
illustrate the ﬂexibility of the method. More realistic stenotic valve conﬁgurations
can clearly be obtained from medical images.
Both the open and closed conﬁgurations have been used in the computations (see
Figure 7.8). The open conﬁguration, obtained from the 3D FSI simulation realized
in Chapter 6, is green colored, the closed one is blue, ﬁnally the red leaﬂet in the
stenotic valve is assumed ﬁxed during the whole cardiac cycle.
The ﬂuid domain is reported in Figure 7.9 and is made of approximatively 270000
tetrahedral elements for both the considered cases. As mentioned in Chapter 6, the
simulations of the aortic root (with valves) have inherent diﬃculties related to the
choice of the boundary conditions. We have also noticed how the prescription of
Neumann-type boundary conditions, both at the inlet and at the outlet, may be
diﬃcult when physiological values of velocity and pressure are involved (see Section
6.2). In [HNP+06], where the closure of a mechanical heart valve has been studied,
the authors suggested to switch between Dirichlet and Neumann conditions at the
end of the systole. A similar approach is used here. During the systole, when the
valves are open, a ﬂow boundary condition is imposed at the inlet. During the
diastole, when the valves are closed, we replace the ﬂow condition with a pressure
condition deﬁned by a function that describes the pressure behavior in the left
ventricle. Notice that, in order to easily switch from Dirichlet to Neumann and from
Neumann to Dirichlet, the ﬂow boundary condition is imposed by penalization. For
the sake of simplicity, polynomial functions have been used to deﬁne the pressure
behavior at the inlet during the diastolic phase. Nonetheless more complex (and
178
Figure 7.8: Left: Normal aortic valves. Right: Stenotic aortic valves, the red valve
is ﬁxed for the whole cardiac cycle.
realistic) models based for example on elastance model of the heart [SSW+03] could
be imagined. On the outlet, Γout, the RCR model (7.9) is used. In both simulations
its parameters are R = 150 dyn·s/cm5, Rd = 2300 dyn·s/cm5, C = 9 ·10−4 cm5/dyn
and Pd = 0. For both coronaries, Γcor, a resistance is imposed. Its magnitude is
deﬁned by a function that mimics the behavior of the heart contraction. Notice in
fact that the resistance in the coronaries increases during systole, when the heart
muscle contracts, and decreases during diastole, when the heart muscle relaxes.
Figure 7.9: Computational ﬂuid domain.
The simulations are run for 10 seconds with a time-step size of 5 · 10−3 seconds.
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The computational results for the last complete cycle are reported in Figures 7.10
for the normal and for the stenotic valves. As in the previous test case the opening
and closure of the valve are identiﬁed by the grey lines in the pressure plots.
The use the RIS valve model leads to very robust computations even when
physiological pressures are involved. In Figure 7.10.a, the variation in time of the
pressure at the inlet and at the outlet are represented for the normal valve. Notice
the physiological increase of the downstream pressure respect to the upstream, before
the valve closure. In Figure 7.10.b a comparison among the pressures of the two
simulations is given: the stenotic leaﬂet entails a higher pressure during the ejection
phase.
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Figure 7.10: Left: Variation of the pressure and ﬂow for the normal case over a
complete cardiac cycle. Right: Comparison among the pressures of the normal and
stenotic cases.
During the systole, the open valve conﬁguration replaces the closed one. The
velocity distributions at time t = 9.12 s are reported in Figure 7.11 for the normal
and for the stenotic cases. Notice the modiﬁcation of the ﬂow distribution and the
increase of the peak velocity (approximatively 50 cm/s) induced by the ﬁxed leaﬂet.
This diﬀerences have been captured because of the second set of surfaces describing
the open conﬁgurations of the valves. The use of this second set of surfaces is
also appealing for providing a fast computation of the jet proﬁle downstream of
the valve, for example with the Lagrangian coherent structures (LCS) technique
presented in Chapter 6. In Figure 7.12, the LCS surfaces have been computed for
the two conﬁgurations. Qualitatively, two aspects are remarkable: ﬁrst, the inﬂuence
of the ﬁxed stenotic valve in the development of the jet proﬁle across the valve;
second, the resemblance between the 3D FTLE ﬁeld computed in Figure 6.7.d and
the one of the normal case.
7.4.3 Left ventricle with imposed analytical displacements.
The problem we consider now is the ﬂow dynamics in the left ventricle of the heart.
The numerical experiment is performed by imposing analytical displacements on the
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Figure 7.11: Velocity distribution for the normal (left) and stenotic (right) aortic
valve at time t = 9.12 s (peak ﬂow).
Figure 7.12: LCS computation of the blood ﬂow jet at time t = 9.12 s for the normal
(left) and stenotic (right) aortic valve.
heart wall. In Section 7.4.4, we also brieﬂy discuss some preliminary result obtained
with the use of realistic displacements, derived by an electromechanical simulation
of the heart [CFG+09].
The surface geometry of the heart has been acquired by Zygote Media Group and
is part of the project 3D Science. Most likely, this geometry has been obtained from
the post-processing of highly resolved CT (Computer Tomography) data. Before
the actual use of this geometry for numerical computations, important works of re-
modeling and re-meshing have been done by engineers and researchers of MACS and
REO teams at INRIA. Concerning this test case, the closed conﬁgurations of the
aortic and mitral valves, as well as the aortic root and a simpliﬁed geometry of the
atrium, have been included to the left ventricle mesh. In Figure 7.13 the geometries
of the two valves are given. All the operations of modeling and meshing have been
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performed with the software 3-matic distributed by the society Materialise.
Figure 7.13: Left: Closed aortic valve mesh. Right: Closed mitral valve mesh.
The computational domain is represented in Figure 7.14.a and is made of 267917
tetrahedral elements. For what concerns the displacements, they are governed in
space by the parabolic function π(t) constructed with respect to the ﬁx axis α.
The amplitude of π(t) varies in time with the periodic sinusoidal function given in
Figure 7.14.b.
The displacements deﬁned by the function π(t) are imposed on the blue part of
Γwall, the ventricle wall. This is indicated in the following by Γd. In the red and
green parts of Γwall, corresponding respectively to the atrium and the aortic root,
the displacements are implicitly given in the mesh update step of the ALE problem
by solving the following problem:

−∆df = 0, in Ωf ,
df = 0, on Γin and Γout,
df = d(π(t)), on Γd,
∇df · n = 0; on Γwall\Γd,
(7.10)
Note also that in the ALE formulation, if we let the RIS valves move with the ﬂuid
mesh, we have to rewrite problem (7.7) as follows:{
ρf (∂tu|A + (u−w) · ∇u)− divσf(u, p) +RΣ(u−w)δ = f , in Ωf ,
divu = 0, in Ωf ,
(7.11)
w being the mesh velocity. Of course in that case, the movements of the surfaces
representing the valves are not related to a physical velocity. Nevertheless, this
artifact is necessary to follow the large movements of the heart. In addition, com-
pared to the deformation of the myocardium, the deformation of these surfaces is
relatively moderate. This approximation can therefore be considered as reasonable
in the framework of this simpliﬁed model.
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Figure 7.14: Left: Computational ﬂuid domain. Right: Normalized imposed dis-
placement
For the boundary conditions on Γin a constant pressure of 15000 dyn/cm2 is
imposed, on Γout an RCR model is used, its parameters are the same of the previous
test case. The simulation is carried out for 10 seconds with a time-step size of
5 · 10−3 seconds.
In Figure 7.15, the ﬂuid dynamics in the left ventricle is given for diﬀerent
points in time of the last cardiac cycle. The initial conﬁguration of the left ventricle
is represented in black, in the background, to better illustrate the amplitude of the
displacements. The red and blue colors of the aortic and mitral valves are used to
indicate the valves closure and opening, respectively.
Although the simple choice of the displacement function, the analysis of the re-
sults highlights high vorticity in the ﬂow ﬁeld during the diastolic phase (Figures
7.15.e and 7.15.f). This phenomenon has been observed also in other computa-
tional studies focused on the re-ﬁlling of the left ventricle (see e.g. [DPB05] and
references therein). Clearly, further analysis in this direction require more realistic
displacements.
For the pressure, results similar to that obtained in the previous test case are
retrieved, the only aspect that is worth noticing is that the isovolumic contraction
and relaxation seem to be missing in the pressure curves. This is probably related
to the simple imposed dynamics. Nonetheless, for the considered choice of RΣ,
preliminary results indicate that the RIS valve model handles the two phases without
diﬃculties. An example where the left-ventricle pressure varies smoothly between
the aortic and the atrium pressures (isovolumic relaxation) is given in the next
section.
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(a) t = 9.00 s (b) t = 9.20 s (c) t = 9.40 s
(d) t = 9.60 s (e) t = 9.80 s (f) t = 10.0 s
0.00e+00 2.75e+01 5.50e+01 8.25e+01 1.10e+02
Velocity [cm/s]
Figure 7.15: Fluid dynamics in the left ventricle for diﬀerent points in time of the
cycle. Open valves are represented in blue, closed valves in red.
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7.4.4 Left ventricle with imposed realistic displacements.
In this last section, we discuss some preliminary results on the simulation of the
ﬂuid dynamics in the left ventricle, where the imposed displacements are given by an
eletromechanical simulation of the heart, similar to the one performed in [CFG+09].
The displacements imposed on the heart lead to a physiological variation of the
volume of the left ventricle, represented in Figure 7.16 (see [Moi08, CFG+09] for
the details of the electromechanical simulation).
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Figure 7.16: Variation of the left ventricle volume over a cardiac cycle.
For this computation, we have used the same ﬂuid domain presented in the
previous section. The displacements have been imposed both on the left ventricle
wall and on the aortic wall (respectively blue and green in Figure 7.14.a). For the
atrium wall, the red part, the displacements have been computed during the ALE
step, as already discussed in Section 7.4.3. As before, the resistive immersed surface
model is used for both the valves, aortic and mitral.
The simulation has been run only for one cardiac cycle with a time-step of 10−3
seconds. In this preliminary test a simpliﬁed choice for the boundaries conditions
on Γin and Γout is made (see Figure 7.14.a for the notation). A constant pressure
is imposed on both boundaries: on Γin equal to 15000 dyn/cm2, on Γout equal to
90000 dyn/cm2.
Although a single cardiac cycle is not suﬃcient to remove the eﬀects of the initial
conditions and that the boundary conditions could be improved (for example using
ad hoc reduced models), some positive considerations on the results can already be
done. First, the ALE formulation is able to handle without diﬃculties the large
displacements that characterize the heart wall mechanics. This gives an important
conﬁrmation on the future use of the ALE formulation for the simulation of the ﬂuid-
structure interaction with the heart wall. Second, the RIS valve model ensures very
robust and eﬃcient computations also in physiological ﬂow conditions. The velocity
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distribution for diﬀerent points in time is given in Figure 7.17. Third, within the RIS
approach, using more physiological displacements than the one constructed in the
previous section, it is possible to easily handle the isovolumic phases of the cardiac
cycle. A conﬁrmation of this last point is given in Figure 7.18, where successive
phases of an isovolumic relaxation are represented. In Figure 7.18.a the aortic valve
is open and the mitral valve is closed, the pressure in the left ventricle is equal to the
one of the aorta. From Figure 7.18.b to Figure 7.18.e both of the valves are closed,
and the pressure slowly reduces as soon as the volume of the ventricle increases.
In Figure 7.18.f the mitral valve opens while the aortic valve is still closed. The
pressure in the ventricle is now equal to the one of the atrium.
More extensive tests, with multiple cardiac cycles and more physiological bound-
ary conditions, are planned in the very short future. After that, the ﬂuid-structure
interaction problem in the heart will be considered.
7.5 Discussion
In this chapter we presented a new reduced model for the modeling of heart valves.
Within this approach, the valve is replaced by an immersed surface acting as a
resistance on the ﬂuid. The opening or the closure of the valve, i.e. the value of
the resistance, is based on very simple ﬂuid dynamics principles. Various tests have
been presented to illustrate its eﬃciency and robustness in complex ﬂuid dynamics
problems (e.g. for three-dimensional ventricle blood ﬂow simulations).
This approach represents a compromise between lumped parameter and multidi-
mensional models. Although it cannot be considered to accurately describe the valve
biomechanics, it nevertheless limits considerably the artifacts introduced by stan-
dard lumped parameter models, which require the introduction of artiﬁcial bound-
aries in region characterized by a strong variability, in space and time, of the ﬂuid
dynamics quantities. It allows also for very eﬃcient and robust computations com-
pared to full 3D FSI simulations and the introduction of two conﬁgurations, open
and the closed, limits the inaccuracies due to the absence of the valve dynamics.
Moreover, the RIS valve model seems to allow a certain ﬂexibility in reproducing
also pathological states of the valves. Pathologies such as regurgitation or stenosis
can be included either in the mathematical model, or directly in the computational
geometry.
As an ultimate goal, we plan to use this model for the numerical simulations of
cardiac ﬂuid-structure interaction problems where a precise description of the leaﬂet
biomechanics is not required. A remarkable example is the ﬂuid-structure interaction
in left ventricle. To this end, the range of validity of the RIS valve model and the
robustness of Algorithm 7.1 have to be accurately analyzed and intensively tested
in FSI problems. Nonetheless, preliminary results, that conﬁrm the applicability of
the model in FSI problems, have already been obtained. In Figure 7.19 and Figure
7.20 are reported the results obtained for the pressure jump test (see Section 7.4.1)
where half of the tube is ﬂexible. The FSI coupled problem is solved with a strongly
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(a) t = 0 s (b) t = 0.082 s (c) t = 0.164 s (d) t = 0.246 s
(e) t = 0.328 s (f) t = 0.410 s (g) t = 0.492 s (h) t = 0.656 s
0.00e+00 1.25e+02 2.50e+02 3.75e+02 5.00e+02
Velocity [cm/s]
Figure 7.17: Fluid dynamics in the left ventricle for diﬀerent points in time of the
cardiac cycle. Open valves are represented in blue, closed valves in red.
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(a) (b) (c)
(d) (e) (f)
2.00e+04 3.75e+04 5.50e+04 7.25e+04 9.00e+04
Pressure [dyn/cm^2]
Figure 7.18: Successive time-steps of an isovolumic relaxation. The elevated surface
represents the pressure.
coupled partitioned scheme based on a quasi-Newton iterative algorithm [GV03]. In
this preliminary test case the update of the resistance for the RIS valve is based on
the velocity and pressure at the previous time-step (i.e. on the standard version of
the scheme).
For the ﬂuid, we used the same computational domain, boundary conditions and
initial conditions given in Section 7.4.1 [CB03]. The structure is discretized with
the MITC4 General Shell Elements. The thickness, the Young modulus and the
Poisson ratio are respectively ﬁxed to 0.1 cm, 106 dyn/cm2 and 0.3. The structure
mesh is conforming to the ﬂuid mesh at the interface. We carried out the simulation
for 8 seconds with a time-step size of 2·10−3 s. The results obtained are qualitatively
similar to the one of the ﬁxed case. Nonetheless some diﬀerences in the pressure
curves can be observed at the closure of the valve (Figure 7.20). Clearly, among the
causes of these diﬀerences, the ﬂexible structure has a primary responsability, but
also the updating strategy of the resistance may play a role. Further investigations
on this last point are required.
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-2.0e+03 -1.0e+03 0.0e+00 1.0e+03 2.0e+03
Pressure [dyn/cm^2]
Figure 7.19: Left: Pressure distribution at time t = 7.4 s, the valve is closed. Right:
Pressure distribution at time t = 7.6 s, the valve is open.
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Figure 7.20: Pressures and ﬂow on the resistive immersed surface. Valve 1 and
Valve 2 identify respectively the inlet and the outlet side of the ﬁssure.
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Conclusions and perspectives
In the cardiovascular system, the mechanical interactions of the blood with the
vessels, the valves and the heart, give rise to complex ﬂuid-structure interaction
problems. In this thesis, we focused on the numerical analysis and the development
of eﬃcient partitioned algorithms for the resolution of these problems.
Among the various partitioned algorithms, the projection semi-implicit coupling
scheme, proposed in [FGG06, FGG07], oﬀers an excellent compromise between sta-
bility and eﬃciency in cardiovascular problems. In Part I, Chapter 3, we analyzed
the convergence properties of the scheme both theoretically and numerically. From
a theoretical point of view, we proved the convergence of the scheme in the case
of a non-conforming space discretization at the ﬂuid-structure interface. We dis-
cussed the optimality in space of the error estimates for diﬀerent choices of the
structure model (linearized elasticity, membrane and shell), for diﬀerent choices of
the interface matching operator (pointwise and matching) and with respect to the
polynomial degree of the ﬂuid approximation. In time we proved that the scheme
is at least
√
τ accurate and we supported this result with a numerical test where a
small reduction of the convergence rate is observed for pressure and displacements.
In Chapter 4, we replaced the strong Dirichlet-Neumann coupling enforced on
the explicit step of the projection semi-implicit scheme with a Robin-Robin coupling
derived from the Nitsche's interface method [BHS03, HHS04, BF07, BF09]. The
resulting Robin-based semi-implicit coupling improves the stability properties of
the original algorithm, in particular the new method is stable under a stability
condition independent of:
1. the added-mass eﬀect in the system (ﬂuid-solid density ratio and geometry of
the domain);
2. the numerical dissipation of the solid time-discretization.
The validity of this approach was illustrated with various numerical experiments, in
particular an idealized abdominal aortic aneurysm.
In Part II, we have considered the numerical simulation of ﬂuid-structure interac-
tion problems with cardiac valves. A modular algorithm for the numerical simulation
of ﬂuid-structure interaction problems, where contact among multiple elastic solids
can occur, was presented in Chapter 5. The contact algorithm, implemented in an
independent C++ software, can handle multi-structure and auto contacts. This
procedure has been tested for diﬀerent problems in two and three dimensions and
has been applied in Chapter 6 to the investigation of the blood jet downstream of
the aortic valve. In the same chapter, we made use of an advanced post-processing
technique based on the computation of Lagrangian coherent structures to better
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identify the evolution of the jet proﬁle. This technique allows to precisely character-
ize major ﬂow features, such as vorticity, separation, stagnation and mixing, which
are known to inﬂuence health maintenance and disease progression.
The computational costs and the numerical diﬃculties underling the numerical
simulation of cardiac valves, moved us to explore also alternative solutions - more
eﬃcient and robust - to perform numerical simulations with cardiac valves. In
Part III, Chapter 7, we have presented a new reduced valve model based on resistive
immersed surfaces. This model represents a compromise between standard lumped
parameter models and fully 3D FSI computations. Its main characteristics are here
recalled:
• when the valve is closed, the pressure jump across the valve is accurately
captured with the use of the ﬁssure technique proposed in [FGM08].
• when the valve is open, the use of a second set of surfaces in the ﬂuid domain
allows to capture the main ﬂow features of the cardiac cycles.
• the opening and closure of the valve relies on simple physiological considera-
tions that ensure reliability and robustness to the model.
We conclude this thesis discussing some aspects of the present work that might
lead to future developments.
Considering the convergence analysis of the projection semi-implicit scheme,
some diﬀerences between the theoretical estimate and the convergence results ob-
tained numerically can be observed. The origin of these diﬀerences must be accu-
rately investigated in order to improve the understanding of the mathematical and
numerical properties of the semi-implicit coupling scheme in ﬂuid-structure inter-
action. With the same purpose, it will be also interesting to perform a theoretical
analysis of the convergence properties of the incremental semi-implicit scheme - Al-
gorithm 3.4, p. 93 - and of the Robin based semi-implicit scheme - Algorithm 4.1,
p. 101.
The reinterpretation of the Nitsche's interface method as a particular Robin-
Robin coupling might also lead to new insights in the development of ﬂuid-structure
interaction coupling schemes, and more in general for the coupling in multiphysics
interface problems (see for example [Han05]).
In the framework of the numerical simulation of cardiac valves, two possible
research directions can be addressed: one more numerical oriented, the other more
clinically relevant.
From the numerical viewpoint, in 3D FSI simulations we are currently studying
how to extend the diﬀerent formulations of the projection semi-implicit coupling
within the Fictitious Domain formulation, in order to reduce the computational
costs of fully 3D numerical simulations. Preliminary steps in this direction have
been made in [dS07]. Note that the coupling algorithm in the FD formulation
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is non-trivial for the pressure-Poisson formulation of the semi-implicit scheme (see
Section 2.5.3, p. 53). In addition, considering the contact algorithm, further analysis
on the choice of the descent step in the Uzawa algorithm (see Remark 5.2) might
also lead to new interesting mathematical results.
Currently, much eﬀort is made to extend the reduced immersed surface (RIS)
valve model to ﬂuid-structure interaction problems. The results presented in Section
7.5 are promising, but more subtile analyses have to be made for the development of
robust and reliable numerical procedures. In particular, an essential element will be
the extension of the updating strategy presented in Algorithm 7.1 to FSI problems.
Comparisons between fully 3D and RIS valves in term of performance and relia-
bility are also contemplated. With regard to this point, the Lagrangian Coherent
Structures (LCS) method oﬀers an excellent framework for the comparisons.
From the clinical viewpoint, we are also planning to study relevant stenotic
conditions using the RIS valve model and to analyze the corresponding results with
the LCS post-processing technique.
As an ultimate goal, we plan to use robust and eﬃcient partitioned FSI schemes
together with the RIS valve model to simulate the ﬂuid-structure interaction in the
heart.

Appendix A
External tissue support for FSI
simulations
During the last decade, the numerical modeling of three-dimensional blood ﬂows in
compliant arteries has become a very active ﬁeld of research. For obvious reasons,
it is not possible to model the entire arterial tree with three-dimensional models.
Therefore, artiﬁcial truncations must be introduced in the computational domains
and some adequate corresponding boundary conditions considered. In the ﬂuid
domain, much work has already been done for what concerns ﬂow and pressure
boundary conditions (see for example [FVCJ+06, FGNQ01, FMN07]) but few simu-
lations take into account the eﬀects of the tissues surrounding the solid domain. In
fact, in all the FSI studies we are aware of, a constant pressure (or normal stress)
is applied on the outer part of the structure wall. This simple boundary condition
is not able to sustain the artery and typically results in an artiﬁcial global bending
motion. In practice, this global movement induces inaccuracies (and in the worst
case instabilities) much greater than those introduced by spurious reﬂections on ar-
tiﬁcial boundaries. A possible idea is thus to introduce a boundary condition along
the external solid wall that consists of an elastic and a viscoelastic term, which
represents the support provided by the surrounding tissues. From a mathematical
viewpoint, this corresponds to the following generalized Robin boundary condition
on the wall
Πns = −ks(d− db)− cs(us − ub), (A.1)
where db and ub are the reference displacement and velocity of the boundary. The
parameters ks and cs, possibly distributed in space and time, can be adjusted to
mimic the elastic and viscoelastic response of various physiological external tissues.
This technique can model a wide range of contact (from very stiﬀ external tissue
to very soft external tissue). Along the artery the model aims at representing the
external organs, for example the spine that supports the descending aorta. On the
inlet or outlet ending, it should represent the rest of the cardiovascular tree: the
vessels but also the moving heart when considering the ascending aorta. We also
point out that time dependent parameters can be imagined for instance to model
the eﬀect of the change of mechanical properties of the lungs during respiration.
In the preliminary results presented below, the parameters have been chosen to
reproduce the expected qualitative behavior for the structure. Clearly in more realis-
tic situations, more accurate techniques, based for instance on parameter estimation
procedures, should be considered.
An example on a carotid bifurcation. The simple FSI test presented here,
made on an idealized carotid bifurcation, is representative of various tests made
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to illustrate the qualitative diﬀerences between the use of a standard constant
pressure and the boundary condition (A.1) for the external structure wall.
The geometry considered is made of 11426 hexahedral elements (see Figure
A.1.a). The ﬂow proﬁle given in Figure A.1.b is imposed on Γin. On Γout1 and
Γout2 , two resistance boundary conditions have been used, both of them equal to
550 dyn·s/cm5. The structure matches the ﬂuid mesh on Γwall and is described
by the same non-linear shell model used in Section 7.5 for the pressure jump test.
In this case the thickness, the Young modulus and the Poisson ratio are respec-
tively ﬁxed to 0.05 cm, 3 · 106 dyn/cm2 and 0.3. For the coupling, the semi-implicit
projection coupling algorithm is used.
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Figure A.1: Left: Computational ﬂuid domain. Right: Imposed ﬂow proﬁle.
Two simulations are presented: one doesn't include boundary condition (A.1),
the other does. For the one that incorporates the external tissue, we set ks =
500 dyn/cm3 and cs = 1000 dyn/cm3. The results for three diﬀerent time-steps
are given in Figure A.2, the magnitude of the displacements is represented. On the
one hand, the eﬀect of an unphysical bending can be observed in the simulation
that doesn't use the external tissue support (on the left in Figure A.2). Notice in
fact how the maximum value of the displacements changes side of the carotid for
successive time-steps. On the other hand, the use of a reduced model for the external
tissue circumvents this problem and allows for more reliable numerical simulations.
Other tests, on diﬀerent idealized geometries and with diﬀerent structure solvers,
have been performed. In all the considered cases, the improvement on the results
were remarkable. In [MXA+], a more physiological investigation is currently under
analysis for the simulation of the aortic arch.
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Figure A.2: Displacement in the cases of a constant pressure (left) and of boundary
condition (A.1) (right) applied to the structure wall.
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