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1. Introduction
Thepurposeof this paper is topresent threenewapplications of the author’s operator trigonometry.
For background and references, see the two 1997 books [1,2] and especially the author’s recent review
[3], where onewill ﬁnd a full set of citations giving the historical development of this noncommutative
operator trigonometry. The speciﬁc goal of this present paper is to continue to expand the scope of
the operator trigonometry by presenting these three new applications in three diverse mathematical
domains: matrix statistics, numerical analysis, and theoretical physics.
Section 2presents an operator-trigonometric proof of theDrury et al. inequality [4] for theHotelling
correlation coefﬁcient. For further background on the latter, I refer the reader to the (extensive) paper
[4]. In my recent paper [5], I informally discussed how one could recast and simplify the proof in [4]
by giving an operator-trigonometric interpretation. Here we obtain the general result.
Section 3 presents the operator-trigonometric meaning of the Chaitin-Chatelin and Gratton [6]
expression for the absolute condition number C(H) of the Hermitian polar factor H of real invertible
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n × nmatrix A. I prefer and advance here the shorter name Frobenius condition, and indeed a Google
search reveals that others have also used (essentially) this shorter notation. In my recent review [3]
I discussed the result to be presented here, but I want to present it here to the general linear algebra
community, with emphasis on the fact that C(H) and the conventional condition number K(A) are
completely equivalent even though K(A) predominates in the numerical analysis literature. The oper-
ator trigonometry shows how C(H) provides a useful alternative geometrical picture, one based upon
matrix numerical errors caused by maximal turnings rather than upon maximal dilations measured
by K(A).
Section 4 presents a completely new operator trigonometry for twistor matrices. These very recent
results were occasioned by a week of lectures (January, 2007) here by Penrose. During that week I
worked out the outline of the twistor trigonometry to be presented here. A sufﬁcient background ref-
erence Iwill assumehere is the recent book [7] by Penrose. Further resultswill be presented elsewhere
[8].
Let us brieﬂy recall some essentials [1–3] of the operator trigonometry. From a 1967 question of
multiplicative perturbation B of an operator contraction semigroup inﬁnitesimal generator A, I was led
to the following two entities μ1 and ν1. Let us for simplicity here just take the special case in which A
and B are both symmetric bounded positive definite operators on a Hilbert space. Consider
μ1 = inf
x /=0
〈Ax, x〉
‖Ax‖‖x‖ (1.1)
and
ν1 = inf
>0
‖B − I‖. (1.2)
I calledμ1 theﬁrst antieigenvalueofA, and I also calledφ(A) = cos−1 μ1 theoperator (maximal turning)
angle of A. Then I established a min-max theorem (see [2, p. 53]) to show that then φ(B) = sin−1 ν1.
Thus for an operator A one has cos2 φ(A) + sin2 φ(A) = 1 and an operator trigonometry. Moreover, I
established early (see [1,2,3] for more history) that cosφ(A) = 2√mM/(M + m) and sinφ(A) = (M −
m)/(M + m), where M and m are the upper and lower bounds of the spectrum of A, and also that the
(two) vectors most turned by A, which I called the antieigenvectors, are
x± =
(
M
M + m
)1/2
xm ±
(
m
M + m
)1/2
xM , (1.3)
where I assumed the upper and lower bounds M and m are attained by norm one vectors xM and xm,
respectively.
In this paper, attention will be conﬁned to the case where A is a symmetric positive definite or
Hermitian positive definite n × nmatrix. ThenM = λn andm = λ1 if you are a mathematician,M = λ1
and m = λn if you are a statistician, and I would not speak for physicists who might insist on bras
and kets before entertaining any discussion. In Section 2, we follow the statistician’s convention 0 <
λn < λn−1 < · · · < λ1 and for simplicity we assume all eigenvalues to be distinct. I mention that for
eigenvalues of multiplicity greater than one, the operator trigonometry holds as well [9]: one just
may take any eigenvectors in (1.3) from the unit sphere in the particular eigenspace. In Section 3,
we revert back to the mathematician’s and numerical analyst’s convention of 0 < λ1 < λ2 < · · · < λn.
However, we note that the overall community has generally adopted the statisticians ordering sense
for an operator’s singular values: 0 < σn < σn−1 < · · · < σ1. In Section 4, I am only going to treat 2× 2
Hermitian matrices and I will consider the two eigenvalues ordered by 0 λ1  λ2.
2. Hotelling correlation
This section relies heavily in [4] where canonical correlation and other concepts and important
inequalities of statistics are explained. In that extensive paper Drury et al. [4] the Hotelling correla-
tion coefﬁcient ρ2 =
∏m
i=1 κ2i for a Schur-partitioned SPD n × n dispersion matrix A is related to the
inequality [4, Eq. (5.40)]
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m∏
i=1
(
λi − λn−i+1
λi + λn−i+1
)2

m∏
i=1
(
λi − λn−m+i
λi + λn−m+i
)2

(
λ1 − λn
λ1 + λn
)n
. (2.1)
The right inequality follows by elementary considerations, but the left one does not.
Here I want to give a general, and operator-theoretic, proof of the important left inequality in (2.1),
thereby completing my preliminary discussion in [5]. Let us therefore consider the left inequality,
which we write out in the special case of 0 < λ4 < λ3 < λ2 < λ1, this is [4, Eq. (5.41)],(
λ1 − λ4
λ1 + λ4
)2 (
λ2 − λ3
λ2 + λ3
)2

(
λ1 − λ3
λ1 + λ3
)2 (
λ2 − λ4
λ2 + λ4
)2
. (2.2)
One versed in the operator trigonometry immediately notices (2.2) is, trigonometrically, ﬁrst taking
square roots of course,
sinφ14 sinφ23  sinφ13 sinφ24, (2.3)
where φ14 is the operator maximal turning angle φ(A), φ23 is the next (interior) turning angle (see [9]
for these interior turning angles), and φ13 and φ24 are ‘skew’ critical interior turning angles determined
by the maximal turning action of A on the respective eigenspaces.
Theorem 1. The general Hotelling correlation inequality (2.1) is operator trigonometric. More specifically,
it may be derived operator trigonometrically.
Proof. First let us prove the special case (2.2). That inequality is easily seen to be equivalent to the
inequality
1 −
(
λ1λ3+λ2λ4
λ1λ2+λ3λ4
)
1 +
(
λ1λ3+λ2λ4
λ1λ2+λ3λ4
)  1 −
(
λ1λ4+λ2λ3
λ1λ2+λ3λ4
)
1 +
(
λ1λ4+λ2λ3
λ1λ2+λ3λ4
) .  (2.4)
The expression (2.4) is of the form f (t1) f (t2) where f (t) = (1 − t)/(1 + t) is strictly decreasing for
t > −1. Because λ1λ3 + λ2λ4 > λ1λ4 + λ2λ3 because λ3 > λ4, we have a proof of (2.2) byworking back-
ward from (2.4). But here we want this to be seen in an operator-trigonometric geometric way. Not
immediately seeing how to show and proceed directly from (2.3), instead we see that (2.4) with its
common denominator can be rewritten as
sinφ(ALHS) sinφ(ARHS), (2.5)
whereALHS is an imaginedoperatorwith largest eigenvalueλ1λ2 + λ3λ4 andsmallest eigenvalueλ1λ3 +
λ2λ4, and similarly ARHS has largest eigenvalue λ1λ2 + λ3λ4 and smallest eigenvalue λ1λ4 + λ2λ3. Thus
working backward from (2.5) proves the Hotelling bound in the special case (2.2). The geometrical
meaning of the inequality (2.2) thus is that ALHS has smaller turning angle than ARHS .
For more aspects of my operator-trigonometric thinking and proof of this special case (2.2) of
the Hotelling bound, see [5]. Also there I point out how the function f (t) I used is more natural to
the operator trigonometry than is the function φ(t) = t − t−1 used in the proof of (2.1) given in [4].
However, in [5] I did not ﬁnish the proof of the general case. Let us therefore now consider the general
case. But that reduces to the special case. To see that, consider the case n = 8, m = 4. Then the key
inequality in (2.1) is
(
λ1 − λ8
λ1 + λ8
)2 (
λ2 − λ7
λ2 + λ7
)2 (
λ3 − λ6
λ3 + λ6
)2 (
λ4 − λ5
λ4 + λ5
)2

(
λ1 − λ5
λ1 + λ5
)2 (
λ2 − λ6
λ2 + λ6
)2 (
λ3 − λ7
λ3 + λ7
)2 (
λ4 − λ8
λ4 + λ8
)2
. (2.6)
Let us ﬁrst select the two “outside” factors of both the LHS and RHS of (2.6). They then satisfy our
inequality (2.2). Then we select the two “inside” factors of both the LHS and RHS of (2.6). They also
satisfy the spectral ordering needed for (2.2) to hold. Hence (2.6), and in the same way (2.1) generally
K. Gustafson / Linear Algebra and its Applications 430 (2009) 2762–2770 2765
for n = 2m, hold. One may proceed from the outside in, or the inside out. In the case that m is odd,
there is a factor repeated on both sides.
3. Frobenius condition
This section relies heavily on a paper by Chaitin-Chatelin and Gratton [6]. The reader will need to
access that paper, whose notation and results I will freely use here. In that paper [6], it was shown that
the Frobenius condition number C(H) has exactly the value
C(H) =
√
2(1 + (K(A))2)1/2
1 + K(A) . (3.1)
In (3.1) K(A) denotes the more conventional condition number of numerical analysis: K(A) = σ1/σn,
where σ1 and σn are the largest and smallest singular values of A. Also in (3.1) one has written an
arbitrary real invertible n × nmatrix A in polar form A = QH, whereH = (A∗A)1/2 is the so-called polar
factor,Q the so-calledunitary factor. Theprecise definitionofC(H) is thenormof the Fréchet derivative,
C(H) = ‖H′(A)‖F = lim
δ→0
sup

A∈Rn×n
‖
A‖  δ
‖H(A) − H(A + 
A)‖F
δ
, (3.2)
where ‖A‖F = (
∑n
i,j=1 |ai,j|2)1/2 is the Frobenius norm. Here I will stay with A n × n invertible although
results extend to full column rank Am × n,m n, see [6]. For polar decomposition theorems and their
relations to singular value decomposition, see for example the book [10].
My interest in C(H) rather than K(A) is that the latter measures the spectral stretching ratios
of the “largest eigenvector” of A∗A to that of the “smallest eigenvector”, whereas I will show here
that C(H) measures the “maximal turning” of A∗A. In other words, the condition number C(H) is
more natural to my operator trigonometry. One might object to the fact that C(H) is ‘always small’,
i.e., 1 C(H) < √2, whereas most numerical analysts like to think about K(A) as being ‘large’ or
‘small’. But by the relation (3.1), what is ‘large or small’ is just a matter of scale. So C(H) near
√
2
means A is badly conditioned, C(H) near 1 means A is well conditioned. From the following re-
sult I may argue that we do not need K(A) or C(H): in fact, just sinφ(H) equivalently gives the
conditioning.
Theorem 2. The Frobenius condition number (3.2) is operator trigonometric. More specifically, C2(H) =
1 + sin2 φ(H). It is geometrical dynamics corresponds to a maximal turning of A∗A.
Proof. In Theorem 2, I am using the notation C2(H) to mean (C(H))2. Using the result (3.1) above from
[6], we have
2(1 + K(A)2)
(1 + K(A))2 = 2
(1 + σ2
1
(A)/σ2n (A))
(1 + σ1(A)/σn(A))2
= 2 (λ
2
1
(H) + λ2n(H))
(λ1(H) + λn(H))2
= 1 +
(
λn(H) − λ1(H)
λn(H) + λ1(H)
)2
(3.3)
and thus C2(H) = 1 + sin2 φ(H). Notice that the trigonometric term sin2 φ(H) now carries all of the
conditioning information. This completes the proof of the ﬁrst part of Theorem 2. 
The second part of Theorem 2 reinforces this new geometrical perspective, and my proof (below)
heavily utilizes the analysis of [6]. Therefore, I refer the reader to [6] for needed details. Before I begin,
let me summarize the two key steps in the proof of (3.1) in [6]. First it is shown by use of the implicit
function theoremthatC(H) = ‖H′(A)‖F whereH′(A) is theFréchetderivative and that in aneighborhood
of A one has
2766 K. Gustafson / Linear Algebra and its Applications 430 (2009) 2762–2770
H′(A)
A = 
H = VKVT = V(2 ◦ B +T2 ◦ BT )VT . (3.4)
Here 2 = [σi/(σi + σj)], B = UT
AV , A has singular value decomposition A = UVT , H = VVT , and
where ◦ denotes Hadamard product. The second key step [6], Appendix, is to show that from consid-
erations involving the structure of 2 and 
T
2, one has
C(H) = ‖H′(A)‖F = max‖B‖F=1 ‖2 ◦ B +
T
2 ◦ BT‖F =
√
2max
i<j
√
1 + (σi/σj)2
1 + σi/σj
(3.5)
from which (3.1) follows.
We may now ﬁnish the proof of the statement of Theorem 2 and connect to the dynamics of the
operator trigonometryby seekinga
Awhich represents amaximal turning in the senseof theoperator
trigonometry and which attains the absolute condition number C(H) of A. The Frobenius norm being
unitarily invariant and recalling [6] that
A = UBVT , it is easier toworkwith B as seen from (3.4) above.
Let
B =
⎡
⎢⎢⎢⎢⎢⎣
0 · · · 0 σ1
(σ2
1
+σ2n )1/2
.
.
.
.
.
.
0 0
σn
(σ2
1
+σ2n )1/2
0 · · · 0
⎤
⎥⎥⎥⎥⎥⎦ . (3.6)
Then following [6] and from (3.4) one has
C(H) = ‖H′(A)‖F = sup
‖
A‖F=1
‖H′(A)
A‖F = sup
‖B‖F=1
‖2Re(2 ◦ B)‖F . (3.7)
However, rather than use the Hadamard product 2 ◦ B formulations of [6], we prefer to directly
maximize ‖K‖F from (3.4). Recall that K = VT
HV = [kij] where kij = (σibij + σjbji)/(σi + σj). 
A run-
ning through all directions is the same as B running through all directions from which we may look
at all resulting symmetric K within which the data (the given matrix A’s singular values) is already
incorporated. Consider ﬁrst the 2 × 2 case. Then K is
K =
[
b11
σ1b12+σ2b21
σ1+σ2
σ2b21+σ1b12
σ2+σ1 b22
]
. (3.8)
We wish to maximize the expression
b211 + b222 +
2(σ1b12 + σ2b21)2
(σ1 + σ2)2
(3.9)
subject to the constraint
b211 + b222 + b212 + b221 = 1. (3.10)
It follows by elementary considerations that we may take b2
11
= b2
22
= 0. Letting x = b12 and y = b21
we may maximize the expression f (x) = σ1x + σ2(1 − x2)1/2, from which
x = κ
(1 + κ2)1/2 , y =
1
(1 + κ2)1/2 , (3.11)
where κ = σ1/σ2 = K(A) here denotes the condition number of A. From (3.9) and (3.11) we have thus
arrived at
‖K‖2F =
2
(σ1 + σ2)2
(σ1κ + σ2)2
1 + κ2 =
2(σ2
1
+ σ2
2
)
(σ1 + σ2)2
= C2(H). (3.12)
The n × n situation is the same (choose all bij = 0 except b1n and bn1 as given in (3.6)). Thus B of (3.6)
maximizes ‖K‖F = ‖
H‖ and enables 
A = UBVT to attain C(H).
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Moreover, thematrix K has turning angle φ(H2) on the antieigenvectors x± ofH2. To see that, recall
that the (normalized) antieigenvectors ofH2, i.e., those vectorsmost turned byH2 = A∗A, are (see (1.3),
and [2])
x± = ± σ1
(σ2
1
+ σ2n )1/2
xn + σn
(σ2
1
+ σ2n )1/2
x1 = 1
(σ2
1
+ σ2n )1/2
(±σ1, 0, . . . , 0, σn)T , (3.13)
where x1 and xn are the eigenvectors corresponding to σ
2
1
and σ2n , respectively. Noting that K is the
symmetric matrix with all kij = 0 except for
k1n = kn1 = σ1κ + σn
(1 + κ2)1/2(σ1 + σn)
= (σ
2
1
+ σ2n )1/2
(σ1 + σn) (3.14)
and since ‖x+‖ = 1, we ﬁnd
〈Kx+, x+〉
‖Kx+‖‖x+‖ =
2σ1σn(σ
2
1
+ σ2n )−1/2(σ1 + σn)−1
(σ2n + σ21 )1/2(σ1 + σn)−1
= 2σ1σn
σ2
1
+ σ2n
, (3.15)
which is exactly cosφ(H2). For x− it is the same.
Thus K , although not a positive definite matrix, nonetheless turns the antieigenvectors x± of H2 =
A∗A in the same (maximal) way that H2 does, and this is what causes B, which is constructed from H2
antieigenvectors, to attain C(H).
I have encountered resistance from some conventional numerical analysts who object to C(H)
because “it is always small”. Such a comment reﬂects their own conditioning, to always think of badly
conditioned A in terms of K(A) being large. Clearly all three of K(A), C(H), and now by Theorem 2,
sinφ(H), carry the same conditioning information. The meanings of K(A) large, C(H) large, sinφ(H)
large, just refer respectively to different scales: approaching inﬁnity, approaching
√
2, approaching
1. All three depend on the eigenvalues of A∗A. But their dynamical meanings are different: maximal
stretchings, maximal derivative, maximal turning angle, respectively.
4. Penrose twistor
This section relies heavily on the recent book Penrose [7] whose notation I will follow. Also from
that book one may ﬁnd much further bibliography on Twistor theory. Let us consider the twistor key
matrix relation [7, p. 974][
Z0
Z1
]
= i√
2
[
t + z x + iy
x − iy t − z
] [
Z2
Z3
]
. (4.1)
Here t, x, y, z are standard Minkowski coordinates for a point R in 4-dimensional real space–time M,
and the twistor space T is the 4-dimensional complex vector space with coordinates Z0, Z1, Z2, Z3 for a
point Z there. The relation (4.1) represents a twistorwhich is incidentwith the space–time point R. The
speed of light has been taken c = 1, so we may think in terms of the usual 45◦ picture of the standard
light cone. In that picture we take t as the vertical coordinate with space as the horizontal coordinate.
Let us call the operator in (4.1) A = i2−1/2H, where H is the matrix therein. Clearly H is Hermitian,
and all spectral properties of A follow from those of H. That is, A and H have the same eigenvectors,
the eigenvalues of A are just i2−1/2 times those of H. A is a pure imaginary normal operator, A∗ = −A,
A∗A = −A2.
We wish H’s operator trigonometry. For this, we ﬁrst need H’s eigenvalues and eigenvectors. For
any point R in space–time, H has eigenvalues
λ1 = t − r, λ2 = t + r, (4.2)
where r = (x2 + y2 + z2)1/2. For the operator trigonometry, which is more complete for Hermitian
positive definite operators, we will consider here points R inside the light cone, that is, t > r. There
are two cases to be considered: (a) r /= z, (b) r = z. The latter is actually easier but the former is
more interesting and general, so we consider case (a) ﬁrst. Let EV1 and EV2 describe eigenvectors
corresponding to the smaller and larger eigenvalues of (4.2), respectively, where 0 < λ1 < λ2. These
eigenvectors are found to be (up to arbitrary nonzero multiplicative constants, of course)
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EV1 =
[
(x+iy)
(r+z)
−1
]
= 1√
2r
[
(x+iy)√
r+z
−√r + z
]
(4.3)
EV2 =
[
(x+iy)
(r−z)
1
]
= 1√
2r
[
(x+iy)√
r−z√
r − z
]
, (4.4)
where I have given two versions of the eigenvectors, the ﬁrst as they come naturally from their com-
putation, the second when the ﬁrst are normalized to ‖EV‖ = 1. From the latter wemay now calculate
the two antieigenvectors x± from their general expression
x± =
( |λ2|
|λ1| + |λ2|
)1/2
x1 ±
( |λ1|
|λ1| + |λ2|
)1/2
x2, (4.5)
where in the present twistor context, x1 denotes EV1 and x2 denotes EV2 as normalized to their norm
one versions in (4.3) and (4.4). From (4.5) we ﬁnd the two twistor antieigenvectors x±, that is, the two
vector directions most turned by H, to be
x± = (1 + r/t)
1/2
√
2
√
2r
[
x+iy√
r+z
−√r + z
]
± (1 − r/t)
1/2
√
2
√
2r
[
x+iy√
r−z√
(r − z)
]
= 1
2
(
t + r
tr
)1/2 [ x+iy
(r+z)1/2
−(r + z)1/2
]
± 1
2
(
t − r
tr
)1/2 [ x+iy
(r−z)1/2
(r − z)1/2
]
= 1
2(tr)1/2
⎡
⎣ (x + iy)
[(
t+r
r+z
)1/2 ± ( t−rr−z )1/2
]
(−1)[((t + r)(r + z))1/2 ∓ ((t − r)(r − z))1/2]
⎤
⎦ , (4.6)
where I have given three expressions here, all of norm one. The ﬁrst is (4.5) using (4.2)–(4.4) for
the twistor Hamiltonian, the second emphasizes the t + r and t − r space–time cross-weighting of
the antieigenvector’s eigenvector components, the third writes x± as a single vector with ﬁrst spatial
component x + iyweighted by a space–time factor, likewise the second component−1. Future physical
interpretationmight bring forth expressionsmore advantageous for the antieigenvectors x± than those
I have given in (4.6).
The corresponding ﬁrst antieigenvalue μ1 could have been obtained, before we found x±, from the
general expression
μ1 = cosφ(H) = 2
√
λ1λ2
λ1 + λ2 , (4.7)
where φ(H) is the twistor Hamiltonian H’s maximum turning angle. From (4.2) and (4.7) we have for
the twistor Hamiltonian
μ1 = [1 − (r/t)2]1/2 = [1 − tan2 ψ]1/2, (4.8)
where ψ is the angle between the t-axis and the point R inside the light cone. But by the Min–Max
theorem of the operator trigonometry, one always has cos2 φ(H) + sin2 φ(H) = 1, where sinφ(H) is
deﬁned by the operator norm minimum
ν1 = sinφ(H) = min
>0
‖H − I‖. (4.9)
For a positive definite 2 × 2matrixH one has for positive  that ‖H − I‖ = max{1 − λ1, λ2 − 1}. The
minimum is attained at m = 2/(λ1 + λ2). Thus from theMin–Max theoremand (4.8)we have obtained
a result linking the twistor operator trigonometry to the space–time geometric trigonometry.
Theorem 3. Let φ(H) denote the twistor Hamiltonian H’s operator-theoretic maximal turning angle. Let
ψ(R) be the space–time angle of R described above. Then
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sinφ(H) = tanψ(R). (4.10)
We remark that this interesting relation (4.10) also can be obtained from the fact that for Hermitian
operatorswe knowgenerally from the operator trigonometry that, in the present 2 × 2matrix context,
sinφ(H) = λ2 − λ1
λ2 + λ1 =
(t + r) − (t − r)
(t + r) + (t − r) =
r
t
= tanψ(R). (4.11)
We may also note that the minimum-attaining optimal ‘relaxation value’ m mentioned above for the
operator norm minimization (4.9) turns out to be by (4.2) the inverse of time:
m = 2
λ1 + λ2 =
1
t
. (4.12)
Also wemay interpret the antieigenvalue μ1 of (4.7) directly in terms of space–time. In its numerator,
the geometric mean expression is the Minkowski pseudo-metric√
λ1λ2 =
√
t2 − r2 (4.13)
and since from (4.7) μ1 is the geometric mean divided by the arithmetic mean of the eigenvalues ofH,
we have from (4.12) and (4.13) that
μ1 = cosφ(H) = Minkowski pseudometric
time
. (4.14)
With (4.10) and (4.14) we have established intimate connections between the new twistor operator
trigonometry and geometric space–time.
Next let us consider the above mentioned case (b) when r = z. Then x = y = 0, EV1 in (4.3) is valid
but simpliﬁes, whereas EV2 in (4.4) is undeﬁned so we recalculate it, from which one obtains
EV1 =
[
0
1
]
, EV2 =
[
1
0
]
. (4.15)
Thus r = z is a much simpler situation. The (normalized) antieigenvector expressions in (4.6) are
replaced by
x± = 1
(λ1 + λ2)1/2
[
±λ1/2
1
λ
1/2
2
]
= 1√
2t
[
±(t − z)1/2
(t + z)1/2
]
= 1√
2
[
±(1 − r/t)1/2
(1 + r/t)1/2
]
= 1√
2
[
±(1 − tanψ(R))1/2
(1 + tanψ(R))1/2
]
= 1√
2
[
±(1 − sinφ(H))1/2
(1 + sinφ(H))1/2
]
, (4.16)
where in (4.16) I have listed several equivalent expressions for the antieigenvectors x±. These each
show varying links between the twistor antieigenvectors and the space–time geometry.
The result sinφ(H) = tanψ(R) of Theorem 3 naturally raises the question: How shall we, if possible,
conceptually place the operator turning angle φ(H) into the space–time geometry? One way to do
this, geometrically, is to start with the space–time right triangle of the point (t, r) : (0, 0), (t, 0), (t, r),
and swing the side which joins (t, 0) to (t, r) down to a side joining (t, 0) to a point (t1, r1) such that
the triangle (0, 0), (t, 0), (t1, r1) is a right triangle. Now we have constructed the point (t1, r1), where
t1 < t and r1 < r, such that the triangle (0, 0), (t, 0), (t1, r1) is right, with hypotenuse t, and far side of
length r. The origin angle φ of this second triangle has sinφ = r/t, whichwas the tangent of the original
triangle. Thus this angle φ equals the operator turning φ(H) according to the Theorem. One always has
the operator angle φ(H) greater than the space–time angle ψ(R), and the just-described construction
is one way to place them both geometrically within the space–time geometry.
Aﬁnal comment. Iwouldprefer that physics guide the futuredevelopment of this new trigonometry
of twistors which I have introduced here. In that connection, I would like to make the following
observation. In any linear eigenvalue problem, the eigenvalues are at least tacitly, implicitly, in the
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eigenvectors, even if not appearing explicitly so. However, in this twistor setting, e.g., in (4.3) and (4.4),
one does not see in the eigenvectors the time variables at all. In contrast the time variable plays an
explicit role in the antieigenvectors (4.6). Thus the antieigenvector’s twisting ability directly reﬂects
time, and hence, the physical dynamics. Of course this may happen more generally when one has a
zero trace condition. But it seems of special interest in the twistor context.
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