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Abstrak: Virus pada komputer menjadi hal yang membahayakan bagi para pengguna komputer 
perorangan maupun perusahaan yang telah menerapkan sistem terkomputerisasi. Virus 
program yang didesain untuk tujuan jahat dapat merusak bagian tertentu dari komputer, bahkan 
yang paling merugikan adalah dapat merusak data penting pada perusahaan. Dalam hal ini 
maka diciptakanlah sebuah software anti virus, perkembangan anti virus selalu lebih lambat dari 
virus itu sendiri, sehingga peneliti akan mengadakan penyeleksian software anti virus pada 
suatu opini atau berdasarkan komentar masyarakat yang telah menggunakan software anti 
virus produk tertentu dan dituangkan ke media online seperti komentar pada suatu situs 
penjualan produk tersebut. Berdasarkan ribuan komentar akan diolah dan dikelompokkan pada 
jenis kata teks positif dan teks negatif, dan peneliti membuat klasifikasi data dengan 
menggunakan metode algoritma k-Nearest Neighbor (k-NN), algoritma k-NN adalah salah satu 
algoritma yang sesuai dalam penelitian kali ini. Peneliti menemukan bahwa algoritma k-NN 
mampu mengolah data set yang sudah dikelompokan pada teks positif dan negatif khususnya 
dalam pemilihan teks, dan penerapan metode optimasi Particle Swarm Optimization (PSO) 
yang dikombinasikan dengan k-NN diharapkan mampu meningkatkan nilai akurasi sehingga 
datanya lebih kuat dan valid. Sebelum data set diolah menggukanan optimasi PSO hanya 
menggunakan metode k-NN akurasi data yang diperoleh 70,50% sedangkan hasil akurasi 
setelah penggunaan metode k-NN dan optimasi PSO didapatkan nilai akurasi sebesar 83,50%. 
Dapat disimpulkan bahwa penggunaan optimasi PSO dan metode k-NN sangat sesuai pada 
konsep text mining dan  penyeleksian pada data set berupa text. 
 
Kata kunci: Analisis Review, Particle Swarm Optimization, k-Nearest Neighbors. 
 
 
Abstract: Viruses on computers become dangerous for individual computer users and 
companies that have implemented computerized systems. Virus programs that are designed for 
malicious purposes can damage certain parts of the computer, even the most detrimental is that 
it can damage important data on the company. In this case an anti-virus software is created, the 
development of anti-virus is always slower than the virus itself, so researchers will conduct an 
anti-virus software selection on an opinion or based on public comments that have used a 
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particular product's anti-virus software and poured it into online media such as comment on a 
product sales site. Of the thousands of comments will be processed and grouped on the type of 
positive and negative text words, and researchers make data classification using the k-Nearest 
Neighbor (k-NN) algorithm method, the k-NN algorithm is one of the appropriate algorithms in 
this study. The researcher found that the k-NN algorithm is able to process data sets that have 
been grouped in positive and negative texts, especially in text selection, and the application of 
the Particle Swarm Optimization (PSO) optimization method combined with k-NN is expected to 
be able to increase the accuracy value so that the data is stronger and valid. Before the data set 
is processed using PSO optimization only using the k-NN method the accuracy of the data 
obtained is 70.50% while the accuracy results after the use of the k-nn method and PSO 
optimization obtained an accuracy value of 83.50%. It can be concluded that the use of PSO 
optimization and the k-NN method are very compatible with the concept of text mining and 
correction of text data sets. 
 
Keywords: Analysis Review, Particle Swarm Optimization, k-Nearest Neighbors. 
 
1. Pendahuluan 
Beberapa penelitian sebelumnya sudah dilakukan dalam klasifikasi sentimen terhadap 
review produk yang tersedia secara online seperti Analisa sentiment apikasi smartphone 
dengan membandingkan methode Support Vector Machine (SVM) dan Naïve Bayes, Karena 
SVM adalah classifier, kemudian diberikan satu set contoh pelatihan, masing-masing ditandai 
sebagai milik salah satu dari dua kategori, algoritma pelatihan SVM membangun model yang 
memberikan contoh baru ke dalam satu kategori atau yang lain [1]. Kategorisasi teks 
merupakan solusi yang tepat untuk mengelola informasi yang saat ini berkembang dengan 
sangat cepat dan melimpah. Kategorisasi teks membuat pengelolaan informasi tersebut 
menjadi efektif dan efisien.  
Dengan menggunakan kategorisasi teks, dapat dilakukan penyusunan dokumen menurut 
kategorinya, penyaringan terhadap email spam, melakukan penggalian opini (opinion mining) 
dan analisis sentimen. Algoritma kategorisasi teks saat ini telah banyak berkembang, antara 
lain: Support Vector Machines (SVM), Naive Bayessian (NB), pohon keputusan, K-Nearest 
Neighbour (k-NN). Metode k-Nearest Neighbors (k-NN) adalah Metode yang paling umum 
digunakan untuk menyelesaikan masalah ini, berdasarkan teknik cross-validasi, secara 
otomatis akan menentukan jumlah cluster dalam dataset. [2].  
Pada penelitian lain metode Pendekatan berbasis jarak: k-nearest neighbors (k-NN) 
diperkenalkan dalam kerangka MIL [3]. Kategorisasi teks merupakan solusi yang tepat pada 
pengolahan informasi yang saat ini berkembang dengan sangat cepat dan melimpah. 
Kategorisasi teks membuat pengelolaan informasi tersebut menjadi efektif dan efisien. 
Algoritma k-Nearest Neighbors (k-NN) adalah penentu klasifikasi berdasarkan contoh dasar 
yang tidak membangun, representasi deklaratif eksplisit kategori, tetapi bergantung pada label 
kategori yang melekat pada dokumen pelatihan mirip dengan dokumen tes. 
Particle Swarm Optimization (PSO) Teknik PSO adalah pencarian berbasis populasi 
berdasarkan simulasi seperti perkumpulan burung, seperti algoritma komputasi evolusioner 
lainnya, PSO menghasilkan solusi populasi baru utuk setiap masalah iterasi. merupakan teknik 
komputasi evolusioner yang mampu menghasilkan solusi secara global optimal dalam ruang 
pencarian melalui interaksi individu dalam segerombolan partikel [4]. PSO banyak digunakan 
untuk memecahkan masalah optimasi serta pada seleksi fitur [5]. 
Banyak dari konsumen yang akan membeli produk khususnya antivirus, bingung dalam 
menentukan produk mana yang paling baik dari sekian produk yang ada, didukung betapa 
banyak nya produk software yang kurang akurat dalam mengehentikan virus pada perangkat 
komputer mereka, dan banyak pula produk palsu. Kegiatan pemalsuan produk ini semakin 
marak pada masyarakat karena permintaan yang terus meningkat sehingga pemilik merek 
merasa kewalahan akan kegiatan pemalsuan barang ini [6]. k-NN menghasilkan model dimana 
peneliti menentukan nilai k untuk mencari tingkat keakurasian yang  tinggi pada pengujian 
dataset. Nilai akurasi yang paling tinggi akan digunakan peneliti dalam menentukan apakah nilai 
tersebut optimal atau tidak, dan ternyata nilai tersebut sudah cukup baik. Maka disimpulkan 
bahwa struktur algoritma k-NN yang dirancang mencapai ideal dalam pemecahan masalah 
pada penelitian ini.  
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Pada penelitian kali ini, penggunaan metode pengklasifikasian k-Nearest Neighbors 
dengan metode optimasi Particle Swarn Optimization (PSO) sebagai metode pemilihan fitur 
akan penulis terapkan untuk klasifikasi text pada opini public mengenai review produk software 
antivirus yang terdapat pada situs penjualan produk tersebut dalam bentuk komentar, dan data 
komentar akan di proses dan diklasifikasikan berdasarkan object yang sudah ditentukan, 
pengolahan data tersebut akan menghasilkan 2 kategori yaitu komentar positif dan negatif, hasil 
akhir akan dituangkan pada aplikasi review produk software antivirus yang menunjukkan 
software tersebut baik atau tidak. Berikut ini ringkasan perangkat lunak antivirus terbaik di tahun 
2020 dapat dilihat pada gambar 1 berikut ini. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Sumber: https://id.safetydetectives.com/    
 
Gambar 1. Ringkasan perangkat lunak antivirus terbaik di tahun 2020. 
 
Namun, dari data diatas kita belum dapat menyimpulkan bahwa produk tersebut baik 
untuk digunakan pada perangkat komputer kita. Dikatakan bahwa memiliki terlalu banyak 
komputer dalam kehidupan kita sehari-hari menyebabkan masalah keamanan, karena orang 
tidak dapat melindungi komputer mereka dari peretas dan virus internet [7]. Trend analisis ini 
menunjukkan peningkatan penargetan platform pada komputer sebagai sasaran malware 
sehingga aplikasi review pada produk software antivirus yang penulis buat sangat perlu untuk 
diprediksi dengan akurat sebelum konsumen membeli produk tersebut, dan sebagai bahan 
pertimbangan konsumen dalam memilih produk software antivirus. Analisis Sentimen bisa 
dikatakan jenis pengolahan Bahasa atau kalimat alami untuk melacak mood atau perasaan 
pada masyarakat menyangkut produk tertentu atau topik tetentu. Analisis sentimen, yang juga 
disebut tambang pendapat, melibatkan dalam membangun sistem untuk mengumpulkan dan 
meneliti pendapat tentang produk yang dibuat dalam posting blog, komentar, ulasan atau tweet. 
Analisis Sentimen dapat berguna dalam beberapa cara. Berikut adalah persamaan model 
Confution Matrix, terdapat 4 istilah sebagai representasi hasil proses klasifikasi pada confusion 
matrix. Keempat istilah tersebut adalah True Positive (TP), True Negative (TN), False 
Positive (FP) dan False Negative (FN). Agar lebih mudah memahaminya, saya menggunakan 
contoh kasus sederhana untuk klasifikasi text pada review komentar Produk Software Antivirus. 
1 
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Nilai Accuracy adalah proporsi jumlah prediksi yang benar. Dapat dihitung dengan 
menggunakan persamaan: 
 
Accuracy  =        TP + TN                  ………………………………………(1)                                             
          TP + TN + FP + FN  
 
Sensitivity digunakan untuk membandingkan proporsi TP terhadap tupel yang positif, yang 
dihitung dengan menggunakan persamaan: 
 
 
Sensitivity =               TP                   ………………………………………..(2) 
     TP + FN 
 
Specificity digunakan untuk membandingan proporsi TN terhadap tupel yang negatif, yang 
dihitung dengan menggunakan persamaan: 
 
Specificity =                  TP                  ………………………………………..(3) 
     TN + FP 
 
PPV (positive predictive value) adalah proporsi kasus dengan hasil diagnosa positif, yang 
dihitung dengan menggunakan persamaan: 
 
PPV  =                 TP                        ….…………………………………..(4) 
          TP + FP 
 
NPV (negative predictive value) adalah proporsi kasus dengan hasil diagnosa negatif, yang 
dihitung dengan menggunakan persamaan: 
 
         NPV=          TN                                  ………………………………………..(5) 
                               TN + FN 
    
Analisis Sentimen adalah jenis pengolahan bahasa alami untuk melacak mood 
masyarakat tentang produk tertentu atau topik. Analisis sentimen, yang juga disebut tambang 
pendapat, melibatkan dalam membangun sistem untuk mengumpulkan dan meneliti pendapat 
tentang produk yang dibuat dalam posting blog, komentar, ulasan atau tweet. Analisis Sentimen 
dapat berguna dalam beberapa cara. Misalnya, dalam pemasaran membantu injudging 
keberhasilan kampanye iklan atau peluncuran produk baru, menentukan versi produk atau jasa 
yang populer dan bahkan mengidentifikasi demografi suka atau tidak suka terhadap fitur 
tertentu [11]. 
 
2. Metode Penelitian 
Teks yang akan dilakukan proses text mining, pada umumnya memiliki beberapa 
karakteristik diantaranya adalah memiliki dimensi yang tinggi, terdapat noise pada data, dan 
terdapat struktur teks yang tidak baik. Cara yang digunakan dalam mempelajari suatu data teks, 
adalah dengan terlebih dahulu menentukan fitur-fitur yang mewakili setiap kata untuk setiap fitur 
yang ada pada dokumen [8]. Data yang olah peneliti pada beberapa studi klasifikasi sentimen 
dikumpulkan dari situs e-commerce seperti www.amazon.com (review produk), www.yelp.com 
(ulasan restoran), www.CNETdownload.com  (review produk) dan www.reviewcentre.com, yang 
menjadi tuan rumah jutaan ulasan produk oleh konsumen. Selain itu, situs yang tersedia adalah 
situs review profesional seperti www.dpreview.com , www.zdnet.com  dan situs pendapat 
konsumen tentang topik yang luas, dan kali ini peneliti mengambil review Software anti virus 
pada www.amazon.com (review produk). 
Setelah data dasar (komentar review) menjadi data terstruktur dan berupa nilai numerik 
maka data dapat disajikan sebagai sumber data yang dapat diolah lebih lanjut. Proses 
pengubahan bentuk bentuk menjadi data yang terstruktur sesuai kebutuhannya untuk proses 
dalam data mining, yang biasanya akan menjadi nilai-nilai numerik, proses ini sering disebut 
dengan text processing [9]. 
  Sucitra Sahara II Particle Swarm Optimization…  
 
127 INFORMATION SYSTEM FOR EDUCATORS AND PROFESSIONALS 
Vol. 4, No. 2, Juni 2020, 123-132 
Pendekatan analisis mencakup tiga fase: pra-pemrosesan, di mana data mentah 
ditransformasikan menjadi format yang dapat digunakan, terutama dengan membersihkan, 
menetapkan atribut, dan mengintegrasikan data [9]. 
Beberapa proses yang dilakukan adalah sebagai berikut: a.Tokenizazion adalah peneliti 
menggunakan Tokenize untuk memisahkan kata atau huruf dari tanda baca dan simbol. b. 
Stopwards Removal adalah kata yang dianggap tidak perlu dalam pengolahan data sentimen 
review, sebagai contoh if, the, of, or, etc.c. Steamming adalah Proses pengubahan bentuk kata 
menjadi kata dasar. Metode pengubahan bentuk kata menjadi kata dasar ini menyesuaikan 
struktur bahasa yang digunakan dalam proses stemming [10]. 
Berikut langkah-langkah yang umumnya ditemukan pada klasifikasi teks analisa sentimen 
adalah: a). Definisikan domain dataset: Pengumpulan dataset yang melingkupi suatu domain, 
misalnya dataset review film, dataset review produk, dan lain sebagainya. b). Pre-processing 
Tahap pemrosesan awal yang umumnya dilakukan dengan proses  Tokenization, Stopwords 
removal, dan Stemming. c). Transformation, Proses representasi angka yang dihitung dari data 
tekstual. Binary representation yang umumnya digunakan dan hanya menghitung kehadiran 
atau ketidakhadiran sebuah kata di dalam dokumen. Berapa kali sebuah kata muncul di dalam 
suatu dokumen juga digunakan sebagai skema pembobotan dari data tekstual. Proses yang 
umumnya digunakan yaitu TF-IDF, Binary transformation, dan Frequency transformation. d). 
Feature Selection, Pemilihan fitur (feature selection) bisa membuat pengklasifikasi lebih 
efisien/efektif dengan mengurangi jumlah data untuk dianalisa dengan mengidentifikasi fitur 
yang relevan yang selanjutnya akan diproses. Metode pemilihan fitur yang biasanya digunakan 
adalah Expert. Knowledge, Minimum Frequency, Information gain, Chi-Square, dan lain 
sebagainya. e). Classification, Proses klasifikasi umumnya menggunakan pengklasifikasi 
seperti Naïve Bayes, Support Vector Machine, dan lain sebagainya. 
Gambar metode usulan peneliti yang dirancang dalam review product dijelaskan dalam 
gambar 2 berikut ini: 
 
Dataset
Tokenization
Preprocessing
Particle Swarm Optimization (PSO)
Stopword Removal Stemming
Fitur Selection
Term Frequency (IF)
Term Frequency Ivers 
Document Frequency (IF-IDF)
Future Weighting
Training Data
10 Fold Cross Validation
K-Nearest Neighbors
Testing Data 
Learning Method
Confution Matrix(Accuracy)
ROC Curve (AUC)
Model Evaluation
Sumber: Hasil Penelitian (2020) 
 
Gambar 2. Metode Usulan  
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Pada evaluasi kali ini penulis mengusulkan penggunaan model dalam kegiatan review 
aplikasi pada android yaitu model k-Nearest Neighbors (k-NN), yang dilakukan dalam dua tahap 
penerapan. Algoritma k-NN menghasilkan model dimana peneliti menentukan nilai k untuk 
mencari tingkat keakurasian yang  tinggi pada pengujian dataset. Nilai akurasi yang paling 
tinggi akan digunakan peneliti dalam menentukan apakah nilai tersebut optimal atau tidak, dan 
ternyata nilai tersebut sudah cukup baik. Maka disimpulkan bahwa struktur algoritma yang 
dirancang mencapai ideal dalam pemecahan masalah. Data training yang digunakan dalam 
pengkasifikasian text terdiri atas 100 review positif pada review software antivirus dan 100 
review negatif pada review software antivirus. Data review yang akan diolah masih berupa 
sekumpulan text yang dipisah dalam bentuk dokumen. Sebelum diklasifikasikan, data tersebut 
harus melewati proses tahapan agar data dapat diolah dengan baik. 
 
3. Hasil dan Pembahasan 
Pada hasil penelitian kali ini, peneliti menjabarkan hasil dari pengujian algoritma dan 
optimasinya yang menghasilnya nilai akurasi dan AUC. 
3.1. Hasil  
Data training yang digunakan dalam pengkasifikasian text terdiri atas 100 review positif 
pada produk antivirus software  dan 100 review negatif pada produk antivirus software. Data 
review yang akan diolah masih berupa sekumpulan text yang dipisah dalam bentuk dokumen. 
Sebelum diklasifikasikan, data tersebut harus melewati proses tahapan agar data dapat diolah 
dengan baik. 
Dari beberapa metode yang digunakan untuk memvalidasi suatu model berdasarkan data 
yang didapat, seperti holdout, cross validation, random sub-sampling, dan lain-lain. Confusion 
matrix memberikan keputusan yang diperoleh dalam  traning dan  testing, Confusion matrix 
memberikan penilaian  performance  klasifikasi berdasarkan objek dengan benar atau salah 
Confusion matrix berisi informasi aktual (actual) dan prediksi (predicted) pada sistem klasifikasi. 
Hasil Eksperimen Pengujian Metode k-NN, Hasil Nilai query instance dalam penelitian disni 
ditentukan dengan cara melakukan uji coba memasukkan nilai k (jumlah tetangga terdekat). 
Tabel 1. Eksperimen k-NN 
k 
k-NN Populiations 
k 
k-NN+PSO 
Accuracy AUC Size Accuracy AUC 
1 64.50% 0.500 5 1 70.10% 0.600 
2 66.50% 0.652 5 2 70.30% 0.652 
3 65.00% 0.402 5 3 65.00% 0.602 
4 70.30% 0.645 5 4 70.50% 0.745 
5 64.50% 0.504 5 5 64.50% 0.704 
6 70.00% 0.790 5 6 70.00% 0.790 
7 64.50% 0.700 5 7 64.50% 0.800 
8 70.00% 0.607 5 8 70.00% 0.607 
9 64.50% 0.708 5 9 64.50% 0.808 
10 60.50% 0.795 5 10 70.50% 0.895 
Sumber: Hasil Penelitian (2020) 
 
Hasil eksperimen menunjukkan pada penerapan metode k-Nearest Neighbors pada tabel 
IV.5 dengan penentuan nilai k=10 yang nilai akurasinya mencapai 70,50% dan AUC 0.895 
menunjukkan hasil yang paling tertinggi diantara penentuan nilai k yang lain. 
Metode k-Nearest Neighbors berbasis Particle Swarm Optimization Nilai trainining dalam 
penelitian ditentukan dengan cara melakukan uji coba terhadap nilai k sebagai nilai tetamgga 
terdekat, berikut tahap uji cobanya: 
Tabel 2. Eksperimen k-NN dengan PSO 
Nilai k Accuracy AUC 
1 70.10% 0.600 
2 70.30% 0.652 
3 65.00% 0.602 
4 70.50% 0.745 
5 64.50% 0.704 
6 70.00% 0.790 
7 64.50% 0.800 
8 70.00% 0.607 
9 64.50% 0.808 
10 70.50% 0.895 
Sumber: Hasil Penelitian (2020) 
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Hasil yang didapatkan pada eksperimen diatas, bahwa k-Nearest Neighbors berbasis 
PSO dengan menentukan nilai k=10 dan population Size=5 menghasilkan accuracy=83.50%, 
nilai  AUC=0.896 adalah nilai yang paling tertinggi. 
 
3.2. Analisis Evaluasi Hasil dan Validasi Model 
Dari hasil pengujian yang peneliti lakukan dari awal pembahasan, pengukuran akurasi 
menggunakan confusion matrix dan kurva ROC membuktikan bahwa hasil pengujian alogoritma 
k-Nearest Neighbors (k-NN) berbasis Particle Swarm Optimization (PSO) mengasilkan akurasi 
yang lebih tinggi dibandingkan dengan logika algoritma k-Nearest Neighbors (k-NN) tidak 
menggunakan model optimasi. Nilai akurasi untuk model algoritma k-NN sebesar 70,50% pada 
k=10 dan nilai akurasi untuk model k-NN berbasis PSO sebesar 83.50% pada k=8, mempunyai 
peningkatan akurasi sebesar 13.00%. Kesimpulan pengujian ini adalah penerapan PSO pada 
algoritma k-NN dapat meningkatkan nilai akurasi yang merupakan solusi yang baik dalam 
permasalahan pada klasifikasi sentimen review produk antivirus. 
 
3.3.  Pembahasan  
Penelitian ini merupakan Penerapan PSO pada algoritma k-NN dapat meningkatkan nilai 
akurasi pada klasifikasi review produk antivirus software untuk mengidentifikasi antara review 
positif dan review negatif, dengan memiliki model klasifikasi teks pada review, pembaca dapat 
dengan mudah mengidentifikasi mana review yang positif maupun yang negatif. Dari data 
review yang sudah ada, dipisahkan menjadi kata-kata, lalu diberikan bobot pada masing-
masing kata tersebut. Dapat dilihat kata mana saja yang berhubungan dengan sentimen yang 
sering muncul dan mempunyai bobot paling tinggi. Dengan demikian dapat diketahui review 
tersebut termasuk review positif atau review negatif.  
Dapat dilihat dari diagram alir atas proses klasifikasi pada aplikasi yang dibentuk. 
 
 
Sumber: Hasil Penelitian (2020) 
 
Gambar 3. Diagram Alir Tahapan Proses Klasifikasi Algoritma Support Vector Mechine Berbasis PSO 
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Dalam penelitian ini, hasil pengujian model akan dibahas melalui confusion matrix untuk 
menunjukkan model yang terbaik. Tanpa menggunakan metode pemilihan fitur, k-Nearest 
Neighbors sendiri sudah menghasilkan akurasi yang cukup tinggi sebesar 70,50% dan nilai 
AUC 0.825. Akurasi tersebut masih bisa ditingkatkan lagi, sehingga perlu ditingkatkan 
menggunakan metode pemilihan fitur PSO. Setelah menggunakan metode pemilihan fitur dari 
filter 83.50% dan nilai AUC 0.928. 
Peneliti menyediakan aplikasi berbasis web untuk menguji model menggunakan dataset 
yang berbeda dan belum diklasifikasikan sesuai dengan kelasnya. Diaplikasikan dengan 
menggunakan bahasa pemgrograman PHP berbasis Web. Peneliti juga menyediakan aplikasi 
untuk menguji model menggunakan dataset yang berbeda dan belum diklasifikasikan sesuai 
dengan kelasnya. Diaplikasikan dengan menggunakan bahasa pemgrograman PHP berbasis 
Web. 
 
 
3.4. Implikasi Penelitian 
Implikasi penelitian ini mencakup beberapa aspek, di antaranya:a. Implikasi terhadap 
aspek sistem Hasil evaluasi menunjukkan penerapan Particle Support Optimization (PSO) 
untuk fitur selection yang dapat meningkatkan akurasi k-Nearest Neighbors (k-NN) dan 
merupakan metode yang cukup baik dalam mengklasifikasi teks review aplikasi pada produk 
antivirus. Metode ini dapat membantu para calon pengguna komputer dalam menentukan 
aplikasi antivirus apa saja yang layak mereka pasang pada perangkat komputer mereka, 
supaya tidak lagi asal menginstall aplikasi antivirus yang banyak tersedia diberberapa media 
online, yang dampak buruknya bisa mengakibatkan memory dan kualitas mobile pengguna 
melemah kualitasnya, bahkan ada beberapa produk antivirus yang palsu bahkan malah di tect 
sebagai virus, dan mengurangi waktu dalam membaca review dan komentar mengenai produk 
antivirus software. b. Implikasi Aspek Manajerial Membantu para pengembang dan vendor 
sistem yang berkaitan dengan dunia komputer khususnya antivirus, baik dari sumber sosial 
media atau dari situs resmi para pengusaha dibidang antivirus software, agar menggunakan 
aplikasi RapidMiner dalam membangun suatu sistem. c. Implikasi terhadap aspek penelitian 
lanjutan Penelitian selanjutnya bisa menggunakan metode pemilihan fitur ataupun dataset dari 
domain yang berbeda, seperti review hotel, review restoran, dan banyak lainnya yang bisa 
dicari dalam bidang pengembangannya. 
Penelitian ini mencakup beberapa aspek, di antaranya: 1). Implikasi terhadap aspek 
sistem Hasil evaluasi menunjukkan penerapan Algoritma k-Nearest Neighbors (k-NN) 
merupakan metode yang cukup baik dalam mengklasifikasi teks review Sorftware Anti Virus. 
Metode ini dapat membantu para calon pengguna Komputer dalam menentukan software yang 
tepat dan layak mereka install, supaya tidak lagi asal menginstall software yang banyak tersedia 
diberberapa media online yang belum terjamin kualitasnya, yang dapat dampak buruknya bisa 
mengakibatkan memory dan kualitas mobile pengguna melemah kualitasnya karena terganggu 
oleh virus, dan mengurangi waktu dalam membaca review dan komentar mengenai produk 
antivirus. 2). Implikasi Aspek Manajerial Membantu para pengembang dan vendor sistem yang 
berkaitan dengan dunia software, baik dari sumber sosial media atau dari situs resmi para 
pengusaha dibidang produk ini, agar menggunakan aplikasi penyeleksian review dalam 
membangun suatu sistem. 3). Implikasi terhadap aspek penelitian lanjutan Penelitian 
selanjutnya bisa menggunakan metode pemilihan fitur ataupun dataset dari domain yang 
berbeda, seperti review maskapai, review handphone, dan banyak lainnya yang bisa dicari 
dalam bidang pengembangannya. 
 
 
4. Kesimpulan 
Klasifikasi text dengan data berupa review produk antivirus software yang peneliti buat, 
ternyata akurasi data lebih optimal dan nilai nya cukup tinggi dengan metode pengklasifikasian 
k-Nearest Neighbors (k-NN). Hal ini dikarenakan k-NN metode yang dapat sesuai dengan 
klasifikasi data dan mudah dipahami. Dapat dilihat kata mana saja yang berhubungan dengan 
sentimen yang sering muncul dan mempunyai bobot paling tinggi. Dengan demikian dapat 
diketahui review tersebut termasuk review positif atau review negatif. k-NN juga sering 
digunakan pada beberapa peneliti dalam klasifikasi teks dan memiliki performa yang baik. k-NN 
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juga sering digunakan pada beberapa peneliti dalam klasifikasi teks dan memiliki performa yang 
baik.  
Berdasarkan pengolahan data yang sudah dilakukan. Data review yang peneliti olah 
dapat diklasifikasi dengan baik ke dalam bentuk positif dan negatif. Akurasi k-NN sebelum 
menggunakan penggabungan metode pemilihan fitur mencapai 70,50% Sedangkan setelah 
menggunakan penggabungan metode selection fitur Particle Swarm Optimization (PSO) 
akurasinya meningkat hingga mencapai 83.50%. Peningkatan akurasi mencapai 14.5%. Untuk 
memudahkan penelitian, dibuatlah aplikasi review produk antivirus software untuk 
mengklasifikasikan review positif dan negatif  yang ditampilkan dalam bentuk chart 
menggunakan bahasa pemrograman PHP.  
Model yang terbentuk dapat diterapkan pada seluruh data review produk antivirus 
software dari berbagai sumber, sehingga dapat dilihat secara langsung hasilnya dalam bentuk 
positif dan negatif (chart). Hal ini dapat membantu seseorang untuk menghemat waktu saat 
mencari produk antivirus yang akan digunakan baik atau tidak.  
Kedepannya peneliti akan mencari model fitur selection lain yang dapat digunakan untuk 
klasifikasi data berupa text supaya perbandingan hasilnya dapat lebih optimal, 
mengimplementasikan model k-NN berbasis PSO pada data review produk atau jasa lainnya, 
dalam pengembangan pengujian selanjutnya adalah memperbaiki proses data preparation 
dimana kualitas data yang akan diolah menjadi lebih baik sehingga pengolahan pada proses 
text mining menjadi lebih optimal. 
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