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Re´sume´ :
Les de´veloppements re´cents de la me´thode de calcul nomme´e PGD ou ≪ Proper Generalized Decompo-
sition ≫ offrent des possibilite´s nouvelles pour la re´solution de mode`les hautement multidimensionnels.
En particulier, on peut calculer dans une e´tape dite oﬄine la solution d’un proble`me multidimensionnel
et l’utiliser ensuite dans une e´tape online pour la re´solution d’un proble`me inverse dans l’espace mul-
tidimensionnel. Dans ce travail on conside`re dans l’e´tape oﬄine un proble`me de transfert de chaleur
qu’on va re´soudre pour toute valeur des conditions aux limites. Dans l’e´tape online on va re´soudre le
proble`me de Cauchy, c’est a` dire identifier l’ensemble des conditions aux bords a` partir de conditions
limites redondantes sur une partie de la frontie`re uniquement. L’approche oﬄine-online propose´e ici
permet de ne re´soudre qu’une seule fois un proble`me multidimensionnel, la re´solution du proble`me
inverse ne demandant que d’e´valuer la solution pre´-calcule´e.
Abstract :
The recent achievements in PGD or “Proper Generalized Decomposition” has given new possibilities for
computing high dimensional problems. Particularly, in an oﬄine step, we compute a multidimensional
solution to use later, in an online step, for solving multidimensional inverse problems. In this paper,
the oﬄine problem is a heat transfer one, solved with parametric boundary conditions. As for the
online part, we solve the Cauchy problem, which means identifying unknown conditions on a part
of the boundary, using redundant boundary conditions on another part. The oﬄine-online approach
proposed here allow us to solve this non-linear problem with one single partial differential equation
computation, only evaluations of the precomputed solution are needed for the inverse problem.
Mots clefs : PGD, analyse inverse, mode`les thermiques
1 Introduction
Le de´veloppement rapide des me´thodes de traitement d’images renforce l’inte´reˆt pour les proble`mes aux
conditions redondantes sur une partie du bord [1] aussi connu sous le nom du proble`me de Cauchy.
Le proble`me est formule´ comme la recherche de conditions limites manquantes sur une partie du
domaine a` partir de conditions limites redondantes sur une autre partie du domaine. Les applications
ne se limitent pas au traitement d’image mais s’e´tendent a` l’identification de conditions aux limites
inconnues, aux proble`mes inverses ge´ome´triques, a` l’estimation des zones de contact [1] et beaucoup
d’autres.
La re´solution d’un proble`me inverse par une me´thode ite´rative demande traditionnellement la re´solution
de nombreux proble`mes directs. Ces nombreuses re´solutions constituent souvent l’essentiel du couˆt cal-
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cul total et peuvent consituer un facteur limitant. Dans ce travail on utilise la PGD, afin de calculer
≪ off-line ≫ une solution pour toutes les conditions aux limites possibles sur la frontie`re du domaine.
Graˆce aux caracte´ristiques de la PGD, la prise en compte de ces dimensions supple´mentaires dans le
mode`le se fait a` un couˆt calcul tout a` fait raisonnable [3]. Ensuite, on utilise la solution ainsi calcule´e
dans la re´solution d’un proble`me inverse dans lequel on souhaite de´terminer les conditions aux limites
inconnues a` partir de conditions aux limites redondantes. Cette e´tape ≪ on-line ≫ se fait a` l’aide
d’une descente de gradient qui a chaque ite´ration ne demande que l’e´valuation de la solution calcule´e
par PGD et pas la re´solution d’un nouveau proble`me direct. En particulier, on abordera le cas d’un
proble`me thermique stationnaire 2D.
2 Re´solution off-line
2.1 Formulation du proble`me
Conside´rons l’e´quation de la chaleur stationnaire dans un espace bidimensionnelle Ω avec un terme
source arbitraire Q :
−k∆U = Q (1)
U e´tant la tempe´rature et k la conductivite´ thermique. On va conside´rer un proble`me e´tendu pour
lequel les conditions limites du proble`me de transfert de chaleur sont des coordonne´es supple´mentaires.
Donc, on va parame´trer ces conditions limites a` l’aide d’un maillage grossier sur la frontie`re du domaine,
notons M ce maillage. On cherche la solution sous la forme suivante :










ou` dj est le vecteur de dimension m des valeurs nodales de M parame´trisant les conditions limites sur
le maillage grossier de la frontie`re et (x, y) est le vecteur des coordonne´es spatiales. On choisit comme
exemple de de´monstration de re´soudre ce proble`me sur un domaine carre´ et de conside´rer un maillage
M line´aire par morceaux, avec m = 16 valeurs nodales pour parame´trer les conditions limites sur
le pe´rime`tre du domaine. On va donc de´terminer a` l’aide de la PGD la fonction U(x, y, d1, . . . , d16),
c’est a` dire re´soudre un proble`me en dimension 18 ! La solution d’un tel proble`me avec une me´thode
classique d’e´le´ments finis est simplement impensable, et il ne faut que quelques heures de calcul sur un
simple PC pour obtenir la solution a` l’aide de la PGD. Le maillage spatial est illustre´ dans la figure 1.
Les conditions aux limites se re´sument donc par :{





2.2 Re´solution avec la PGD
Suivant l’approche PGD, on cherche la solution du proble`me (1) sous la forme d’une somme finie de
produits de fonctions d’une seule coordonne´e chacune. U s’e´crira sous la forme illustre´e dans l’e´quation
(2). On suppose la somme connue a` l’ite´ration n et on enrichit. L’e´quation (2) devient donc :










Pour la re´solution, on agit d’abord par un ≪ rele`vement ≫ des conditions aux limites. Ceci se traduit par
l’e´criture de la fonction f(X, d) sous une forme similaire a` U dans l’e´quation (2). La seule contrainte
pour de´finir f(x, y, d) est de satisfaire les conditions aux limites (3).
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Figure 1 – Maillages de re´solution : les cercles rouges indiquent le maillage grossier M et les croix
bleues celui utilise´ pour l’approximation des fonctions d’espace et la discre´tisation du mode`le.
On remarque que f s’e´crit comme une somme finie similaire a` (2). Si on de´finit V comme :
V = U − f, (5)
on voit qu’il faut simplement re´soudre le proble`me suivant :
−k∆V = Q+ k ·∆f, (6)
La figure 2 repre´sente la solution du proble`me pour un choix arbitraire des parame`tres d.
3 Analyse inverse on-line
Pour l’optimisation, on utilise la me´thode dite de re´gularisation e´vanescente pour formuler une fonction
couˆt et obtenir un proble`me d’optimisation bien pose´ [5]. En pratique, on ajoute a` la fonction couˆt un
terme proportionnel a` la diffe´rence entre l’inte´grale de la tempe´rature sur le bord a` l’ite´ration pre´sente,






































ou` Γd est une partie de la frontie`re sur laquelle on connait a` la fois le valeur de U et sa de´rive´e
normale. Γ est tout le bord du domaine. On identifie U sur Γ minimisant j. Pour cela, on a essaye´
deux me´thodes de descente dans la direction du gradient.
1. L’algorithme de Levenberg-Marquardt [6]. Il consiste a` e´crire la fonction couˆt sous forme de :
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La fonction j contient trois parties, et on cherche a` minimiser les trois a` la fois. Pour e´crire j





































































On e´crit de plus le gradient et l’Hessienne respectivement sous les formes suivantes [6] :







On note que les ri ainsi que leurs de´rive´es sont e´value´s directement a` l’aide de la solution PGD
calcule´e a priori. Le proble`me ite´ratif de minimisation peut donc s’e´crire comme (13) :
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Figure 3 – Solution reconstruite apre`s identification des conditions aux limite´s inconnues a` partir des
conditions redondantes.





× JacT r. (13)
2. L’algorithme de Newton quadratique. Bien qu’il soit plus lent en ge´ne´ral, il donne une conver-
gence plus rapide dans le cas ici traite´. Il consiste a` e´crire l’approximation de Taylor au voisinage
d’un point, pour la de´rive´e de la fonction couˆt j, la fonction de descente sera donne´e par :









En pratique, on observe une convergence tre`s rapide de la me´thode vers un minimum de la fonction
couˆt. Un exemple de solution est illustre´ dans la figure 3.
4 Conclusion
Dans ce papier nous avons propose´ une nouvelle approche pour la re´solution des proble`mes avec des
conditions aux limites redondantes sur une partie de la frontie`re du domaine et absence de toute
condition dans la partie comple´mentaire. Pour y parvenir a` la re´solution, nous proposons de re´soudre
le mode`le oﬄine pour toute condition aux limites. Puis, online, il n’y a plus qu’a` de´terminer les
conditions inconnues qui correspondent a` celles redondantes. Cette approche permet l’identification
inverse rapide (online) et avec des moyens de calcul tre`s le´gers. L’application de cet approche dans le
cadre des essais d’identification mate´riaux et proce´de´s est en cours d’e´valuation.
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