Abstract. In this paper we study Hardy spaces associated with non-negative self-adjoint operators and develop their vector-valued theory. The complex interpolation scales of vector-valued tent spaces and Hardy spaces are extended to the endpoint p = 1. The holomorphic functional calculus of L is also shown to be bounded on the associated Hardy space H 1 L (X). These results, along with the atomic decomposition for the aforementioned space, rely on boundedness of certain integral operators on the tent space T 1 (X).
Introduction
The theory of Hardy spaces associated with operators has been extensively studied in the recent years. Indeed, the cases of elliptic operators on R n [11, 12] , non-negative self-adjoint operators on doubling metric measure spaces [10] and Hodge-Dirac operators on Riemannian manifolds (with doubling volume measure) [4] are all well-understood by now.
In the abovementioned cases, the Hardy spaces are defined in terms of conical square functions, which has the benefit of allowing a direct connection with tent spaces. These were first introduced by Coifman, Meyer and Stein in [8] and have since become a central tool in Harmonic Analysis. Their theory extends without much difficulty to doubling metric measure spaces (see [1, 20] ).
The aim of this paper is to study such Hardy spaces for functions that take their values in an infinite dimensional Banach space. This is not a completely new development; the theory of vector-valued Hardy spaces associated with bisectorial operators on R n was initiated by Hytönen, van Neerven and Portal in [14] , which is the main inspiration for this article. However, their theory covers only the range 1 < p < ∞, mainly because not all of the classical scalar-valued tent space techniques carry over to vector-valued setting. A new method, suitable for vector-valued tent spaces, was introduced by the author in [16] , which allowed to extend the theory to p = 1. In this article we study the case of vector-valued Hardy spaces associated with non-negative self-adjoint operators on certain doubling metric measure spaces and develop the corresponding theory of tent spaces.
The main result concerning interpolation (Theorem 3 and Corollary 1) extends Theorem 4.7 from [14] to the lower endpoint.
Main result 1. The complex interpolation scale of vector-valued tent spaces T p (X) extends to p = 1.
Actually, also the other endpoint T ∞ (X) is included in the interpolation scale as a consequence of the duality T 1 (X) * T ∞ (X * ) (Theorem 2, cf. [16, Theorem 14] ). The 'classical' proof of the duality [8, Theorem 1(b) ] becomes available in the vector-valued setting after a more direct definition of tent spaces which does not rely on completions (see Section 3 and Appendix).
Instead of the 'embedding method' from [9] and [16] (which for p = 1 and p = ∞ is of a strictly Euclidean nature), the proof of Main result 1 is based on a geometric assumption on the underlying space, namely the cone covering property. It is meant as an abstraction of the proof technique rather than a genuine geometric property, and the framework of metric measure spaces is chosen primarily to highlight the flexibility of this method. In [16] it was proven for R n and in [2] it is shown to hold, more generally, on complete Riemannian manifolds of non-negative sectional curvature.
The communication between tent spaces and Hardy spaces happens by means of integral operators. In the vector-valued setting the boundedness of integral operators on tent spaces relies on the change of aperture [14, Theorems 4.3 and 5.6] . We obtain a change of aperture inequality on T 1 (X) from the atomic decomposition, the proof of which also relies on the cone covering property, and extend the integral operators to T 1 (X) following closely the proof from [14] . We then arrive at the second main result (Theorems 5 and 6), which extends Theorem 7.10 and Corollary 7.2 from [14] to the endpoint p = 1:
Main result 2. The complex interpolation scale of vector-valued Hardy spaces H p L (X) extends to p = 1. Moreover, L has a bounded H ∞ -functional calculus on H 1 L (X). It is well-understood that the tent space atomic decomposition can be turned into atomic or molecular decomposition of the Hardy space (see Theorem 7):
Main result 3. Functions in H 1 L (X) admit decompositions into atoms. As a corollary, the 'square function Hardy space' H 1 ∆ (X) associated with the (non-negative) Laplacian ∆ on R n coincides with the classical 'atomic Hardy space'. The vector-valued tent space theory makes use of pointwise estimates, which imposes two limitations to the current understanding. Firstly, in order to have atomic decompositions and interpolation for tent spaces we rely on the cone covering property of the underlying metric space. Secondly, for non-self-adjoint operators, it is by no means clear how to obtain molecular decompositions for the associated Hardy spaces. The difficulty arises in the attempt to interpret the molecular decay condition by means of integral operators on tent spaces.
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Preliminaries
Notation. Random variables are taken to be defined on a fixed probability space whose expectation is denoted by E. Given a Banach space X the duality pairing between ξ ∈ X and ξ * ∈ X * is written as ξ, ξ * . By α β it is meant that there exists a constant C such that α ≤ Cβ. Quantities α and β are comparable, α β, if α β and β α.
Stochastic integration and γ-radonifying operators. We first recall some facts about stochastic integration of functions with values in a (complex) Banach space (see [19] for details).
Let (Ω, ν) be a σ-finite measure space and assume that a random measure W associates to each set A ⊂ Ω of finite measure, a Gaussian random variable W (A) so that
The stochastic integral with respect to W is defined by linearly extending´Ω 1 A dW = W (A) to simple functions and then by density to whole of L 2 (Ω). Observe, that the 'Itô isometry'
holds for u ∈ L 2 (Ω). Moreover, if X is a Banach space, we can take the tensor extension to
for u ∈ L 2 (Ω) and ξ ∈ X. Two crucial properties of the vector-valued stochastic integral are
The UMD-property. Most of our results rely on the assumption that X has UMD, which by definition is a requirement for unconditionality of martingale differences (see [7] ). It can also be described in terms of various square functions, such as the Littlewood-Paley square function: X has UMD if and only if for any 1 < p < ∞ we have
where P k f (ξ) = 1 A k (ξ) f (ξ) defines a frequency cut-off to the cubical annulus A k = {ξ ∈ R n : 2 k ≤ |ξ j | < 2 k+1 } (see [17, Section 4] ). As a consequence one has the Mihlin multiplier theorem [17, 4. 6 Theorem] which can be applied in showing that the (non-negative) Laplacian ∆ has a bounded H ∞ -functional calculus on L p (R n ; X), that is, for every bounded holomorphic function φ in a sector {ζ ∈ C \ {0} : | arg ζ| < σ} with σ > 0, the Fourier multiplier
defines a bounded operator φ(∆) on L p (R n ; X). It should also be mentioned that, more generally, any generator of a positive contraction semigroup on an L p -space has a bounded H ∞ -functional calculus on L p (X) when X has UMD (see [17, 10. 15 Corollary]). Our need for UMD is two-fold. In the main example (on page 17) we follow [14, Theorem 8.2] and make use of vector-valued Calderón-Zygmund theory in studying L p -boundedness of the conical square function
where W is a random measure arising from dy dt t n+1 . In accordance with the discussion above, this contains the essence of UMD. In addition, we rely on UMD in the form of a vector-valued Stein's inequality, which is central to our proof of the basic tent space properties (see Proposition 1 and the references therein).
Tent spaces
Let (M, d, µ) be a doubling metric measure space. This means that there exist a number n > 0 such that for every ball B ⊂ M , µ(αB) α n µ(B), whenever α ≥ 1. Furthermore, for all x, y ∈ M and all r > 0 we have
where 0 ≤ n 0 ≤ n. We fix n and n 0 to be smallest such numbers. In what follows, we write V (y, t) = µ(B(y, t)). By r B we refer to the radius of a ball B.
Definition of and basic properties tent spaces. We equip the upper half-space M + = M × (0, ∞) with a random measure W arising from dµ(y) dt tV (y,t) and write
d(x, y) < αt} for the cone of aperture α ≥ 1 at x ∈ M . Note that functions in scalar-valued tent spaces, 1 being locally square-integrable, can be seen to act as linear functionals on the space L + is denoted by the double integral˜. Let X be a (complex) Banach space.
Remarks.
• For every 1 ≤ p < ∞ and α ≥ 1, the tent space T p α (X) is complete and contains L 2 c (M + ) ⊗ X as a dense subspace (see Appendix). From Propositions 1 and 2 it follows that, under our typical assumptions on X and M , the tent spaces with different apertures α coincide for any fixed 1 ≤ p < ∞.
• Let 1 ≤ p < ∞. Note that if u ∈ T p and ξ ∈ X, then
and so T p ⊗ X is a dense subspace of T p (X).
• The most fundamental difference to the scalar-valued tent spaces is that, unless X is a Hilbert space, we no longer have
where
,X) and the supremum is taken over all balls B ⊂ M .
Remark. For scalar-valued functions the T ∞ -norm is comparable with a more familiar expression. Indeed, if v ∈ T ∞ and ξ ∈ X, then
where we made use of the observation that for each ball B ⊂ M and every x ∈ B we have
The following proposition presents three basic properties of tent spaces in the case 1 < p < ∞. An efficient way to handle this range by embedding into vector-valued L p -spaces was discovered in [9] . Proposition 1. Let 1 < p < ∞ and suppose that X has UMD.
• Change of aperture:
Proof. We content ourselves with a sketch of the proof. For more details, see [14, 16] and the references therein. The isometry
The associated projection is given by
, where F y,t stands for the function M → X : x → F (x; y, t) and
is a localized averaging operator associated with a ball B ⊂ M . Consequently,
for any (finite) collections of balls B k ⊂ M and functions {f k } ⊂ L p (M ; X). In order to calculate the γ-bound, we approximate A α B 's by dyadic averaging operators. Recall that a dyadic system on a M is a collection D = {D k } k∈Z , where each D k is a partition of M into sets of finite positive measure, such that the containment relations
hold. By Stein's inequality, the families {A Q } Q∈D of localized dyadic averaging operators
In [13] it is shown that one can choose a finite number of dyadic systems on M so that every ball B ⊂ M is contained in a dyadic cube Q B from one of the dyadic systems, with diam (Q B ) diam (B). Therefore we may write
and hence
which a constant depending on p.
The claim of change of aperture now follows from the identity J α u = N α Ju. Duality and complex interpolation follow from the corresponding results for complemented subspaces of vectorvalued L p -spaces.
Cone covering property.
We then elaborate the additional geometric assumption on M (originating from [16] ), which we use to extend Proposition 1 to the endpoint p = 1. Given a σ ∈ (0, 1) we define the extension of an open set E ⊂ M by
Note that E σ is open and satisfies µ(E σ ) σ −1 µ(E) by the weak type (1, 1) inequality for the Hardy-Littlewood maximal function. Recall that the tent T (E) over an open set E ⊂ M is given by
Cone covering property. There exists a σ ∈ (0, 1) such that every bounded open set E ⊂ M satisfies the following: For every x ∈ E there exist x 1 , . . . , x N ∈ M \ E, with N depending only on M , such that
When M has the cone covering property, σ will be fixed and we write E σ = E * .
by the definition of E. Let then x ∈ E. Since E is a bounded open set, we may use the cone covering property to pick x 1 , . . . , x N ∈ X \ E (with N depending only on the dimension of M ) such that
We can then estimate
as required.
Remark. In [2, Appendix B] we have shown that every Riemannian manifold with nonnegative sectional curvature has the cone covering property. The lemma above should be compared with [2, Lemma 4.4] . Notice, that in the vector-valued setting, Bernal's convex reduction argument [6] is not available, which means that interpolation and change of aperture for T 1 (X) cannot be deduced from the reflexive range as in the scalar-valued case, and this forces us to use the cone covering property.
Atomic decomposition. The main result of [16] was the atomic decomposition for T 1 (X) on R n , which also relies on the cone covering property. The proof generalizes directly to our setting.
Definition.
Theorem 1 (Atomic decomposition). Suppose that M has the cone covering property. Then every u ∈ T 1 (X) can be decomposed into atoms a k so that
This allows us to extend the change of aperture estimate from Proposition 1 to T 1 (X).
Proposition 2. Suppose that X has UMD and that M has the cone covering property. Let
Proof. Note first that for any ball B ⊂ M , Γ α (x) intersects T (B) exactly when x ∈ αB. Thus, if an atom a is associated with a ball B, we see that
where we used Proposition 1. The claim follows by the Atomic decomposition.
Theorem 2. Suppose that X has UMD and that M has the cone covering property. Then
Proof. To see that every v ∈ T ∞ (X * ) induces a bounded linear functional Λ on T 1 (X), note first that for any ball B ⊂ M ,
By the Atomic decomposition, it suffices to define the action of Λ on atoms: if a is an atom in T (B) we set Λa = a, v1 T (B) so that
This does not depend on B in the sense that if a is an atom in both T (B) and
On the other hand, by the Atomic decomposition, Λ T 1 (X) * is obtained by testing against atoms. Now, if a is an atom in T (B), then
Remark. That every v ∈ T ∞ (X * ) induces a bounded linear functional on T 1 (X) follows also from the inequalitÿ
where v is assumed to be a function. This can be proved as in [15] and [8] .
Interpolation. Our first main result extends the complex interpolation scale of vector-valued tent spaces [14, Theorem 4.7] to the endpoint p = 1:
Suppose that X has type r > 1 and that M has the cone covering property. Then
Proof. We first check that
• is analytic in the strip S = {ζ ∈ C : 0 < ζ < 1}, • is continuous and bounded on S, • has Υ(is) T 1 (X) 1 and Υ(1 + is) T r (X) 1 for all s ∈ R.
and we may rely on complex interpolation for vector-valued L q -spaces to see that
) and define the interpolating function as in [8, Lemma 5] by
Let s ∈ R and note first that
. Hence by triangle inequality
according to Lemma 1. Consequently,
For a given s ∈ R we then estimate the second quantity
Noting that |2 k(υ(1+is)p−1) | ≤ 2 k(p/r−1) we argue using type r of X:
Therefore, by Lemma 1,
Remark. It is clear that for 1 ≤ p < ∞, the tent spaces
Another possible choice for an ambient space, one that is suitable also for T ∞ (X), is the space of linear operators u :
Corollary 1 (Complex interpolation). Suppose that X has UMD and that M has the cone covering property. Let
Proof. By Proposition 1 the claim is true for 1 < p 0 ≤ p 1 < ∞. First, take r > 1 so that X has type r. The statement then follows for p 0 = 1 and p 1 = r from Theorem 3. For p 0 = 2 and p 1 = ∞ we argue by duality. Note that 1/p = (1 − θ)/2 implies that 1/p = 1 − θ + θ /2 for
by reflexivity of X and Proposition 1. The full statement now follows by reiteration (and its converse).
Intergral operators on tent spaces. We will then consider integral operators on tent spaces. Given an operator-valued kernel
The following result extends [14, Corollary 5.1] to T 1 (X). In the statement and the proof, the only difference to the Euclidean setting is that we might no longer have µ(B(x, t)) t n , and therefore have to assume more decay from the kernel.
Theorem 4. Suppose that X has UMD and that M has the cone covering property. Assume that the kernel satisfies for all t, s > 0 the estimate
whenever E, E ⊂ M and f ∈ L 2 (M ), and that γ > 2n, α > n and β > 3n/2. Then S is bounded on T p (X) for every 1 ≤ p < ∞.
We closely follow the proofs of [14, Propositions 5.4 and 5.5] and split the operator S into two parts
The operator S ∞ : We estimate A (S ∞ u) pointwise by a sum of A 2 k+1 u's. In order to do this, fix an x ∈ M and write
, with δ > 0 follows by Covariance domination once we have established that for all ξ * ∈ X * , ¨Γ
For a fixed ξ * ∈ X * denoteû(·, s) = u(·, s), ξ * . When (y, t) ∈ Γ(x) we have V (y, t) V (x, t) and so
For s > t we have d(B(x, t), C k (x, s)) 2 k s (when k ≥ 1) and so by (1),
where the first integral on the right hand side is bounded by a constant (depending on ε). Plugging this in we get
where the integration limits are obtained from the identity 1 (t,∞) (s) = 1 (0,s) (t).
To estimate the inner integral we proceed as follows:
where ε is chosen small enough so that α − ε > n.
We have now established
For y ∈ B(x, 2 k+1 s) we have
In other words we have shown that
The operator S 0 : To estimate A (S 0 u)(x) by a sum of A 2 k+m+2 u(x)'s for a fixed x ∈ M we write
For a fixed ξ * ∈ X * we again writeû(·, s) = u(·, s), ξ * and estimate as above:
By (1), we have
and so by Hölder's inequality, ˆ2−m t
Plugging this in we obtain
where the exchange of the order of integration is justified by the fact that if 2
and so
Again, by Covariance domination, we obtain
The operator S: Let 1 ≤ p < ∞. We bring together the estimates for S ∞ and S 0 . From (2) we obtain using change of aperture (Propositions 1 and 2)
Moreover, from (3) we obtain in a similar fashion that
Consequently, having assumed that γ > 2n and β > 3n/2 we get
Hardy spaces
We make the following assumptions:
• Let (M, d, µ) be a doubling metric measure space and assume that it has the cone covering property.
• Let L be a non-negative self-adjoint operator on L 2 (M ) and assume that it generates an analytic semigroup (e −tL ) t>0 , which satisfies the following off-diagonal estimates
3
: There exists a constant c such that for every t > 0 we have
Denote by D(L) and R(L) the domain and the range of L on L 2 (M ).
• Let X be a UMD space. 
Remark. Note that by the scalar-valued theory (see [10, Section 4 
Recall the Calderón reproducing formula (the proof of which follows by Spectral theory): For every positive integer N there exists a constant c such that
We then define, for each positive integer N , the mapping
with which the reproducing formula can be written as f = cπ N Q N f . Here the integral is understood as a limit in L 2 of the integrals´R ε as ε → 0 and R → ∞. In what follows, Fubini's theorem applied to this integral is interpreted by first considering the finite integrals´R ε and then using Lebesgue's dominated convergence to pass to the limit. Note that Q N and π N are formally adjoint in the sense that for f ∈ R(L) ⊗ X and v ∈ T 2 ⊗ X * we have
In order to make use of Theorem 4 in proving, for instance, the boundedness of
we need some offdiagonal estimates of the form (1) for the kernels of our integral operators. There is an abundance of such estimates in the literature and a suitable version of Lemma 3 could be obtained directly from sophisticated results like [12, Lemma 2.40]. However, taking into account the simplicity of our situation, we can afford to give some indication of the proof. The first off-diagonal estimate in the following lemma can be found, for instance, in [10, Proposition 3.1]. The second estimate, which is a special case of [12, Lemma 2.28], contains the heart of the functional calculus in the sense that there and only there the holomorphicity of φ is put to use. Note that when φ is a bounded holomorphic function in a sector {ζ ∈ C \ {0} : | arg ζ| < σ} we can define φ(L)f by Spectral theory for all f ∈ R(L) ⊗ X.
Lemma 2. Let k be a non-negative integer and let φ be a bounded holomorphic function in a sector. For all E, E ⊂ M and every f ∈ L 2 (M ) we have the exponential off-diagonal estimate
and the polynomial off-diagonal estimate
Lemma 3. Let N, N ≥ 1 and let φ be a bounded holomorphic function in a sector. Then for all E, E ⊂ M and every f ∈ L 2 (M ) we have
Proof. We make use of the fact that off-diagonal estimates (both exponential and polynomial) are stable under compositions in the sense of [12 
and applying Lemma 2 separately for (e
Proof. For boundedness it suffices to consider the integral operator
the kernel of which satisfies the estimate (1) by Lemma 3 with γ > 4n and α, β > 2n. Surjectivity follows immediately from the facts that Q N is an isometric embedding (into a complete space) and cπ N is its continuous left inverse on the dense set R(L) ⊗ X.
The following theorem is a part of our second main result and can be thought of as an extension of Theorem 7.10 in [14] to the endpoint p = 1:
Proof. Assume that φ is a bounded holomorphic function in a sector. We use the reproducing formula to write
When N, N ≥ n, the kernel
satisfies estimate (1) by Lemma 3 with a constant depending on φ ∞ and γ > 4n and α, β > 2n.
and the duality is realized via
Proof. Fix an N ≥ n and abbreviate Q and π for Q N and π N . The pairing in the statement arises from the identification of
Remark. From Theorem 2 it follows that bounded linear functionals on H 1 L (X) are of the form f → Qf, v , where v ∈ T ∞ (X * ). We will not attempt to describe H 1 L (X) * as a space of functions on M .
The other part of our second main result extends the complex interpolation scale of vectorvalued Hardy spaces to the endpoint p = 1 (cf. Corollary 7.2 in [14] ):
, where
Proof. This follows from interpolation of tent spaces (Corollary 1) along with boundedness of π N (Proposition 3) and the fact that π N Q N = I on both H , a family (Φ t ) t>0 uniformly bounded operators on L 2 (M ) such that
• for all positive integers N, N there exists a constant c such that
• for all non-negative integers k the family ((t 2 L) k Φ t ) t>0 of bounded operators on L 2 (M ) has finite speed of propagation in the sense that if
We then define the operators
with which the new reproducing formula can be written as
Proof. Again, it suffices to view Q N and π N as integral operators. Indeed,
To see that the kernels of these integral operators satisfy (1) one argues as in Lemma 3 with
Note that the exponential off-diagonal estimates are immediate
4 More precisely, we put Φt = φ(t √ L), where φ is smooth and compactly supported around 0 in R. The desired properties are expressed in equations (4.21) and (3.12) in [10] . Proposition 6. Let a ∈ T 1 ⊗ X be an atom in T (B) for a ball B ⊂ M and let K be a positive
as usual (cf. [10, Lemma 4.11] ). To see that supp π N +K a ⊂ 2B it suffices to note that for all t ≤ r B we have supp a(·, t) ⊂ B and thus also
For the size condition we pair (r
. The required norm estimate follows then by duality (Proposition 4).
we fix an N ≥ n and decompose Q N f ∈ T 1 ⊗ X into atoms a k by Theorem 1 so that
Consequently, for a constant c we have
where π N +K a k are (constant multiples of) L-atoms of order K by Proposition 6.
f L p (X) for 2 ≤ p < ∞ follows from the first by duality:
Example. Let L = ∆ be the (non-negative) Laplacian on M = R n with the Lebesgue measure.
where the Fourier transform of the Schwartz function Ψ t is given by
As in the proofs of [14, Theorems 8.2 and 4.8] this gives rise to a singular integral operator
In the proof of [14, Theorem 4.8] T is shown to be a Calderón-Zygmund operator and thus for 1 < p < ∞ we have
Moreover, the same inequality holds for X * , namely
and therefore H p ∆ (X) = L p (X) when 1 < p < ∞. Let us also remark that H 1 ∆ (X) coincides with the atomic Hardy space H 1 at (X) which is defined to consist of functions f ∈ L 1 (X) that can be expressed as sums of (classical) atoms m k so that
Here a classical atom is a function m ∈ L 2 (X) which is supported in a ball B ⊂ R n and satisfieŝ Indeed, as a Calderón-Zygmund operator, T is bounded from H We follow the classical proof of the corresponding scalar-valued result (see [8, Section 1] and [1, Lemma 3.3 and Proposition 3.4]). For simplicity we omit the α as it is immaterial for the proofs and abbreviate · γ for · γ(L 2 (M + ),X) .
Lemma 4. Let 1 ≤ p < ∞ and u ∈ T p (X). Then
(1) u T p (X) = sup K u1 K T p (X) , where the supremum is over compact K ⊂ M + , (2) inf K u1 K c T p (X) = 0, where the infimum is over compact K ⊂ M + , (3) for every compact K ⊂ M + there exists a constant c K such that c −1
Proof. For the first claim, write Γ(x; ε) = {(y, t) ∈ Γ(x) : ε < t < 1/ε} and note that as ε tends to zero, the increasing sequence u1 Γ(x;ε) γ tends to u1 Γ(x) γ . Therefore, 
because whenever x is in a ball B ⊂ M and ε > 0, the cone Γ(x; ε) is contained in a compact K ⊂ M + . The second claim follows by monotone convergence after choosing an increasing (and exhausting) sequence of compact subsets K so that for every x ∈ M the decreasing sequence A (u1 K c )(x) = u1 K c ∩Γ(x) γ tends to zero.
To prove the right hand side in the inequality of the third claim, write S(K) = {x ∈ M : Γ(x) ∩ K = ∅} and observe that A (u1 K )(x) ≤ u1 K γ to obtain
The left hand side in the inequality of the third claim follows by choosing a finite number N (K) of (small) balls B so that K ⊂ B (B × (0, ∞)) =: B B + and so that for every x ∈ B we have K ∩ B + ⊂ Γ α (x). Then for each B we have u1 K∩B + γ ≤ A u(x) when x ∈ B and therefore
Proof of Proposition 7. Let (u k ) be a Cauchy sequence in T p (X). For each compact K ⊂ M + we then see by (3) of Lemma 4 that (u k 1 K ) is a Cauchy sequence in γ(L 2 (M + ), X) and therefore converges to a u K . Setting u = u K on each L 2 (K) results in a well-defined operator u ∈ L (L 2 c (M + ), X). To see that u is in T p (X), fix a compact K ⊂ M + and observe that for each k,
Choosing k large enough, we see that u1 K T p (X) 1 independently of K, which means that u ∈ T p (X). In order to show that u k converges to u in T p (X), let ε > 0. Choose then a number N so that u k − u N T p (X) < ε for all k ≥ N and, by (2) of Lemma 4, a compact K so that (u − u N )1 K c T p (X) < ε. Then for all k ≥ N ,
where the first term on the right tends to zero as k → ∞.
Finally, the density of L 2 c (M + ) ⊗ X in T p (X) follows by approximating u by u1 K in T p (X) and then u1 K by a finite rank operator u 1 K in γ(L 2 (M + ), X).
