The effectiveness of basin simulators for deriving subsalt velocity models has been previously shown through the use of a correlation to relate effective stress to velocity. We build on this and others' work by using physical models to relate porosity to velocity. This process yields a physically realizable isotropic velocity model that is consistent with the geologic model and matches the tomographic velocity model above salt and in regions where the tomographic velocity estimate is accurate. We then use a geomechanical simulator to model the stress distribution in and around allochthonous salt in which material properties between salt and sediment change. Our stress model is the basis for an anisotropic velocity model using Murnaghan's theory for finite elastic deformation. This formulation, with bounds placed on the elastic coefficients, leads to significant imaging improvements adjacent to salt.
INTRODUCTION
Issues with seismic-reflection imaging in and around large velocity contrasts such as those presented by allochthonous and autochthonous salt are well-known (Leveille et al., 2011) . For example, tomographic methods (Woodward et al., 2008) are challenged beneath the salt by a poor signal-to-noise ratio, and reflection energy is generally limited by offset or angle range. We have also observed that velocities extrapolated into subsalt areas are frequently too fast. Past approaches to address these difficulties have involved improvements in seismic acquisition (e.g., wide azimuth, coil surveys, etc.) and imaging algorithms (e.g., reverse time migration [RTM] ). We propose that significant improvement in subsalt images may be obtained through additional geologic control in the subsalt migration velocity model. In this paper, we demonstrate how to use an integrated basin simulation of a geologic model to develop isotropic and anisotropic velocity volumes for more accurate subsalt imaging.
We use the term "model" to describe any calculated representation of a physical property. We use the term "physical model" to describe a model (e.g., porosity, velocity, or stress) derived using a physical law or conservation principle. For example, a model built using conservation of mass and momentum is a physical model. Stress derived from a constitutive relationship is also a physical model because the derivative of the strain energy function with respect to strain must be positive definite. The latter example implies the use of an entropy principle. We refer to a rock-physics model as physical if it satisfies the Voigt-Reuss bounds that are required for an elastic material.
The first reported use of migration velocity models derived from a geologic interpretation for subsalt imaging is by Albertin et al. (2002) . They use a basin model to generate a present-day effective stress volume. Then they use an empirical relationship between velocity and effective stress, derived from well data (Petmecky et al., 2008) , to create a velocity volume. More recently, De Prisco et al. (2014) and Szydlik et al. (2015) use methods presented by Brevik et al. (2014) to build isotropic and anisotropic subsalt velocity models with porosity, permeability, and effective stress volumes calculated from an integrated basin simulator. In each of these cases, the basin simulator is a tool that uses a geologic interpretation to create a migration velocity volume for the subsalt region, where tomography is either significantly limited or cannot be applied.
Conventional basin models estimate vertical stress, which can provide only isotropic velocity models. Anisotropic velocity models can be calculated using a full 3D geomechanical stress simulator. Fredrich et al. (2003) and Nikolinakou et al. (2012) use geomechanical models to show stress halos and arching in sediments around salt bodies. As the rugosity of the salt increases, the stress effects are accentuated. Rapid variations of velocity can distort subsalt images if not properly accounted for, and stress can produce these types of velocity anomalies. These stress effects can propagate hundreds of meters to kilometers away from the salt. Bachrach and Sengupta (2008) are the first to show the impact of stress perturbations due to the interaction of salt and sediment on the stress field and the resulting impact on the velocities. In Matava et al. (2016) , we use a similar approach to estimate the full anisotropic velocity model around salt bodies. Here, we expand on this approach by providing additional details on the methodology for building a migration velocity volume.
We use third-order elasticity (TOE) to link stress (strain) to seismic velocities. The theory originated with Murnaghan (1937) , who describes the elasticity of finite deformations and derives an expansion of the strain energy function in terms of strain perturbations. We start with the basin model derived isotropic velocity, which includes salt, as the initial reference velocity, and then we use the TOE terms of Murnaghan's expansion to estimate changes in elastic properties due to the perturbation in stress from the initial isotropic state. A difficulty with the TOE method is that three independent additional coefficients are required. Laboratory measurements of these coefficients using cores show a high degree of variability and uncertainty. Here, we use the experimental observation (e.g., Nur and Simmons, 1969 ) that velocity increases with increasing effective stress to provide bounds for these coefficients. We use these bounds to choose the TOE coefficients. Using this methodology, we find that seismic images around and beneath the salt can be improved. We will illustrate this methodology with examples from the Gulf of Mexico.
ISOTROPIC VELOCITY MODEL BUILDING
One of the main issues with subsalt tomography is the lack of energy in the full-offset range of the image gathers. Figures 1 and 2 illustrate this point. Figure 1 shows image gathers and the fully migrated image from a conventionally derived velocity model, and Figure 2 shows image gathers using a velocity model derived from a basin model. Comparison of the gathers shows that both images are plausible because events in both sets of gathers are flat over the available offset range. However, the image derived from the basin simulation velocity (Figure 2 ) appears more geologic. The basin model image minimizes conflicting dips; the basement and deep reflectors are more coherent and they reveal an interpreted deep salt pedestal. The energy affecting the salt pedestal is migrated to other parts of the seismic image in Figure 2 . The quality of the image is an important factor for selecting the preferred velocity model. Our experience is that a more accurate geologic interpretation leads to a better image than a poor geologic interpretation.
In the following, we describe our process for creating a migration velocity model from a basin model. Construction of the basin model requires a geologic interpretation of a 3D seismic volume that has an associated migration velocity volume obtained by conventional means. We expect that the initial migration velocity is accurate above or away from the salt, and our objective is to improve the seismic image beneath the salt with a migration velocity that is consistent with a geologic interpretation that is refined by this process.
The 3D integrated basin simulators such as those described by Moeckel et al. (1997) or Hantschel and Kauerauf (2009) are designed to forward model pressure, temperature, and porosity using a geologic interpretation for sediment type, sedimentation rate, and basin architecture. These simulators use a 1D vertical compaction law to calculate a change in porosity with a change in effective stress that has the following form: where ϕ is the porosity, σ is the stress (effective and lithostatic), and P pore is the pore pressure. Compressibility is defined as C ¼ −ð∂ϕ∕∂σ eff Þ and, in this case, is the irreversible change in porosity associated with compaction. The compressibility of sediments in a compacting margin is typically one to two orders of magnitude greater than compressibilities associated with reversible processes (e.g., reflection seismic wave propagation) in the same sediments. High values for sediment compressibility combined with low permeability result in overpressure, in which pore fluids carry a portion of the sediment load.
Conservation laws are used to derive equations for mass and momentum that describe the pore pressure and vertical stress evolution in the basin. Porosity changes with burial depth due to sediment loading constitute a source term for fluids in the mass and momentum laws. We assume a single-phase fluid with Terzaghi coupling (Terzaghi and Peck, 1948) between lithostatic stress and pore pressure (equation 1). Equation 1 and lithostatic loading histories through geologic time, combined with mass and momentum balances on the liquid allow calculation of the pore pressure and effective stress for the volume. In addition, other parameters are calculated, such as bulk density and bulk modulus as well as the regional flow field in a basin. Hantschel and Kauerauf (2009, chapter 2) provide details of integrated basin modeling to quantify pressure and porosity in a petroleum system.
We use a geologic interpretation of a 3D seismic volume to model porosity changes due to sediment type, sedimentation rate, and basin architecture. Porosity is a fundamental variable because of the relationship between porosity, effective stress, and permeability. Allochthonous salt may be treated as either a constant age sedimentary layer with bounding surfaces or as facies within a sedimentary layer. In the first case, salt may also be inflated or deflated either geometrically or by changes in vertical load through time. Our experience is that the best seismic images are obtained when the salt is treated as sediment but is inflated or deflated through time.
Construction of a basin model to create a velocity volume is performed similarly to basin model applications for oil and gas exploration; however, emphasis is placed on porosity, pore pressure, and lithostatic load. Wireline data and control points are used to calibrate porosity. Control points are pseudowells, in which a vertical velocity profile is inverted for porosity with a rock-physics model and used as if it were an exploration calibration well. Pressure on the fluid phase is calibrated with wireline data and pressure measurements where available. Coupling between the porosity and the effective stress through the compressibility of the sediments (equation 1), insures consistency between the geologic interpretation and the velocity model for the sediment type, sedimentation rate, and basin architecture. We typically require three to five sediment types between the seabed and deepest source rocks in the basin to construct the basin model. The sediment types have a shale fraction that we use later in the velocity modeling workflow.
An approximation for the differential effective medium (DEM) rock-physics model is used to calculate the velocity from basin model porosity, pore pressure, and shale fraction. Porosity and pore pressure are calculated by the basin simulator. The shale fraction is determined from the lithologies that are used to populate the basin model. Typically, we use a shale fraction of 0.7−0.9 for shales and 0.2−0.4 for sands. The DEM approximation represents the rock as a mixture of fluid-filled (brine) ellipsoidal stiff (sand) and compliant (shale) pores embedded in a sand/shale matrix. The Voigt-Reuss-Hill average (Mavko et al., 1996, p. 127 ) is used to determine the bulk and shear modulus of the sand/shale rock matrix based on the shale fraction. Shale fraction is also used to divide the pore space into stiff and compliant pores. Using the DEM approximation avoids some convergence issues associated with the numerical DEM algorithm. Furthermore, the elastic moduli calculated from the DEM approximation can be shown to satisfy the Voigt-Reuss bounds required for real elastic materials. A derivation of the DEM approximation and a demonstration that its elastic moduli satisfy the Voigt-Reuss bounds are provided in Appendix A.
The DEM approximation for the bulk modulus K is the unique solution of the equation
where K 0 is the grain bulk modulus, K f is the pore-fluid bulk modulus, and ϕ denotes porosity. The shear modulus G is calculated from grain shear modulus G 0 and ϕ with
Exponents p 0 and q 0 , also referred to as polarization factors (Berryman, 1992) , depend on the shape or aspect ratio of dry ellipsoidal sand and shale pores. The polarization factors p 0 and q 0 are volume-weighted combinations of the stiff and compliant polarization factors:
where α ss and α sh are the stiff and compliant ellipsoidal pore-aspect ratios, respectively, and V ss and V sh denote sand fraction and shale fraction, respectively. Formulas for the pore-aspect ratio dependent polarization factors are given by Keys and Xu (2002) . Equations 2 and 3 are the basis for elastic, isotropic moduli we use to calculate velocity of the sediments. A diagram illustrating the workflow to calculate a velocity model from a geologic interpretation of seismic data is shown in Figure 3 . The geologic interpretation is used with an integrated basin simulator to forward model present-day pressure and porosity at wells and control points distributed throughout the volume. The DEM model uses the porosity, shale fraction, and pressure volumes to calculate an isotropic velocity volume. The schematic workflow can be iterative for large changes in the velocity models. Newly migrated volumes may be reinterpreted to create an updated geologic interpretation and a recalibrated basin model. We illustrate this workflow with an application to a Gulf of Mexico imaging project.
The workflow to develop an isotropic velocity volume is general; however, particular details are important for specific applications such as subsalt velocity model building. Velocities derived from tomography in the supra-salt section and outboard of allochthonous salt are an important component for imaging the seismic volume. The tomographic velocity volume is most reliable in supra-salt minibasins and south of the Sigsbee escarpment in the Gulf of Mexico where salt is absent. Isotropic velocity models from the basin model Velocity model building S249 have little geologic control from well data in the suprasalt region, thus tomography provides useful information on sediment properties in this section.
For our Gulf of Mexico imaging projects, we use a nearby well to calibrate the DEM rock-physics model. We found the calibrated model to be robust, and it was unnecessary to adjust calibration parameters throughout the greater Gulf of Mexico. We used selected velocity profiles from the tomography velocity volume to calculate pseudowell porosity profiles with the DEM rock-physics model (Figure 4 ). This process allows us to construct a velocity model from the basin model that matches the tomographic velocity at control points where velocity estimates from tomography are reliable. The elastic properties associated with the basin model constructed velocity also necessarily satisfy the Voigt-Reuss bounds, which is important when we consider the anisotropic velocity model later. In practice, several pseudowell control points (<10) are used throughout the model to supplement drilled wells for calibration. Control points are updated as the tomographic velocity volume evolves. Furthermore, the velocity volume derived from the basin model is used to initialize and constrain subsequent tomography revisions.
In summary, methods used to build isotropic velocity models are physically based and designed to yield consistent results between tomography and basin modeling velocity volumes. Tomography is used in the shallow supra-salt section and merged with the basin model velocity to yield an enhanced velocity volume particularly for the subsalt portion of the volume. Control points in the form of pseudowells allow a direct comparison of tomographic and basin modeling results and aid in obtaining a consistent velocity volume. Relying on physical models instead of correlations yields calibrated models in shorter times. Reducing the cycle time means that the cause-effect on the images is fresh in the mind of those involved in the project, which further reduces the number of iterations to produce a final image (typically less than 10 in most extensional settings).
Improvements in an isotropic image for the subsalt Wilcox Play in the Gulf of Mexico are shown in Figure 5 . This image qualitatively shows better delineation of subsalt reflectors in the target area and an improved image of the basement structure. An additional impact of this reprocessing program is shown in Figure 6 , which displays changes in the structure of the reservoir against allochthonous salt. These changes result from initial velocities that were too fast and pushed basement horizons too deep. Reprocessing slowed these velocities, decreased the depth to basement, and reduced the dip of the horizon into the three-way trap against salt. These changes in trap geometry modify predrill estimates of mean resources. In our example (Figure 6 ), the changes increase the mean resources by approximately 50%. When the velocity is lowered, the gross rock volumes and mean resources increase. It was our experience that reimaging projects always required us to decrease initial velocities at depth. These imaging results are important from a petroleum system perspective. The section shown in Figure 5 includes the entire petroleum system from source to trap. This image allows interpretation of not only the trap but also away from the trap where fluids, presumed to have been expelled from a source rock, migrate laterally and vertically to a reservoir. Improved images in reflector continuity and depth increase our confidence in the petroleum system that is presented as reduced prospect risk. Indeed, these improved images and the significantly different structural maps imply large changes to the petroleum system for the area in terms of fluid quality prediction, volume of hydrocarbons available to trap, and equity negotiations ( Figure 6 ). Therefore, it makes sense to conduct this type of reimaging program early in the exploration play process rather than later after land is acquired and equity negotiations occur.
ANISOTROPIC VELOCITY MODEL BUILDING
Seismic velocities are influenced by stress, and the presence of salt can produce stress-induced anisotropy in the velocity field. Geomechanical models have demonstrated the impact of stress halos and arching around rugose salt bodies (Fredrich et al., 2003; Nikolinakou et al., 2012) and on velocity anisotropy (Bachrach and Sengupta, 2008) . Their model results suggest these stress arches and halos extend hundreds of meters in the sediment away from the salt body. Figure 3 . The workflow we developed for using a geologic interpretation of seismic data to create a calibrated velocity model to migrate seismic data. The basin model is calibrated in the normal way for pressure and porosity to wells in the area. Pressure and porosity volumes, along with a volume for the shale fraction and a calibrated DEM model, are used to calculate an isotropic velocity volume. A geomechanics simulator is used to calculate stress in the volume, and the TOE method is used to estimate velocity, including anisotropy in the volume. Adding a temperature model to the calibration, along with a source-rock model, means that a physical model for the petroleum system can be developed during the imaging part of the exploration program.
Poroelastoplastic modeling (Nikolinakou et al., 2012) shows that stress-induced effects can extend kilometers away from salt bodies. We use a geomechanical simulation of our basin model to predict stress perturbations from an isotropic reference model and to estimate velocity anisotropy and anisotropic imaging parameters.
Specifically, we use the theory of finite elastic deformation developed by Murnaghan (1937) to calculate the impact of stress on velocity. Murnaghan (1937) derives an expansion of the strain energy density with respect to strain perturbations. Neglecting perturbations in strain energy of second order and beyond, this expansion yields the following approximation for the stress-dependent elastic stiffness:
where C ijkl is the stress-dependent stiffness tensor, C 0 ijkl is the reference isotropic stiffness tensor, and e mn is the strain tensor that is related to the stress σ ij through Hooke's law
The sixth-order tensor C 0 ijklmn in equation 6 contains the TOE coefficients. For an isotropic reference medium, there are five nonzero TOE coefficients, of which three are independent (Prioul et al., 2004) . Common practice uses core measurements to estimate the required coefficients, but these measurements have considerable variability and significant uncertainty due to the complexity of the laboratory measurements.
Although there is large uncertainty in the TOE coefficients, we can still derive useful bounds for them. Experimental observations show that P-and S-wave velocities increase in the direction of an applied force (Nur and Simmons, 1969) . Assuming the sign convention that compression is positive (and tension is negative), these observations imply that independent TOE coefficients, in Voigt notation, satisfy the bounds . We constrain the TOE coefficient C 0 111 to be proportional to the reference stiffness coefficient C 0 11 and choose the remaining coefficients to satisfy the symmetry conditions and bounds in equations 8 and 9. We choose the TOE coefficients C 0 112 and C 0 155 to be at or near the midpoint of their bounded ranges. The scale factor to calculate C 0 111 impacts the magnitude of anisotropy but not the direction, which is determined by stress. We chose the scale factor to match the magnitude of the δ shown in Figure 7 . Using equations 6 and 7 with these TOE coefficients and the stress perturbations from the basin simulator, we obtain a stress-dependent elastic stiffness tensor that produces an anisotropic velocity model for which P-and S-wave velocities increase in the direction of increasing stress. We use this stress-dependent stiffness Figure 5 . A comparison between the initial image and the final image after reprocessing. The final image followed a workflow outlined in the text, which combined tomographic velocities and basin modeling velocities to produce a final image. Deep reflectors, interpreted as basement, are more continuous and flatter in the final image. Reflectors beneath the salt are more continuous, but they are also shallower and have less dip than the original image into the truncation with salt. Figure 4 . A DEM-calculated porosity profile (black dots) from the tomographic velocity model compared with the basin model porosity (red line) at a particular control point. The horizontal lines are stratigraphic tops included in the basin model. The basin model porosity profile matches the general trend of the porosity profile derived from the velocity model; however, the derived porosity profile shows low porosity (fast sediments) at approximately 4 km. Similarly, the basin model suggests too low porosity at approximately 9 km. Resolving these issues with physical models (rather than correlations) makes more consistent the geologic and geophysical models.
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tensor to calculate the Thomsen delta and epsilon anisotropic imaging parameters.
Equations 8 and 9 describe the stress-dependent stiffness tensor in a local-coordinate system defined by the principal stress directions. To apply equations 8 and 9 at a given point, we must first determine the stress perturbation at that point. We take the reference stress to be the stress tensor for a homogeneous isotropic body subjected to a force equal to the lithostatic load in the direction of the main principal stress. The stress components in the directions perpendicular to the main principal stress are the lithostatic load scaled by ν∕ð1 − νÞ, where ν is the Poisson's ratio. The reference stress represents the stress observed in the absence of any inhomogeneities in the medium such as salt. The stress field produced by the geomechanical simulator is impacted by the presence of inhomogeneities, and the difference between the geomechanical simulator stress field and the reference stress is the stress perturbation. Applying equations 6 and 7 to the stress perturbation yields the stress-dependent elastic stiffness tensor in the local-coordinate system. Herwanger and Horne (2009) show how the stress-dependent elastic stiffness tensor can be rotated from the local principal stress-coordinate system to the global-coordinate system, and then velocities in the global-coordinate system can be computed from the rotated stress tensor.
Typically, for subsalt imaging projects, δ is determined from a vertical seismic profile (VSP) or check-shot well data; however, wells may be located quite a distance from the area of interest. Alkhalifah (1997) discusses issues related to estimating anisotropic parameters. In theory, the ϵ parameter may be determined by flattening image gathers near the wells. In practice, ϵ is chosen to be proportional to δ. Once determined, these 1D, depth-dependent anisotropic parameters are extended laterally from the seabed over large distances and are fixed even though velocities are updated during model building.
In our process, δ and ϵ are updated by stress modeling and change as the 3D stress varies laterally. Rasolofosaon (1998) shows that if the second-order strain perturbations are neglected, then the stressinduced anisotropy is elliptical and δ is equal to ϵ. Figure 7 shows a standard model for δ. Figure 8 shows the stress estimate for δ. Because our anisotropy is stress induced, it is elliptical and we use ϵ ¼ δ.
The seismic images for these two anisotropic models are shown in Figures 9 and 10 , respectively. Both of these images are produced by a 3D tilted transverse isotropic (TTI) prestack RTM algorithm. The stress-induced ϵ and δ parameters are calculated from the stiffness tensor in the principal stress-coordinate system. The TTI orientation is the same for both calculations for comparison purposes. Overall, the stress-induced anisotropic model improves the coherency of reflectors in the deeper section. Notice that the positioning of events is shifted between these two sections. This occurs because on the conventional sections, tomographic updates of velocity optimally flatten the gathers. When a different δ and ϵ are used, the gathers will not be completely flat, so an additional iteration of Figure 6 . A base map showing the interpreted Wilcox reflector for the initial image and the final reprocessed image. In this case, the Wilcox is subcropped by allochthonous salt on the bottom left half of the figure. Reprocessing decreased the velocity in the subsalt section. Slower velocities decreased significantly the depth of the Wilcox horizon at the subcrop to salt as well as in the center of the basin. In addition, the area of closure at the subcrop changed significantly. The lower dip of the Wilcox into salt, which is evident in the reprocessed image, results in higher mean resources assigned to the prospect. The mean resources increased approximately 50%, which we found typical for this work. Because of stress variations, the model for δ varies laterally. The blue areas are salt bodies that are isotropic. For stress-induced anisotropy, the ϵ parameter is, to first order, equal to δ. tomography is required. Prior to the tomographic update, the location of salt bodies is reinterpreted.
Additional depth images are shown in Figures 11, 12 , 13, and 14. In Figures 11 and 13 , the 1D model for δ and ϵ is used, and in Figures 12 and 14 , the stress-induced anisotropic model is used.
Each of these examples show improved imaging in the deeper section below the salt bodies using the stress-induced parameters. The base of salt reflection is also more visible. These image improvements enable more detailed mapping of subsalt structures.
Standard estimates of δ and ϵ tend to vary only with respect to depth. The stress-induced anisotropic parameters vary laterally and correlate to stress variations around salt bodies. If velocities vary laterally, the anisotropic parameters should vary laterally as well. Seismic images derived from the stress-induced anisotropic param- Figure 9 . Seismic image using the 1D anisotropic model. This is a prestack depth-migrated image using the δ shown in Figure 7 . The value of ϵ is twice the value of δ. This image is produced by a 3D prestack RTM algorithm. Figure 10 . Seismic image using the stress-dependent anisotropic model. This is a prestack depth-migrated image using stress dependent ϵ and δ shown in Figure 8 . This image is produced by a 3D prestack RTM algorithm. Figure 11 . Seismic image using the 1D anisotropic model. This is a prestack depth-migrated image using the 1D model for δ and ϵ. This image is produced by a 3D prestack RTM algorithm. Figure 12 . Seismic image using the stress-dependent anisotropic model This is a prestack depth-migrated image using the stress dependent ϵ and δ. This image is produced by a 3D prestack RTM algorithm. Figure 13 . This is a prestack depth-migrated image using the 1D model for ϵ and δ. This image is produced by a 3D prestack RTM algorithm. Figure 14 . Seismic image using the stress-dependent anisotropic model. This is a prestack depth-migrated image using the stress-dependent ϵ and δ. This image is produced by a 3D prestack RTM algorithm.
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eters show improved coherency deeper in the section than in the conventional model. Subsalt reflectors and base-of-salt reflections are better imaged with the stress-induced anisotropic parameters. The improvement of the images is evidence that a laterally varying anisotropic model is more accurate than the standard 1D model for ϵ and δ.
CONCLUSION
In summary, we have shown the improvements in subsalt seismic images when tomographic velocity volumes are modified with geologically derived velocity models. We build on the previous work by showing how physical-based models, using a constitutive relationship that relates porosity to effective stress, can be used to constrain the isotropic material properties of the sediments. A DEM model, which converts a basin model porosity into an isotropic velocity model, is the basis for this new isotropic velocity model. This new isotropic model is physically realizable in the sense that it satisfies the Voigt and Reuss bounds for isotropic elastic materials. Key to this workflow is a geologic interpretation of the reimaged seismic data. Because we use physically based models for the isotropic portion of imaging, we are able to extend these imaging improvements with anisotropic stress fields available from the geomechanical simulator to develop anisotropic velocity models.
We use the finite elastic deformation theory developed by Murnaghan to modify the isotropic elastic stiffness coefficients for stress. Although there is considerable uncertainty in the TOE stiffness coefficients of this theory, by choosing coefficients within the bounds (equations 8 and 9), we are certain that propagation velocity increases in the direction of increasing stress, which is consistent with experimental observations. Images produced from anisotropic velocity models represent a second-order effect on the isotropic velocity volume, but improvements in image quality are still significant. Edges of salt become better defined and deep-sediment reflectors, often considered basement, are better resolved, which increase confidence in the geologic interpretation of the seismic data.
We have shown that physically based models are able to produce geologically and geophysically consistent seismic volumes. A byproduct of these reimaging programs is a petroleum system view of prospects and plays that is developed at the same time as the reimaging program, which is typically early in an exploration program. This means that the petroleum systems analysis of the play, including trap size and position, mobility and fluid quality, are developed early when flexibility usually remains in the direction of the program.
ACKNOWLEDGMENTS
A host of geoscientists contributed their time and effort on imaging projects using methods presented in this paper. Their contributions included much ingenuity and insight. For their efforts, we thank J. Chang, M. Clavaud, B. Foster, E. Frugier, J. Law, Z. Li, G. Neupane, J. Walters, J. Western, and Y. Zeng. We thank J. Berryman for his time and insight and Y. Zhang for reviewing and improving this paper. We also thank the associate editor, T. Alkhalifah, M. Woodward, and two additional anonymous reviewers who made many helpful suggestions. Finally, we thank the ConocoPhillips Company for supporting this work and PGS and CGG seismic companies for permission to publish the seismic images. Keys and Xu (2002) derive an approximate solution of the DEM equations for the case of dry-rock bulk and shear modulus. In the following, we extend their results to obtain estimates for fluidsaturated bulk and shear modulus with noninteracting pores. The DEM method derives bulk and shear modulus by incrementally adding pore space to a rock matrix. Berryman (1992) shows that, in the limit as the incremental pore space goes to zero, the DEM equations converge to the set of differential equations:
APPENDIX A AN APPROXIMATION FOR THE DIFFERENTIAL EFFECTIVE MEDIUM ROCK-PHYSICS MODEL
where ϕ is the porosity, K is the bulk modulus of the fluid-saturated rock, K f is the bulk modulus of the pore fluid, and K 0 is the grain bulk modulus. Likewise, G is the shear modulus of the fluid-saturated rock,Ǵ is the shear modulus of the pore inclusion (Ǵ ¼ 0 for a fluid-filled inclusion), and G 0 is the grain shear modulus. Berryman (1992) refers to the parameters p and q as polarization factors; p and q depend on the bulk and shear modulus of the saturated rock, the grain properties, and pore-aspect ratios of the ellipsoidal inclusions that represent the pore space. Formulas for p and q are given by Keys and Xu (2002) . Because of the polarization factors, equations A-1 and A-2 are coupled, nonlinear differential equations that must be solved numerically. However, with a good estimate for the polarization factors, a reasonable approximate solution for these equations can be obtained. We observed that for ellipsoidal pores with small aspect ratios, 1∕p varies almost linearly with respect to K f ∕K. In particular, we approximate p with
where p 0 ¼ pðK f ∕K ¼ 0Þ and p 1 ¼ pðK f ∕K ¼ 1Þ. That is, p 0 is the polarization factor for dry rock and p 1 is the value of the polarization factor in the extreme case that K f ¼ K. For the latter case, p 1 ¼ 1. If the medium is comprised of materials with different pore aspect ratios, the polarization factors are the weighted average (by volume) of the polarization factors for each of the individual materials. Inserting equation A-4 into equation A-1 and integrating over ϕ gives the result A similar approach yields an approximation for the shear modulus G, but becauseǴ ¼ 0, the expression for G reduces to the dry rock approximation derived by Keys and Xu (2002) 
Equation A-5 has a unique solution for K between K f and K 0 . Furthermore, we show that the unique solution of A-5 satisfies the Voigt and Reuss bounds required for an isotropic elastic material. First, however, we compare our approximate solution with the solution of the DEM equations. Keys and Xu (2002) .
To show that equation A-5 has a unique solution for bulk modulus K between K f and K 0 that satisfies the Voigt and Reuss bounds, let FðkÞ denote the auxiliary function:
Using equation A-7, then lim k→K f FðkÞ ¼ −∞. Thus, FðkÞ is negative as k approaches 
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tion A-5 can be solved with the bisection algorithm, using K f and K 0 to bracket the solution. Let K R denote the Reuss bound for bulk modulus:
(A-10)
The Voigt bound K V for bulk modulus is
Figure A-2 shows that p 0 is greater than one, which means the right side of equation A-12 is positive. Consequently,
(A-13)
Because FðkÞ monotonically increases, it follows immediately from equation A-13 that the solution of equation A-3, K D , must satisfy the Voigt-Reuss bounds:
(A-14)
A similar argument holds for the shear modulus.
APPENDIX B BOUNDS FOR THE THIRD-ORDER ELASTIC COEFFICIENTS
The observation that P-and S-wave velocities increase in the direction of increasing stress can be used to bound the TOE coefficients. Let σ ij be a stress perturbation from an initial reference state of stress with principal components σ 1 , σ 2 , and σ 3 in the direction of each of the coordinate axes. Assume that the stress σ ij is sufficiently small such that the second-order strain perturbations are negligible. Then, in Voigt notation, the principal strain components e 1 , e 2 , and e 3 are given by
(B-1)
where C 0 ij denotes the second-order stiffness tensor for the isotropic reference medium. Because second-order strains are negligible, the strain-dependent stiffness tensor is
where C 0 ijk is the third-order stiffness tensor for the isotropic reference medium whose elements are the TOE coefficients. Now, letσ ij be a stress perturbation from the reference state with principal componentsσ 1 ,σ 2 , andσ 3 in the direction of each of the coordinate axes. Assume that the stressσ ij is also sufficiently small such that the second-order strain perturbations can be neglected. Then, the corresponding strain and stiffness tensors satisfy the equations:
Define δe i ¼ e i −é i to be the change in strain, let δσ i ¼ σ i −σ i be change in stress, and let δC ij ¼ C ij −Ć ij denote the change in elastic stiffness. From equations B-1 to B-4, it follows that:
From the Kelvin-Christoffel equations (Herwanger and Horne, 2009) Þ, where V 23 , V 13 , and V 12 denote the S-wave velocities in the three principal stress directions. Thus, equation B-6 relates the change in P-and S-wave velocities to the change in strain. We first focus on the P-wave component of equation B-6.
Through compaction, an increase in stress causes an increase in density. Observing that for a given principal stress direction, an increase in stress causes an increase in velocity in the same direction, it follows that an increase in stress must cause an increase in the elastic stiffness coefficient in the associated principal direction. We have assumed that the elastic deformation is reversible, so a decrease in stress must reduce the corresponding elastic stiffness. Consequently, for the given direction of principal stress, the change in the elastic stiffness coefficient has the same sign as the change in stress. As a sign convention, we take compression to be positive and tension is negative. Then, our observation that P-wave velocity increases in the direction of applied stress leads to the condition that 0 < δσ 1 δC 11 þ δσ 2 δC 22 þ δσ 3 δC 33 :
(B-7)
From equations B-5 and B-6, the change in P-wave velocity in the principal stress directions can be expressed as δC ¼ In summary, to satisfy the requirement that velocity increases in the direction of increased effective stress, the TOE stiffness coefficients must satisfy the constraints is zero, then the strained elastic stiffness is isotropic regardless of the applied stress perturbations. Maximum P-wave anisotropy occurs at the lower bound for C 0 112 .
