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EXTENSIONS OF CANTOR MINIMAL SYSTEMS AND
DIMENSION GROUPS
ELI GLASNER AND BERNARD HOST
Abstract. Given a factor map p : (X,T )→ (Y, S) of Cantor minimal systems,
we study the relations between the dimension groups of the two systems.
First, we interpret the torsion subgroup of the quotient of the dimension
groups K0(X)/K0(Y ) in terms of intermediate extensions which are extensions
of (Y, S) by a compact abelian group. Then we show that, by contrast, the
existence of an intermediate non-abelian finite group extension can produce a
situation where the dimension group of (Y, S) embeds into a proper subgroup
of the dimension group of (X,T ), yet the quotient of the dimension groups is
nonetheless torsion free.
Next we define higher order cohomology groups Hn(X | Y ) associated to an
extension, and study them in various cases (proximal extensions, extensions by,
not necessarily abelian, finite groups, etc.). Our main result here is that all the
cohomology groups Hn(X | Y ) are torsion groups. As a consequence we can
now identify H0(X | Y ) as the torsion group of K0(X)/K0(Y ).
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Introduction
In this work a dynamical system is a pair (X, T ) where X is a compact metric
space and T : X → X is a homeomorphism. If X is a Cantor space we say that
(X, T ) is a Cantor system. If the orbit {T nx : n ∈ Z} of every point x ∈ X is dense,
we say that (X, T ) is minimal. For the definition of the dimension group which
is associated to a minimal Cantor system and for more details on this subject we
refer the reader to the papers [HPS], [GPS], [GW], [O] and [DHS]. For further
developments see [GPS1] and [S].
A factor map π : (X, T )→ (Y, S) is a surjective continuous map π : X → Y such
that π ◦T = S ◦π. In this case we say that (Y, S) is a factor of (X, T ). Depending
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on the point of view, we say also that (X, T ) is an extension of (Y, S) and then
the map π is called an extension.
Given a factor map p : (X, T ) → (Y, S) of Cantor minimal systems, our goal is
to study the relations between the dimension groups of the two systems. Following
ideas and methods developed by Herman, Putnam and Skau [HPS], Giordano Put-
nam and Skau [GPS], and Glasner and Weiss [GW], we show in Sections 2, 3 (and
Appendix B) that an extension of minimal dynamical systems p : (X, T )→ (Y, S)
yields a nontrivial torsion in the quotient group K0(X, T )/ p
∗K0(Y, S) of the cor-
responding dimension groups if and only if there is a nontrivial intermediate cyclic
group extension X → Z → Y . More generally, we interpret the torsion sub-
group of the quotient of the dimension groups in terms of intermediate extensions
which are extensions of (Y, S) by a totally disconnected compact abelian group.
In section 2.5 and Appendix C we show that, by contrast, the existence of an
intermediate non-abelian finite group extension can produce a situation where
p∗K0(Y, S) ( K0(X, T ) yet K0(X, T )/p∗K0(Y, S) is nevertheless torsion free.
Next (in Section 4) we define higher order cohomology groups Hn(X | Y )
associated to an extension, and study them in various cases (proximal exten-
sions, extensions by, not necessarily abelian, finite groups, etc.). Our main re-
sult here (Section 7) is that all the cohomology groups Hn(X | Y ) are torsion
groups. As a consequence we can now identify H0(X | Y ) as the torsion group
Torsion
(
K0(X)/K0(Y )
)
. As an example, in Appendix A we compute some of these
groups in the case of the Morse dynamical system.
Most of the homological algebra we utilize is surely well known and classical.
However, because we are using it in the special context of the spaces C(X) =
C(X,Z) where X is a Cantor set, finding an exact reference in the literature is not
an easy task. We instead provide mostly complete proofs. This practice serves
two purposes. First, it saves us the need to search for exact sources, and second,
hopefully, it will enable those readers who lack the necessary algebraic background
to read the paper with relative ease.
We thank Christian Skau for his stimulating questions. We also thank Benjy
Weiss and Avinoam Mann for their contributions to this work.
1. Notation and preliminaries
1.1. The dimension group K0(X, T ). If X is a Cantor space, we write C(X) for
the additive group of continuous functions on X with integer values. If X and Y
are Cantor spaces and p : X → Y a continuous map, we write p∗ : C(Y ) → C(X)
the map f 7→ f ◦ p. This map is a group homomorphism and is one-to-one if p is
onto.
A Cantor dynamical system (X, T ) is a Cantor set X endowed with a homeo-
morphism T : X → X.
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As above a factor map (or an extension) from a Cantor dynamical system (X, T )
to a Cantor dynamical system (Y, S) is a map p : X → Y , continuous and onto,
with S ◦ p = p ◦ T .
Let (X, T ) be Cantor dynamical system. The coboundary map β : C(X)→ C(X)
is defined by β = T ∗ − id, that is
βf = f ◦ T − f for every f ∈ C(X) .
A function f ∈ C(X) is a coboundary if it belongs the range βC(X) of the cobound-
ary map. We define K0(X, T ) to be the quotient group
K0(X, T ) :=
C(X)
βC(X)
.
For f ∈ C(X) we write [f ] for its image in K0(X, T ).
The group K0(X, T ) can be given the order induced by the natural order of
C(X) but we do not use this order here.
The next Lemma is classical [HPS].
Lemma 1.1. Let (X, T ) be Cantor dynamical system. Then K0(X, T ) is torsion-
free.
Proof. Let α ∈ K0(X, T ) and let k > 0 be an integer with kα = 0. We choose
f ∈ C(X) with [f ] = α. Then [kf ] = 0 and there exists g ∈ C(X,Z) with
kf = g ◦ T − g. We write
g = kh+ q with h, q ∈ C(X) and 0 ≤ q < k .
We get q ◦T − q = k(f −h◦T +h) and −k < q ◦T − q < k and thus q ◦T − q = 0.
We conclude that f = h ◦ T − h. 
1.2. Dimension groups and factors. Let p : (X, T ) → (Y, S) be a factor map
between Cantor dynamical systems. The homomorphism p∗ : C(Y ) → C(X) sat-
isfies β ◦ p∗ = p∗ ◦ β and thus induces a group homomorphism, written p∗ also,
from K0(Y, S) to K0(X, T ). Proposition 3.1 of [GW] shows that this is a natural
embedding of K0(Y, S) into K0(X, T ) which is order and order unit preserving.
For completeness we provide a proof that p∗ is one-to-one.
Lemma 1.2. Let p : (X, T ) → (Y, S) be a factor map between Cantor minimal
dynamical systems. Then p∗ : K0(Y, S)→ K0(X, T ) is one-to-one.
Proof. Let α ∈ K0(Y ) be such that p
∗α = 0 and let f ∈ C(Y ) be such that [f ] = α.
Then [f ◦ p] = p∗α = 0, that is, f ◦ p is a coboundary of the system (X, T ) and
there exists g ∈ C(X) with f ◦ p = g ◦ T − g. For every n > 0 and every y ∈ Y ,
choosing x ∈ X with p(x) = y we have
f (n)(y) :=
n−1∑
j=0
f(Sjy) =
n−1∑
j=0
f ◦ p(T jx) = g(T nx)− g(x)
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and thus the family of functions
(
f (n) : n > 0
)
is uniformly bounded by 2‖g‖∞.
By [GH], f is a coboundary of the system (Y, S). We conclude that α = 0. 
2. Abelian intermediate extensions
Here p : (X, T ) → (Y, S) is a factor map between minimal Cantor dynamical
systems.
2.1. Intermediate extensions. An intermediate extension (X, T )
r
→ (Z,R)
q
→
(Y, S) consists of a Cantor system (Z,R) and two factor maps q : (Z,R)→ (Y, S)
and r : (X, T )→ (Z,R) with q ◦ r = p.
Let (X, T )
r
→ (Z,R)
q
→ (Y, S) and (X, T )
r′
→ (Z ′, R′)
q′
→ (Y, S) be two interme-
diate extensions. We say that the first one is over (or greater than) the second
one if there exists a factor map φ : (Z,R)→ (Z ′, R′) with φ ◦ r = r′. This implies
that q′ ◦ φ = q and we have the commutative diagram:
(X, T )
p
//
r
%%J
JJ
JJ
JJ
JJ
r′
8
88
88
88
88
88
88
88
88
8
(Y, S)
(Z,R)
q
::ttttttttt
φ

(Z ′, R′)
q′
CC
We remark that the factor map φ with these properties is then unique. We
say that the two intermediate extensions are isomorphic if the factor map φ is
an isomorphism. We identify isomorphic intermediate extensions. The relation
“being over” defined above is then a partial order on the family of intermediate
extensions.
Every family of intermediate extensions admits a supremum for this order; that
is, an intermediate extension which is larger than every intermediate extension of
the family, and smaller than every other intermediate extension with this property.
We give the construction in the case of a family of two intermediate extensions,
the general is is similar.
Let (X, T )
r
→ (Z,R)
q
→ (Y, S) and (X, T )
r′
→ (Z ′, R′)
q′
→ (Y, S) be two interme-
diate extensions. Let Z ′′ = {(r(x), r′(x)) : x ∈ X} ⊂ Z × Z ′. Then Z ′′ is a closed
subset of Z × Z ′ and thus is compact. The map R′′ = R × R′ is a homeomor-
phism of Z ′′ onto itself and the map r′′ = (r, r′) : X → Z ′′ is a factor map from
(X, T ) to (Z ′′, R′′). We define a map q′′ : Z ′′ → Y by q′′(z, z′) = q(z) = q′(z′).
This map is clearly a factor map. We have constructed an intermediate extension
(X, T )
r′′
→ (Z ′′, R′′)
q′′
→ (Y, S) satisfying all the announced properties. Sometimes
we denote this extension by Z ∨ Z ′.
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2.2. Intermediate extensions by compact abelian groups. We say that
(X, T ) → (Z,R)
q
→ (Y, S) is an intermediate extension by a compact group G
if G is a compact subgroup of the Polish group Homeo(X) which commutes with
T and the extension q is isomorphic to the quotient map X → X/G.
We consider here the case that G is a finite or Cantor abelian group.
If an intermediate extension is smaller than an intermediate extension by a
compact abelian group G, then it is itself an intermediate extension by a compact
abelian group H , which is a quotient of the group G. In particular, if G is finite
or Cantor, then H is finite or Cantor too. It is easy to see that the supremum
of any family of extensions by compact abelian groups is also an extension by a
compact abelian group. If all the groups of the family are finite or Cantor, then
the supremum is finite or Cantor too.
2.3. Intermediate extensions by finite and Cantor groups.
Theorem 2.1. Let p : (X, T ) → (Y, S) be a factor map between Cantor dy-
namical systems. Then there exists a bijection between the family of finite sub-
groups of K0(X, T )/p
∗K0(Y, S) and the family of intermediate extensions (X, T )
r
→
(Z,R)
q
→ (Y, S) where q : (Z,R)→ (Y, S) is an extension by a finite abelian group.
This bijection maps each finite subgroup G of K0(X, T )/p
∗K0(Y, S) to an exten-
sion of (Y, S) by the dual group Ĝ of G.
Moreover, this bijection preserves the orders: If G and G′ are finite subgroups
of K0(X, T )/p
∗K0(Y, S) with G
′ ⊂ G, then the intermediate extension associated
to G′ is below the intermediate extension associated to G.
In the special case when the finite group is Zn := Z/nZ, Theorem 2.1 says that
p : (X, T ) → (Y, S) admits no nontrivial intermediate Zn-extension if and only if
the group K0(X, T )/p
∗K0(Y, S) is torsion free. We give an easy direct proof of
this fact in Appendix B.
Notice that the condition that no intermediate nontrivial finite cyclic group
extension of Y exists, is clearly satisfied when p is either a weakly mixing extension
or when it is a proximal extension (see Definition 5.1 below). Hence, for such
an extension, if K0(X, T )/p
∗K0(Y, S) is nontrivial it is torsion free. This latter
assertion is a result of Giordano Putnam and Skau (see [GPS1]). For later use we
state this fact as a formal corollary:
Corollary 2.2. For an extension p : (X, T ) → (Y, S) between Cantor minimal
systems which is either weakly mixing or proximal, we have
Torsion(K0(X, T )/p
∗K0(Y, S)) = 0.
Theorem 2.3. Let p : (X, T )→ (Y, S) be a factor map between Cantor dynamical
systems. Let H be the torsion subgroup of K0(X, T )/p
∗K0(Y, S) and K the dual
group of H; recall that K is a Cantor abelian group.
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Then there exists an intermediate extension (X, T )
r
→ (Zab, Rab)
q
→ (Y, S) where
q : (Zab, Rab)→ (Y, S) is an extension by K.
Moreover, the family of intermediate extensions which are extensions of (Y, S) by
a compact finite or Cantor abelian group coincides with the family of intermediate
extensions below (Zab, Rab).
Proof of Theorem 2.3 assuming Theorem 2.1. Let (X, T )
r
→ (Zab, Rab)
q
→ (Y, S)
be the supremum of all intermediate extensions by finite or Cantor abelian groups.
By preceding remarks, (Zab, Rab) is an extension of (Y, S) by a compact finite or
Cantor abelian group K, and this extension satisfies the second statement of the
theorem.
Since K is either finite or Cantor, it can be written as an inverse limit of a
sequence K1 ← K2 ← · · · ← K of finite abelian groups. It follows that (Zab, Rab)
is the supremum of an increasing sequence of intermediate extensions (Y, S) ←
(Z1, R1) ← (Z2, R2) ← · · · ← (X, T ), where (Zi, Ri) is an extension of (Y, S) by
Ki.
By Theorem 2.1, K0(X, T )/p
∗K0(Y, S) contains an increasing sequence H1 ⊂
H2 ⊂ · · · of finite abelian groups, with Ĥi = Ki for every i. Let H be the union
of the groups Hi. Then we have Ĥ = K.
Since H is a union of finite groups it is included in the torsion subgroup of
K0(X, T )/p
∗K0(Y, S) and it remains only to show the converse inclusion that is,
to prove that every finite subgroup G of K0(X, T )/p
∗K0(Y, S) is included in H .
Let (ZG, RG) be the intermediate extension associated to G by Theorem 2.1. It
is an extension of (Y, S) by the group Ĝ. This extension is below (Zab, Rab) by
definition of this last extension, and thus Ĝ is a quotient of K. Therefore, there
exists an i such that Ĝ is a quotient of Ki (this can be seen by duality), and thus
(ZG, RG) is below (Zi, Ri). By the last statement of Theorem 2.1, G ⊂ Hi ⊂ H
and we are done. 
2.4. The absolute case. By considering the case that Y is the trivial system con-
sisting in a single point, we recover known results. The intermediate extensions
between Y and X which are extensions of Y by finite or Cantor abelian groups are
simply the factors of X that are rotations on finite or Cantor abelian groups. The
maximal element (Zrat, Rrat) in this family of factors is called the rational equicon-
tinuous factor. It is also the supremum of all factors of (X, T ) that are rotations
on finite cyclic groups. It is also the factor of (X, T ) spanned by the continuous
eigenfunctions corresponding to rational eigenvalues, and the dual group Ẑrat is
the group of rational eigenvalues of (X, T ).
On the other hand, we have that K0(Y ) = Z, with order unit 1. The map
p∗ : K0(Y ) → K0(X) is given by k 7→ keX , where eX is the order unit of K0(X).
If we identify ZeX and Z, we have that the torsion subgroup of K0(X)/p∗K0(Y )
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is the group of rational elements of K0(X) modulo 1. By Theorem 2.3 we get
Ẑrat = Torsion
( (K0(X)
p∗K0(Y )
)
= Torsion
(K0(X)
Z
)
=
{α ∈ K0(X) : ∃n > 0, nα ∈ Z}
Z
.
Since the dimension group is invariant under strong orbit equivalence [GPS], we
recover here the well known fact that the group of rational eigenvalues is invariant
under strong orbit equivalence. (See Ormes [O, Theorem 2.2], where it is attributed
to Giordano-Putnam-Skau, with a proof due to B. Host.)
We return to the absolute case in Section 6.6.
2.5. Non Abelian group extensions. The natural generalization of the notion
of an extension by a finite group is that of finite isometric extension. When
p : (X, T ) → (Y, S) is an extension between Cantor minimal systems this means
that X = Y ×G/H where G is a finite group, H a subgroup of G, and T (y, uH) =
(Sy, σ(y)uH) for some G-cocycle σ. For a more detailed definition see Section 6.
Call an extension of dynamical systems U
θ
→ V fi-free (finite isometric free)
if there is no intermediate extension U → W
η
→ V where η is a finite to one
isometric extension. We say that U
θ
→ V is fc-free (finite cyclic free) if there is no
intermediate extension U →W
η
→ V where η is a finite cyclic group extension.
In this terminology Theorem 2.1 states that an extension p : (X, T ) → (Y, S)
between minimal Cantor systems is fc-free if and only if K0(X, T )/p
∗K0(Y, S) is
torsion free.
Theorem 2.4. There exists an extension p : (X, T ) → (Y, S) of Cantor minimal
systems which is a group extension with a finite noncommutative simple group as
the group of the extension (hence the extension is not fi-free), for which the quotient
group K0(X, T )/p
∗K0(Y, S) is (nontrivial and) torsion free.
Proof of Theorem 2.4. In the Appendix C below we show how one can construct an
extension p : (X, T )→ (Y, S) of Cantor minimal systems which is a group extension
with a finite noncommutative simple group G as the group of the extension and
such that the affine map p∗ : MT (X) → MS(Y ), induced on the simplexes of
invariant probability measures, is not an isomorphism. As these simplexes can
be identified with the state spaces of the corresponding dimension groups, the
latter property shows that the inclusion map p∗ : K0(Y, S) → K0(X, T ) is not
surjective, whence the group K0(X, T )/p
∗K0(Y, S) is non-trivial. This extension
p, being a finite isometric extension, is clearly not fi-free and we next show that
nevertheless the quotient group K0(X, T )/p
∗K0(Y, S) is torsion free. Now if there
exists an intermediate extension X → Z → Y where Z → Y is a nontrivial cyclic
group extension with cyclic group K = Zk as the group of the extension, then
K is a homomorphic image of G, hence trivial. Thus the extension p is an fc-
free extension and by Theorem 2.1, K0(X, T )/p
∗K0(Y, S), which is nontrivial, is
torsion free. This completes the proof of the theorem. 
EXTENSIONS AND DIMENSION GROUPS 9
3. A proof of Theorem 2.1
3.1. G-cocycles. Here, (Y, S) is a Cantor minimal system and G is a finite abelian
group, written with the additive notation. For more information on topological
cocycles we refer to [GH], [At] and [LM].
Definition 3.1. A G-cocycle of this system is a continuous map σ : Y → G. The
additive group of G-cocycles is written C(Y,G).
For σ ∈ C(Y,G) the coboundary of σ is the G-cocycle βGσ = σ ◦ S − σ. The
range βGC(Y,G) is called the group of G-coboundaries.
Two G-cocycles are cohomologous if their difference is a G-coboundary.
A G-cocycle σ is ergodic if it is not cohomologous to any cocycle with values in
a proper subgroup G′ of G.
Two G-cocycles are equivalent if there exists an automorphism φ of G such that
the cocycles φ ◦ σ and τ are cohomologous.
We remark that C(Y,G) can be identified with C(Y ) ⊗ G and we have βG =
β ⊗ idG. Since K0(Y ) := C(Y )/βC(Y ) is torsion-free by Lemma 1.1, (βC(Y ))⊗G
can be considered as a subgroup of C(Y ) ⊗ G, and this subgroup is the range of
β ⊗ idG. We get an isomorphism
K0(Y, S)⊗G ∼=
C(Y,G)
βGC(Y,G)
,
and we identify these two groups. Thus, a G-cocycle is ergodic if and only if its
class in K0(Y, S)⊗ G does not belong to K0(Y, S) ⊗ G
′ for any proper subgroup
G′ of G.
Moreover, if α, α′ ∈ K0(Y, S) ⊗ G are the classes of two G-cocycles σ, σ
′ ∈
C(Y,G), then these cocycles are equivalent if and only if there exists an automor-
phism φ of G such that α′ =
(
idK0(Y,S)⊗φ
)
(α).
3.2. G-cocycles and extensions. Here again, (Y, S) is a Cantor minimal system
and G is a finite abelian group, written with the additive notation.
To every G-cocycle σ ∈ C(Y,G) we associate an extension qG : (Y × G, Sσ) →
(Y, S) by setting Sσ(y, g) = (Sy, g + σ(y)) and qG(y, g) = y. We recall that this
extension is minimal if and only if the cocycle σ is ergodic. The proof of the next
lemma is straightforward.
Lemma 3.2. Let σ and τ be two ergodic G-cocycles on (Y, S). Then these G-
cocycles are equivalent if and only if the associated extensions are isomorphic (as
extensions), meaning that there exists an isomorphism θ : (Y × G, Sσ) → (Y ×
G, Sτ ) with qG ◦ θ = qG. In this case, the isomorphism θ has the form θ(y, g) =
(y, u(y)+χ(g)) where χ is an automorphism of G and u ∈ C(Y,G) satisfies τ(y) =
u(Sy)− u(y) + χ ◦ σ(y).
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3.3. G-cocycles and intermediate extensions. Now we assume that p : (X, T )→
(Y, S) is a factor map between Cantor minimal systems.
Let G be a finite abelian group and let σ ∈ C(Y,G) be an ergodic G-cocycle.
Assume first that the extension pG : (Y ×G, Sσ)→ (Y, S) is an intermediate exten-
sion below (X, T ), meaning that there exists a factor map r : (X, T )→ (Y ×G, Sσ)
with qG ◦ r = p. Then the map r has the form x 7→ (p(x), φ(x)), where φ : X → G
satisfies φ ◦ T − φ = σ ◦ p. In other words, σ ◦ p is a G-coboundary of (X, T ). We
remark that any other factor map r′ : (X, T ) → (Y, Sσ) with qG ◦ r
′ = p has the
form x 7→ (p(x), φ(x) + c) for some constant c ∈ G.
Conversely, let σ ∈ C(Y,G) be an ergodic cocycle such that σ ◦ p is a G-
coboundary. We chose φ ∈ C(X,G) with βGφ = σ ◦ p and define r : X → (Y ×G)
by r(x) = (p(x), φ(x)). We then have that r : (Y ×G, Sσ)→ (Y, S) is a factor map
and that qG ◦ r = p. We get an intermediate extension.
Next, consider two ergodic G-cocycles σ, σ′ ∈ C(Y,G) such that σ ◦ p and σ′ ◦ p
are G-coboundaries of (X, T ). From Lemma 3.2 it is easy to deduce that the
associated intermediate extensions are isomorphic if and only if the cocycles σ and
σ′ are equivalent.
For an ergodic G-cocycle σ ∈ C(Y,G), α ◦ p is a G-coboundary on (X, T ) if and
only if the class of σ in K0(Y, S)×G belongs to the kernel of p
∗⊗ idG : K0(Y, S)⊗
G → K0(X, T ). We summarize these observations in the next Proposition. The
last statement is given without a proof but can be proven by following the same
lines.
Proposition 3.3. Let p : (X, T )→ (Y, S) be a factor map between Cantor minimal
systems and let G be a finite abelian group.
To every α ∈ K0(Y, S)⊗G satisfying
(i) α does not belong to K0(Y, S)⊗G
′ for any proper subgroup G′ of G and
(ii) α belongs to the kernel of
p∗ ⊗ idG : K0(Y, S)⊗G→ K0(X, T )⊗G
we can associate an intermediate extension which is an extension of (Y, S) by G.
Every intermediate extension which is an extension of (Y, S) by G can be ob-
tained in this way.
Moreover, the intermediate extensions associated to two elements α, α′ of K0(Y, S)
⊗G satisfying these conditions are isomorphic if and only if there exists an auto-
morphism φ of G such that σ′ = (idK0(Y,S)⊗φ)(α).
Let G,H be two finite groups, and suppose that α ∈ K0(Y, S) ⊗ G and β ∈
K0(Y, S) ⊗ H satisfy the conditions (i) and (ii) above. Then the intermediate
extension associated to α is above the intermediate extension associated to β if
and only if there exists a group homomorphism θ of G onto H such that β =
(idK0(Y,S)⊗θ)(α).
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3.4. A translation into an algebraic problem. The proof of Theorem 2.1 now
reduces to the proof of the next algebraic result, applied withK = K0(Y, S), j = p
∗
and L = K0(X, T ).
Proposition 3.4. Let
(1) 0→ K
j
→ L
q
→M → 0
be an exact sequence of abelian groups and assume that L is torsion free. For every
finite abelian group G, there exists an isomorphism
ΦG : ker(j ⊗ idG)→ Hom(Ĝ,M)
where Ĝ is the dual group of G. Moreover, this isomorphism depends on the group
G in a functorial (covariant) way.
Let α ∈ ker(j ⊗ idG). The homomorphism ΦG(α) is one-to-one if and only if α
does not belong to K ⊗G′ for any proper subgroup G′ of G.
Let α, β ∈ ker(j ⊗ idG) be such that ΦG(α) and ΦG(β) are one-to-one. These
homomorphisms have the same range if and only if there exists an automorphism
φ of G such that (idK ⊗φ)(α) = β.
This Proposition is certainly well known. We give a proof for completeness but,
as it is purely algebraic, we relegate it to Appendix E.
4. Higher order groups
4.1. A classical exact sequence in topology. In this section, X and Y are
Cantor spaces and the map p : X → Y is continuous and onto.
Definition 4.1. For every n ≥ 1, the nth relative Cartesian power of X with
respect to p is
Xnp :=
{
(x1, x2, . . . , xn) ∈ X
n : p(x1) = p(x2) = · · · = p(xn)
}
.
The natural projection Xnp → Y is written pn. Thus we have X
1
p = X and p1 = p.
By convention, X0p = Y .
It will be convenient to use this notation also in the case that Y consists of a
single point. In this case, we have Xnp = X
n for every n ≥ 1 and X0p = {pt}.
Definition 4.2. For every n ≥ 1 and every f ∈ C(Xnp ), let ∂nf ∈ C(X
n+1
p ) be the
function defined by
(2) ∂nf(x1, x2, . . . , xn+1) =
n+1∑
j=1
(−1)j+1f(x1, x2, . . . , x̂j , . . . , xn+1)
where the symbol x̂j means that xj is to be omitted. It will be convenient to write
∂0 = p
∗ : C(Y )→ C(X).
The next result is classical, at least in the case that Y consists of a single point.
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Proposition 4.3. The sequence
(3) 0→ C(Y )
∂0=p∗
−→ C(X)
∂1→ C(X2p )
∂2→ C(X3p )
∂3→ · · ·
is exact.
The Proposition follows from the next Lemma, applied in the case that Z = Y .
We write it in a general form for a possible further use.
Lemma 4.4. Let X, Y and Z be Cantor spaces and r : X → Z and q : Z → Y be
continuous and onto maps. We write p = q ◦ r. For every n ≥ 1, we remark that
r×n := r × r × · · · × r maps Xnp onto Z
n
q .
Let n ≥ 1 be an integer and f ∈ C(Xnp ) be such that ∂nf factorizes through
r×(n+1). Then there exist g ∈ C(Xn−1p ) and h ∈ C(Z
n
q ) such that f = ∂n−1g+h◦r
×n.
Proof. We consider first the case that n = 1. In this case we build a function
h ∈ C(Z) with f = h ◦ r = h ◦ r×1. We have ∂1f = u ◦ r
×2 for some u ∈ C(Z2q ).
The restriction of ∂1f to the diagonal of X
2
p is equal to 0 and thus, since r is onto,
the restriction of u to the diagonal of Z2q is equal to 0. If x, x
′ ∈ X are such that
r(x) = r(x′), then we have f(x) − f(x′) = u(r(x), r(x′)) = 0; it follows that f
factorizes through r, that is, f = h ◦ r for some h ∈ C(Z).
We assume now that n ≥ 2. We claim that for every y ∈ Y there exist a
clopen neighborhood U of y and functions g ∈ C(Xn−1r ) and h ∈ C(Z
n
q ) such that
f = ∂n−1g + h ◦ r
×n on p−1n (U).
Set F = p−1{y} and K = q−1{y}. We remark that p−1n {y} = F
n ⊂ Xnp , that
q−1n {y} = K
n ⊂ Znq and that r
×n maps F n onto Kn.
We choose an arbitrary a ∈ F . The function F n → Z given by (x1, . . . , xn) 7→
(−1)n∂nf(x1, . . . , xn, a) factorizes through K
n by hypothesis: there exists v ∈
C(Kn) such that, for (x1, . . . , xn) ∈ F
n, we have
(−1)n∂nf(x1, . . . , xn, a) = v ◦ r
×n(x1, . . . , xn) .
For (x1, . . . , xn−1) ∈ F
n−1, we define
u(x1, . . . , xn−1) = (−1)
n+1f(x1, . . . , xn−1, a) .
An immediate computation gives
∂n−1u+ v ◦ r
×n = f on F n .
Since u is integer valued and continuous on the closed subset F n−1 of the Cantor
set Xn−1p , it admits a continuous extension g ∈ C(X
n−1
p ) to X
n−1
p . In the same
way, the function v ∈ C(Kn) admits a continuous extension h ∈ C(Znq ).
As ∂n−1g + h ◦ rn = f on p
−1
n {y} and all these functions are continuous and
integer valued and thus locally constant, this equality holds on some neighborhood
of p−1n {y} in X
n
p . Thus on p
−1
n (U) for some clopen neighborhood U of y. Our claim
is proved.
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As Y is Cantor, we can find a finite partition of Y by clopen sets constructed
as above, and by gluing together the different functions, we get functions g and h
with the required properties. 
Proof of Proposition 4.3. Clearly, ∂n+1 ◦ ∂n = 0 for all n ≥ 0.
Let n ≥ 1 be an integer and f ∈ C(Xn−1p ) belong to ker(∂n). We build a function
w ∈ C(Xn−1p ) with f = ∂n−1w.
We use Lemma 4.4 applied with Z = Y and q = id, noticing that Znq = Y and
that r×n = pn. We get that there exist g ∈ C(X
n−1
p ) and h ∈ C(Y ) with
f = ∂n−1g + h ◦ pn .
If n is odd, we have ∂n−1(h ◦ pn−1) = h ◦ pn and thus f = ∂n−1(g + h ◦ pn−1) and
we can take w = g + h ◦ pn−1. If n is even we have
0 = ∂nf = ∂n ◦ ∂n−1g + ∂n(h ◦ pn) = ∂n(h ◦ pn) = h ◦ pn+1
and thus h = 0, f = ∂n−1g and we can take w = g. 
4.2. Higher order cohomology groups of an extension. In the rest of this
Section we assume that p : (X, T )→ (Y, S) is a factor map between Cantor minimal
dynamical systems.
For every n ≥ 1, let Xnp be endowed with the diagonal transformation T
×n =
T × T × · · · × T . In particular, T×1 = T and T×0 = S by convention. We write
also βn instead of βT×n : C(X
n
p )→ C(X
n
p ).
For every n ≥ 0, we have clearly
(4) βn+1 ◦ ∂n = ∂n ◦ βn
and thus the group homomorphism ∂n : C(X
n
p )→ C(X
n+1
p ) induces a group homo-
morphism
∂∗n : K0(X
n
p , T
×n) =
C(Xnp )
βnC(Xnp )
−→ K0(X
n+1
p , T
×(n+1)) =
C(Xn+1p )
βn+1C(Xn+1p )
.
The exact sequence (3) induces a sequence
(5) 0→ K0(Y, S)
∂∗
0
=p∗
−→ K0(X, T )
∂1∗→ K0(X
2
p , T
×2)
∂∗
2→ K0(X
3
p , T
×3)
∂∗
3→ · · ·
We have ∂∗n+1 ◦ ∂
∗
n = 0 for every n.
Definition 4.5. We define the cohomology groups of the extension p : (X, T ) →
(Y, S) to be the homology groups of the sequence (5). More explicitly, for n ≥ 0,
Hn(X | Y ) :=
ker(∂∗n+1)
range(∂∗n)
.
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4.3. Comparing H0(X | Y ) and K0(X, T )/p
∗K0(Y, S). In particular we have
that
H0(X | Y ) :=
ker(∂∗1)
p∗K0(Y, S)
is a subgroup of the group K0(X, T )/p
∗K0(Y, S) considered in Section 2, in which
we gave an interpretation of the torsion subgroup of this last group. In fact,
because K0(X
2
p , T
×2) is torsion free, we have:
Corollary 4.6.
Torsion
( K0(X, T )
p∗K0(Y, S)
)
= Torsion
(
H0(X | Y )
)
.
Below we show that H0(X | Y ) is a torsion group (Theorem 7.1).
Proof. Suppose f ∈ C(X) represents an element of order k in K0(X,T )
p∗K0(Y,S)
, k[f ] = 0;
i.e.
(6) kf(x) = g(y) + φ(x)− φ(Tx),
for some g ∈ C(Y ) and φ ∈ C(X). We have to show that f ∈ ker(∂∗1), that is,
that there exists ψ ∈ C(X2p ) with ∂1(f)(x1, x2) = f(x2) − f(x1) = ψ(x1, x2) −
ψ(Tx1, Tx2) on X
2
p . Now from (6) we deduce that
k(f(x1)− f(x2)) = φ(x1)− φ(x2)− (φ(Tx1)− φ(Tx2)) = ∂1φ ◦ T
×2 − ∂1φ.
This means that k[f(x1)− f(x2)] = 0 in K0(X
2
p , T
×2). However, the latter group
is torsion free and we conclude that also [f(x1)− f(x2)] = 0, as required. 
We immediately deduce the following:
Corollary 4.7. Theorems 2.1 and 2.3 remain valid with H0(X | Y ) replacing
K0(X, T )/p
∗K0(Y, S).
Remark 4.8. Essentially the same proof yields the following equation for all n,
Torsion
(K0(Xn+1p , T×(n+1))
∂∗n(K0(X
n
p , T
×n))
)
= Torsion
(
Hn(X | Y )
)
and below we show also that Hn(X | Y ) is a torsion group (Theorem 7.1).
It seems that in some cases the group H0(X | Y ) is easier to compute than the
quotient K0(X, T )/p
∗K0(Y, S). H
0(X | Y ) gives interesting information about the
extension, but some properties can not be seen on this group.
For example, consider the case that some S-invariant probability measure ν on
(Y, S) can be lifted as two distinct T -invariant probability measures µ and µ′ on
(X, T ). Then we can build the invariant probability ω = µ ×p µ
′ on X2p . Let
f ∈ C(X) be such that
∫
f dµ 6=
∫
f dµ′. Then∫ (
f(x1)− f(x2)
)
dω(x1, x2) 6= 0
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and thus the function ∂1f is not a coboundary in C(X
2
p , T
×2). We constructed an el-
ement [f ] inK0(X, T ) with ∂1[f ] 6= 0 and thus H
0(X | Y ) ( K0(X, T )/p∗K0(Y, S).
More generally, it seems that the group H0(X | Y ) does not give any information
on the question of unique lifting of measures.
4.4. Cohomology groups via invariants.
Definition 4.9. For every n ≥ 0 we write I(Xnp ) for the subgroup of C(X
n
p )
consisting of functions invariant under T×n.
Recall that by convention (X0p , T
×0) = (Y, S). By minimality, all invariant
continuous functions on Y are constant and I(X0p ) = I(Y ) = Z. We have also
(X1p , T
×1) = (X, T ) and thus I(X1p ) = I(X) = Z.
We remark that I(Xnp ) is the kernel of the coboundary map βn : C(X
n
p ) →
C(Xnp ). By (4), for every n ≥ 0 we have ∂nI(X
n
p ) ⊂ I(X
n+1
p ). We write
dn : I(X
n
p )→ I(X
n+1
p ) for the restriction of ∂n to I(X
n
p ).
Proposition 4.10. For every n ≥ 0,
Hn(X | Y ) ∼=
ker(dn+3)
range(dn+2)
.
Moreover, d2 : I(X
2
p )→ I(X
3
p ) is one-to-one.
Proof. We write jn : I(X
n
p )→ C(X
n
p ) for the inclusion map.
We get the commutative diagram:
(7)
0 0 0 0
↓ ↓ ↓ ↓
0 → I(Y )
d0→ I(X)
d1→ I(X2p )
d2→ I(X3p )
d3→ · · ·
↓ j0 ↓ j1 ↓ j2 ↓ j3
0 → C(Y )
∂0→ C(X)
∂1→ C(X2p )
∂2→ C(X3p )
∂3→ · · ·
↓ β0 ↓ β1 ↓ β2 ↓ β3
0 → C(Y )
∂0→ C(X)
∂1→ C(X2p )
∂2→ C(X3p )
∂3→ · · ·
↓ ↓ ↓ ↓
0 → K0(Y, S)
∂∗
0→ K0(X, T )
∂∗
1→ K0(X
2
p , T
×2)
∂∗
2→ K0(X
3
p , T
×3)
∂∗
3→ · · ·
↓ ↓ ↓ ↓
0 0 0 0
where the vertical arrows C(Xnp )→ K0(X
n
p , T
×n) are the quotient maps. Therefore
the columns of this diagram are exact sequences. In the first row, I(Y ) = I(X) =
Z and d0 is the identity map. By construction, d1 is the zero map.
By Proposition 4.3, the second and third rows of this diagram are exact. We
get the announced result by diagram chasing. 
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Comments. Proposition 4.10 turns out to be a powerful tool in computing coho-
mology groups. The main reason for this is as follows. For a general dynamical
system (X, T ) one defines the prolongation relation on X (see [AS]) :
Definition 4.11. Prol(x) is the set of pairs (x, x′) ∈ X2 such that there exist a
sequence (xi) converging to x in X and a sequence (ni) of integers such that the
sequence (T nixi) converges to x
′.
It is now easy to see that a continuous invariant function on X is necessarily
constant on each prolongation class Prol[x]. Note also that for every x, its orbit
closure is contained in Prol[x]. These facts will be used repeatedly in the sequel.
For more details on the prolongation relation see [AG].
5. Some particular cases
5.1. Proximal and weakly mixing extensions. Here and in the sequel, d de-
notes a distance defining the topology of X.
Definition 5.1. Let p : (X, T )→ (Y, S) be an extension between Cantor minimal
systems.
(i) We say that p is a proximal extension if for every x1, x2 ∈ X with p(x1) =
p(x2) we have infk>0 d(T
kx1, T
kx2) = 0.
(ii) It is a weakly mixing extension if the system X2p is topologically ergodic
(or topologically transitive), that is, there is a point (x1, x2) ∈ X
2
p with
dense T×2-orbit.
(iii) It is a weakly mixing of all orders extension if Xnp is topologically ergodic
for every n ≥ 1.
(iv) When Y is a trivial one point system we recover the usual definitions of
a weak mixing system and a weakly mixing system of all orders. By a
theorem of Furstenberg, a weakly mixing system is also weakly mixing of
all orders.
Theorem 5.2. If p : (X, T ) → (Y, S) is either a proximal extension or a weakly
mixing of all orders extension between Cantor minimal systems then Hn(X | Y ) =
0 for every n ≥ 0. In particular, for a minimal Cantor weakly mixing system
(X, T ) we have Hn(X) = 0 for every n ≥ 0.
Proof. Consider first the case when p is a proximal extension. We claim that
for every n ≥ 0, all the T×n-invariant functions on Xnp are constant, that is,
I(Xnp ) = Z.
For n = 0 or 1 the claim is obvious by minimality. Let n ≥ 2 and f ∈ I(Xnp ). Re-
call that f is integer valued and continuous, thus locally constant. By minimality,
f is equal to a constant c ∈ Z on the diagonal of Xnp . Let x = (x1, . . . , xn) ∈ X
n
p .
By induction on n, we have that infk>0 diameter({T
kx1, . . . , T
kxn}) = 0. There-
fore, there exists k > 0 such that f(T kx1, . . . , T
kxn) = f(T
kx1, . . . , T
kx1) = c and
by invariance we get that f(x) = c. The claim is proved.
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Therefore, in the first row of the diagram (7), all the groups are equal to Z;
By definition, dn is the identity map if n is even and is the zero map if n is odd.
Therefore, the first row of the diagram is an exact sequence. The announced result
follows now from Proposition 4.10.
The proof when p is assumed to be weakly mixing of all orders is similar and
straightforward. If f ∈ Inp and (x1, x2, . . . , xn) is a point of X
n
p with dense orbit
then for every k, l we have f(T kx1, . . . , T
kxn) = f(T
lx1, . . . , T
lxn) = c and by the
continuity of f we conclude that f = c. 
In particular, we have in this cases that H0(X | Y ) = 0. It now follows that for
any weakly mixing minimal Cantor system (X, T ) we have 0 = H0(X) ( K0(X, T ).
The group K0(X, T )/p
∗K0(Y, S) can not be computed so easily. Since the se-
quence (5) is exact, we have:
K0(X, T )
p∗K0(Y, S)
∼= range(∂∗1) = ker(∂
∗
2) .
We next investigate intermediate extensions. We need a Lemma.
Lemma 5.3. Let r : (X, T ) → (Z,R) be a proximal extension. Then, for every
ǫ > 0, every integer n > 0 and all (x1, x
′
1), . . . , (xn, x
′
n) in X
2
r there exists an
integer k such that d(T kx1, T
kx′1) < ǫ, . . . , d(T
k
n , T
kx′n) < ǫ.
Proof. The proof goes by induction on n. For n = 1, the statement is nothing else
than the definition of a proximal extension. We take n ≥ 2 and assume that the
results holds for n− 1 pairs in X2r .
Let (x1, x
′
1), . . . , (xn, x
′
n) ∈ X
2
r . By the induction hypothesis, there exists a
sequence (kj) of integers such that, for 1 ≤ i ≤ n − 1, d(T
kjxi, T
kjx′i) → 0 as
j → +∞ . Substituting a subsequence for this sequence, we can assume that
for 1 ≤ i ≤ n − 1 the sequences (T kjxi) and (T
kjx′i) converge to the same point
yi ∈ X. We can assume also that the sequence (T
kjxn) converges to some point
yn and the sequence (T
kjx′n) to some point y
′
n. Since (xn, x
′
n) ∈ X
2
r , we have that
(yn, y
′
n) ∈ X
2
r .
Since the extension r is proximal, there exists an integer ℓ such that d(T ℓyn, T
ℓy′n)
< ǫ/3. By continuity of T ℓ, for j sufficiently large we have d(T ℓyn, T
ℓ+kjxn) < ǫ/3,
d(T ℓy′n, T
ℓ+kjx′n) < ǫ/3 and thus d(T
ℓ+kjxn, T
ℓ+kjx′n) < ǫ. On the other hand, by
continuity of T ℓ again, for j sufficiently large we have d(T ℓ+kjxi, T
ℓyi) < ǫ/2 and
d(T ℓ+kjx′i, T
ℓyi) < ǫ/2, and thus d(T
ℓ+kjxi, T
ℓ+kjx′i) < ǫ. We get the announced
statement with k = ℓ+ kj for j sufficiently large. 
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Proposition 5.4. Let p : (X, T )→ (Y, S) be an extension between Cantor minimal
systems and
(8) (X, T )
r
$$I
II
II
II
II
p
// (Y, S)
(Z,R)
q
::uuuuuuuuu
an intermediate extension with Z Cantor, such that r is a proximal extension.
Then
Hn(X | Y ) = Hn(Z | Y ),
for every n ≥ 0.
Proof. The map r×n : (Xnp , T
×n) → (Znq , R
×n) is a factor map, and thus the map
r×n∗ : f 7→ f ◦ r×n
r×n∗(f)(x1, . . . , xn) = f(r(x1), . . . , f(r(xn))
maps I(Znq ) into I(X
n
p ) in a one-to-one way. By Proposition 4.10 it suffices to
prove that this map is onto. This claim is equivalent to:
For every f ∈ I(Xnp ) and for every x = (x1, . . . , xn) and every x
′ =
(x′1, . . . , x
′
n) in X
n
p , if
(9) r(x1) = r(x
′
1), r(x2) = r(x
′
2), . . . , and r(xn) = r(x
′
n) .
then f(x) = f(x′).
Assume that x and x′ ∈ Xnp satisfy (9). Since f is locally constant, there exists
ǫ > 0 such that, if y and y′ ∈ Xnp satisfy d(yi, y
′
i) < ǫ for 1 ≤ i ≤ n, then
f(y) = f(y′). Since the extension r is proximal, by Lemma 5.3 there exists an
integer k with
d(T kxi, T
kx′i) < ǫ for 1 ≤ i ≤ n .
Therefore f(T kx1, . . . , T
kxn) = f(T
kx′1, . . . , T
kx′n). Since f is invariant, we get
f(x) = f(x′). 
5.2. Extensions with connected fibers.
Theorem 5.5. Let p : (X, T ) → (Y, S) be an extension between Cantor minimal
systems. Consider an intermediate extension, as in (8), such that the fibers of
q are connected and r is a proximal extension. Then Hn(X | Y ) = 0 for every
n ≥ 0.
This result applies in the case that p is a compact connected group extension, or
more generally an isometric extension with connected fibers. In particular, taking
Y to be the trivial one point system, we conclude that Hn(X) = 0 for every Cantor
minimal system (X, T ) which is an almost one-to-one extension (or more generally
a proximal extension) of a compact connected monothetic group.
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Proof. In fact we will show that I(Xnp ) = Z for every n ≥ 0. Since, by Proposition
4.10, Hn(X | Y ) ∼= ker(dn+3)/range(dn+2), this is an even stronger result.
By exactly the same method as in the proof of Proposition 5.4, the map r×n∗ :
I(Znq )→ I(X
n
p ) is bijective.
On the other hand, all the fibers of the projection qn : Z
n
σ → Y are connected
because q−1n {y} = (q
−1{y})n for every y ∈ Y . Since f is locally constant, it is
constant on each fiber q−1n {y}, and thus f = g ◦ qn for some function g ∈ C(Y ).
Since f is invariant under R×n, g is invariant under S and, since (Y, S) is minimal,
g is constant. Therefore, f is constant.
We conclude that every function in I(Xnp ) is constant, and this group is equal
to Z. 
6. The case of a finite or Cantor isometric extension
6.1. Preliminaries. The notion of an isometric extension was introduced by Fursten-
berg [F]. It was shown there that an extension p : (X, T )→ (Y, S) between mini-
mal systems is isometric if and only if it is an equicontinuous extension. In the case
where X and Y are a Cantor minimal systems it can be shown that an isometric
extension has the following form:
Definition 6.1. Let (Y, S) be a Cantor minimal system, G a finite (resp. Cantor)
group, H a closed subgroup, K = G/H endowed with the quotient topology and
the left action of G, and σ : Y → G a continuous map, called a cocycle. Then
X = Y ×K endowed with the transformation T : (y, u) 7→ (Syσ(y) · u) and with
the projection p : (y, u) 7→ y on Y , is called a finite (resp. Cantor) isometric
extension of (Y, S).
Before we begin our study we introduce some reductions. First, the compact
group G admits a translation invariant distance, inducing a distance on K = G/H
which is invariant under the left action of G. Substituting a quotient of G for G
if needed, we can assume that H does not contain any proper normal subgroup of
G. Then G can be considered as a subgroup of the compact group of isometries of
the compact metric space K and H is the stabilizer of some element of K.
This leads to an equivalent definition of a finite or Cantor isometric extension.
We start with a finite or a Cantor space K, define X = Y ×K, and let p : X → Y
to be the first projection. Let T : X → X be a homeomorphism such that (X, T )
is minimal and that p : (X, T ) → (Y, S) is a factor map. Then T has the form
T (y, u) = (Sy, σ(y)(u)) where σ(y) is a homeomorphism from K onto itself. If
σ(y) is an isometry of K for every y ∈ Y , then the extension p is an isometric
extension. Indeed, we define G to be the group of isometries of K, endowed
with the topology of uniform convergence. It is a finite or a Cantor group. The
minimality of (X, T ) implies that G acts transitively on K. Then, setting H to be
the stabilizer of some point of K, we can identify K with G/H and let (X, T ) be
the isometric extension defined as above.
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For simplicity we restrict ourselves now to the case of finite extensions, and
explain shortly later the changes needed for the Cantor case.
Remark 6.2. Let p : (X, T ) → (Y, S) be an extension between Cantor minimal
systems. Then it can be shown that it is a finite isometric extension if and only if
the map p is finite to one and open. We do not use this fact in the sequel.
Let p : (X, T )→ (Y, S) be a finite isometric extension between Cantor minimal
systems and let G,H,K, σ be as in Definition 6.1.
We will replace the group G by the Mackey group of the cocycle (see [LM]
and [FW2]), whose definition we next recall. For every integer k, the transforma-
tion T k of X is given by
T k(y, u) = (Sky, σ(k)(y) · u)
where σ(0) = 1,
σ(k)(y) = σ(Sk−1y). · · · .σ(Sy).σ(y) for k > 0,
and a similar formula for k < 0. Fix a point y0 ∈ Y and let M be the set of
limit points of the sequences (σ(ki)(y0) : i ≥ 1) for all sequences (ki : i ≥ 1) of
integers such that Skiy0 converges to y0. Then M is a subgroup of G, called the
Mackey group of σ. Although this definition of M depends on y0, it can be shown
that the Mackey groups corresponding to different points of Y are conjugate. The
minimality of (X, T ) implies that M acts transitively on K. Moreover, the cocycle
σ is cohomologous to an M-valued cocycle τ . This means that there exist a
continuous map τ : Y →M and a continuous map φ : Y → G, such that
τ(y) = φ(Sy)−1 σ(y)φ(y) for every y ∈ Y .
By an obvious change of variables, we can replace the cocycle σ by τ , that is, we
can assume that σ takes its values in the Mackey group M . Substituting M for G
and M ∩H for H , we reduce to the case that G is equal to M . From the definition
of this group, we get
(*) For every y ∈ Y , every neighborhood U of y in Y , and every g ∈ G, there
exists an integer k such that T ky ∈ U and σ(k)(y) = g.
We consider now the case of a Cantor isometric extension between Cantor mini-
mal systems. As above, we can assume that G is a closed subgroup of the compact
group of isometries of K. The Mackey group M is defined as in the finite case,
and in this case we can also assume that the cocycle σ takes its values in M , and
replace G by M . The property (*) is replaced by the more general property:
(**) For every y ∈ Y , every neighborhood U of y in Y , and every non empty
open subset W of G, there exists an integer k such that T ky ∈ U and
σ(k)(y) ∈ W .
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6.2. Invariants of Xnp and invariants of K
n = (G/H)n.
In this Section, p : (X, T )→ (Y, S) is a finite of Cantor isometric extension be-
tween Cantor minimal systems. We use the notation of Definition 6.1, the reduc-
tions made in the preceding section, and we further assume that the property (**)
holds.
For every n ≥ 1, let Kn = (G/H)n be endowed with the diagonal left action of
G:
For h ∈ G and u = (u1, . . . , un) ∈ K
n, h · u = (h · u1, · · · , h · un) .
We write I(Kn) for the subgroup of C(Kn) consisting in functions invariant under
this action.
Recall that for every n ≥ 1, Xnp can be identified with Y ×K
n so that pn : X
n
p →
Y is the first coordinate projection. Under this identification, the transformation
T×n of Xnp has the form
(y,u) = (y, u1, . . . , un) 7→ (Sy, σ(y) · u) = (Sy, σ(y)u1, . . . , σ(y)un) .
Lemma 6.3. We keep using the same notation. Let y ∈ Y . Then the restriction
map ρn : C(X
n
p ) → C(p
−1
n {y}), when the latter is identified with C(K
n), induces a
bijection from I(Xnp ) onto I(K
n).
Proof. First we show that ρn maps I(X
n
p ) to I(K
n). Let f ∈ I(Xnp ) and h ∈ G.
Since f is locally constant, there exists a neighborhood U of y and a neighborhood
W of the unit eG of G such that f(z, w ·u) = f(y,u) for every z ∈ U , every u ∈ K
n
and every w ∈ W . By the property (**) above, there exists an integer k ≥ 1 with
Sky ∈ U and σ(k)(y) ∈ Wh. Chose k with this property and write σ(k)(y) = wh
with w ∈ W . For every u ∈ Kn, by invariance of f we have
f(y,u) = f(T k(y,u)) = f(Sky, σ(k)(y) · u) = f(Sky, wh · u) = f(y, h · u)
because Sky ∈ U and w ∈ W . Therefore, the restriction of f to p−1n {y} belongs to
I(Kn).
We check now that the restriction map ρn : I(X
n
p ) → I(K
n) is onto. Let φ ∈
I(Kn) and define f ∈ C(Xnp ) by f(z,u) = φ(u) for every (z,u) ∈ X
n
σ . For every
(z,u) ∈ Xnσ , f(T (z,u)) = f(Sz, σ(z)·u) = φ(σ(z)·u) = φ(u) = f(z,u). Therefore
f ∈ I(Xnp ) and clearly we have ρnf = φ.
Next let us check that the restriction map ρn : I(X
n
p ) → I(K
n) is one-to-one.
Let f ∈ I(Xnp ) be such that ρnf = 0. This means that the restriction of f to
p−1n {y} is equal to 0. By invariance, for every k the restriction of f to p
−1
n {S
ky}
is also equal to 0. Therefore, f is equal to zero everywhere by minimality and
continuity. 
Corollary 6.4. Let p : (X, T )→ (Y, S) be a Cantor or finite isometric extension.
As above, we write X = Y ×K with K = G/H and we use the preceding reductions.
For every n, let dn : I(U
n)→ I(Kn+1) be the restriction to I(Kn) of the simplicial
differential ∂n : C(K
n)→ C(Kn+1) defined by (2).
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Then H∗(X | Y ) is the homology of the chain
(10) 0→ I(K)
d1→ I(K2)
d2→ I(K3)
d3→ · · ·
More precisely,
Hn(X | Y ) ∼=
ker(dn+3)
range(dn+2)
.
Proof of Corollary 6.4. Immediate by Proposition 4.10 and Lemma 6.3. 
6.3. Torsion of the groups Hn(X | Y ) in the isometric case.
Theorem 6.5. Let p : (X, T ) → (Y, S) be an extension between Cantor minimal
systems.
(i) If p is a finite isometric extension then for all n the group Hn(X | Y ) is
finite.
(ii) If p is a Cantor isometric extension then for all n the group Hn(X | Y )
is a torsion group.
Proof. We continue using the same notation and conventions as above. We assume
first that the extension is finite and write K = G/H , where G is a finite group.
For every n, let dn : I(K
n)→ I(Kn+1) be defined as in Corollary 6.4. We show
that Hn(X | Y ) ∼= ker(dn+3)/ range(dn+2) is a finite group.
Let f ∈ ker(dn+3) and [f ] its class in ker(dn+3)/ range(dn+2). By Lemma 5.4
there exists h ∈ C(Kn+2) with ∂n+2h = f . For every g ∈ G define the function
hg ∈ C(K
n+2) by
hg(u1, . . . , un+2) = h(g · u1, . . . , g · un+2) .
We have
∂n+2hg(u1, . . . , un+3) =
n+3∑
j=1
(−1)jhg(u1, . . . , ûj, . . . , un+3)
:=
n+3∑
j=1
(−1)jhg(u1, . . . , uj−1, uj+1, . . . , un+3)
=
n+3∑
j=1
(−1)jh(g · u1, . . . , g · uj−1, g · uj+1, . . . , g · un+3)
=
n+3∑
j=1
(−1)jh(g · u1, . . . , ĝ · uj, . . . , g · un+3)
= ∂n+2h(g · u1, . . . , g · un+3)
= f(g · u1, . . . , g · un+3) = f(u1, . . . , un+3)
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because f ∈ I(Kn+3). We define
q(u1, . . . , un+2) :=
∑
g∈G
hg(u1, . . . , un+2)
and we have
∂n+2q(g1, . . . , gn+3) = |G| · f(g1, . . . , gn+3)
and, for every v ∈ G,
q(v · u1, . . . , v · un+2) =
∑
g∈G
hg(v · u1, . . . , v · un+2) =
∑
g∈G
h(gv · u1, . . . , gv · un+2)
=
∑
w∈G
h(w · u1, . . . , w · un+2) = q(u1, . . . , un+2)
and thus q ∈ I(Gn−1). We conclude that
|G| · [f ] = 0 .
In particular, Hn(X | Y ) is a torsion group. On the other hand, since K
is finite, C(Kn+3) is a finitely generated free abelian group, therefore its sub-
group ker(dn+3) is also a finitely generated free abelian group, and H
n(X | Y ) ∼=
ker(dn+3)/ range(dn+2) is a finitely generated abelian group. As it is a torsion
group, it is finite.
We consider now the case of a Cantor isometric extension. We have K = G/H
where G is a Cantor group. First we check that G is an inverse limit of finite
groups.
We claim that any neighborhood U of the unit eG in G contains an open normal
subgroup R of G. Since G is a Cantor group, U contains a clopen neighborhood
U ′ of eG. Since U
′ is compact and open, there exists a symmetrical neighborhood
V of eG in G with U
′V ⊂ U ′. If Q is the group spanned by V , then Q is an open
subgroup of G, included in U ′ and thus in U . By compactness, Q has a finite index
in G. We chose a finite set {g1, . . . , gk} in G such that G is the union of the cosets
giQ, and define R to be the intersection of the sets giQg
−1
i . Then R satisfies the
announced properties.
Let (Uj) be a decreasing sequence of neighborhoods of eG in G, with ∩jUj =
{eG}. For every j, we chose an open normal subgroup Rj included in Uj, and
we modify these subgroups so that the sequence (Rj) is decreasing. Then all the
groups G/Rj are finite and G is their inverse limit.
Now, the Cantor extension X = Y ×G/H of Y is the inverse limit of the finite
extensions Xj = Y × (G/HRj), defined by the reduction of the cocycle σ modulo
Rj . We have shown that for every n, H
n(X | Y ) is the direct limit of the groups
Hn(Xj | Y ) and thus is a torsion group. 
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6.4. The case of an extension by a finite group.
Theorem 6.6. Let (Y, S) be a Cantor minimal system and let (X, T ) be a minimal
extension of (Y, S) by a finite group G. Then, for every n ≥ 0,
Hn(X | Y ) ∼= Hn+2(G) .
Proof. Consider the so called “bar resolution of Z in homogeneous form”:
· · · → Bn
δn→ Bn−1 → · · · → B1
δ1→ B0
ǫ
→ Z→ 0
where, for every n ≥ 0, Bn is the free abelian group on the set of (n+1)-tuples of
elements of G, endowed with the left diagonal action of G:
h · (g1, g2, . . . , gn+1) = (hg1, hg2, . . . , hgn+1) .
δn : Bn → Bn−1 is the usual simplicial boundary map:
δn(y1, y2, . . . , yn+1) =
n+1∑
j=1
(−1)j+1(y1, y2, . . . , ŷj, . . . , yn+1) .
ǫ : B0 = ZG→ Z is the augmentation homomorphism, given by ǫ(g) = 1 for every
g ∈ G.
Now, the cohomology H∗(G) is the homology of the chain
0→ HomG(B0,Z)
δ∗
1→ HomG(B1,Z)→ · · ·
→ HomG(Bn−1,Z)
δ∗n→ HomG(Bn,Z)→ · · ·
Since Z is endowed with the trivial action of G, for every n ≥ 0 we can identify
HomG(Bn,Z) with I(Gn+1) and the chain above with the chain
(11) 0→ I(G)
d1→ I(G2)
d2→ I(G3)
d3→ · · ·
which is a particular case of the chain (10). Theorem 6.6 follows now immediately
from Corollary 6.4. 
Comments. Given any finite group G we can, e.g. by using Theorem C.1, construct
a minimal extension p : (X, T ) → (Y, S) by the group G. In this way we embed,
via Theorem 6.6, the entire “algebraic” cohomology of the finite group G in the
“dynamical cohomology” of the extension p:
Hn(X | Y ) ∼= Hn+2(G) .
The maximal intermediate extension (Zab, Rab) of (Y, S) by an abelian group (see
Section 2.2) is an extension by the abelianized group Gab := G/G2 of G, where G2
is the commutator subgroup of G. By Theorem 2.3, Ĝab is the torsion subgroup
of K0(X)/p∗K0(Y ), which is equal to the torsion subgroup of H
0(X | Y ) by
Corollary 4.6. Finally, by Theorem 6.6,
Ĝab = H
0(X | Y ) = H2(G) .
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For completeness, we give a purely algebraic proof of the equality Ĝab = H
2(G) in
Appendix F.
In particular, we recover here the fact that
H2(G) = 0 when G is a finite simple non abelian group
or more generally a finite group with G2 = G. In Theorem 2.4 we have shown
the existence of an extension by a simple finite non abelian group G such that
K0(X, T )/p
∗K0(Y, S) is not trivial (this group is torsion free by Theorem 2.1). A
stronger result would have been the existence of an extension by a simple finite
non abelian group G such that H0(X | Y ) is not trivial. This approach however
fails since H2(G) always vanishes for such groups.
6.5. Back to the cyclic case. It is well known that
Hn(Zk) =
{
Zk if n is even
0 if n is odd
Therefore, if (X, T ) is a minimal extension of (Y, S) by Zk we have
H0(X | Y ) = H2(Zk) = Zk
and, by Corollary 4.6,
Torsion
(
K0(X, T )/p
∗K0(Y, S)
)
= Zk .
This puts another light onto theorem 2.3 and Proposition B.1.
Comments. It would be interesting to have more information about the non-torsion
part of K0(X, T )/p
∗K0(Y, S) in the case of an extension by a finite group or, more
generally, of a finite or Cantor isometric extension.
6.6. The absolute case. As in Section 2.4 and with the same notation, we con-
sider the case that Y is the trivial system consisting in a single point. For every
n, we write Hn(X) instead of Hn(X | Y ).
Let r : (X, T ) → (Zrat, Rrat) be the factor map on the rational equicontinuous
factor of X. It is not difficult to check that, for every n, every invariant integer
valued function on Xn factorizes through Zn
rat
, that is, can be written as f ◦ r×n
for some invariant function f on (Zn
rat
, R×nrat ). By Proposition 4.10, the natural
map Hn(Zrat) → H
n(X) is an isomorphism. Here, Hn(Zrat) is interpreted in the
dynamical sense, but by Theorem 6.6, it is equal to Hn+2(Zrat) interpreted in the
group theoretical sense: Zrat is the inverse limit of a sequence finite cyclic groups
(Z/niZ), and Hn+2(Zrat) is the direct limit of their cohomology. We get
Hn(X) =
{
Ẑrat = Torsion
(
K0(X)/Z
)
if n is even
0 if n is odd.
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7. The groups Hn(X | Y ) are torsion groups
In this Section we show:
Theorem 7.1. Let p : (X, T ) → (Y, S) be a factor map between minimal Cantor
systems. Let (X, T )
r
→ (Zisoc, Risoc)
q
→ (Y, S), with p = q ◦ r, be the largest
intermediate Cantor isometric extension between X and Y . Then:
(i) For every n ≥ 0, Hn(X | Y ) = Hn(Z | Y ).
(ii) For every n ≥ 0, Hn(X | Y ) is a torsion group.
(iii) H0(X | Y ) = Torsion
( K0(X)
p∗K0(Y )
)
.
In particular, taking Y = {pt} to be the trivial one point system, we have
H0(X) = Torsion(K0(X)/Z) ,
where we identify K0(pt) with Z.
We first recall the definition of the relative regionally proximal relation.
Definition 7.2. (i) Let p : (X, T )→ (Y, S) be a factor map between minimal
systems then the relative regionally proximal relation Qp ⊂ X
2
p is the set of
pairs (x, x′) ∈ X2p such that there exist a sequence (xj , x
′
j) ∈ X
2
p converging
to (x, x′) and a sequence (nj) of integers such that (T
njxj , T
njx′j) converges
to (x, x). We remark that Qp is a closed invariant relation on X.
(ii) The smallest invariant closed equivalence relation (icer) R ⊂ X2p such that
X/R is an isometric extension of Y is called the relative equicontinuous
structure relation and is denoted by Ep. Clearly Qp ⊂ Ep and moreover Ep
is the least icer which contains Qp. The latter assertion is well known (e.g.
it follows directly from [A, Corollary 10, Chapter 7]); for completeness we
supply a proof in Appendix D.
We will need the following lemma concerning Qp.
Lemma 7.3. Let p : (X, T ) → (Y, S) be a factor map between Cantor minimal
systems Let n ≥ 0 and f ∈ I(Xnp ). If (xi, x
′
i) ∈ Qp then for every (x1, x2, . . . , xn) ∈
Xnp we have f(x1, x2, . . . , xi, . . . , xn) = f(x1, x2, . . . , x
′
i, . . . , xn).
Proof. To keep the notation simple we assume n = 2 and i = 1. The assumption
(x1, x
′
1) ∈ Qp means that there exist a sequence (x1,j , x
′
1,j) in X
2
p converging to
(x1, x
′
1) and a sequence (nj) of integers with (T
njx1,j , T
njx′1,j) → (w,w) for some
point w ∈ X.
Now the set-valued map p−1 : Y → 2X , the latter being the compact metric
space of closed subsets of X equipped with the Hausdorff distance, is an upper-
semi-continuous map, meaning that lim sup p−1{yk} ⊂ p
−1{y}, whenever yk → y
in Y . Therefore it admits a dense Gδ subset Yc ⊂ Y of continuity points (see
e.g. [C]).
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We first assume that the point y0 = p(x2) = p(x1) is in Yc. Since p(x2) = p(x1),
x1,j → x1 and p(x1) = y0 is a continuity point for p
−1, we can choose a sequence
(x2,j) converging to x2 ∈ p
−1{y0} such that p(x2,j) = p(x1,j) and thus also p(x2,j) =
p(x′1,j) for every j, that is, (x1,j, x2,j) ∈ X
2
p and (x
′
1,j, x2,j) ∈ X
2
p . We can further
assume that the sequence (T njx2,j) converges to some point z. We now have
X2p ∋ (x1,j , x2,j)→ (x1, x2) ; (T
njx1,j , T
njx2,j)→ (w, z) ;
X2p ∋ (x
′
1,j , x2,j)→ (x
′
1, x2) ; (T
njx′1,j , T
njx2,j)→ (w, z) .
Since f is locally constant, there is an j with
f(x1, x2) = f(x1,j, x2,j) = f(T
njx1,j , T
njx2,j) = f(w, z)
= f(T njx′1,j , T
njx2,j) = f(x
′
1,j, x2,j) = f(x
′
1, x2) .
Finally if p(x1) = p(x2) = y is not in Yc, we pick a point y0 ∈ Yc and a
sequence (mj) such that T
mjy → y0. Passing to a subsequence, we can assume
that Tmjx1 → x˜1, T
mjx2 → x˜2 and T
mjx′1 → x˜
′
1 for some x˜1, x˜2 and x˜
′
1 ∈ X. Then
(Tmjx1, T
mjx2)→ (x˜1, x˜2), (T
mjx′1, T
mjx2)→ (x˜
′
1, x˜2),
p(x˜1) = p(x˜2) = y0, and (x˜1, x˜
′
1) ∈ Qp since Qp is closed and invariant. As we have
seen above this implies that f(x˜1, x˜2) = f(x˜
′
1, x˜2). But then also
f(x1, x2) = f(x˜1, x˜2) = f(x˜
′
1, x˜2) = f(x
′
1, x2)
and the proof is complete. 
Corollary 7.4. p : (X, T ) → (Y, S) be a factor map between Cantor minimal
systems. Let n ≥ 0 and f ∈ I(Xnp ). Let (X, T )
r
→ (Zisoc, Risoc)
q
→ (Y, S) be the
largest intermediate Cantor isometric extension between X and Y . Then f factors
through Zisoc, that is, there exists a function f˜ ∈ I((Zisoc)
n
q ) with f = f˜ ◦ r
×n.
Proof. Let X
r′
→ (Ziso, Riso)
q′
→ Y be the largest intermediate isometric extension
between X and Y . By Lemma 7.3 and the fact that the factor (Ziso, Riso) corre-
sponds to the least closed invariant equivalence relation on X ×X which contains
Qp (Appendix D), we deduce that f factorizes through Ziso. Since f is locally
constant, f factorizes through Zisoc. 
Proof of Theorem 7.1. (i) This follows from Corollary 7.4 and Proposition 4.10.
(ii) Apply Proposition 6.5 .
(iii) By Corollary 4.6,
Torsion
(
H0(X | Y )
)
= Torsion(K0(X)/p
∗K0(Y )),
and the statement follows from (ii). 
Remark 7.5. In fact, by Remark 4.8, we conclude in the same way that for all n
Hn(X | Y ) = Torsion
(K0(Xn+1p , T×(n+1))
∂∗n(K0(X
n
p , T
×n))
)
.
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Appendix A. An example: the Morse minimal system
We recall here some well known facts about the Morse dynamical system, and
compute the algebraic invariant introduced in the paper in this case. We refer
to [Q] for the study of the Morse system and more generally of substitution dy-
namical systems, and to [DHS] for the computation of the dimension groups of
these systems.
Fact A.1. The Morse minimal system (X, T ) admits the dyadic adding machine
as its maximal isometric factor p : (X, T )→ (Y, S) and has the following structure
(X, T )
r
→ (Z,R)
q
→ (Y, S) ,
where (Z,R) is a Toeplitz (and a substitution) system and p = q ◦ r.
The points of X are written x = (xn : n ∈ Z); Sometimes we consider x as
belonging to {0, 1}Z, sometimes as belonging to (Z2)Z. The same convention holds
for Y .
a) (X, T ) is the system of the Morse substitution
σ :
{
0 → 01
1 → 10
The dimension group of (X, T ) is computed in [DHS].
Fact A.2. K0(X, T ) is the dimension group of the matrix
A =
(
0 2
1 1
)
with unit eX =
(
2
2
)
.
K0(X, T ) =
{(
(a+ 2b)/3
(a− b)/3
)
: b ∈ Z, ∃n 2na ∈ Z, 2na = (−1)nb mod 3
}
.
b) (Z,R) is the system of the substitution:
ζ :
{
1 → 10
0 → 11
Fact A.3. K0(Z,R) is the dimension group of the matrix
B =
(
1 2
1 0
)
with unit eY =
(
2
1
)
.
K0(Z,R) =
{(
(2a+ b)/3
(a− b)/3
)
: b ∈ Z, ∃n 2na ∈ Z, 2na = (−1)nb mod 3
}
.
c) Let us consider X and Z as included in (Z2)Z. The factor map r : X → Z is
the map defined by the code
zn = xn + xn+1 .
We identify X with Z × Z2 by the map x 7→ (r(x), x0). Then r : (X, T )→ (Z,R)
is an extension by Z2, given by the cocycle σ(y) = z0.
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Fact A.4. H0(X | Z) = Z2.
In fact, we present an explicit element of order 2 in K0(X, T )/r
∗K0(Z,R). Let
h(x) = x0, considered as an element of {0, 1}, and g(y) = y0, considered as an
element of {0, 1}. We have
h(Tx)− h(x) = g ◦ r(x)− 2 · 1[10](x) .
If α is the class of 1[10] in K0(X, T ) we have that α /∈ r
∗K0(Z,R) and 2α ∈
r∗K0(Z,R). In the representation of Fact A.2, α corresponds to the vector
(
0
1
)
.
d) The map r∗ : K0(Z,R) → K0(X, T ) is not computed in [DHS] but it can be
obtained using the methods of the present work. In the representations of Facts A.2
and A.3, the map r∗ is given by the matrix
R =
(
2 −2
0 2
)
.
We can check that ReY = eX and that RB = AR. If α ∈ R2 belongs to the
dimension group of (Z,R), that is, if it is represented by a vector u ∈ R2 with
Bnu ∈ Z2 for some n, then AnRu = RBnu ∈ 2Z2 and this means that r∗α ∈
2 ·K0(X, T ). The converse inclusion is obtained in the same way and thus
r∗K0(Z,R) = 2 ·K0(X, T ) .
In the representation of Fact A.2, r∗K0(Z,R) corresponds to the case that b ∈ 2Z.
Therefore
Fact A.5.
K0(X, T )
r∗K0(Z,R)
= Z2 .
This is coherent with Fact A.4 and Part (iii) of Theorem7.1.
e) The dimension group of the odometer (Y, S) is well known. Here Z[1/2] is
considered as a subgroup of Q:
Z[1/2] = {x ∈ Q : ∃n ∈ N, 2nx ∈ Z} .
K0(Y, S) = Z[1/2] ; eY = 1 ; K
+
0 (Y, S) = Z[1/2] ∩Q
+ .
Using the representation of Fact A.3 for K0(Z,R), the map q
∗ : K0(Y, S) →
K0(Z,R) is u 7→ u ·
(
2
1
)
.
In the representation of Fact A.3, q∗K0(Y, S) is the subgroup of K0(Z,R) cor-
responding to b = 0. The map
(
u
v
)
7→ u− 2v induces an isomorphism
Fact A.6.
K0(Z,R)
q∗K0(Y, S)
∼= Z .
Since the factor map q : (Z,R)→ (Y, S) is almost one-to-one, we have
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Fact A.7. H∗(Z | Y ) = 0.
In particular, H0(Z | Y ) = 0, which is the expected result given Fact A.6 and
Part (iii) of Theorem7.1.
f) It is not hard to see that I(X3p ) = Z. By Proposition 4.10 this implies:
Fact A.8. H0(X | Y ) = 0.
Notice that
H0(X | Y ) 6= H0(X | Z)/H0(Z | Y ) = (Z2)/0 = Z2.
g) From the preceding descriptions of r∗ and q∗ it follows that p∗K0(Y, S) is the
subgroup of K0(X, T ) given by Fact A.2 corresponding to b = 0. Therefore we
have
Fact A.9. K0(X, T )/p
∗K0(Y, S) ∼= Z.
This is coherent with Fact A.8 and Part (iii) of Theorem7.1.
Appendix B. Intermediate extensions by Zn
We present a particular case of Theorem 2.1 with a simpler proof.
Proposition B.1. Let p : (X, T )→ (Y, S) be factor map between Cantor minimal
systems, and n > 1 an integer. The following statements are equivalent:
(i) p admits an intermediate extension by Zn .
(ii) K0(X, T )/p
∗K0(Y, S) contains an element of order n.
Proof. (i) ⇒ (ii)
Without loss of generality, we can assume that p : (X, T ) → (Y, S) is itself an
extension by Zn, that is: X = Y × Zn, p is the first projection, and T (y, j) =
(Sy, j + σ(y) mod n) for some continuous map σ : Y → Zn.
We identify Zn with the subset {0, 1, . . . , n − 1} of Z and consider the second
projection h : X → Zn as valued in Z. We have that h belongs to C(X) and, for
every x ∈ X, h(Tx)− h(x) = σ ◦ p(x) mod n. Thus there exists f ∈ C(X) with
(12) h ◦ T − h = σ ◦ p+ nf .
Let [f ] be the image of f in K0(X, T ). By (12), we have n[f ] ∈ p∗K0(Y, S).
Let k be the smallest positive integer such that k[f ] ∈ p∗K0(Y, S). We claim
that k = n. There exists u ∈ C(X) and w ∈ C(Y ) such that
(13) u ◦ T − u = w ◦ p+ kf .
Moreover, k divides n, and we write n = kd for some integer d ≥ 1. From (12)
and (13) we get
(14) (h− du) ◦ T − (h− du) = (σ − dw) ◦ p .
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Thus (σ − dw) ◦ p is a coboundary in C(X) and, by Lemma 1.2, σ − dw is a
coboundary in C(Y ). This however is impossible (because σ is ergodic) except if
d = 1, that is, k = n. The claim is proved.
This shows that [f ] defines an element of order n in the quotient K0(X, T )/
p∗K0(Y, S).
(ii) ⇒ (i). Let α be an element of K0(X, T ) corresponding to an element of order
n in K0(X, T )/p∗K0(Y, S). So, nα ∈ K0(Y, S) and dα /∈ K0(Y, S) for 1 ≤ d < n.
We choose f ∈ C(X) such that [f ] = α. There exists h ∈ C(X) and σ ∈ C(Y )
satisfying (12). Let σ¯ : Y → Zn be the reduction of σ modulo n.
We claim that this Zn-cocycle is ergodic. Let d ≥ 1 be a divisor of n, and
assume that the Zn-cocycle dσ is a Zn-coboundary. There exists u ∈ C(Y ) such
that dσ−nu is a coboundary. We write n = kd. As K0(Y, S) is torsion-free, σ−ku
is a coboundary. Substituting in (12) we get that nf − ku ◦ p ∈ p∗K0(Y, S) and,
by definition of f , d = n. Our claim is proved.
Let q : (Y × Zn, Sσ¯) → (Y, S) be the extension defined by σ¯. We define
r : X → (Y × Zn) by r(x) =
(
p(x), h(x) mod n
)
where h is as in (12). Then
it is immediate that r is continuous, that q ◦ r = p = π and that r commutes with
the transformations. Moreover, r is onto because (Y × Zn, Sσ¯) is minimal. It is a
factor map, and we get the announced intermediate extension. 
Appendix C. Constructing G-extensions
In this appendix we describe one way to construct an extension π : (X, T ) →
(Y, S) of Cantor minimal systems with the following properties.
(i) π is a group extension with a given finite noncommutative simple group
K as the group of the extension.
(ii) On X there are two distinct invariant probability measures which project
onto the same invariant measure on Y . Thus the induced map π∗ on the
simplex of invariant probability measures is not an isomorphism; whence
the canonical image of K0(Y ) in K0(X) is a proper subgroup.
Given a finite groupG our first task is to exhibit an extension π : (X, T )→ (Y, S)
between Cantor minimal systems which is a G extension. That is G is a finite
group of homeomorphisms of X each of which commutes with T , and such that
X/G ∼= Y .
We will describe two such constructions. The first is explicit and produces a
G-extension of a Toeplitz system. The second utilizes horocycle minimal systems.
C.1. The Toeplitz construction. We construct a Toeplitz system (Y, S) and a
cocycle φ : Y → G such that the resulting dynamical system (X, T ) defined on the
product space X = Y ×G by T (y, g) = (Sy, gφ(x)) is minimal. This construction
was described to us by B. Weiss and we thank him for the permission to publish
it here. For more details on Toeplitz systems we refer to S. William’s work [Wi].
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Theorem C.1. Let G be a finite group. There exists a strictly ergodic (hence
minimal) Toeplitz system (Y, S) and a cocycle φ : Y → G such that the associated
skew product on X = Y ×G defined by
T (y, g) = (Sy, gφ(x))
is minimal.
Proof. Let G = {u0, u1, . . . , uN−1} be an enumeration of the elements of G, with
u0 = e, the identity element. The space Y will be the orbit closure of a point
ω ∈ Ω = GZ under the shift map S : GZ → GZ, (Sω′)(n) = ω′(n+1), ω′ ∈ Ω. The
cocycle φ : Y → G will be the projection onto the zero coordinate: φ(ω′) = ω′(0),
for every ω′ ∈ Y .
The point ω0 is defined inductively as follows. At stage 0 we set ω(2n) = u0 for
all n ∈ Z. At stage 1 we set ω(4n + 1) = u1 for all n ∈ Z. Suppose ω is already
defined at all the integers of the form 2jn + 2j−1 − 1, n ∈ Z, 1 ≤ j ≤ k. We
set a = ω(0)ω(1) · · ·ω(2k − 2) and b = ω(0)ω(1) · · ·ω(2k−1 − 2). We now define
ω(2k+1n+ 2k − 1) = gk with gk the unique solution of the equation
agkb = uk′,
where k′ is the unique element of {0, 1, 2, . . . , N − 1} such that k′ ≡ k (mod N).
This completes the construction of the sequence ω, which is clearly a regular
Toeplitz sequence. It then follows that the dynamical system (Y, S) is minimal
Cantor and uniquely ergodic (i.e. strictly ergodic). Now the numbers of the form
2kn + 2k−1 − 1 are “recurrence times" for ω and it follows from our construction
that each uj ∈ G is an essential value of the cocycle φ. By the general theory of
topological cocycles we conclude that the skew-product (Y ×
φ
G, T ) is minimal (see
Lemańczyk and Mentzen [LM]). 
C.2. The SL(2,R) construction. Let G = SL(2,R) and let Γ be a cocompact
discrete subgroup. It is well known that there exists a homomorphism φ : Γ→ F
where F is a free group on two generators. Let E be a normal subgroup of F with
G = F/E. let Σ = φ−1(E); then Σ is a normal subgroup of Γ with Γ/Σ = G.
Set X1 = G/Γ, Y1 = G/Σ and let π1 : X1 → Y1 be the natural projection. We let
S1 : Y1 → Y1 and T1 : X1 → X1 be defined by multiplication on the left by the
matrix
h1 =
(
1 1
0 1
)
.
It is well known that these “time one" horocycle transformations act minimally
and in a uniquely ergodic way. Moreover it is clear that under these actions the
map π becomes a group extension with the group G as the group of the extension.
For more details on the horocyclic flow see e.g. [Gl03].
EXTENSIONS AND DIMENSION GROUPS 33
Lemma C.2. If (Y, S) is an infinite minimal dynamical system then there is a
Cantor minimal dynamical system (X, T ) and an almost one-to-one factor map
π : (X, T )→ (Y, S).
Proof. Let f : C → Y be a continuous surjection from the Cantor set C onto Y .
By Zorn’s lemma we can assume that this map is irreducible; i.e. if D ⊂ C is
closed and f(D) = Y then D = C. Let T denote the shift on CZ and define
X = {x ∈ CZ : f(xn+1) = Sf(xn), ∀n ∈ Z}.
Let πn : X → Y, n ∈ Z be the projection maps restricted to X. It is now easy
to check that X is a closed shift invariant subset of CZ. Denoting by π : X → Y
the map π(x) = f ◦ π0(x) = f(x0) we conclude that π : (X, T )→ (Y, S) is a factor
map.
Next we will show that π is irreducible. In fact, suppose A ( X is closed
and satisfies π(A) = Y . Let V = X \ A. By the irreducibility of f we get that
π0(A) = {x0 : x ∈ A} = C. Next observe that also π(T
nA) = Y for every n ∈ Z,
whence also πn(A) = C for every n ∈ Z.
Now V is a nonempty open subset of X and therefore contains a basic open set
of the form
X ∩ (· · · × C × C × Un × Un+1 × · · · × Un+k × C × C × · · · ),
where the sets Uj are nonempty open subsets of C and at least one of them is
not all of C. Suppose Um 6= C. Then πm(A) ∩ Um = ∅, contradicting the above
observation.
Thus π is indeed an irreducible map and it is easy to deduce that (X, T ) is a
minimal system. Now it is well known that a factor map π : (X, T ) → (Y, S) of
minimal systems is irreducible if and only if it is almost one-to-one. Since X is
clearly a Cantor set our proof is complete. 
The proof of the next relative disjointness lemma is standard.
Lemma C.3. Let π : (X, T ) → (Y, S) and σ : (Z,R) → (Y, S) be factor maps
between minimal systems. If π is a distal extension and σ an almost one-to-one
extension then the relative product
X ×
Y
Z = {(x, z) ∈ X × Z : π(x) = σ(z)},
is a minimal dynamical system and the projection θ : X ×
Y
Z → Z is a distal
extension. If moreover π is a G-extension with finite group G then so is θ.
Next construct a commutative diagram
(X, T )
π

// (X1, T1)
π1

(Y, S) // (Y1, S1)
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where (X, T ) and (Y, S) are minimal Cantor and π is a G-extension. This is
possible by applying Lemma C.2 to find an almost-one-one Cantor extension Y of
Y1 and then taking X = X1 ×
Y1
Y and applying Lemma C.3.
C.3. The Furstenberg Weiss theorem. Next recall the following result of
Furstenberg and Weiss, [FW1].
Theorem C.4. Let (Y, S) be a non-periodic dynamical system and let (X, T )
π
→(Y, S)
be an extension of (Y, S), where (X, T ) is recurrent topologically transitive. Then
there exist a minimal system (X, T ), an almost 1-1 extension (X, T )
π
→ (Y, S), a
Borel T -invariant subset X0 ⊂ X, and a Borel measurable map X0
θ
→X satisfying
(i) θT = Tθ
(ii) πθ = π
(iii) θ is a Borel isomorphism of X0 onto its image X0 in X
(iv) µ(X0) = 1 for every T -invariant measure µ on X. In fact, the set X0 is
of the form π−1(Y0) for some Borel S-invariant subset Y0 ⊂ Y with the
property that ν(Y0) = 1 for any invariant measure ν on Y .
(X, T )
θ //
π
$$I
II
II
II
II
(X, T )
πzzuu
uu
uu
uu
u
(Y, S)
Note that when the system (X, T ) is Cantor minimal so is (X, T ). Indeed, the
fact that X is Cantor follows from the construction in [FW1].
Now we consider the G-extension of minimal Cantor systems π : (X, T )→ (Y, S)
and apply this theorem to the extension π to obtain a commutative diagram as in
the theorem with (X, T ) minimal, π an almost 1-1 extension, and θ, defined on
a full-measure (with respect to every invariant probability measure) Borel subset
X0 ⊂ X, a Borel isomorphism of X0 onto its image X
′
0 ⊂ X.
Our final step is to construct the relative product system
(X˜, T˜ ) = (X ×
Y
X, T × T )
where
X ×
Y
X = {(x, x′) ∈ X ×X : π(x) = π(x′)}.
As the extension π is isometric and the extension π˜ is almost 1-1, it follows that
(X˜, T˜ ) is a minimal system (Lemma C.3 again). We set (Y˜ , S˜) = (X, T ) and let
π˜ : (X˜, T˜ )→ (Y˜ , S˜) be the natural projection of X˜ onto X = Y˜ . Clearly now π˜ is
a G-extension between the minimal Cantor systems (X˜, T˜ ) and (Y˜ , S˜).
We now use the measure isomorphism θ to construct the required measures. Let
µ be a fixed invariant measure on X and let µ = θ∗(µ). Then µ is an invariant
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measure on X and both µ and µ project onto the same invariant measure, say ν,
on Y . Let
µ =
∫
Y
µy dν(y), µ =
∫
Y
µy dν(y),
be the corresponding disintegrations. The relative product measure
λ =
∫
Y
µy × µy dν(y)
is then an invariant measure on X˜ which projects under π˜ onto µ. On the other
hand the measure
η =
∫
X0
δx × δθ(x) dµ(x),
is a different invariant probability measure on X projecting onto µ. In fact, disin-
tegrating η over µ we see that almost every fiber measure is a point mass, while in
the disintegration of λ over µ almost every fiber measure is an atomic measure with
|G| atoms. Thus by the uniqueness of disintegration, we conclude that λ and η are
indeed distinct measures. It is now clear that the extension π˜ : (X˜, T˜ ) → (Y˜ , S˜)
satisfies our requirements.
Appendix D. On the relative regionally proximal relation
Let π : X → Y be a factor map between minimal systems. We recall that the
relative regionally proximal relation Qπ and the relative equicontinuous structure
relation Eπ, were defined in Section 7, Definition 7.2.
Lemma D.1. Let X
ρ
→ Z
σ
→ Y be factor maps between minimal systems with
π = σ ◦ ρ. Then
(ρ× ρ)(Qπ) = Qσ.
Proof. Clearly (ρ × ρ)(Qp) ⊂ Qσ. Suppose (z, z
′) ∈ Qσ. By the definition of Qσ
there is a sequence Z2σ ∋ (zi, z
′
i) → (w,w), where (w,w) is some point on the
diagonal ∆Z , and a sequence (ni) with (T
nizi, T
niz′i) tending to the point (z, z
′).
Now the set-map ρ−1 : Z → 2X , the latter being the compact metric space of closed
subsets of X equipped with the Hausdorff distance, is an upper-semi-continuous
map. Therefore it admits a dense Gδ subset Zc ⊂ Z of continuity points. By the
minimality of Z we can assume that the point w above is in Zc. Let xi ∈ X be
such that ρ(xi) = zi and we can assume, with no loss in generality, that xi → x,
for some point x ∈ X with ρ(x) = w.
Since w ∈ Zc we have ρ
−1(z′i) → ρ
−1(w) and therefore we can find a sequence
x′i ∈ ρ
−1(z′i) with x
′
i → x. Thus X
2
π ∋ (xi, x
′
i) → (x, x) and, again with no loss in
generality, we can assume that (T nixi, T
nix′i)→ (x, x
′) for some pair (x, x′) ∈ X2π.
But now (x, x′) ∈ Qπ and (ρ × ρ)(x, x
′) = (z, z′). Thus we conclude that indeed
(ρ× ρ)(Qπ) = Qσ. 
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Theorem D.2. Let π : X → Y be a factor map of minimal systems. Then Eπ
is the least invariant closed equivalence relation (icer) which contains the relation
Qπ.
Proof. Let E ′p denote the least icer which contains the relation Qπ. Clearly then
Eπ ⊃ E
′
π. Let X
ρ
→ Z ′ = X/E ′π
σ
→ Y denote the natural maps. By Lemma D.1
we have (ρ×ρ)(Qπ) = Qσ. But clearly (ρ×ρ)(Qπ) = ∆Z and it follows that Qσ =
∆Z . It is easy to check that the latter equality implies that the extension σ is an
isometric (or equicontinuous) extension and we conclude that also Eπ ⊂ E
′
π. 
Appendix E. A proof of Proposition 3.4
a) By the definition of the functor Tor, for every exact sequence
(1) 0→ K
j
→ L
q
→M → 0
of abelian groups and for every abelian group G, there exists an exact sequence
0→ Tor(M,G)→ K ⊗G
j⊗idG→ L⊗G
q⊗idG→ M ⊗G→ 0
and this sequence depends on the sequence (1) and on G in a functorial (covariant)
way. Thus, in order to prove the first statement of the Proposition, we have only
to construct, for every finite abelian group G, an isomorphism ΦG : Tor(M,G)→
Hom(Ĝ,M) depending on G and M in a functorial (covariant) way.
b) Let G be a finite abelian group. In this part we show that Ext(G,Z) ∼= Ĝ. Let
(15) 0→ A
i
→ B
p
→ G→ 0
be a resolution of G, where A and B are finitely generated free abelian groups.
Let i∗ : Hom(B,Z) → Hom(A,Z) be given by i∗(f) = f ◦ i. As G is finite,
Hom(G,Z) = 0 and i∗ is one-to-one. On the other hand, for every f ∈ Hom(A,Z)
there exists a unique f¯ ∈ Hom(B,Q) with f¯ ◦ i = f . Remark that f¯ ∈ Hom(B,Z)
if and only if f belongs to the range of i∗. The map f 7→ f¯ is a one-to-one
homomorphism from Hom(A,Z) to Hom(B,Q). Composing this homomorphism
with the natural projection Q→ Q/Z, we get an homomorphism λ : Hom(A,Z)→
Hom(B,Q/Z).
By construction, the kernel of λ is the range of i∗. Moreover, the range of λ is
the kernel of the homomorphism f 7→ f ◦ i from Hom(B,Q/Z) to Hom(A,Q/Z),
thus this range can be identified with Hom(G,Q/Z). But, as G is finite, every ho-
momorphism G→ R/Z takes its values in Q/Z, and we have Ĝ = Hom(G,R/Z) =
Hom(G,Q/Z).
We get an exact sequence
(16) 0→ Hom(B,Z)
i∗
→ Hom(A,Z)→ Ĝ→ 0
depending on the exact sequence (15) and on G in a functorial (contravariant)
way. We conclude that indeed Ext(G,Z) = Ĝ
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c) In the next two parts we show (18), that is, Tor(M,G) ∼= Hom(Ext(G,Z),M).
Applying the functor Hom( · ,M) to the sequence (16), we obtain an exact sequence
0→ Hom(Ĝ,M)→ Hom
(
Hom(A,Z),M
) ǫ
→ Hom
(
Hom(B,Z),M
)
depending on the exact sequence (15), on G and on M in a functorial (covariant)
way. But Hom(A,Z) is a finitely generated free abelian group andHom
(
Hom(A,Z),Z
)
can be identified with A. Moreover, Hom
(
Hom(A,Z),M
)
can be identified with
Hom
(
Hom(A,Z),Z
)
⊗M , thus with A ⊗M . In the same way, we can identify
Hom
(
Hom(B,Z),M
)
with B⊗M . The map corresponding to the homomorphism
ǫ above is simply i⊗ idM , and we get an exact sequence
(17) 0→ Hom(Ĝ,M)→ A⊗M
i⊗idM→ B ⊗M
depending on the exact sequence (15), on G and on M in a functorial (covariant)
way.
d) By the definition of the functor Tor, the exact sequence (17) induces an iso-
morphism
(18) Tor(M,G)
≈
→ Hom(Ĝ,M)
depending on the sequence (15), on G and on M in a functorial covariant way.
But any two presentations of G of the form (15) are chain equivalent. Looking
at the constructions above, it follows easily that the isomorphism (18) does not
depend on the resolution (15), but only on G and M . The first statement of the
Proposition is proved.
e) Let G′ be a proper subgroup of G. As K and L are torsion free, K ⊗G′ can be
considered as a subgroup of K ⊗ G, and L ⊗ G′ as a subgroup of L ⊗ G, and we
have
ker(j ⊗ idG′) = ker(j ⊗ idG) ∩ (K ⊗G
′) .
If α is in ker(j ⊗ idG), then ΦG(α) : Ĝ→ L/j(K) factorizes through the quotient
Ĝ′, thus is equal to 0 on the non trivial subgroup Ĝ/G′ of Ĝ, and is not one-to-one.
Conversely, let α ∈ ker(j⊗idG) be such that ΦG(α) is not one-to-one. The kernel
H of this homomorphism is a non trivial subgroup of Ĝ, thus it can be viewed
as Ĝ/G′ for some proper subgroup G′ of G, and Ĝ/H = Ĝ′. ΦG(α) factorizes
through Ĝ′, giving rise to some g ∈ Hom(Ĝ′, L/j(K)). Then g = ΦG′(β) for some
β ∈ ker(j ⊗ idG′) ⊂ K ⊗ G
′ ⊂ K ⊗ G, and, using the functorial property of Φ, it
is easy to check that β = α.
For any automorphism φ of G, for any α ∈ ker(j ⊗ idG) we have:
ΦG(α) ◦ φ̂ = φ∗
(
ΦG(α)
)
= ΦG
(
(idK ⊗φ)(α)
)
Let α, β in ker(j⊗idG) be such thatΦG(α) and ΦG(β) are both one-to-one. These
homomorphisms have the same range if and only if there exists an automorphism
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ψ of Ĝ with ΦG(β) = ΦG(α)◦ψ; the automorphisms of Ĝ correspond by duality to
the automorphisms of G. Thus this condition is equivalent to the existence of an
automorphism φ of G with ΦG(β) = ΦG
(
(idK ⊗φ)(α)
)
, that is, β = (idK ⊗φ)(α).

Appendix F. Vanishing H2(G)
We provide a proof for the following theorem, following a method indicated to
us by Benjy Weiss.
Theorem F.1. Let G be a finite group. Then H2(G) is the dual group Ĝab of the
abelianized group Gab := G/G2 of G, where G2 is the commutator subgroup of G.
In particular, H2(G) = 0 for every finite noncommutative simple group G.
Proof. We use the notation and results of Section 6.4, and in particular the chain (11).
First we define a one-to-one homomorphism from H2(G) into Ĝab. Let φ ∈
I(G3). We define f ∈ C(G2) by
f(x, y) = φ(1, x, xy) .
Then φ belongs to ker(d3) if and only of f satisfies
(19) f(y, z)− f(xy, z) + f(x, yz)− f(x, y) = 0 for all x, y, z ∈ G
and φ belongs to range(d2) if and only if there exists h ∈ C(G) with
(20) f(x, y) = h(x) + h(y)− h(xy) .
Assume that f satisfies (19). We write k = |G|. Defining F ∈ C(G) by
F (x) =
∑
y∈G
f(x, y) for all x, y ∈ G .
and summing over z in (19) we get
(21) k.f(x, y) = F (x) + F (y)− F (xy) for all x, y ∈ G .
Let F˜ be the composition of F with the projection Z→ Zk. We have
(22) F˜ (xy) = F˜ (x) + F˜ (y) for all x, y ∈ G .
Let us consider Zk as embedded in the torus T = R/Z in the natural way. Then
the last formula means that F˜ is a group homomorphism from G to T. This
homomorphism is trivial on the commutator subgroup G2 of G and this induces
an homomorphism j(f) : Gab → T that is, an element j(f) of Ĝab.
The homomorphism j(f) is trivial if and only if F˜ is identically zero, that is, if
there exists a function h ∈ C(G) with F = k.h. Putting this into (21), we get (20).
It follows that the map j induces a one-to-one homomorphism, written j also, from
H2(G) := ker(d3)/ range(d2) into Ĝab.
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It remains to prove that j is onto. Let χ ∈ Ĝab. χ be a homomorphism from
Gab to T and we lift it as a homomorphism, written χ also, from G to T. Since
G is finite, the range of χ is included in some finite subgroup of T and thus in Zk
for some k ≥ 1. Therefore, χ is the composition of a homomorphism F˜ : G → Zk
with the natural inclusion of Zk in T, and F˜ satisfies (22).
Let F : G→ Z be a lift of F˜ . Then there exists f ∈ C(G2) such that (21) holds
and it is immediate to check that (19) holds. We define φ ∈ C(G3) by
φ(u, v, w) = f(u−1v, v−1w) .
Then φ belongs to I(G3), and in fact to ker(d3) because (19) holds. Following the
preceding construction, we check that j(f) = χ. This shows that the homomor-
phism j is onto. 
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