Population and community indicators for the impact of fishing are often estimated using abundance estimates instead of raw sampling observations. Methods are presented for testing null hypotheses of non-significant impacts and where possible, for calculating the statistical power. The indicators considered concern populations (intrinsic growth rate, total mortality, exploitation rate and a new indicator, the change in fishing mortality required to reverse population growth) and communities (kand partial dominance curves, a biodiversity index, size spectrum and proportions of various population groups). The performance of these indicators is compared for the Celtic sea groundfish community based on achieved precision, statistical power and availability and estimation method of reference points. Among population indicators, mean length in the catch was most precisely estimated and the corresponding hypotheses tests had consistently large powers. Total mortality performed reasonably well. In contrast, both the intrinsic population growth rate and the exploitation rate gave unreliable results. All tested community indicators performed similarly well. Indicators for which the direction of change caused by fishing is predictable, such as the proportion of non-commercial species or piscivores in the community, are promising indicators at the community level.
Introduction
Assessing the impact of fishing on different components of the ecosystem is an important part of recent attempts to introduce ecosystem consideration into fisheries management (Anonymous 1999a; Hall 1999; ICES 2000) . Various indicators have been proposed for measuring the direct and indirect impacts on fish and benthic communities (Die and Caddy 1997; FAO 1999; Rice 2000; Rochet and Trenkel in prep) . In this paper we compare the performance of selected indicators applied to French groundfish survey data for the Celtic sea using three statistical criteria : estimation precision, achieved testing power (if available) and availability and estimation method of reference points. Until now, indicators have mainly been assessed based on theoretical considerations (Rice 2000; Rochet and Trenkel in prep) , which is only part of the story.
The ecological theory underpinning certain indicators allows the determination of reference points expressing the null hypothesis of a stationary system. Measurable impacts of fishing are affirmed if the indicator value for a community of interest is above the reference point. For a number of indicators, no theory exists that would allow the definition of reference points or even the range of acceptable indicator values. Hence consistent changes over time that might indicate the impact of fishing are looked for. Given that most indicators vary under the influence of forces other than fishing, evidence for the presence of fishing impacts will be provided by simultaneous rejection of null hypotheses for several indicators.
For detecting significant impacts of fishing, direct comparison of indicator values with reference points is only possible in the uncommon case of fully censused communities. In general, communities have to be sampled. In order to obtain conclusions about the community, inference has to be drawn within a hypothesis testing framework where reference points or no change are taken as null hypotheses that are tested against alternative hypotheses representing the impact of fishing.
Most existing indicators are based on estimates or observations of population abundances generally obtained from research vessel surveys. If random samples from the community have been taken, the empirical sampling distribution of an indicator can be used directly for hypothesis testing. Furthermore, randomization tests rearranging the spatial or temporal origin of individual samples can be used for comparing years and areas (Clarke 1990 ) and for comparing patterns to null models, which assume similar structures (Veech 2000) . An application of these methods to the groundfish community of the Northern North sea can be found in Greenstreet and Hall (1996) .
In the case of stratified, adaptive or non-random sampling designs, the raw (haul) data do not form a representative sample of the studied community. Instead, abundance estimates by species have to be calculated giving appropriate weights to each sample. As a consequence, empirical sampling distributions of indicators are not available and simple randomization cannot be carried out.
For a selection of commonly used indicators we propose methods for obtaining indicator sampling distributions and carrying out hypotheses tests when the indicators have been estimated using abundance estimates. The selected indicators fall into two categories: indicators measuring the state and dynamics of individual populations, and indicators for the whole community structure and functioning (Tables 1 and 2 ). To the best of our knowledge, their sampling distributions derived from abundance estimates have not been studied so far.
We decompose the process of determining indicator sampling distributions into several tasks. First, data requirements are examined (Tables 1 and 2 . Second, appropriate abundance estimators are chosen and their distributions are determined. Third, given the definition of indicators and the distribution of the input information, appropriate estimation methods are selected for indicators that represent model parameters, for example the intrinsic population growth rate r which is a parameter of a simple population dynamics model. If the estimation method makes parametric assumptions, such as normality for linear regression, the actual distribution of the input information is checked. Fourth, given the sampling distributions of abundance estimates and appropriate estimation methods, the resulting distribution of indicator estimates are studied. Hypotheses tests are carried out for indicators with reference points; linear time trends are tested for the other indicators. If possible, the statistical power of hypotheses tests is estimated.
Methods

Abundance estimation
Fish numbers per haul generally have strongly skewed distributions. The question of which estimator to use for obtaining abundance estimates in this case has attracted attention from several authors. Pennington (1983) states that estimators based on the lognormal distribution are more efficient than estimates based on sample means. However, Myers and Pepin (1990) based on a simulation study recommend using lognormal-based estimators only if the lognormal distribution assumption for nonzero observations is justified, as these estimators are sensitive to assumption violations. Hence, it is advisable to test the distribution of numbers per haul.
For the Celtic sea groundfish community, two examples of empirical distributions of observed numbers per haul are given in figure 1. Note the skewness and the long right-hand tails. Empirical distributions for all strata and years for which a reasonable number of hauls (n>15) was available were compared to Gamma, Normal and log-Normal (non-zero observations only) distributions (chi-square tests); none of the distributions could be rejected as being inappropriate for any of the tested species.
If the appropriateness of the lognormal distribution cannot be confirmed as in our example, we propose to follow the advice given by Myers and Pepin (1990) and use simple mean-based sample estimators. For the Celtic sea this involves for each species i (or length class) taking the mean per stratum (including hauls were the species was not observed), divide by the swept area, multiply by the stratum area and then sum over all strata. for most species by testing for slopes equal to two. Two observations can be made: 1) abundance estimates are heteroscedastic; 2) Gamma and lognormal distributions exhibit this particular meanvariance relationship. Hence either of them could be used to describe the distribution of estimated abundances. For certain estimation methods we do not need to know the full distribution. It is sufficient to stabilize variances, which can be achieved by log-transformations (Scheffé 1959 ). Normal error distributions are then appropriate for the log-transformed abundance estimates.
Abundance indices are relative measures of population numbers; a factor of proportionality stands between the two. This factor of proportionality differs between species and it is often referred to as catchability. If estimates of catchability are available, abundance indices can be corrected. In our case no catchability estimates were available and catchabilities of 1 were assumed for all species. The effect of this assumption is that indicators involving more than one species will represent the part of the community accessible to the survey gear rather than the real community.
Estimation, sampling distributions and hypotheses tests
Indicator estimation methods are summarised in table 1 (column 5) for population indicators and table 2 (column 3) for community indicators. In the following we briefly review all indicators, explain estimation methods that differ from standard use and comment on their reference points. All equations are provided in tables 1 and 2.
• Intrinsic population growth rate r It is estimated using annual population abundance estimates. The population dynamics model underlying this indicator can be linearised by taking logarithms of both sides (eq. 1). As the logtransformation is also applied to abundance estimates, the transformation stabilizes variances and justifies the use of standard regression techniques for estimating r as the slope. However, in the transformed model, residuals are serially correlated as the independent variable form a time series. We take account of this by formulating a first order autoregressive model for residuals. Taking r=0 as the reference point assumes that without any noticeable impact of fishing the population would be stable although randomly varying between years.
• Total mortality rate Z The estimation method is based on the catch curve (Jones 1983 ) and uses estimated numbers at length for a given year (pseudo-cohort assumption) and species (eq. 2). Note that the pseudo-cohort assumption implies that the exploitation strength and pattern have been constant prior to the year for which data is used. Some insight concerning the validity of the assumption can be obtained by estimating Z using data from different years. If the assumption is appropriate, similar estimates should be obtained. Z could be estimated by linear regression of the linearized catch curve (logtransformation). The alternative is to avoid the normality assumption of linear regression and use a generalized linear model with log-link and quasi likelihood function. Estimating the reference point Z* requires an estimate of length at first capture L c. To obtain reliable estimates, we used the first 5-cm length class accounting for at least 10% of total catch.
• Exploitation rate F/Z Fishing mortality F is estimated from catch data (landings and discards) and estimated population abundances (eq. 3). Total mortality Z is estimated as above and assumed constant over the most recent years. For the Celtic sea, we have discards data only for 1997 and hence estimate fishing mortality for that year only. The reference point F/Z=0.5, which represents an upper limit, was proposed based on production considerations (Alverson and Pereyra 1969 ; see also discussion in Rochet and Trenkel submitted).
• Mean length in catch L bar It is estimated using numbers at length per species (eq. 4); its value should be above length at maturity L mat in order to give at least half the individuals of a cohort a chance to reproduce.
• Change in fishing mortality required to reverse population growth rate F ∆ This indicator is derived from a simple two-stage Leslie type population dynamics model (eq. 5, Rochet and Trenkel in prep) . It measures the change in fishing mortality required to reverse population growth, keeping all other model parameters constant. The uncertainty in the estimate of population growth is taken into account. The reference point has been derived empirically (Rochet and Trenkel in prep) . It represents the average interannual variation (%CV) in fishing mortality observed in North and Celtic sea stocks.
• Biodiversity index 1 ∆ This biodiversity index is defined as the probability that two individuals randomly chosen from the community will belong to different species (eq. 6; Hurlbert 1971). It is estimated using species abundance estimates.
• k-dominance and partial dominance curves The k-dominance curve is the cumulative relative abundance of ranked species plotted against their log-rank (Clarke 1990, eq. 7) . For the partial dominance curve the relative abundance of a given species is calculated only with respect to species of lower rank (Clarke 1990, eq. 8) . While the shape of the k-dominance curve is dominated by the single most abundant species, the partial dominance curve allows the study of several of the more abundant species.
• Species composition We carry out a non-parametric Kruskall-Wallis test to compare species distributions (abundances by species) between years. If a long time series was available, the method proposed by Solow (1994) for detecting trends using orthogonal combinations of original compositions could also be used.
• Proportion of non-commercial species The relative importance of non-commercial species in community is expressed either in terms of abundance or biomass (eqs. 9 & 10). In this study, non-commercial species are all species with no market value. Under the impact of fishing, this proportion is expected to increase. The relationship of the proportion of non-commercial species with time is modelled by a logistic regression (GLM with binomial distribution and logit-link function) where time is the explanatory variable. A positive slope is taken to suggest significant impacts of fishing.
• Distribution of mean population length Using mean length of all individual populations, the distribution of mean length in the community is obtained. Fishing is expected to shift the distribution to smaller lengths. It is not obvious how to define the size of a fish, as they change their size during their whole life. Rather than asymptotic size L ∞ , which is generally poorly estimated for exploited fish populations due to truncated age distributions, mean length of fish in each population might be a better size index. Thus we use mean length of mature fish to reduce the undue influence of recruits on the estimate.
• Size-abundance relationship The relationship between mean population length and population abundance is supposed to be linear with a negative slope. The reduction in abundance caused by fishing is expected to be higher for species with larger body size and hence the slope of the relationship should decrease under the impact of fishing (eq. 11; see review in Rochet and Trenkel in prep) .
• Total biomass and total numbers It is estimated as the sum of all species biomasses or abundances (eq. 12). The effect of fishing on these indicators is unknown, but any increasing or decreasing time trend could be a sign for changes occuring in the community. Hence, a time trend is tested for by means of robust linear regression (MM method, Franke et al. 1984 ) which avoids making normality assumptions.
• Proportion of piscivores All species in the community are assigned to relevant trophic groups: planktivores, piscivores and benthivores on the basis of established knowledge from the literature. The proportion of piscivores (eq. 13) is expected to decrease under the impact of fishing as piscivores are most of the time the preferred targets of commercial fishing. As for the the proportion of non-commercial species, time trends are estimated using logistic regression.
• Average individual weight The average weight of an individual in the community is estimated using total biomass and abundances (eq. 14). It is expected to decrease as the result of fishing as both bigger individuals and larger species are being removed.
• Size spectrum A trigonometric model is used to describe the size spectrum (Rochet and Trenkel in prep) in contrast to the commonly used linear model in order to take account of the non-linear features of the spectrum (eq. 15). Model parameters are estimated using abundance estimates at length (5 cm length classes all species confounded) and a generalised linear model with log-link and Gamma error distribution (McCullagh & Nelder 1989) . Log-transformed lengths, log(L t ), are centred to limit correlations between parameter estimates. Year-effects for all three model parameters are tested by comparing model fits with and without year-effects using log-likelihood ratio tests (McCullagh & Nelder 1989) . The five centimeter length classes were used as a compromise between the desired precision of abundance estimates and the number of length classes available to fit the relationship.
For population indicators, sampling distributions and methods used for carrying out hypotheses tests are provided in columns 8 and 9 of table 1. Given the estimation procedures described above, normal distributions are justified for all indicators of this class.
For community indicators, methods used for obtaining sampling distributions, null hypotheses and alternative hypotheses are summarised in columns 4-7 of table 2. Note that no reference points are available for this class of indicators. Given the estimation procedure, normal distribution assumptions are justified for some indicators. For other indicators independent parametric bootstraps of species abundance (or biomass) estimates are used and confidence intervals for indicator estimates are obtained using the percentile method (Efron & Tibshirani 1986) . Note that this assumes that species abundance estimates are independent which seems reasonable for trawl data. For the Celtic sea example, both lognormal and Gamma distributions seem appropriate. Hence, both are used in order to test the robustness of hypothesis tests to parametric assumptions underlying the implemented bootstrap. Confidence intervals for k-dominance curves and partial dominance curves are obtained by recalculating the curves for each bootstrap sample. For testing differences between years we use pointwise (rankwise) confidence intervals, because the comparison tests are for each rank and not for the overall curves. Instead of using parametric bootstraps of individual abundance estimates we could also have bootstrapped individual hauls (non parametric bootstrap) and recalculated abundance estimates and indices for each bootstrap sample. Unfortunately, not enough hauls were carried out in some strata for this to be an option for our survey data.
Power functions
The statistical power of a hypothesis test is the probability that the alternative hypothesis is accepted given it is correct. A clear description of the concept of power analysis can be found in Peterman (1990) . Hence in order to calculate the power, it is necessary to know the parametric distribution of the indicator under the alternative hypothesis. Unfortunately we know the distribution of the alternative hypothesis only for the selected population indicators. As all population indicator estimates are assumed to follow normal distributions, the power function is only described for population growth rate r and total mortality Z. Throughout this study we will consider an achieved power of at least 0.8 to be satisfactory and use a significant level of
for one-sided tests).
For the intrinsic population growth rate r, the two sided hypothesis test with H 0 :
where G is a standard normal random variable and
For the total mortality Z, the power function for the one-sided hypothesis test H 0 :
where G is again a standard normal random variable and c is a constant such that
The variances used in the power functions are those estimated from the data. In order to estimate the increase in power obtainable by increasing the precision of the input information (coefficient of variation or variance of abundance estimates), the variance of indicator estimates has to be formulated as a function of the CV (or variance) of the input information. For r and Z, these functions are developed in Appendix 2. It is not obvious to us how to obtain these functions for the remaining population indicators.
Celtic sea ground fish community
The Celtic sea is a continental shelf sea situated in the triangle between France, Ireland and Great Britain. The area considered in this study extends from 48° to 51° North and from 6° to 11° West. It supports an international fishery and the main commercial species are assessed by ICES working groups. Total international landings have increased steadily since the 1950's from about 70 000t to around 300,000 t in the late 1990's (Pinnegar et al. in press).
Fisheries information
The French trawler fleet accounts for about one half of total international landings from this area (estimated from Stock Assessment Working Group Reports). Discards sampling surveys of the French trawler fleet operating in the Celtic sea are undertaken at irregular intervals; the most recent survey was carried out in 1997. In this survey, a multilevel sampling design stratified by métier was used (Rochet et al. submitted) . Landings were sampled on return to port of the selected boats. French commercial landings information for 1997 was also used.
Survey information
In this study we use data from the French groundfish surveys (EVHOE) for the years 1997-2000. The survey series actually started in 1990, was interrupted from 1992 to 1996 and the survey area was extended in 1997. This change coincided with a change in survey vessel and sampling design. Whereas hauls were placed on a systematic grid for the old design, the new design has stratified random hauls (10 strata). In the year of the change of vessel, an intercalibration study was carried out (Pelletier 1998) . Unfortunately, a number of indicators showed important differences between 1990/91 and the latter part of the series but it proved impossible to disentangle the effects due to changes in the survey protocol and changes caused by fishing or other causes. Hence we resolved to remove the first part of the series.
During each cruise, 56 to 69 30-minutes-tows (4 knots) were carried out with a GOV36/47 bottom trawl fitted with a 20 mm mesh codend liner. All fish were identified, weighted by species and individually measured. The survey trawl is particularly suited for demersal species but not very good at catching benthic species such as megrim, anglerfish or Nephrops (Borges et al. 1999) .
Species selection
Abundance indices for many rare or badly sampled species were too unreliable to be used. As a consequence, indicators aiming at individual populations and some of the community indicators were not calculated for all species. To select a group of representative species from the studied community, we checked that the size spectrum and the k-dominance curves for selected species were not significantly different to those of the whole community. This way a list of 25 species was obtained (see Appendix 1). The selected species contributed 99 percent of the total estimated biomass and around 93 percent of total estimated numbers. The selected species assemblage contained 17 commercial and eight non-commercial species. They belonged to four trophic groups: demersal benthivores (10 species), demersal piscivores (nine species), pelagic planktivores (four species) and pelagic piscivores (two species). Trophic classifications were based on Whitehead et al. (1986) and Greenstreet (1996) .
Results
Results of population indicator tests are summarized in table 4. Growth rate estimates for 19 populations indicated that there was no evidence to reject the null hypothesis of stable populations (r not significantly different from 0), whereas three populations were significantly increasing (dab, Norway pout and mackerel) and three were significantly decreasing (argentines and scaldfish). Note that two of the decreasing populations are non-commercial species. Standard linear regression techniques, which ignore the autocorrelation between residuals, provided different growth rate estimates for a number of populations though test results were identical (results not shown). The power of most tests was rather low. Figure 2 gives estimates and the power of tests for some representative species. Note the difference in scale for cod (Gadus morhua) for which the precision of estimated abundances indices should be multiplied by about 2 (CV divided by 2) in order to detect a growth rate of around 0.12 being significantly different from zero with a power of 0.8.
Total mortality estimates Z were obtained by assuming stable population length structures in any given year. The results confirmed that for 16 populations length structures were indeed stable as estimates were not significantly different between years (two sided 5% level tests; results not shown). Nevertheless, average (over all years) total mortality estimates were calculated for all species and onesided tests (2.5% significance level) revealed that for seven species total mortality was outside safe limits ( = = > ); the test could not be carried out for one species (Capros aper) due to the lack of the necessary information to calculate the reference value Z*. Thus for 17 species, no evidence was found to reject the hypothesis of acceptable levels of total mortalities given the high uncertainties inherent in mortality estimates and ignoring any uncertainty in the estimates of Z*. Figure 3 shows total mortality estimates for selected species using every year of the time series separately. Note that estimates are rather similar between years except for Arnoglossus laterna, where estimates varied between years indicating that the population length structure might not be stable. Using data for 1998, the statistical powers were calculated. They were around one for most species but there were notable exceptions with very low power. For A. laterna, the power for the test that total mortality was above the limit value Z* was already satisfactory. However, if the variance of abundance estimates (by length class) was to be halved, the power of the test would be increased to nearly one.
Looking at exploitation rates F/Z, six species had estimated values equal or significantly above the reference point of 0.5 (one sided 5% level); testing powers were satisfactory for only 9 species. Assuming catchabilities equal to 1 when estimating abundance indices certainly led us to underestimate certain population abundances. Thus we overestimated fishing mortality F and as a consequence obtained large exploitation rate estimates. That this should be so can be seen by comparing our estimates for F with those obtained by ICES stock assessment working groups (Anonymous 1999b&c, 2000 . The resulting exploitation rates are generally much lower than ours although the opposite case occurred for whiting, mackerel, sole and horse mackerel (Table 4 ).
The test for the impact of fishing on population length structure is based on the comparison of mean length in the catch L bar with length at maturity L mat . This test was found to be less optimistic since only for nine populations no evidence was found that they were not in the safe range (L bar >L mat ). However, the statistical power of these tests was quasi zero. For 15 populations L bar was significantly lower than L mat with statistical powers of one.
Large reductions (100%) in fishing mortality would be required to significantly invert the decreasing population trends of the three populations with r significantly smaller than zero. Thus the estimated necessary changes in F are much higher than the suggested 20% threshold. Similarly, for all other populations it is concluded that they were insensitive to fishing mortality as even stopping fishing would not significantly change the growth rate.
Test results for community indicators are provided in table 5. There was no significant linear trend in biodiversity as measured by ∆ (Figure 4) . Confidence intervals based on Gamma and lognormal parametric bootstraps were similar. Like biodiversity, neither k-dominance curves nor partial dominance curves changed their form significantly over time ( Figure 5 ). Confidence intervals based on Gamma and lognormal parametric bootstraps were similar (results not shown). Despite their stable form, an inversion in the dominant species was observed. While blue whiting was the most abundant species in 1997, it was boarfish in 2000. Note that the shape of k-dominance curves was entirely determined by the four most abundant species. Compared to k-dominance curves, partial dominance curves suggested a more even community structure. A Kruskal-Wallis test confirmed that species compositions (in numbers) were similar for all years.
The distribution of mean population lengths (survey) fluctuated from year to year (Figure 6 ). However, no significant change was detected in the distribution when comparing 1997 with 2000. No significant linear relationship between mean size and population abundance index was found for any of the study years, hence changes in the relationship could not be tested for. However, scatter-plots were similar between years with most species remaining in the same position, indicating that whatever form the relationship has, it was rather stable over the study period (Figure 7 ).
The proportion in biomass of non-commercial species (no commercial value) in the community has remained rather stable over the study period whereas the proportion in numbers increased from [0.20, 0.38] in 1997 to [0.47, 0.70] in 2000 ; the ranges are 95 percent confidence intervals based on a parametric bootstrap (Gamma distribution). No time trend in either total biomass or total abundance of animals in the community was found although there was a slight insignificant decreasing trend of mean weight of individuals in the community. The proportion of piscivores expressed as biomass or as numbers did not show a significant time trend over the study period.
No significant differences between years were found for the shape of the annual size spectra, however the size spectra were shifted vertically. A model with separate intercepts for each year provided a significantly better fit compared to a model with a common intercept. No improvement in fit was found when including year-effects for both other parameters. As there was no linear time trend in estimated annual intercepts, we concluded that no directed change ocurred in the size structure of the community.
Case study discussion
Overall not much evidence was found for rejecting the general null hypothesis that no change had happened to the structure of the Celtic sea ground fish community during the study period. However, many ongoing changes might have remained undetected due to the shortness of the time series and to imprecise estimates, which resulted in low statistical power of some tests. On the other hand, as the Celtic sea has been increasingly exploited during the last 30 years, any important changes might have happened long before the period considered in this study.
When considering populations individually, we saw that fishing was an unimportant source of mortality for non-commercial species. However, due to the high uncertainty in some indicator estimates, statistical power varied largely. Uncertainty was also responsible for the failure as an indicator of the change in fishing mortality required to reverse a population trend.
We use the number of significant hypotheses tests for each species to identify apparently impacted species (Table 4 , last column). The most impacted species were Argentina silus, Limanda limanda and Scomber scombrus. These species belong to different trophic groups; hence feeding type does not provide an explanation for the findings; this is confirmed by the stable proportion of piscivores. However, all three species are commercially exploited.
Community indicators should add another point of view to the diagnostic obtained from looking at single populations. However, few detectable changes were found in community structures. The only indicator pointing at changes was the proportion of non-commercial species which increased. The individual population analysis had already revealed this for Trisopterus esmarkii.
Generally speaking, our aim to obtain clear answers was hindered by large uncertainties in survey abundance estimates as well as biased abundance estimates resulting from a lack of catchability estimates. In particular, estimates of fishing mortality seemed to be too high in comparison with estimates obtained by VPA. Coefficients of variation for indicator estimates varied between 10 and 200 percent (Table 6 ). In comparison, abundance, biomass and discards estimates had CVs of 30-40 percent. For certain indicators, this large uncertainty prevented us from drawing firm conclusions. This was particularly true for the intrinsic growth rates, which were estimated with low precision. In order to prove intrinsic population growth rates of around 0.1 to be significantly different from zero, for most species the CV of abundance estimates would need to be halved from the achieved 30% to something around 15%. This would imply a large increase in the number of hauls per survey.
Despite the uncertainties, the emerging picture is that fishing impacted a number of populations of the Celtic sea groundfish community primarily because individuals of too small a size were killed. This might be caused by too small mesh sizes used by bottom trawlers. This conclusion is supported by the large amounts of small fish discarded by the French bottom trawlers (Rochet et al. submitted) . The impacted species were almost exclusively commercial species. As a result the proportion of noncommercial species rose over the study period.
Discussion
Indicator performance
The performance of indicators was evaluated using three criteria: the achieved precision of the indicator estimate expressed as percentage coefficient of variation, the power of the hypotheses tests (when available) and the existence and justification of the reference point (Table 6 ). In terms of precision, mean length in the catch bar L of individual species was most precise with an average CV of 0.02%. The intrinsic population growth rate r and the exploitation rate F/Z were least precise. They had CVs of around 100%. Most other indicators had CVs of around 20%.
In terms of testing power, bar L came of first again with satisfactory power for 15 out of the tested 25 species. This test was only carried out for one year (1997), as it requires discard estimates, which were not available for all years. Testing powers were similar for the other population indicators, but testing powers could not be calculated for any of the community indicators.
Most reference points for population indicators are estimates with unknown precision. In the case of bar L and Z theory exists to motivate the choice, although the actual value has to be estimated. We used published biological parameters with unknown precision for the estimation which precluded us from estimating the precision of reference points. However, were this information available, hypotheses tests could easily be adapted. The reference point for the exploitation rate is clearly the most arbitrary. Currently no reference points are available for any of the community indicators. Nevertheless, for some community indicators it is possible to ascertain the expected direction of change. Hence these indicators are preferable to those for which not even the direction of change is known.
In this study we tested the new indicator F ∆ , which describes the change in fishing mortality required to reverse decreasing population growth. Significantly negative population growth was only found for three populations, as growth estimates were generally imprecise. Under these circumstances very large changes in fishing mortality would be necessary to reverse population growth. Unfortunately, the approximations used for carrying out the calculations are not applicable if very large changes in F are necessary. Hence, the results of this indicator have to be taken as an indication rather than at face value.
Having looked at indicators individually, we now turn to investigate the agreement between population indicators. Some of the indicators are theoretically linked and should therefore provide the same answers. As expected, test results for Z and bar L showed the largest agreement: both tests were significant for seven species; six additional species had significant tests for bar L only. Thus, for the case study Z did not provide any information that was not provided by bar L . In addition, the latter was estimated with higher precision and had satisfactory testing power for most species. Unfortunately, the estimation of bar L requires discards as well as landings information and is therefore probably not estimable for many populations. In three cases were null hypotheses simultaneously rejected for bar L and r, indicating that there is also some agreement between these two indicators.
In conclusion, mean length in the catch was found to be a powerful population indicator. As catch data rely on generally expensive discards sampling, we suggest that the merits of alternative length-based indicators such as mean length in individual populations and possibly in the community and should be explored including the definition of appropriate reference points. For community indicators, only estimation precision and the existence of an expected direction of change could be compared. The biodiversity index 1 ∆ and the parameters of the model describing the size spectrum were found to be estimated most precisely. Unfortunately, their expected direction of change is currently not available. In contrast, estimates of all indicators for which this is the case, e.g. average individual weight in the community, the proportion of piscivores and the proportions of non-commercial species, had coefficient of variations of 14-30%.
Input data
Two shortcomings concerning the Celtic sea data can be identified: unknown catchability factors and imprecise abundance estimates. Regarding catchability, indicators based on proportions are only affected by relative catchability, which we assumed to be equal for all species. In contrast, indicators based on absolute abundance indices additionally suffer from bias due to the relationship between indices and population numbers. We think that this was the main cause for our unreliable estimates of fishing mortality. Some confidence that community indicators (e.g. biomass, mean weight, Shannon index) are robust to the particular survey design and thus variations in catchability, comes from studies using data obtained with different survey gear (Wantiez 1996) . However, this is not true for population indicators.
Imprecise abundance estimates are to a large extent due to the spatial distribution of animals which for many species is not uniform over the study area for various reasons, e.g. depth and substrate preferences. Hence the underlying population distributions are skewed and increasing the number of hauls would increase the precision of abundance estimates but probably only slowly. However, this points at another dimension that needs to be considered when studying indicators for the impact of fishing: the spatial scale. While the appropriate spatial scale might be the stock area for a single population, it is not obvious what it should be for a community. Some evidence for the importance of the spatial scale is provided by the finding that species diversity is an exponential function of the size of offshore banks (Frank & Shakell 2001) . On the other hand, it seems obvious that the more homogenous the underlying community is, the more precise indicator estimates are going to be. For the Celtic sea we could chose sampling strata as units for the assessment, with the problem however that the number of hauls per stratum varies from 2 to 23 depending on strata area (mean 8 hauls) thus causing the problem of variable precision.
Statistical issues
Two main statistical issues arise from this study: multiple testing and parametric assumptions made for obtaining indicator distributions. For population indicators, five hypothesis tests were carried out separately for each population. As population indicators are not using exactly the same information, we argue that testing levels for a given species do not need to be adjusted. However, tests with Bonferroni adjusted significance levels are obtained by using the results for the 1% level in table 4 (marked as **). The conclusions remain unchanged for the reasonably precise indicators bar L and Z. Remains the question of adjusting the testing level concerning the same indicator across species. We would argue that it is reasonable to consider populations separately and hence not to adjust individual population tests for the same indicator. Indeed, adjustments seem only required if the individual population tests serve as evidence for the overall significance of an indicator.
For a number of community indicators we had to resort to parametric bootstraps of the abundance estimates. We found that the results for the Celtic sea groundfish community were rather insensitive to the chosen parametric distribution. Both Gamma and lognormal distributions for abundance estimates led to similar indicator estimates and identical conclusions for hypotheses tests. Thus the results presented seem to be robust to this assumption.
Conclusions
Based on the results presented we would recommend the use of bar L , Z, b and the proportion of noncommercial species which can all be estimated with reasonable precision and for which we know what kind of effect fishing has. In addition, size spectra might have some potential provided theoretical developments or large empirical studies will allow to better predict the effects of fishing and the setting of reference points. From this study also follows that when a synthesis of indicator results is attempted, for example using multivariate methods such as canonical correlation analysis or principal component analysis, indicator results should be weighted appropriately, for example by the inverse of their precision. The choice of indicators to include in the first place should however be guided by their importance with respect to management goals. 
GLM: log-link, quasi likelihood with YDU 20,3 23 Table 2 . Indicators and their data requirements for measuring the impact of fishing on a community consisting of S species (i=1,…S). Null hypotheses represent no current impact of fishing or no change. CI= confidence interval; LM: linear regression. Anonymous (1999b&c, 2000 Anonymous (1999b&c, , 2001 26 Dorel et al.; DT=Deniel and Tassel (1986); FT=Fontaine and Theret (1982) ; Fishbase = Froese and Pauly (1999) ; G=Gibson and Ezzi (1980); J=Jennings et al. (1999) ;T = Trouvery (1978) ; Q = Quéro (1984) ; R = http://www.ifremer.fr/maerha/life_history.html; V = Verdoit (1999); W = ICES Working Groups (Anonymous 1999 , (Anonymous 1999c , 2001 We=Westhaus (1982) . # Whitehead et al. 1986 and Greenstreet 1996. 29
APPENDIX 2
In the standard linear model 
