We demonstrate second harmonic generation in photonic crystal cavities in (001) and (111)B oriented GaAs. The fundamental resonance is at 1800 nm, leading to second harmonic below the GaAs bandgap. Below-bandgap operation minimizes absorption of the second harmonic and two photon absorption of the pump. Photonic crystal cavities were fabricated in both orientations at various in-plane rotations of the GaAs substrate. The rotation dependence and farfield patterns of the second harmonic match simulation. We observe similar maximum efficiencies of 1.2 %/W in (001) and (111)B oriented GaAs.
Introduction
Photonic crystal cavities are excellent candidates for nonlinear optical devices, due to their low mode-volume and high quality (Q) factor. As discussed previously, 1, 2 in such optical cavities, the optical mode volume is small compared to the material nonlinear coherence length, and the phase matching condition is replaced by the requirement of large mode overlap between the relevant optical modes. This offers an additional advantage for III-V semiconductor materials, which possess high nonlinearity but no birefringence. Integration of III-V materials with photonic crystal cavities requires only standard semiconductor processing, 3 while the geometry of these cavities also allows easy integration of active gain media such as quantum dots or quantum wells, [4] [5] [6] as well as potential on-chip integration with detectors, switches and modulators.
Experimentally, there have been many recent demonstrations of high efficiency, low power χ (2) nonlinear processes in resonant microcavities, in particular second harmonic generation in microdisks 7, 8 and microrings 9, 10 in materials such as GaAs, GaN and AlN, as well as second harmonic generation and sum frequency generation in photonic crystal cavities in materials such as InP, 11 GaP, 12 GaAs 4, 6, 13 and LiNbO 3 . 14 Millimeter sized lithium niobate microdisks have also been used for high efficiency second harmonic generation and ultra-low threshold optical parametric oscillators (OPOs). [15] [16] [17] In order to achieve efficient nonlinear frequency conversion, it is necessary to choose a semiconductor with a nonlinear susceptibility tensor symmetry that matches the symmetry of the cavity modes well 13, 18 (e.g. by choosing crystal orientation), and a transparency window that overlaps well with the experimental frequencies. GaAs has a transparency window from around 900 nm to 16 µm, and so is particularly useful for nonlinear frequency conversion if all three wavelengths are within this range. Within this frequency range, GaAs is preferable to wider bandgap semiconductors such as GaP, as it has a stronger nonlinearity, 19 is easier to grow in the (111) crystal orientation, and is compatible with bright gain media such as InGaAs quantum wells, and efficient quantum emitters, such as InAs quantum dots. 4, 6, 20 Here, we fabricate perturbed three hole defect (L3) photonic crystal cavities in (001) and (111)B oriented GaAs. The fundamental mode is at around 1800 nm, and thus the generated second harmonic is below the bandgap of the GaAs, leading to minimal absorption 21 and two photon absorption, which was present in the previous studies in this material 6, 13 due to their operation above the bandgap. The lack of absorption and other non-linear absorption effects allows us to more easily simulate the second harmonic mode, and to compare the simulations quantitatively with the experimentally measured far-field momentum space (k-space) of the second harmonic emission. While k-space measurements were performed in previous studies 11, 12 in other materials, here we expand upon the measurement and simulations of the generated modes, matching the simulated and experimental results, and demonstrate that the modes vary significantly with the photonic crystal cavity parameters and effective nonlinear susceptibility tensor symmetry (i.e.
GaAs crystal orientation). Therefore, the semiconductor crystal orientation can be employed in addition to optical cavity design to improve the efficiency of frequency conversion. 13 
Linear and nonlinear characterization of structures
Perturbed L3 photonic crystal cavities, as described in refs. 22 and, 23 were fabricated in 165 nm thick (001) and (111)B = (111) oriented GaAs membranes grown on an AlGaAs sacrificial layer (0.878 µm thick in the (001) sample, 0.8 µm thick in the (111)B sample) on n-type doped substrates. The cavities were fabricated using e-beam lithography and dry etching to define the pattern, followed by HF wet etching to remove the sacrificial layer as described previously. 3 The fabricated structures had lattice constant a = 560-620 nm (resonant wavelengths between 1730 nm and 1900 nm) and designed hole radius r 1 /a = 0.3, with perturbed hole radius r 2 /a = 0.33. We choose these parameters in order to obtain structures with the second harmonic below the bandgap of GaAs, but detectable on a Si CCD. Fabricated photonic crystal cavities were all characterized experimentally at the fundamental (1 st harmonic) wavelength with a broadband LED light source using a cross polarized reflectivity method, 24 with Q factors of 3000 to 4000 measured.
The setup for characterizing generated second harmonic is shown in Fig. 1 (a) , with the flip mirror down and the 40 cm lens in place for a confocal measurement. Light from a continuous wave optical parametric oscillator (OPO) was tuned to the resonant wavelength (measured previously via cross-polarized reflectivity) of a particular cavity, and was coupled to the cavity at normal incidence through a high numerical aperture (NA) objective lens. The laser power incident on the structure was controlled with a half wave plate (HWP) on a motorized rotation stage, followed by a GlanThompson polarizer. The input polarization on the cavity was then controlled by a second HWP after the polarizer. To verify the SHG is a cavity effect, rather than a bulk GaAs effect, we scanned the resonant wavelength of the cavity across the laser wavelength by scanning the temperature of the sample. For this measurement, the sample was mounted in a liquid helium cryostat and a Zeiss objective with NA of 0.75 was used to couple light to the structure. The set temperature of the cryostat was reduced from 40 K to 10 K (this range was found to be sufficient to scan across the resonance while the cryostat remained most stable in this range). As the temperature dropped slowly, the second harmonic power was measured at equal time intervals. A resulting peak is shown in Fig. 1 (b) . We only measured the actual temperature at the start and end points, while the rate of change of temperature versus time as well as the change in resonant wavelength versus temperature would be necessary in order to extract the Q factor. However, the measurement indicates that the second harmonic process is sensitive to the resonant wavelength of the cavity.
For subsequent measurements no cryostat was present and an Olympus objective lens with NA 0.95 was used. The polarization incident on the cavity was also scanned by varying the HWP angle, as shown in Fig. 1 (c) . The SHG intensity follows a cos 4 θ dependence on HWP angle θ as shown by the red line fit, as expected from the L3 cavity, which is strongly polarized in the y-direction (perpendicular to the line defined by the three hole defect of the cavity). There is a phase offset as the x axis of the cavity was not aligned to 0 • for the polarizer. The second harmonic power dependence on input power can be recorded by varying the laser power at a particular wavelength with the HWP/polarizer combination; the resulting curve for a typical cavity is shown in part (d), with a quadratic fit in red.
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To obtain information about the second harmonic modes, we imaged the k-space of the second harmonic signal in (001) . Despite the fact that the membranes were nominally the same thickness, in order to maintain the same resonant wavelength as in the (001) orientation it was necessary to increase the lattice constant by 40 nm, which indicates either a thinner membrane, larger etched hole radius or larger refractive index; the exact cause was difficult to determine via SEM images of the structures. In this case, there is again a decrease in average resonant wavelengths across rotations from 0 to 75 • , but in this case of only 7.5 nm, while the maximum variation within a rotation is larger (6 nm, although on average it is lower than this). The larger intra-rotation variation in the (111)B orientation is likely due to a higher number of surface defects in this wafer.
The mode k-space distribution observed is very different for the two orientations, and also changes less with rotation of the L3 in the plane of the wafer in the (111)B-orientation, which matches our simulations (see Section 5). 
Second harmonic conversion efficiency
As second harmonic generation is a quadratic process at low powers, the conversion efficiency per Watt (P SHG /P 2 in ) remains constant (see Appendix B). By measuring the second harmonic power versus input power for a particular structure, we obtain a plot as shown in Fig. 1 (d) . Fitting this plot, we obtain a constant value for P SHG /P 2 in . We measured 12 cavities (including different inplane rotations) in each wafer orientation, a = 580 nm in the (001) oriented wafer, a = 620 nm in the (111)B oriented wafer, as discussed in section 3. The maximum measured conversion efficiency per Watt for both (001) and (111)B oriented GaAs was 1.2 %/W, although there was again a large structure to structure variation even at a particular in-plane rotation, perhaps due to the strong sensitivity to in-and out-coupling (see Appendix B), which will vary due to small variations in structures as well as alignment. By comparison, previous studies in similar structures in GaP 12 reported a similar total conversion efficiency per Watt of around 0.9 %/W at telecommunications wavelengths, and a much reduced efficiency per Watt of 0.002%/W in GaAs at telecommunications wavelengths. 13 We discuss how this compares to simulations in section 5.
Due to the symmetry of the nonlinear susceptibility tensor, the efficiency of the second harmonic process will vary with in-plane rotation of the photonic crystal cavity (see Appendix A). nm. The stripes visible in the SEM are an artifact of the SEM. We plot normalized efficiency per unit power versus rotation for two rows of structures with the same parameters, shown in red and blue in Fig. 4 (b) . The plots were normalized to the maximum value for each row, and the mean of the two is plotted in black, where we see a π/3 periodicity as a function of in-plane rotation. This is expected due to to the fact that a π/3 rotation in the (111) orientation is equivalent to an inversion of the crystal axes, combined with the π symmetry of the photonic crystal cavity (see Appendix A). Refs. 11 and 12 have previously reported variation in second harmonic signal in (001) oriented III-V semiconductors depending on the in-plane rotation of the structure.
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We next perform simulations in order to try to reproduce the farfield k-space observed in experiment and the efficiency of the second harmonic process. This is done by first simulating the fundamental mode, and then using this to generate a spatial polarization with which we can simulate the second harmonic mode. Once we have the spatial profiles and Q factors of both modes, we can estimate the low power efficiency of the device. We additionally explore the parameter space around our device in order to determine the sensitivity of the device to design parameters, and to explore the possibility to engineer higher efficiency devices.
The fundamental mode was simulated by finite difference time domain simulations (FDTD).
As discussed in Section 3, despite the fact that we use nominally the same membrane thickness, to maintain the same resonant wavelength we need to increase the lattice constant by 40 nm in (111)B
GaAs compared to (001) GaAs. In order to precisely match the fundamental mode wavelengths to the simulation, the radius of the hole radii and thickness of the membrane were adjusted around the designed values. Simulations of the fundamental mode indicate that for a membrane thickness of 165 nm, a radius of 0.28a is consistent with the measured resonant frequencies for (001) oriented
GaAs structures, while a radius of 0.3a is consistent with the (111)B oriented GaAs resonant frequencies. The relative size of perturbed holes was maintained constant. However, we found better agreement with second harmonic simulations by varying the membrane thickness.
The radiative (Q rad ) and total (Q tot ) Q factors of the photonic crystal cavities were calculated from simulations, in order to obtain an estimate for the cavity coupling efficiency. We take the coupling efficiency η 1 = f · Q tot /2Q rad , where f is the fraction of the radiated light (coupled to the cavity from vertically above it) through the NA of the objective lens. This fraction is calculated from the fraction of the radiation vectors within the light cone that also have k-vectors within the NA of the lens. We simulate the farfield by performing the fourier transform the complex fields a distance s above the surface of the slab as described in ref. 25, 26 In order to simulate the second harmonic mode, we generate a polarization from the fundamen-tal mode, which is the initial excitation for our simulation:
where ε bin is 1 wherever there is semiconductor, and 0 in air. This generated polarization will be different in the case of the (001) and (111) orientations and will also depend on the rotation of the L3 cavity with respect to the crystal axes in the plane of the wafer (see Appendix C). We calculate the farfield for the simulated modes to compare these to experiment. These modes were particularly sensitive to the membrane thickness of the structure. Therefore we varied the membrane thickness of the cavity around the experimental values while maintaining the correct fundamental wavelength. For each simulation, we calculated the overlap of simulated and experimental k-space in order to find the best match (see Appendix D). For triply resonant cavity processes at low input powers, the second harmonic power P SHG is proportional to the input power P in as
(see Appendix B) where Q 1 and Q 2 are the quality factors of the fundamental and second harmonic modes, η 1 and η 2 are the input/output coupling efficiencies of the fundamental and second harmonic modes and |β | 2 is a non-linear overlap integral given by, 2,27
whose value for a particular set of modes depends on the magnitude and symmetry of χ (2) .
From equation ?? we can see that the conversion efficiency is very sensitive to the Q factors of both modes, as well as to the coupling efficiency.
Using these simulations, we can make estimates of this nonlinear overlap integral, as well as of the total Q and coupling Q factors of the second harmonic mode. We verify that the simulations
give us the expected in-plane rotation dependence in Fig. 7 (a) , where we plot the nonlinear overlap |β | 2 (each normalized to its maximum value) versus the in-plane rotation for (001) and (111) (111) and (001) wafer orientations with different in-plane cavity rotations relative to the cleave axis.
Engineering higher efficiency devices
The experimentally achieved efficiency of second harmonic generation in photonic crystal cavities has been limited by the difficulty of engineering multiple high quality factor modes with a high degree of overlap. 11, 12, 14 This difficulty arises because the bandgap of photonic crystals does not span a sufficiently large frequency range for χ (2) processes, and there are no significant higher order bandgaps. This means that only one of the modes of the photonic crystal cavity in the process is well defined and has high Q. As discussed in this work and others, 5, 11, 12, 14 the second harmonic couples to leaky air band modes perturbed by the presence of the cavity which have low Q factors, low overlap with the fundamental mode, and are difficult to couple to for processes such as difference frequency conversion and optical parameteric oscillation. For the current structure, a better understanding of these modes outside the bandgap in photonic crystals may help to engineer higher efficiency frequency conversion. The additional degree of freedom of choosing the symmetry of the effective χ (2) is also beneficial in the design of resonators. Where individual resonators with high overlap and Q factors may not be sufficient, the ability to engineer doubly resonant microcavities opens up the possibility for generating highly nonlinear materials that phasematch via engineered dispersion 28 or quasi-phasematch 29 using coupled resonator arrays. There have been several proposals for designing photonic crystal cavities with multiple high Q resonances and large frequency separations; 27,30-34 such a cavity could improve the efficiency of the process by several orders of magnitude.
Integration of nonlinear microcavities with quantum dots for quantum optics and quantum information processing is also of current interest. Cavities such as those used in this work could be useful for high signal to noise resonant excitation of InAs QDs. 4 Additionally, frequency conversion of flying qubits to telecommunications wavelength or to optimal detection wavelengths is desirable, 35 and has been demonstrated using off-chip periodically poled lithium niobate waveguides. Self-frequency conversion of high density quantum dots in a photonic crystal cavity has been recently demonstrated,, 6, 20 but demonstrations of frequency conversion of single quantum dots coupled to on-chip microcavities has yet to be demonstrated. In particular, frequency conversion between InAs QD wavelengths and telecommunications wavelength requires intra-cavity difference frequency generation, which is again challenging, due to the long wavelength of the pump, and difficulties in engineering photonic crystal cavities with well defined and overlapping modes at sufficiently large wavelength separations. This work demonstrates the characterization and operation of these cavities in GaAs at longer wavelengths than previously demonstrated.
Creating a highly nonlinear element such as a photonic crystal in a χ (2) material is also of interest itself for quantum information processing, 36 for generation of single photons via photon blockade 37 or for strongly coupling photons at two different wavelengths. 38 
Conclusion
We demonstrate second harmonic generation below the bandgap in photonic crystal cavities in (001) and (111)B oriented GaAs. We fabricate photonic crystal structures in both (111)B and (001) oriented GaAs at different orientations with respect to the crystal axes of the GaAs substrate, and match the rotation dependence and farfield patterns to simulation. We discuss how these results are relevant to engineering higher efficiency on-chip nonlinear frequency conversion in photonic where the generated polarization at a sum frequency can be calculated by
For GaAs the d e f f matrix found in the literature is defined such that x, y, z are the (100), (010) and (001) axes of the crystal structure (while 110 are the cleavage planes in GaAs). This means that for the case of (001) GaAs the x and y coordinates are in the same plane as two of the major crystal axes, and can be chosen to be aligned with the crystal axes.
In the case of (111) 
The calculated d e f f ,111 is given by
which has the expected 120 degree symmetry, and the effective x and y axes are along the [112] and [110] directions.
B Calculation of low power efficiency
Following refs. 2 and, 39 the coupled mode equations for a χ (2) nonlinearity with two modes, one at fundamental frequency ω 1 and the second at the second harmonic frequency ω 2 , are
where A k is the time independent complex amplitude of the kthe mode, with |A k | 2 normalized to electromagnetic energy stored in the mode. β 1 = β * 2 is the nonlinear coupling between the two modes, and is given by the nonlinear overlap integral in equation ??. 2,39 S i± is the amplitude of the incoming (+) or outgoing (−) wave, and in this case S 2+ = 0.
In steady state, the second harmonic output power in terms of
and the input power in terms of
Therefore, at low input powers, when |A 1 | 2 << 1 2Q 1 Q 2 |β | 2 we have that
and therefore P SHG vs. P in is quadratic at low powers, with efficiency per unit input power a constant given by
C Simulation inputs Due to alignment imperfections of beam to the camera, and the photonic crystal relative to the x-y axes, and deflection of the beam by the polarizer, the experimental images are skewed and rotated ( Fig. 9 (a) ) compared to the coordinate system used in the simulation. To facilitate a successful image comparison, we first develop a data-specific algorithm to resize and rotate the experimental image. The data-specific content in this case is the k-space of the second harmonic emission, the outer edge of which is defined by the edge of the image of the back aperture of the objective lens. Outside of this aperture there is negligible intensity. Due to imperfect alignment, the image of this aperture is an ellipse instead of a circle, which varies from image to image due to alignment adjustments that were made over the course of the experiment. We identify this shape by finding the edge contour of the signal region, where the signal value jumps ( Fig. 9 (b) ). Then, we fit that contour to an ellipse ( Fig. 9 (c) ), and use the fit parameters (ratio between long and short ellipse axes) to rescale the image and obtain a circular signal ( Fig. 9 (d) ). We use the coordinates of the center and radius of the new circle to crop the image around the relevant signal ( Fig. 9 (e) ).
Finally, we rotate the image to match the coordinates of the simulation (Fig. 9 (f) ).
Comparison between the processed experimental and simulation images was done by the fol- where A mn and B mn are the intensities of the experimental and simulation images at pixel (m, n), andĀ andB are the average intensities of those images. To find the best correlation between the two images, we vary zoom, rotation, and x and y translation of the experimental image, recording the maximal correlation value as a figure of merit. Fig. 10 (a) shows the dependence of the correlation value between a processed experimental image ( 
