Abstract. In this paper we give necessary and sufficient conditions for the existence of positive radial solutions for a class of fully nonlinear uniformly elliptic equations posed in the complement of a ball in R N , and equipped with homogeneous Dirichlet boundary conditions.
Introduction
Let B be any ball in R N and let 0 < λ ≤ Λ. The aim of this paper is to detect the optimal conditions on the exponent p > 1 for the existence of positive radial solutions of the fully nonlinear exterior Dirichlet problem
where F is either one of the Pucci's extremal operators M Pucci's extremal operators, acting as barriers in the whole class of operators with fixed ellipticity constants λ ≤ Λ, are the prototype of fully nonlinear uniformly elliptic operators which play a crucial role in the regularity theory for fully nonlinear elliptic equations, see [3] .
We recall that if Λ = λ, both Pucci's operators reduce, up to a multiplicative factor, to the Laplace operator. Thus, the well-known Lane-Emden-Fowler equation −∆u = u p is included as a very special case of the problems we are considering.
Associated with the operators M The case of entire supersolutions has been considered in [4] , where it has been proved that
meaning that, in particular, positive supersolutions never exist ifÑ ± ≤ 2. In the sequel, we will always assume thatÑ ± > 2.
The same threshold has been proved in [1] to be optimal for the existence of solutions in any exterior domain, that is
where K ⊂ R N is any nonempty compact set. In the above results, supersolutions are meant in the viscosity sense and no symmetry property on u is required.
In the present paper we are concerned with solutions of the equation satisfying further homogeneous Dirichlet boundary conditions. By elliptic regularity theory, it is not restrictive to consider classical solutions of problem (1.1) , that are C 2 functions satisfying pointwise the equation as well as the boundary condition. In its full generality, that is without assuming radial symmetry of the solutions, the problem is completely open, and also in the semilinear case (i.e. when Λ = λ) few results are known for solutions of exterior Dirichlet problems, see e.g. [6] where solutions are constructed as perturbations of radial solutions. Our results, limited to radially symmetric solutions, may hopefully contribute to tackle the general fully nonlinear problem.
In the radial setting, the existence of entire positive solutions has been studied in [10] , where it has been proved that there exist two critical exponents p * + and p * − associated with M
Unfortunately, the dependence of the radial critical exponents on the effective dimensions is not explicitly known. The radial critical exponents are proved in [10] to satisfy, when λ < Λ, the strict inequalitiesÑ
Note that the above inequalities become equalities when Λ = λ. Thus, the critical exponents p * ± play in the fully nonlinear radial setting the same role played in the semilinear case by the well known Sobolev exponent
N −2 , with p * + (p * − ) being subcritical (respectively, supercritical) with respect to the intrinsic dimensions. For an integral characterization of p * ± , as well as for sharp estimates on entire critical solutions, we refer to [2] .
Clearly, the analysis on the existence of entire positive radial solutions yields, as a by product, the dual result on the existence of positive solutions of Dirichlet problems in balls, namely
Note that, in this case, the radial symmetry of the solutions is not a restriction, since, by [5] , any positive solution in the ball is radial. The critical exponents p * ± , therefore, give the optimal thresholds for the existence of positive solutions in balls and, as proved in [9] , also in domains sufficiently close to balls.
On the other hand, as recently proved in [8] , for annular domains (radial) solutions exist for any p > 1. More precisely, in [8] it has been proved that solutions of the initial value problems for the ODEs associated with the equations −M ± λ,Λ (D 2 u) = u p give radial solutions in annular domains provided that they have sufficiently large initial slope. The results of the present paper, in a sense, complement the results of [8] , since the exterior Dirichlet problem is the dual one of the Dirichlet problem in annuli for radial solutions. We in particular prove here that a sufficiently large initial velocity is needed for having radial solutions in annuli if and only if p > p * ± . The results of the subsequent sections are summarized in the following theorem. 
and infinitely many positive radial solutions u satisfying
Borrowing the terminology currently used, the solution u * satisfying (1.2) will be referred to as the fast decaying solution. As far as solutions u satisfying (1.3) are concerned, they will be proved to satisfy either lim
in which case they will be called slow decaying solutions, or
in which case they will be named pseudo-slow decaying solutions (see [10] ).
In the semilinear case, a proof of Theorem 1.1 can be found in [12] . For the fully nonlinear case, it will be a straightforward consequence of the results proved in the next sections, where we perform a careful analysis of the initial value problem for the ODE associated to radial solutions of problem (1.1). Recalling that the eigenvalues of the Hessian matrix D 2 u of a smooth radial function u = u(r) are nothing but u (r) (simple) and
(with multiplicity N − 1), it is not difficult to write the ODE satisfied by a radial solution of problem (1.1). However, since the coefficients of the operators M ± λ,Λ depend on the sign of the eigenvalues of the Hessian matrix, we will obtain an ODE with discontinuous coefficients having jumps at the points where the solution u changes its monotonicity and/or concavity. This feature of the fully nonlinear problem makes the previous techniques developed for the semilinear case not directly applicable. In particular, the Kelvin transform which reduces a supercritical exterior Dirichlet problem to a subcritical Dirichlet problem in the punctured ball cannot be used.
We will essentially make use of the results of [10] for entire solutions, in particular of the fact that the critical exponents are the only exponents for which the entire solutions are fast decaying. Moreover, as in [10] , we will take advantage of the Emden-Fowler trasformation
which produces a new variable x(t) satisfying an autonomous equation. Despite the fact that also the coefficients of the equation satisfied by x will have jumps at the points corresponding to the changes of monotonicity and concavity of u, the phase-plane analysis of the trajectories associated to the solution x will be repeatedly used. A particularly delicate step in the proof of Theorem 1.1 will be the proof of the non existence of solutions in the critical cases p = p * ± , as well as of the uniqueness of the fast decaying solutions, which will be obtained by using different arguments for M Let us finally remark that the existence of positive solutions for exterior Dirichlet problems is related to the existence or non-existence of sign changing radial solutions in balls or in the whole space (see also Remark 5.2 in [8] ). We plan to study in particular the asymptotic behavior of sign changing solutions in balls in a forthcoming work.
The paper is organized as follows: the existence of positive radial solutions of (1.1) is proved in Section 2; Section 3 is devoted to the nonexistence of nontrivial solutions when p is subcritical, i.e. p < p * ± , while the critical cases p = p * + and p = p * − are addressed respectively in Section 4 and Section 5. In the last section we complete the proof of Theorem 1.1 by showing that problem (1.1) has a unique fast decaying solution and infinitely many slow or pseudo-slow decaying solutions, according to the initial slope.
Existence in the supercritical case
In order to study the existence of solutions for problem (1.1), we can assume, without loss of generality, that B is the unit ball of R N centered at the origin, by the invariance of the equation with respect to translations and to the scalingũ(x) := γ 2 p−1 u(γx) for any γ > 0. For any α > 0, let us introduce the initial value problem
where
A direct computation shows that u is a radial solution of problem (1.1) with F = M + λ,Λ if and only if u satisfies (2.1) in (1, +∞) for some α > 0.
Analogously, a radial solution of (1.1) with Assume by contradiction that the thesis is false. Then, for any α > 0, the unique maximal solution u α = u α (r) of the initial value problem (2.1) must vanish at some point ρ α ∈ (1, +∞), i.e. there exists ρ α ∈ (1, +∞) such that u α (r) > 0 for r ∈ (0, ρ α ) and u α (ρ α ) = 0. From [8, Lemma 2.1] we have that for any α > 0 there exists τ α ∈ (1, ρ α ) such that u α (r) > 0 for r ∈ (1, τ α ), u α (τ α ) = 0 and u α (r) < 0 for r ∈ (τ α , ρ α ). Moreover, one has necessarily u α < 0 in [1, τ α ]. On the other hand, since we are assuming that u α (ρ α ) = 0, from Hopf Boundary Lemma we infer that u α (ρ α ) > 0. Hence u α must change its concavity at least once in (τ α , ρ α ).
We claim that u α changes concavity exactly once. This can be seen by performing the EmdenFowler change of variable
where β := 2 p−1 , and by studying in the phase-plane the trajectory γ α (t) = (x α (t), x α (t)). We begin by observing that since u α ≥ 0 in [1, ρ α ) then x α : [0, log(ρ α )) → [0, +∞) and thus the trajectory lies in the right-half plane. Since u α (1) = 0 and u α (r) > 0 for r ∈ [1, τ α ), then γ α (0) = (0, α) and γ α (t) stays in the region above the half-line L := {(x, x ) ∈ R 2 : x ≥ 0, x = βx}, until it crosses it for t = log(τ α ). For r > τ α , u α (r) < 0 and u α satisfies
Hence for t > log(τ α ) the curve γ α (t) lies under the half-line L and x α satisfies the following autonomous ODE
Now, let us consider the curve
It is easy to verify that C lies below L, L ∩ C = {(0, 0)}, and from (2.4) we infer that every time that γ α crosses (trasversally) C, this corresponds to a point where u α = u α (r) changes its concavity. Hence, since x α (log(ρ α )) = 0, then γ α must intersect C at least once. Moreover, by [10, Lemma 3.1] it follows that γ α crosses trasversally C exactly once before reaching the x -axis.
Therefore u α changes concavity exactly once. We denote by σ α ∈ (τ α , ρ α ) the unique point for which u α = u α (r) changes concavity.
Now we take the limit as
we consider the following rescaled functioñ
For notational convenience we setτ α := m
Note that by construction we have thatũ α is a radial solution to
Step 1:
Let us consider the functional
.
By direct computation, exploiting the equation and taking into account that
In both cases we obtain that E 1 (r) ≤ 0 for r ∈ [1, τ α ]. Therefore, E 1 (r) ≥ E 1 (τ α ) for any r ∈ [1, τ α ], and thus we infer that
Integrating between 1 and τ α we get that
Performing the change of variable t = uα(r) mα we rewrite (2.9) as
Now, since We claim that lim α→0 +τ α = 0. Assume by contradiction that l := lim sup α→0 +τ α > 0. Then, up to a subsequence,τ α → l as α → 0 + . By standard elliptic estimates, up to a subsequence, we haveũ α (r) →ũ(r) in C 2 loc (0, l), for someũ such that |ũ| ≤ 1. Observe that (rÑ Hence
Integrating this relation, we infer that
Passing to the limit as α → 0 + , we conclude that for any r ∈ (ε, r 0 )
which gives a contradiction because the left-hand side is bounded from above by 1 and the righthand side diverges to +∞ as ε → 0 + . The proof of Step 1 is complete.
Step 2: Up to a subsequence we haveσ α → l, as α → 0 + , for some l ∈ (0, +∞).
We begin by proving the following inequalitỹ
To this end let us consider the energy functional
From [8, Proposition 2.2] we know that E 2 is monotone decreasing in [τ α , ρ α ). In particular, it follows that (u α (r))
and, taking into account that
Integrating between τ α and σ α we get
On the other hand, we have
Indeed, since (ũ α ) ≤ 0 and (ũ α ) ≤ 0 in [τ α , σ α ], then u α satisfies the ODE
and, therefore,
Integrating (2.16) between τ α and σ α , we deduce that
(2.17)
Now, since u α (σ α ) = 0, then, exploiting (2.15) for r = σ α we get
and thus from (2.17), (2.18) we obtain
which readily implies (2.14). Finally, combining (2.13) and (2.14) we obtain (2.12).
From (2.12) we deduce that, up to a subsequence, as α → 0 + we have eitherσ α → l, for some l ∈ (0, +∞) orσ α → +∞. To conclude the proof of Step 2 we show thatσ α → +∞ cannot happen.
Assume by contradiction that for some sequence α → 0 + we haveσ α → +∞. Sinceũ α is positive and concave in [τ α ,σ α ], fromũ α (τ α ) = 1 we infer that
Now ifσ α → +∞, then the limit domain ofũ α is (0, +∞), and thus we obtain thatũ α →ũ in C 2 loc ((0, +∞)), whereũ is a radial solution of
Passing to the limit as α → 0 + in (2.19) and using Step 1, we deduce that u(r) ≥ 1 for any r ∈ (0, +∞).
On the other hand, since by constructionũ ≤ 1, we conclude thatũ ≡ 1 which is absurd becausẽ u solves (2.20). The proof of Step 2 is complete.
Step 3: As α → 0 + , we haveρ α → +∞.
From (2.12) and
Step 2, we know that for any subsequence, still denoted by α, eitherρ α → k, for some k ∈ [l, +∞), orρ α → +∞ as α → 0 + . We show that the first possibility cannot occur. Indeed, assume that for some sequence α → 0 + it holdsρ α → k, where k ∈ [l, +∞). By construction and standard elliptic estimates, it follows thatũ α →ũ, whereũ is in this case a radial solution of
We claim thatũ can be extended to a smooth non-trivial radial solution of (2.21) in the whole ball B k .
Indeed, by (2.15), we have thatũ
Now, integrating betweenτ α and r ∈ (τ α ,σ α ) we get
which yieldsũ
Integrating again betweenτ α and r ∈ (τ α ,σ α ) and taking into account thatũ α (τ α ) = 1, we havẽ
Let us fix r ∈ (0, l). Then, up to a subsequence, taking the limit as α → 0 + we infer that
which implies that lim Therefore, fixing r ∈ (0, l) and passing to the limit as α → 0 + , we get
which gives lim r→0ũ (r) = 0. Summing up, we have proved thatũ can be extended to a C 1 radial function in B k such thatũ(0) = 1,ũ (0) = 0. Now, the corresponding initial value problem for radial solutions of −M
has a unique maximal smooth solution v. Therefore, sinceũ solves (2.21) and the C 1 extension ofũ satisfies the initial conditions, thenũ must coincide with v. From this discussion it follows thatũ is a smooth radial solution to
but since p > p * + , (2.28) has only the trivial solution (see [10] ), and this gives a contradiction. The proof of Step 3 is complete.
Conclusion: By previous steps, we deduce that, up to a subsequence, as α → 0 + , we havẽ u α →ũ in C 2 loc ((0, +∞)), whereũ can be extended at the origin as a smooth positive radial solution of
Moreover, by construction,ũ =ũ(r) is radially decreasing, and convex for r > l.
] then it is known (see [10] ) that (2.29) has only non-trivial radial pseudo-slow decaying solutions, which are solutions changing concavity infinite times. This clearly gives a contradiction becauseũ changes concavity exactly once.
On the other hand, if p >Ñ
, we can perform the Emden-Fowler transformation ofũ α , that isx α (t) := e 2t p−1ũ α (e t ). We observe that for t ∈ [log(σ α ), log(ρ α )),x α is solution of
,
Since we are assuming that p >Ñ
it follows thatã > 0 and thus E α is monotone decreasing for t ∈ (log(σ α ), log(ρ α )). From this we infer that E α (t) ≥ E α (log(ρ α )) for t ∈ (log(σ α ), log(ρ α )), which gives
Now, sinceũ α →ũ in C 2 loc (0, +∞), up to a subsequence, as α → 0 + we havex α →x in C 2 loc (−∞, +∞), wherex(t) = e βtũ (e t ). Then, passing to the limit in (2.30) we deduce that
On the other hand, from the results of [10] , if p >Ñ
the only positive radial solutions of and thus, for all p > p * − , the energy functional E α is monotone decreasing in (log(σ α ), log(ρ α )).
3. Non-existence in the subcritical case p < p (2.3) for u, we obtain a function x(t) > 0 for t ∈ (−∞, 0] which is solution of
In the phase-plane the trajectory γ(t) = (x(t), x (t)) satisfies lim t→−∞ γ(t) = (0, 0), γ(0) = (0, x (0)) and it crosses the x-axis from the first quadrant to the fourth quadrant for some T 0 < 0, with x(T 0 ) > c * = (Λb) 1 p−1 , (c * , 0) being the unique equilibrium point of the dynamical system (3.2) in the right-half plane. Indeed, if γ(T 0 ) = (x(T 0 ), 0) lies in the region above the curve
From this we deduce that the trajectory γ(t) and the x -axis bound a closed region containing the equilibrium points (0, 0) and (c * , 0). Consider now γ α (t) = (x α (t), x α (t)), which is the trajectory relative to u α in the phaseplane. It cannot intersect γ(t). Moreover it cannot approach neither the equilibrium points nor a periodic orbit, since otherwise it should cross γ(t). This means that γ(t) must leave the fourth quadrant in finite time, i.e. there exists ρ α ∈ (1, +∞) such that u α (ρ α ) = 0 as desired. Proof. Let us assume by contradiction that (1.1) admits a positive radial solution. Then there exists u α = u α (r) solution of (2.1) defined in [1, +∞) . Applying the Emden-Fowler change of variable (2.3) to u α we obtain a function x α = x α (t) and the corresponding trajectory in the phase-plane γ α (t) := (x α (t), x α (t)), t ∈ [0, +∞) is such that γ α (0) = (0, α). Let us also consider the trajectory γ * (t) = (x * (t), (x * ) (t)), t ∈ (−∞, +∞), associated to the unique (up to scaling) solution of
By [10] we know that lim t→±∞ γ * (t) = (0, 0) and the support of γ * bounds a compact region including the equilibrium point (c * , 0) of the dynamical system (3.2) (with p = p * + ). Since γ α and γ * cannot intersect (apart from the origin), we infer that γ(t) cannot neither approach a periodic orbit nor the equilibrium point (c * , 0) and then γ(t) → (0, 0) as t → +∞. Hence both γ α (t) and γ * (t) belong to the fourth quadrant definitively and converge to the origin as t → +∞. For ε > 0 small enough, the vertical line L ε := {(x, x ) ∈ R 2 + : x = ε} intersects exactly once γ α and γ * in the fourth quadrant. Then there exist t * ε and t α,ε such that
Consider the compact region D bounded by the closed piecewise smooth curve formed by the trajectories γ * (t) for t ≥ t * ε , γ α (t) for t ≥ t α,ε and the vertical segment joining γ * (t * ε ) and γ α (t α,ε ).
Denoting by |D| the area of D and applying the Gauss-Green Theorem (with ∂D clock-wise oriented) we infer that
Let us consider now the energy function
Since along the trajectories γ * (t) and γ α (t), for t ≥ t * ε and t ≥ t α,ε respectively, we have
we then obtain
Here we have used that x * (t * ε ) = x α (t α,ε ). Now, since p *
, it holds thatã < 0, and since we have x α (t α,ε ) < (x * ) (t ε ) < 0, then from (4.2) if follows that |D| < 0, which is clearly a contradiction. In the next proposition, the behavior as r → +∞ of the solutions u α is analyzed. If ν = N is an integer, then we recover the well known results (see e.g. [12] ) about radial solutions of the semilinear exterior Dirichlet problem −∆u = u On the other hand, the Pohozaev identity
leads to a contradiction for r = k, since In the phase-planex αn (t) →x(t) as n → +∞, the convergence being C 2 loc (−∞, +∞). Moreover x αn andx are solution (respectively for t ∈ log(m p−1 2 αn ), log(ρ αn ) and t ∈ (−∞, +∞)) of
where a = ν − 2 − 2β and b = β(ν − 2 − β), β = 
are monotone decreasing. Hencẽ
SinceẼ αn (t) →Ẽ(t) for any fixed t ∈ R, this leads to a contradiction.
(ii). Let α > α * . Takeᾱ ∈ D such thatᾱ ∈ (α * , α) and consider in the phase-plane the trajectory γᾱ(t) = (xᾱ(t), x ᾱ (t)). By construction we have γᾱ(0) = (0,ᾱ), γᾱ(log(ρᾱ)) = (0, x ᾱ (log(ρᾱ))) with x ᾱ (log(ρᾱ)) < 0 and xᾱ(t) > 0 for t ∈ (0, log(ρᾱ)). Let T < log(ρᾱ) such that x ᾱ (T ) = 0. We first prove that xᾱ(T ) > c * , where c * = (λb) 1 p−1 . As before, the energy function
is monotone decreasing in [0, log(ρᾱ)], then
Hence xᾱ(T ) > p+1 2 λb 1 p−1 > c * as claimed. From this we infer that the trajectory γ α (t) = (x α (t), x α (t)), which satisfies γ α (0) = (0, α) with α >ᾱ, cannot approach neither one of the equilibrium points (0, 0) and (0, c * ) since otherwise it should intersect γᾱ. Moreover it can approach a periodic orbit since E α (t) < 0. Then the only possibility is that γ α leaves the right half plane in finite time, i.e. ρ α < +∞ as desired.
(iii). Since α * > 0 by (i) and the set D is open, then necessarily α * / ∈ D, namely ρ α * = +∞. In view of (ii), for any α > α * the trajectory γ α (t) = (x α (t), x α (t)) crosses the axis x = 0 at t = log(ρ α ) → ∞ as α → α * . Moreover E α (t) > 0 for any t ∈ [0, log(ρ α )]. Letting α → α * we have γ α (t) → γ α * (t) locally uniformly in [0, ∞) and E α * (t) ≥ 0 for any t ≥ 0. Since E α * (t) < 0, then γ α * cannot approach a periodic orbit. Moreover γ α * cannot converge to the critical point (c * , 0), otherwise we would have
Then γ α * (t) → (0, 0) for t → +∞. By the stable-unstable manifold Theorem (see e.g. [11] ), it then follows that e −λ1t γ α * (t) → (C, λ 1 C) as t → +∞, for some C > 0, where
is the negative eigenvalue of the linearized system around x = 0. Scaling back from x to u, this yields (iii).
(iv). Let α < α * . By (5.2) we have ρ α = +∞. In the phase-plane then x α (t) > 0 for any t > 0 and E α (t) < 0 so preventing the convergence to a of periodic orbit. Two possibilities may occur for the trajectory γ α (t) = (x α (t), x α (t)): for t → +∞ either γ α (t) → (0, 0) or γ α (t) → (c * , 0). We show that the first case cannot happen. By contradiction let us suppose instead that γ α (t) → (0, 0) for t → +∞. In terms of u α this means that u α is the solution of (5.1) and lim r→+∞ r ν−2 u α (r) = C for a positive constant C. Letū α be the Kelvin transform of u α , defined byū We claim thatū α (r) r → 0 ar r → 0 + , so thatū α can be extended to a solution of (5.7) for r ∈ [0, 1). To this end, using the identity Thenū α is solution of (5.7) also for r → 0 + . By the same argument,ū α * , the Kelvin transform of u α * , is also a solution of (5.7) for r ∈ [0, 1). By the uniqueness of positive solutions of (5.7), see e.g. [7, Proposition 5 .2], we have u α (r) = u α * (r) for any r ≥ 1. This is a contradiction since α < α * . 
