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Abstract
We use the Rayleigh-Schro¨dinger perturbation theory to calculate the corrections to
the adiabatic geometric phase due to a perturbation of the Hamiltonian. We show that
these corrections are at least of second order in the perturbation parameter. As an
application of our general results we address the problem of the adiabatic geometric phase
for a one-dimensional particle which is confined to an infinite square well with moving
walls.
1 Introduction
In Ref. [1], Pereshogin and Pronin consider the problem of the calculation of the adiabatic
geometric phase [2] for a free particle confined between moving walls. The quantum dynamics
of this system has been studied by Doescher and Rice [3], Munier et al [4], Berry and Klein
[5], Greenbereger [6], Pinder [7], Seba [8], Makowski et al [9], Devoto and Pomorisac [10]
and Dodonov et al [11]. The analysis of Pereshogin and Pronin [1] is however different in
nature, for it uses the geometric ideas of parallel transportation in vector bundles to derive an
effective Hamiltonian for the system. They suggest that the quantum dynamics of the system
is determined by the effective Hamiltonian and employ the Rayleigh-Schro¨dinger perturbation
theory to obtain the first nonvanishing contribution to Berry’s connection one-form (vector
potential) for the effective Hamiltonian.
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The phenomenon of the geometric phase induced by moving boundaries was initially con-
sidered by Levy-Leblond [12] who calculated the phase shift of the wave function of a free
particle which is forced to pass through a wave guide of finite length. There is also a mention
of a ‘geometric phase’ in Greenberger’s analysis of the dynamics of a particle confined between
moving walls [6]. Greenberger’s terminology is however not appropriate, for what he calls a
geometric phase depends on spatial coordinates. Therefore, it is not really the phase of the
state vector in the Hilbert space and must not be confused with the geometric phase of Berry
[2] and its nonadiabatic generalization due to Aharonov and Anandan [13]. In fact, to the best
of the author’s knowledge, Pereshogin and Pronin’s article [1] is the only publication in which
the authors use Berry’s framework to study the problem of the adiabatic geometric phase due
to moving boundaries.
In the present article we address the problem of the perturbative calculation of Berry’s con-
nection one-form for a general nondegenerate Hamiltonian. Furthermore, we use the method of
time-dependent quantum canonical transformations [14, 15] to study the dynamics of a particle
confined between moving walls. We then apply our general results to obtain a perturbative
expression for the adiabatic geometric phase for this system. In particular, we shall consider
the special case where the particle is free and compare our results with those of Pereshogin and
Pronin.
The organization of the paper is as follows. In sections 2 and 3, we shall offer a brief
review of the (cyclic and noncyclic) adiabatic geometric phases and the Rayleigh-Schro¨dinger
perturbation theory, respectively. In section 4, we derive an expression for the Berry’s con-
nection one-form which yields the perturbative corrections to the connection one-form for the
nonperturbed system to arbitrary orders of perturbation. In section 5, we treat the quantum
dynamics of a particle confined between moving walls. In section 6, we address the problem
of the adiabatic geometric phase for this system. In section 7, we summarize our main results
and conclude the paper with our final remarks.
2 Adiabatic Geometric Phase
Consider a parametric Hamiltonian H [R] satisfying the following conditions:
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• H [R] depends on a set of real parameters R = (R1, R2, · · · , Rd) which are identified with
local coordinates of a smooth parameter manifold1;
• H [R] is a Hermitian operator with a discrete spectrum for all possible values of R;
• The eigenvalues En[R] ofH [R] are nondegenerate for all possible values of R. In particular
as R changes in time, no level-crossings occur.
• The eigenvalues En[R] of H [R] are smooth functions of R.
Now if the parameters R change in time t ∈ [0, τ ] in such a way that the evolution of the
system is adiabatic [16, 17], then a normalized eigenvector |n;R(0)〉 of the initial Hamiltonian
H [R(0)] evolves according to [2]
|ψ(t)〉 = eiαn(t)|n;R(t)〉 , (1)
where αn(t) is a phase angle and |n;R〉 is a normalized eigenvector of H [R] corresponding to
the eigenvalue En[R], i.e., |n;R〉 is a solution of
H [R]|n;R〉 = En[R]|n;R〉 . (2)
We shall assume that |n;R〉 are smooth functions of R and that they form a complete orthonor-
mal set of basis vectors for the Hilbert space. This means that for all possible values of R, m,
and n,
〈m;R|n;R〉 = δmn , and
∑
n
|n;R〉〈n;R| = 1 . (3)
The phase angle αn(t) appearing in (1) is given by
αn(t) := δn(t) + γn(t) , (4)
where
δn(t) := −
1
h¯
∫ t
0
En(t
′)dt′ , (5)
γn(t) :=
∫ t
0
An(t
′)dt′ =
∫ R(t)
R(0)
An[R] , (6)
1Here R abbreviates (R1, R2, · · · , Rd). This notation does not mean that R is a vector belonging to IRd. R
is a d-tuple of real numbers representing the coordinates of a smooth parameter manifold. The latter must not
be confused with the configuration space of the corresponding system.
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An(t) := i〈n;R(t)|
d
dt
|n;R(t)〉 , and (7)
An[R] := i〈n;R|d|n;R〉 =
d∑
a=1
i〈n;R|
∂
∂Ra
|n;R〉dRa . (8)
δn(t) and γn(t) are called the dynamical and geometrical parts of the total phase angle αn(t),
respectively. The one-form An[R] is known as Berry’s connection one-form [2].
The adiabatic geometric phase [18, 19] is given by
Φn(t) =Wn(t)Γ
n(t) , (9)
where
Γn(t) := eiγn(t) , and (10)
Wn(t) := 〈n;R(0)|n;R(t)〉 . (11)
If the parameters R(t) trace a closed path C in the parameter space, i.e., there is T ∈ IR+
such that R(T ) = R(0), then at t = T we have H [R(T )] = H [R(0)], |n;R(T )〉 = |n;R(0)〉, and
Wn(T ) = 1. In particular, |ψ(0)〉 = |n;R(0)〉 undergoes a cyclic evolution and Φn(T ) yields the
cyclic adiabatic geometric phase or the Berry’s phase [2]:
Φn(T ) = Γ
n(T ) = eiγn(T ) = ei
∮
C
An[R] . (12)
The above derivation of the geometric phase is valid even for the cases where the Hilbert
space is time-dependent. The time-dependence of the Hilbert space may be reflected in the
definition of the measure used to define integration. For example consider the problem of a
one-dimensional particle confined between two walls positioned as x = 0 and x = L(t), where
L : [0, τ ]→ IR+ is a smooth function and τ is the duration of the evolution of the system. The
Hilbert space Ht is L
2([0, L(t)]) which depends on time. However, we can identify L2([0, L(t)])
with
L2µ(IR) := {ψ : IR→ C |
∫ ∞
−∞
ψ∗(x)ψ(x)µt(x)dx <∞} . (13)
where the measure function µt is given by
µt(x) := θ(x)− θ(x− L(t)) , (14)
and θ : IR→ {0, 1} denotes the step function:
θ(x) :=

 1 for x ≥ 00 for x < 0 . (15)
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Now let us denote the eigenfunctions of H [R(t)] in the position representation by φn, i.e.,
φn(x; t) := 〈x|n;R(t)〉. Then
A∗n = −i
(
〈n;R(t)|
d
dt
|n;R(t)〉
)∗
= −i
(∫ ∞
−∞
φ∗nφ˙nµdx
)∗
= −i
∫ ∞
−∞
φnφ˙
∗
nµdx ,
= −i
d
dt
∫ ∞
−∞
φnφ
∗
nµdx+ i
∫ ∞
−∞
φ∗nφ˙nµdx+ i
∫ ∞
−∞
|φn|
2µ˙dx ,
= An + i|φn(x = L(t); t)|
2 , (16)
where ∗ stands for the operation of complex conjugation. The last equation in (16) is obtained
by making use of the fact that φn are normalized and that µ˙ = −θ˙(x − L(t)) = δ(x − L(t))
where δ(x) is the Dirac delta function. Eq. (16) shows that An and consequently the Berry
connection one-form An and the phase angles γn(t) and αn(t) are real, provided that one chooses
the boundary condition: φn|x=L(t) = 0.
3 Perturbation Theory
In order to compute the adiabatic geometric phase (9), one needs to obtain the eigenvectors
|n;R〉 of the Hamiltonian H [R]. There are, however, quite a few Hamiltonians whose eigenvalue
equation is solved exactly. Often, one uses approximation schemes to obtain the eigenvalues
and eigenvectors of a given Hamiltonian. One of the best-known approximation methods of
solving the eigenvalue problem is the Rayleigh-Schro¨dinger perturbation theory [20, 21]. We
shall next derive the basic results of the Rayleigh-Schro¨dinger perturbation theory.
Consider a parametric Hamiltonian of the form
H [R] = H0[R] + ǫ[R]h[R] , (17)
where H0[R] is a parametric Hamiltonian with the same properties as H [R], ǫ[R] is a real
parameter, and h[R] is a Hermitian operator. If the eigenvalue equation for H0[R] is exactly
solvable, then one may attempt to obtain the eigenvalues and eigenvectors of H [R] as power
series in ǫ[R],
En[R] =
∞∑
ℓ=0
E(ℓ)n [R] ǫ[R]
ℓ , (18)
|n;R〉 =
∞∑
ℓ=0
|n;R〉ℓ ǫ[R]
ℓ , (19)
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whose coefficients E(ℓ)n [R] and |n;R〉ℓ are expressed in terms of the eigenvalues and eigenvectors
of H0[R].
In the following calculations we shall suppress the R-dependence of the relevant quantities
for brevity, i.e., we shall use the notation:
H = H [R] , H0 = H0[R] , ǫ = ǫ[R] , h = h[R] ,
En = En[R] , |n〉 = |n;R〉 , E
(ℓ)
n = E
(ℓ)
n [R] , and |n〉ℓ = |n;R〉ℓ .
Substituting Eqs. (18) and (19) in Eq. (2) and performing the necessary calculations, we
obtain an equation of the form
∞∑
ℓ=0
|ξ〉ℓ ǫ
ℓ = 0 , (20)
where
|ξ〉0 = (H0 −E
(0)
n )|n〉0 , and (21)
|ξ〉ℓ = H0|n〉ℓ + h|n〉ℓ−1 −
ℓ∑
k=0
E(k)n |n〉ℓ−k , for ℓ ≥ 1 . (22)
The basic idea of the perturbation theory is to construct a solution of Eq. (20) by requiring
|ξ〉ℓ = 0 , for all ℓ = 0, 1, 2, · · · . (23)
For ℓ = 0, this implies that E(0)n and |n〉0 are the eigenvalues and eigenvectors of H0. Therefore,
according to the hypothesis we can calculate them exactly. We shall assume without loss of
generality that |n〉0 form a complete orthonormal set of basis vectors of the Hilbert space and
express |n〉ℓ in this basis. This leads to
|n〉ℓ =
∑
m
Cℓmn|m〉0 , (24)
where Cℓmn = C
ℓ
mn[R] are complex coefficients depending on the parameters R. Clearly,
Cℓmn = 0〈m|n〉ℓ. In particular,
C0mn = δmn . (25)
Now let us substitute Eq. (24) in Eq. (22) and use Eq. (25) and the identity
h =
∑
r,s
0〈r|h|s〉0 |r〉0 0〈s| , (26)
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to simplify the resulting expression. This yields
|ξ〉ℓ =
∑
m
dℓm|m〉0 , where ℓ ≥ 1 , (27)
d1m = −δmnE
(1)
n + (E
(0)
m − E
(0)
n )C
1
mn + 0〈m|h|n〉0 , and (28)
dℓm = −δmnE
(ℓ)
n + (E
(0)
m −E
(0)
n )C
ℓ
mn +
∑
r
Cℓ−1rn 0〈m|h|r〉0 −
ℓ−1∑
k=1
E(k)n C
(ℓ−k)
mn , for ℓ ≥ 2.(29)
Next we enforce Eq. (23). In view of Eq. (27) and linear independence of the basis vectors
|m〉0, Eq. (23) implies d
ℓ
m = 0 for all m and ℓ ≥ 1. For ℓ = 1, this leads to
E1n = 0〈n|h|n〉0 , and (30)
C1mn =
0〈m|h|n〉0
E
(0)
n −E
(0)
m
for m 6= n. (31)
Eqs. (30) and (31) are obtained by setting m = n and m 6= n in d1m = 0, respectively. Similarly,
dℓm = 0 for ℓ ≥ 2 give rise to
E(ℓ)n =
∑
r
Cℓ−1rn 0〈n|h|r〉0 −
ℓ−1∑
k=1
EknC
ℓ−k
nn , for ℓ ≥ 2 (32)
Cℓmn = (E
(0)
n − E
(0)
m )
−1
(∑
r
Cℓ−1rn 0〈m|h|r〉0 −
ℓ−1∑
k=1
E(k)n C
ℓ−k
mn
)
, for m 6= n, ℓ ≥ 2. (33)
We can use Eqs. (30) and (31), to write Eqs. (32) and (33) in the form
E(2)n =
∑
r 6=n
(E(0)r − E
(0)
n )C
1
nrC
1
rn , (34)
E(ℓ)n =
∑
r 6=n
(E(0)r − E
(0)
n )C
1
nrC
ℓ−1
rn −
ℓ−1∑
k=2
E(k)n C
ℓ−k
nn , for ℓ ≥ 3 , (35)
C2mn =
∑
r 6=m
(
E(0)r −E
(0)
m
E
(0)
n −E
(0)
m
)
C1mrC
1
rn +
(
E(1)m − E
(1)
n
E
(0)
n − E
(0)
m
)
C1mn for m 6= n, (36)
Cℓmn =
∑
r 6=m
(
E(0)r −E
(0)
m
E
(0)
n −E
(0)
m
)
C1mrC
ℓ−1
rn +
(
E(1)m −E
(1)
n
E
(0)
n −E
(0)
m
)
Cℓ−1mn −
ℓ−1∑
k=2
E(k)n C
ℓ−k
mn
E
(0)
n −E
(0)
m
for m 6= n, ℓ ≥ 3 . (37)
These equations yield E(ℓ)n and C
ℓ
mn with m 6= n in terms of E
(k)
r , E
(k)
r , C
k
rs, and C
k
rr where
k < ℓ. One can iterate them to express E(ℓ)n and C
ℓ
mn withm 6= n in terms of E
(0)
r , E
(1)
r , C
1
rs, and
Ckrr. They do not, however, restrict C
ℓ
nn. This means that C
ℓ
nn are not fixed by the eigenvalue
equation. This is due to the fact that the eigenvalue equation (2) determines the eigenvectors
up to an arbitrary multiplicative factor. We can restrict the choice of Cℓnn by imposing the
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normalization condition on |n〉. Substituting Eqs. (19) and (24) in 〈m|n〉 = δmn and making
use of the orthonormality of |n〉0, we find
∞∑
j=1
djǫ
j = 0 , where (38)
dj :=
j∑
ℓ=0
∑
r
CℓrnC
j−ℓ∗
rm . (39)
Again we seek a solution of Eq. (38) of the form dj = 0 for all j = 1, 2, · · ·. This leads to
C1∗nm + C
1
mn = 0 , (40)
Cj∗nm + C
j
mn = −
j−1∑
ℓ=1
∑
r
CℓrnC
j−ℓ∗
rm , for j ≥ 2 . (41)
One can show that for m 6= n, Eqs. (40) and (41) are trivially satisfied. But for m = n, they
determine the real part of Cℓnn according to
Re(C1nn) = 0 , and (42)
Re(Cjnn) = −
1
2
j−1∑
ℓ=1
∑
r
CℓrnC
j−ℓ∗
rn , for j ≥ 2, (43)
where Re means the ‘real part of’. The imaginary part of Cℓnn is still arbitrary. This is because
the normalization condition determines the eigenvectors up to an arbitrary phase factor. This
phase factor can, in principle, depend on the perturbation parameter ǫ and consequently show
up in all orders of perturbation. The common practice is to set the imaginary part of Cℓnn equal
to zero, [20]. This corresponds to making a particular choice for the phase of the eigenvectors.
4 Perturbative Calculation of Berry’s Connection One-
form
Having obtained the perturbation series for the eigenvectors |n〉 of the Hamiltonian H , we are
in a position to compute the Berry’s connection one-form An. In fact, we shall instead compute
An of Eq. (7). An can be easily obtained from An by changing the time-derivatives to the
exterior derivatives.
We shall first substitute Eq. (24) into Eq. (19). This yields
|n〉 =
∞∑
ℓ=0
∑
m
Cℓmn|m〉0ǫ
ℓ . (44)
8
Next, we differentiate both sides of Eq. (44) and take the inner product of the resulting expres-
sion with |n〉. Then using Eq. (24), the identity
k〈n|
d
dt
|m〉0 =
∑
r
k〈n|r〉0 0〈r|
d
dt
|m〉0 ,
and doing the necessary algebra, we find
An = i〈n|
d
dt
|n〉 = i
∞∑
ℓ,k=0
∑
m
[
(Ck∗mnC˙
ℓ
mn +
∑
r
Ck∗rnC
ℓ
mn 0〈r|
d
dt
|m〉0)ǫ
ℓ+k + ℓCk∗mnC
ℓ
mnǫ˙ǫ
ℓ+k−1
]
,
(45)
where a dot denotes a time-derivative.
Making the change of dummy index: k → j := ℓ+ k we can write Eq. (45) in the form
An =
∞∑
j=0
j∑
ℓ=0
∑
m
[
iCj−ℓ∗mn C˙
ℓ
mn + (C
j−ℓ∗
mn C
ℓ
mnA
(0)
m )
]
ǫj +
∞∑
j=0
j∑
ℓ=0
∑
m
∑
r 6=m
Cj−ℓ∗rn C
ℓ
mnA
(0)
rmǫ
j + i
∞∑
j=1
j∑
ℓ=1
∑
m
ℓCj−ℓ∗mn C
ℓ
mnǫ˙ǫ
j−1, (46)
where A(0)rm := i 0〈r|
d
dt
|m〉0 and A
(0)
m := A
(0)
mm = i 0〈m|
d
dt
|m〉0.
The last term on the right hand side of (46) may be written as
ℓCj−ℓ∗mn C
ℓ
mnǫ˙ǫ
j−1 =
d
dt
[
(
ℓ
j
)Cj−ℓ∗mn C
ℓ
mnǫ
j
]
−
ℓ
j
(
C˙j−ℓ∗mn C
ℓ
mn + C
j−ℓ∗
mn C˙
ℓ
mn
)
ǫj .
Substituting this equation in (46), writing the j = 0, 1, and 2 terms in (46) separately, and
making use of C˙0mn = δ˙mn = 0, we obtain
An = A
(0)
n +

2Re(C1nn)A(0)n + 2∑
r 6=n
Re(C1rnA
(0)
nr )

 ǫ+
[
2Re(C2nn)A
(0)
n +
∑
m
|C1mn|
2A(0)m +
i
2
∑
m
(C1∗mnC˙
1
mn − C˙
1∗
mnC
1
mn) +
∑
r 6=n
2Re(C2rnA
(0)
nr ) +
∑
m
∑
r 6=m
C1∗rnC
1
mnA
(0)
rm

 ǫ2 +
∞∑
j=3
j∑
ℓ=0
∑
m
[
Cj−ℓ∗mn C
ℓ
mnA
(0)
m + i(1−
ℓ
j
)Cj−ℓ∗mn C˙
ℓ
mn −
iℓ
j
C˙j−ℓ∗mn C
ℓ
mn+
∑
r 6=m
Cj−ℓ∗rn C
ℓ
mnA
(0)
rm

 ǫj + idf
dt
, (47)
where
f :=
∞∑
j=1
j∑
ℓ=1
∑
m
(
ℓ
j
)Cj−ℓ∗mn C
ℓ
mnǫ
j . (48)
The first term in the first square bracket on the right hand side of Eq. (47) vanishes by virtue
of Eq. (42). Similarly using Eq. (43), we can write the first two terms of the second square
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bracket in the form:
2Re(C2nn)A
(0)
n +
∑
m
|C1mn|
2A(0)m =
∑
m
(−|C1mn|
2A(0)n + |C
1
mn|
2A(0)m )
=
∑
m6=n
|C1mn|
2(A(0)m −A
(0)
n ) . (49)
Next let us observe that in view of Eq. (42),
C1∗nnC˙
1
nn − C
1
nnC˙
1∗
nn = 0. (50)
Substituting Eqs. (42), (49), and (50) in Eq. (47), we obtain
An = A
(0)
n +

2∑
r 6=n
Re(C1rnA
(0)
nr )

 ǫ+

∑
m6=n
{
|C1mn|
2(A(0)m −A
(0)
n ) +
i
2
(C1∗mnC˙
1
mn − C˙
1∗
mnC
1
mn)+
2Re(C2mnA
(0)
nm)
}
+
∑
m
∑
r 6=m
C1∗rnC
1
mnA
(0)
rm

 ǫ2 +O(ǫ3) + idf
dt
, (51)
where O(ǫ3) denotes the third and higher order terms in ǫ, i.e.,
O(ǫ3) :=
∞∑
j=3
j∑
ℓ=0
∑
m

Cj−ℓ∗mn CℓmnA(0)m + i(1− ℓj )Cj−ℓ∗mn C˙ℓmn −
iℓ
j
C˙j−ℓ∗mn C
ℓ
mn +
∑
r 6=m
Cj−ℓ∗rn C
ℓ
mnA
(0)
rm

 ǫj .
(52)
We can rewrite the terms involving A(0)m in (52) by separating the ℓ = 0 and ℓ = j terms in the
sum and using Eq. (43) which yields
j∑
ℓ=0
∑
m
Cj−ℓ∗mn C
ℓ
mnA
(0)
m = 2Re(C
j
nn)A
(0)
n +
j−1∑
ℓ=1
∑
m
Cj−ℓ∗mn C
ℓ
mnA
(0)
m ,
=
∑
m6=n
j−1∑
ℓ=1
Cj−ℓ∗mn C
ℓ
mn(A
(0)
m −A
(0)
n ) . (53)
Furthermore, changing the dummy index ℓ in the second sum on the right hand side of (52) to
k := j − ℓ, we have
j∑
ℓ=0
i(1 −
ℓ
j
)Cj−ℓ∗mn C˙
ℓ
mn =
j∑
k=0
ik
j
Ck∗mnC˙
j−k
mn . (54)
Substituting Eqs. (53) and (54) in (52), we find
O(ǫ3) =
∞∑
j=3
j−1∑
ℓ=1

∑
m6=n
Cj−ℓ∗mn C
ℓ
mn(A
(0)
m −A
(0)
n ) +
∑
m
{
iℓ
j
(Cj−ℓ∗mn C˙
ℓ
mn − C˙
j−ℓ∗
mn C
ℓ
mn)+
∑
r 6=m
Cj−ℓ∗rn C
ℓ
mnA
(0)
rm



 ǫj . (55)
Having obtained the perturbation series for An we can write down the perturbation series for
the Berry’s connection one-form An. Changing the time-derivatives to the exterior derivatives
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in the expression (51) for An, we find
An = A
(0)
n +

2∑
r 6=n
Re(C1rnA
(0)
nr )

 ǫ+

∑
m6=n
{
|C1mn|
2(A(0)m −A
(0)
n ) +
i
2
(C1∗mndC
1
mn − dC
1∗
mnC
1
mn)+
2Re(C2mnA
(0)
nm)
}
+
∑
m
∑
r 6=m
C1∗rnC
1
mnA
(0)
rm

 ǫ2 +O(ǫ3) + idf , (56)
where
A(0)mn := i 0〈m|d|n〉0 , A
(0)
n := A
(0)
nn = i 0〈n|d|n〉0 , and (57)
O(ǫ3) :=
∞∑
j=3
j−1∑
ℓ=1

∑
m6=n
Cj−ℓ∗mn C
ℓ
mn(A
(0)
m − A
(0)
n ) +
∑
m
{
iℓ
j
(Cj−ℓ∗mn dC
ℓ
mn − dC
j−ℓ∗
mn C
ℓ
mn)+
∑
r 6=m
Cj−ℓ∗rn C
ℓ
mnA
(0)
rm



 ǫj . (58)
In particular, let us consider a case where A(0)mn = 0 for all m and n. Then,
An =
∑
m6=n
i
2
(C1∗mndC
1
mn − dC
1∗
mnC
1
mn)ǫ
2 +O(ǫ3) + idf . (59)
If the unperturbed Hamiltonian H0 is a fixed operator, its eigenvectors |n〉0 will not depend
on R. In this case A(0)mn = 0 and Eq. (59) holds. This equation indicates that the geometric
phase effects due to a time-dependent perturbation are second (or higher) order effects in the
perturbation parameter. In fact, this statement is also valid for the general case where A(0)mn 6= 0.
In order to see this, we recall the hypothesis of the adiabaticity of the evolution [17] which
requires
Amn := i〈m|
d
dt
|n〉 ≈ 0 for all m 6= n . (60)
We can repeat the above calculation of An for Amn with m 6= n and show that
Amn = A
(0)
mn + terms of order ǫ and higher.
Hence, in order to ensure the validity of the adiabaticity condition (60), A(0)mn with m 6= n must
be at least of order ǫ. Consequently, the first perturbative correction to Berry’s connection
one-form (56) is indeed of order ǫ2.
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5 Particle in a One-dimensional Infinite Well with Mov-
ing Boundaries
The Schro¨dinger equation for a particle of mass M in a one-dimensional infinite square well
with a moving boundary is given by
ih¯ψ˙(x; t) =
[
−
h¯2
2M
∂2
∂x2
+ V (x, t)
]
ψ(x; t) , (61)
ψ(0; t) = ψ(L(t); t) = 0 , (62)
where V (x, t) is a real interaction potential, L : [0, τ ] → IR+ is a smooth function, τ is the
duration of the evolution of the system, and x = 0 and x = L(t) are the positions of the
boundaries.
As argued by Pereshogin and Pronin [1], who studied the case of a free particle (V = 0), the
Hilbert space Ht of this system at time t is L
2([0, L(t)]). In particular, Ht is time-dependent.
One way to handle this situation is to identify Ht with a fiber of a vector bundle, endow this
vector bundle with a connection, and replace the ordinary time derivative appearing in the
Schro¨dinger equation (61) by the covariant time-derivative corresponding to this connection.
This is the approach pursued by Pereshogin and Pronin [1]. If one makes the same choice for
the connection as the one made by Pereshogin and Pronin [1], then one obtains the effective
Hamiltonian
Heff(t) =
p2
2M
+
L˙(t)
2L(t)
(xp + px) , (63)
which is valid for V = 0. Pereshogin and Pronin suggest that the dynamics of such a particle
is determined by the Schro¨dinger equation for this effective Hamiltonian subject to the same
boundary conditions as in (62).2
The conventional approach to this problem is to determine the dynamics of the system using
the Hamiltonian [3]
H(t) =
p2
2M
+ V˜ (x; t) , where (64)
V˜ (x, t) =

 V (x, t) for x ∈ [0, L(t)]∞ for x /∈ [0, L(t)] . (65)
2As we shall see below, a consistent treatment of this problem leads to an effective Hamiltonian which differs
from Heff in the sign of the second term on the right hand side of (63).
The Schro¨dinger equation for this Hamiltonian is clearly equivalent to the original Schro¨dinger
equation (61).
We shall approach the problem of solving the Schro¨dinger equation for this system by
applying the time-dependent canonical transformation [14, 15],
|ψ(t)〉 → |ψ′(t)〉 := U(t)|ψ(t)〉 , (66)
H(t) → H ′(t) := U(t)H(t)U(t)† + ih¯U(t)U˙(t)† , (67)
x → x′ := U(t) x U(t)† , p → p′ := U(t) p U(t)† , (68)
defined by the unitary operator
U(t) := e
ia(t)
2h¯
(xp+px) , (69)
where a = a(t) is a smooth real-valued function of time. This canonical transformation corre-
sponds to a time-dependent dilatation of space [15]. This is easily seen by substituting (69) in
(68) which yields
x→ x′ = ea(t)x , and p→ p′ = e−a(t)p . (70)
Furthermore, substituting (69) in (67) and using Eq. (64), we find
H(t)→ H ′(t) =
p
′2
2M
+ V˜ ′(x, t)−
a˙(t)
2
(xp+ px) , (71)
where
V˜ ′(x, t) := V˜ (x′, t) . (72)
Next let us choose the dilatation parameter a(t) to be
a(t) = ln(L(t)/L0) , (73)
where L0 := L(0). Substituting (73) in (70), we obtain
x′ =
(
L(t)
L0
)
x , and p′ =
(
L0
L(t)
)
p . (74)
In view of Eqs. (65), (72), and (74), the transformed potential is given by
V˜ ′(x, t) = V˜ (x′, t) :=

 V (x
′, t) for x′ ∈ [0, L(t)]
∞ for x′ /∈ [0, L(t)]

 =

 V (
L(t)x
L0
, t) for x ∈ [0, L0]
∞ for x /∈ [0, L0]
. (75)
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This means that the Schro¨dinger equation for the transformed Hamiltonian H ′(t) is equivalent
to the Schro¨dinger equation for the Hamiltonian
H ′′(t) =
L20p
2
2ML(t)2
−
L˙(t)
2L(t)
(xp + px) + V (
L(t)x
L0
, t) , (76)
namely
ih¯ψ˙′(x; t) =
[
−
h¯2L20
2ML(t)2
∂2
∂x2
+
ih¯L˙(t)
2L(t)
(x
∂
∂x
+
∂
∂x
x) + V (
L(t)x
L0
, t)
]
ψ′(x; t) , (77)
where ψ′(x; t) ∈ L2([0, L0]) and (77) is supposed to be solved with boundary conditions
ψ′(0; t) = ψ′(L0; t) = 0 . (78)
The canonical transformation defined by (69) and (73), therefore, maps the dynamics of the
system with a time-dependent configuration space, i.e., [0, L(t)], to a system with a constant
configuration space, i.e., [0, L0]. The idea of transforming the problem with moving boundaries
to an equivalent one with fixed boundaries was previously used by Munier et al [4], Razavy
[22], Greenbereger [6], and Seba [8].
We conclude this section by making a couple of remarks.
1. Performing the canonical transformation (69) and (73), on the effective Hamiltonian (63)
of Pereshogin and Pronin [1], we obtain the transformed effective Hamiltonian
H ′′eff(t) =
L20p
2
2ML(t)2
. (79)
This is the Hamiltonian of a particle with a time-dependent (effective) mass M˜(t) =
ML2(t)/L20 which is confined between two walls positioned at x = 0 and x = L0. The
Schro¨dinger equation for H ′′eff(t) can be easily solved, for the adiabatic approximation
yields the exact result [23]. This means that the approach of Pereshogin and Pronin [1]
leads to a Hamiltonian that is canonically equivalent to that of a free particle with a
time-dependent mass. The eigenvalue problem for H ′′eff(t) is also solved exactly and there
is no need to appeal to perturbation theory.
2. In the Schro¨dinger equation (77) for the transformed Hamiltonian (76), if one combines
the term ih¯U(t)U˙(t)† = −L˙(t)(xp+ px)/(2L(t)) with the time derivative, one obtains the
‘covariant time derivative’
∇′t :=
∂
∂t
−
L˙
2L
(
x
∂
∂x
+
∂
∂x
x
)
. (80)
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The covariant time derivative ∇t of Eq. (9) of Pereshogin and Pronin [1] differs from (80)
by a minus sign in the second term on the right hand side of (80). Indeed as pointed
out by one of the referees, a consistent treatment of the problem based on the method
of Pereshogin and Pronin [1] shows that in fact (80) is the correct expression for the
covariant time derivative. In order to see this, one must reconsider the definition of the
operator Pˆ : L2([0, L(t1)])→ L
2([0, L(t2)]) of Pereshogin and Pronin [1] which is used to
define ∇t. Pereshogin and Pronin determine Pˆ by requiring that its effect on the wave
function (in the coordinate representation) is that of a dilatation. It is not difficult to
see that Pˆ = U(t) where U(t) is given by Eq. (69) with α(t) = ln[L(t2)/L(t1)]. Note that
for ψ(x, t1) ∈ L
2([0, L(t1)]), Pˆψn(x, t1) = ψn(x
′, t1) where x
′ = [L(t2)/L(t1)]x ∈ [0, L(t2)].
Hence, Pˆψn(x, t1) ∈ L
2([0, L(t2)]), as required.
3 Setting t1 = t+δt and t2 = t, one obtains
the infinitesimal form of Pˆ : L2([0, L(t+ δt)])→ L2([0, L(t)]) which is given by
Pˆ = 1− δt
L˙
2L
(
x
∂
∂x
+
∂
∂x
x
)
. (81)
Pereshogin and Pronin’s expression for Pˆ differs from (81) in the sign of the second term
on the right hand side of (81). If one chooses the opposite sign, as Pereshogin and Pronin
do, then Pˆψn(x, t1) /∈ L
2([0, L(t2)]), and the construction is inconsistent. If one uses the
expression (81) for Pˆ in the Pereshogin and Pronin’s analysis, one obtains the covariant
time derivative (80) and the effective Hamiltonian
H ′eff =
p2
2M
−
L˙(t)
2L(t)
(xp+ px) . (82)
Note that again the relevant Hilbert space is L2[([0, L(t)]).
6 Adiabatic Geometric Phase Due to Moving Bound-
aries
6.1 Adiabatic geometric phase for the Hamiltonian (64)
The Hamiltonian (64) is a special case of a parametric Hamiltonian of the form
H [R] =
p2
2M
+ V˜ (x;R] , where (83)
3Note that here Pˆ is an active transformation: |ψ〉 → Pˆ |ψ〉. It can also be viewed as a passive transformation
〈x| → 〈x|Pˆ =: 〈x′|.
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V˜ (x;R] =

 V (x,R] for x ∈ [0, L]∞ for x /∈ [0, L] , (84)
R = (L,R1, · · · , Rd) are real parameters, and R1, · · · , Rd may be viewed as a set of coupling
constants occurring in the expression for V .
For the case of a free particle V = 0, and one can easily solve the eigenvalue equation for
this Hamiltonian. The eigenvalues and eigenfunctions are given by
En =
h¯2π2n2
2ML2
, and (85)
φn =
√
2
L
sin
(
πnx
L
)
[θ(x)− θ(x− L)] , (86)
respectively. Since the eigenfunctions are real, one expects Berry’s connection one-form
An := i〈φn|d|φn〉 , (87)
to vanish identically [24]. This is in fact the case for any real potential V (x; t), because for a
real potential the eigenfunctions φn may be chosen to be real. More specifically, one has
φn(x;R] = fn(x,R][θ(x)− θ(x− L)] , (88)
where fn are real-valued functions depending on R and vanishing at x = 0 and x = L. A simple
calculation shows that
An = i
∫ ∞
−∞
dx
(
fn
n∑
a=0
∂fn
∂Ra
dRa [θ(x)− θ(L− x)]2 + (fn)
2[θ(x)− θ(L− x)]δ(x− L)dL
)
,
=
i
2
∫ L
0
dx
(
n∑
a=1
∂(fn)
2
∂Ra
dRa +
∂(fn)
2
∂L
dL+ (fn)
2[θ(x)− θ(L− x)]δ(x− L)dL
)
,
=
i
2
[(
n∑
a=1
dRa
∂
∂Ra
+ dL
∂
∂L
)(∫ L
0
f 2ndx
)
− dL (fn)
2
∣∣∣
x=L
+
dL[θ(L)− θ(0)] (fn)
2
∣∣∣
x=L
]
, (89)
= 0 . (90)
The integral on the right hand side of (89) is the norm of φn which is supposed to be one.
Therefore, its derivatives vanish. The last two terms vanish, because fn|x=L = 0.
Eq. (90) shows that the problem of the adiabatic geometric phase for the Hamiltonian (64)
is trivial. This means that the cyclic adiabatic geometric phase angles γn(T ) vanish, and the
noncyclic adiabatic geometric phases Φn(t) only depend on the end points of the path traced
by the parameters in the parameter space.
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6.2 Adiabatic geometric phase for the canonically transformed Hamil-
tonian (76) with V = 0
The Hamiltonian (76) with V = 0 is obtained from the parametric Hamiltonian
H ′′[L,R] =
L20p
2
2ML2
−
R
2ML2
(xp+ px) , (91)
by setting L = L(t) and R = R(t) = ML(t)L˙(t). The Hilbert space of the system is L2([0, L0]).
We shall write H ′′ in the form
H ′′[L,R] = H0[L] + ǫ[R]h[L] , (92)
where
H0[L] :=
L20p
2
2ML2
, ǫ[R] := R , and h[L] := −
xp + px
2ML2
. (93)
The eigenvalues and eigenfunctions of H0 are given by
E(0)n =
h¯2π2n2
2ML2
, and ψ(0)n (x) = 〈x|n〉0 =
√
2
L0
sin
(
πnx
L0
)
, (94)
respectively. Because ψ(0)n (x) do not depend on R or L, A
(0)
mn = 0 and the Berry connection
one-form is given by Eq. (59). Using Eqs. (30), (31) and (94) and performing the necessary
algebra, we find
E(1)n = 0 , and C
1
mn =
4i(−1)m+nmn
h¯π2(m2 − n2)2
, for m 6= n . (95)
Note that C1mn do not involve L. Furthermore, in view of Eqs. (34) – (37), E
ℓ
n will all be either
zero or proportional to L−2. Therefore, their ratios will also be independent of L. This in turn
implies that all Cℓmn should be independent of L. Hence dC
ℓ
mn = 0 for all ℓ. In view of Eq. (59)
and A(0)mn = 0, this is sufficient to conclude that An is an exact one-form and the geometric
phase is trivial.
6.3 Adiabatic geometric phase for the effective Hamiltonians (63)
and (82)
It is not difficult to see that the effective Hamiltonians (63) and (82) are special cases of a
parametric Hamiltonian of the form
Heff [R] =
p2
2M
+
R
2
(xp+ px) , (96)
17
where R ∈ IR is a real parameter. The effective Hamiltonians (63) and (82) are obtained from
(96) by requiring R to change in time according to
R(t) = ±
L˙(t)
L(t)
. (97)
where plus sign corresponds to the effective Hamiltonian (63) and the minus sign to the effective
Hamiltonian (82). In the following we shall only treat the case of the effective Hamiltonian
(63). The analogous results are obtained for the effective Hamiltonian (82) by changing the
sign of R in the relevant equations.
It is well-known, at least for the cases where the Hilbert space is L2(IR), that a parametric
Hamiltonian which has IR as its parameter space cannot lead to a nontrivial geometric phase.
This is simply because in this case Berry’s connection one-form An depends on a single variable
R ∈ IR and can be written as dF (R) where F (R) =
∫
An(R)dR. This implies that both cyclic
and noncyclic adiabatic geometric phases are trivial. The same conclusion can also be reached
for the cases that the Hilbert space is L2(M) where M is a fixed configuration space.
The configuration space of the effective Hamiltonian (63) is the interval [0, L] which is
variable. We can treat this case by identifying the Hilbert space L2([0, L]) with L2µ(IR) of
Eq. (13) where µ = θ(x) − θ(x − L). In this way, it is clear that the expression for the Berry
connection one-form involves two parameters, namely R, which enters through the dependence
of the eigenfunctions ofHeff [R] on R, and L which enters through the dependence of the measure
µ on L. Therefore, the above argument does not apply to Heff [R].
Following Pereshogin and Pronin [1], we compute the eigenfunctions of Heff [R] using per-
turbation theory. We shall write
Heff = H0 + ǫh , (98)
where
H0 =
p2
2M
, ǫ = ML2R , and h =
1
2ML2
(xp+ px) . (99)
The eigenvalues and eigenfunctions of H0 are given by
E(0)n =
h¯2π2n2
2ML2
, and ψ(0)n (x) = 〈x|n〉0 =
√
2
L
sin
(
πnx
L
)
. (100)
Because the eigenfunctions ψ(0)n (x) of H0 are real, and ψ
(0)
n (L) = 0, we have A
(0)
n = 0. Further-
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more, we can use Eqs. (100), (30), (31) and (99), to calculate
A(0)mn = i0〈m|
d
dt
|n〉0 =
2imn(−1)m+ndL
(m2 − n2)L
, for m 6= n , (101)
E(1)n = 0 , and C
1
mn =
4i(−1)m+n+1mn
h¯π2(m2 − n2)2
, for m 6= n . (102)
Again one can show that E(ℓ)n are all proportional to L
−2, and Cℓmn are independent of the
parameters. Hence, in view of Eq. (56), we have
An =

2 ∑
m6=n
Re(C1mnA
(0)
nm)

 ǫ+ · · · ,
=



∑
m6=n
m2n2
(m2 − n2)3


(
−16dL
π2h¯L
)
 ǫ+ · · · ,
=

∑
m6=n
m2n2
(m2 − n2)3

(−16MRLdL
π2h¯
)
+ · · · ,
=

∑
m6=n
m2n2
(m2 − n2)3

(−16ML˙dL
π2h¯
)
+ · · · , (103)
where ‘· · ·’ stands for the terms which are either exact forms or of higher order in ǫ. Eq. (103)
concides with the result of Pereshogin and Pronin [1]. Note that Γntn of Pereshogin and Pronin
[1] is equal to −An = −An/dt.
It is worth mentioning that in view of Eqs. (99), (97), and (101), both A(0)mn with m 6= n
and ǫ are proportional to L˙. This shows that the choice made for the perturbation parameter
ǫ is consistent with the adiabaticity of the evolution. In other words, the perturbation theory
is valid for an adiabatic evolution of the system where L˙ is very small.
7 Conclusion
In this article we have addressed two problems. First we presented a systematic perturbative
calculation of the Berry’s connection one-form and showed that the Berry’s phase due to a
time-dependent perturbation is a second order effect in the perturbation parameter. Next, we
studied the quantum dynamics of a particle confined between moving walls and reconsidered
the problem of the adiabatic geometric phase for this system.
We showed that using the conventional approach based on the Hamiltonian (64) this system
does not involve any nontrivial adiabatic geometric phases. For the case of a free particle where
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V = 0, transforming this system into a canonically equivalent one with fixed boundaries does
not lead to nontrivial adiabatic geometric phases either. However, if one postulates a new
effective Hamiltonian for the system, then in principle nontrivial geometric phases may arise
even for the case of a free particle. For example, if one uses the effective Hamiltonian (63) or
(82), one obtains a nontrivial adiabatic geometric phase. The effective Hamiltonian (63) turns
out to be canonically equivalent to that of a free particle of variable mass which is confined
to an infinite square well with fixed boundaries. The latter system can be solved exactly.
In particular, one can show that it does not involve nontrivial adiabatic geometric phases.
The occurrence of nontrivial adiabatic geometric phases for the effective Hamiltonian (63) has,
therefore, its origin in the time-dependent canonical transformation relating the two systems
[25].
We argued that a consistent treatment of the dynamics of a particle confined between
a fixed and a moving boundary using the method of Pereshogin and Pronin [1] leads to an
effective Hamiltonian which differs slightly from that obtained by Pereshogin and Pronin. The
occurrence of nontrivial geometric phases for this effective Hamiltonian is a clear indication
of the fact that the approach of Pereshogin and Pronin is not equivalent to the conventional
approach. Since both approaches aim to describe the dynamics of the same physical system,
an experimental investigation of their predictions can easily determine their validity.
Finally, we wish to remark that the dynamics of a massless particle confined between moving
boundaries can also be treated by transforming the problem to an equivalent one with fixed
boundaries [22]. The phenomenon of the geometric phase for such a particle has not been
addressed in a satisfactory manner4, though the geometric phases in optical systems have been
thoroughly investigated. See for example the review [26]. The relativistic analog of the adiabatic
geometric phase has been discussed in Ref. [27]. The results of [27] may also be used to treat
the case of massless particles satisfying the wave equation.
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