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COGROUPS IN THE CATEGORY OF CONNECTED
GRADED ALGEBRAS WHOSE INVERSE AND ANTIPODE
COINCIDE
HIROSHI KIHARA
Abstract. Let A be a cogroup in the category of connected graded
algebras over a commutative ring R. Let ν denote the inverse of A and
χ the antipode of the underlying Hopf algebra of A. We clarify the
differences and similarities of ν and χ, and show that ν coincides with
χ if and only if A is commutative as a graded algebra. Let Aco
CG
be
the category of cogroups satisfying these equivalent conditions. If R is
a field, the category Aco
CG
is completely determined. We also establish
an equivalence of the full subcategory of Aco
CG
consisting of objects of
finite type with a full subcategory of the category of positively graded
R-modules without any assumption on R. The results in the case of
R = Q are applied to the theory of co-H-groups.
1. Introduction and main results.
Cogroups in the category of connected graded algebras are important
both in algebra and topology, and they have been studied by many authors
(e.g. [6], [9], [3], [5]). In this paper, particular concern is focused on two
important, but confusing self-maps of such a cogroup A: the inverse ν of
A and the antipode χ of the underlying Hopf algebra of A. We investigate
the differences and similarities between the inverse ν and the antipode χ,
and show that ν and χ coincide if and only if A is commutative as a graded
algebra. We denote the category of cogroups satisfying these equivalent
conditions by AcoCG. Then we establish an equivalence of the category A
co
CG
with a full subcategory of the category M of positively graded modules in
the case where the ground ring R is a field. In this case, the category AcoCG
can be completely determined since the full subcategory of M is simple. If
we restrict ourselves to objects of finite type, we obtain a similar equivalence
of categories without any assumption on R. However, the full subcategory
of M, and hence AcoCG is rather complicated in the case where R is not a
field, which is illustrated by examples. We also show that a cogroup A whose
underlying algebra is graded commutative is a cocommutative cogroup at
least if R is a field or A is of finite type. The results for R = Q are applied
to the theory of co-H-groups.
Let us begin by recalling fundamental results on cogroups in the category
of connected graded algebras.
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Let A be the category of connected graded algebras over a commutative
ring R, and C the category of connected graded coalgebras over R (cf. [8]).
Let ACM and ACG denote the subcategory of comonoids in A and that of
cogroups in A respectively; comonoids and cogroups in A are with respect
to the categorical coproduct in A.
For C ∈ C and B ∈ A, G(C,B) denotes the set of homomorphisms of
graded R-modules f : C −→ B such that f0 is the identity homomorphism
of R. G(C,B) is a group under the convolution product ∗ (see Lemma 2.1).
The following theorem is essentially due to Berstein [6, Theorem 1.2].
Theorem A. (1) There exist functors S : ACM −→ C and TCM : C −→
ACM such that S and TCM are mutually inverses up to natural isomorphism.
For C ∈ C, the underlying graded algebra of TCM(C) is a tensor algebra on
C =
⊕
n>0
Cn.
(2) For A ∈ ACM , the monoid-valued functor A(A, ) is naturally isomor-
phic to the functor G(SA, ).
(3) ACG = ACM holds.
Remark 1.1. Berstein’s proof that any comonoid in A is a cogroup is
incorrect ([6, p.262]); the inverse of a cogroup in A must be a morphism of
A. Thus we assert part 2, which easily implies part 3 (the proof of part 2 is
given in Section 2). See [5, Theorem 34.24] for another proof of part 3.
For A ∈ ACG, let ν and χ denote the inverse of A and the antipode
of the underlying Hopf algebra of A respectively ([6, p. 261], Remark 2.2).
These two maps often cause confusion; the fault of Berstein’s proof also
comes from this confusion. Thus it is important to clarify the differences
and similarities between ν and χ.
A major difference is that ν is a homomorphism of graded algebras,
whereas χ is an antihomomorphism of graded algebras ([8, 8.7. Proposi-
tion]). On the other hand, ν is very similar to χ in view of the following
theorem.
Theorem 1.2. Let A be a cogroup in A. Then the inverse ν of A and the
antipode χ of the underlying Hopf algebra of A coincide on SA.
Using Theorem 1.2, we find necessary and sufficient conditions that ν
coincides with χ.
Theorem 1.3. Let A be a cogroup in A. Let ν be the inverse of A and χ
the antipode of the underlying Hopf algebra of A. Then the following are
equivalent:
(i) ν = χ.
(ii) χ is a homomorphism of graded algebras.
(iii) A is commutative as a graded algebra.
From Theorem 1.3, cogroups in A which we are concerned with are just
cogroups whose underlying algebras are graded commutative. Thus we study
the full subcategory AcoCG of ACG consisting of such cogroups, and the full
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subcategory Aco ftCG of A
co
CG consisting of objects whose underlying graded
modules are of finite type.
Let us construct the functor C from the categoryM of positively graded
R-modules to the category C which is used together with the equivalence
TCM : C −→ ACG to investigate the category A
co
CG. For an R-module M , let
M [n] denote the graded R-module with M [n]n = M and M [n]i = 0 (i 6= n).
For a positively graded R-module N , let C(N) denote the graded coalgebra
which is defined to be the graded module R[0]⊕N equipped with the trivial
coproduct (see Lemma 2.4); in the case where N = M [n], C(N) is often
denoted by C(M,n). This construction defines a fully faithful functor from
M to C.
A positively graded module N is called locally at most singly generated if
for any maximal ideal m of R, the localization Nm at m is isomorphic to 0 or
Rm/am[n] for some ideal a ⊂ m and some n, where n is even if chRm/am 6= 2.
Let S denote the full subcategory ofM consisting of locally at most singly
generated objects. Sft denotes the full subcategory of S consisting of objects
of finite type.
Let F denote the full subcategory of S consisting of objects isomorphic
to one of 0, R[1], R[2], · · · (resp. 0, R[2], R[4] · · · ) if chR = 2 (resp. chR 6= 2).
Note that F coincides with S in the case where R is a field.
We can investigate the structure of categories AcoCG and A
co ft
CG via the
composite functor M
C
−−→ C
TCM−−−−→ ACG.
Theorem 1.4. (1) TCM ◦C restricts to the fully faithful functor TCM ◦
C : S −→ AcoCG.
(2) If the ground ring R is a field, then TCM◦C restricts to an equicalence
of categories TCM ◦ C : F −→ A
co
CG.
(3) TCM ◦ C restricts to an equicalence of categories TCM ◦ C : S
ft −→
Aco ftCG .
Let us explicitly describe the most basic objects of AcoCG : TCMC(0) =
TCMR and TCMC(R[n]) = TCMC(R, n)
A(0) denote the graded algebra R equipped with the obvious cogroup
structure. For n > 0, let A(n) denote the cogroup in A satisfying the fol-
lowing conditions:
(1) The underlying graded algebra of A(n) is the polynomial ring R[X ]
on a generator X of degree n.
(2) The comultiplication Φ : R[X ] −→ R[X ] ∗ R[X ] and the inverse
ν : R[X ] −→ R[X ] are the homomorphisms of graded algebras de-
termined by Φ(X) = X ′ +X ′′ and ν(X) = −X respectively, where
X ′ and X ′′ are the images of X under the canonical inclusions to
the first and second functors of R[X ] ∗R[X ] respectively.
The cogroupsA(0) andA(n) give explicit descriptions of TCMR and TCMC(R, n)
respectively (cf. Lemma 2.4).
From Theorem 1.4(2), we can easily deduce
Corollary 1.5. Suppose that the ground ring R is a field.
4 HIROSHI KIHARA
(1) The category AcoCG is equivalent to the full subcategory consisting of
A(0), A(1), A(2), · · · (resp. A(0), A(2), A(4), · · · ) if chR = 2 (resp.
chR 6= 2).
(2) AcoCG(A(m), A(n)) =
{
R (m = n > 0)
0 (otherwise).
In the case where R is not a field, there are objects of AcoCG other than
A(n); Theorem 1.4(1) implies that A = TCMC(R/a, 2k) is an object of A
co
CG.
In the case where the ground ring R is not local, we can construct several
types of objects A in AcoCG such that A is not even singly generated as a
graded algebra.
Example 1.6. (1) Let M be a projective module of rank 1, and n a
positive integer. Suppose that n is even if chR 6= 2. Then A =
TCMC(M,n) is an object in A
co
CG.
(2) Suppose that a family {R/aα[nα]}α∈Λ in M satisfies the following
conditions:
(a) aα + aβ = R if α 6= β.
(b) nα is even if chR/aα 6= 2.
(If {aα}α∈Λ is a family of pairwise distinct maximal ideals, the con-
dition (a) is automatically satisfied.) Set N =
⊕
α∈Λ
R/aα[nα]. Then
A = TCMC(N) is an object in A
co
CG.
(3) Let S be a multiplicatively closed subset ofR. Then if TCMC(M,n)(=
TCMCR(M,n)) is commutative as a graded algebra, so is TCMCR(S
−1M,n).
In particular, A = TCMCZ(T, 2k) is a cogroup in A such that A is
in AcoCG and A is not of finite type for any ring T with Z $ T ⊂ Q.
We have investigated the category AcoCG of cogroups in A whose un-
derlying algebras are graded commutative. Berstein found the condition
that a cogroup A is cocommutative and the condition that a cogroup A
is cocommutative as a graded coalgebra ([6, p.262]). Let AcoCG be the full
subcategory of ACG consisting of cocommutative objects, and
coACG the
full subcategory of ACG consisting of objects whose underlying coalgebras
are graded cocommutative. We would like to compare the full subcategories
AcoCG, AcoCG and
coACG.
Let coC denote the full subcategory of C consisting of graded cocommu-
tative objects. Note that the functor C : M −→ C factors as a composite
M
C
−−→ coC −֒−→ C of two fully faithful functors.
The following corollary summarizes our results on AcoCG and the relation-
ship of AcoCG, AcoCG and
coACG.
Corollary 1.7. (1) The functors TCM and C define the vertical func-
tors of the diagram
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−֒
−֒
−֒
−֒
−֒
−֒
−֒
−֒
TCM ◦ C TCM ◦ C TCM ◦ C TCM TCM
C
Sft S M coC C
Aco ftCG A
co
coCG AcoCG
coACG ACG,
where AcocoCG denotes the full subcategory of ACG consisting of objects
which are in both AcoCG and AcoCG.
(2) The diagram above is commutative up to natural isomorphism, and
all the functors are fully faithful.
(3) All the vertical functors except the one with source S are equivalences
of categories.
(4) If the ground ring R is a field, then F = Sft = S and Aco ftCG =
AcocoCG = A
co
CG hold.
Remark 1.8. The fully faithful functors Sft −֒−→ S andAco ftCG −֒−→ A
co
coCG
are not equivalences of categories in general (cf. Example 1.6).
Next we summarize the relationship between cogroups in A and co-H-
groups, and give a topological application of Theorems 1.3 and 1.4.
Let H′ be the category of 1-connected co-H-groups having the homotopy
type of a CW -complex, and homotopy classes of co-H-maps. Let H′Q be the
full subcategory of H′ consisting of 1-connected rational co-H-groups.
The following is deduced from results of Berstein [6] and Scheerer [9].
Theorem B. Suppose that the ground ring R is a field.
(1) The loop space homology H∗(Ω · ; R) defines a functor from H
′ to
ACG.
(2) Let X be an object of H′. Then the cogroup H∗(ΩX ;R) in A has
H∗(Ων;R) and H∗(χ;R) as an inverse and an antipode respectively,
where ν is a homotopy inverse of the co-H-group X and χ is a
homotopy inverse of the H-group ΩX .
(3) If R is the rationals Q, H∗(Ω · ;R) restricts to a fully faithful functor
from H′Q to ACG.
Remark 1.9. (1) Let H′ftQ be the full subcategory of H
′
Q consisting of ob-
jects of finite type, and let coAftCG be the full subcategory of
coACG consisting
of objects of finite type. Then H∗(Ω · ;Q) restricts to an equivalence of H
′ft
Q
and coAftCG (cf. [1, Theorem A
′], Theorem A and [6, p. 262]).
(2) In view of Theorem B, the fact that any comonoid in A is a cogroup
(Theorem A(2)) corresponds to the fact that any 1-connected homotopy-
associative co-H-complex is a co-H-group. On the other hand, the fact
that any connected bialgebra has an antipode (Lemma 2.1 and Remark
2.2) corresponds to the fact that any connected homotopy-associative H-
complex is an H-group. (Refer to [2, pp. 1147-1148].)
Theorem B is used to deduce the following result on co-H-groups from
Theorems 1.3 and 1.4.
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Theorem 1.10. Let X be a 1-connected rational co-H-group having the
homotopy type of a CW -complex. Let ν be a homotopy inverse of X and χ
a homotopy inverse of ΩX. Then the following are equivalent:
(i) Ων ≃ χ.
(ii) χ is an H-map.
(iii) ΩX is a homotopy commutative H-group.
(iv) X is co-H-equivalent to a singleton or the rationalization of S2n+1(=
ΣS2n) for some n > 0.
(v) X is rationally contractible or rationally equivalent to S2n+1 for some
n > 0.
We give proofs of the results in Section 2.
2. Proofs of main results.
We begin by recalling a result of Milnor-Moore [8]. The following lemma
is Proposition 8.2 in [8]; we need not only the statement but also the proof.
(Another reason why we record even its proof is that the inductive formula
for the convolution-inverse of f in [8] is incorrect; it is the formula for the
antipode.)
Lemma 2.1. Let C = (C,∆, ǫ) and B = (B, µ, η) be objects of C and A
respectively. Then G(C,B) is a group under the convolution product with
identity C
ǫ
−→ R
η
−−→ B.
Proof. Recall that for f, g ∈ G(C,B), the convolution product f∗g is defined
to be the composite
C
∆
−−→ C ⊗ C
f⊗g
−−−→ B ⊗B
µ
−−→ B.
Then it is clear that G(C,B) is a monoid with identity ηǫ.
For f ∈ G(C,B), we construct a right inverse g by induction. Set g0 = 1R
and suppose that g is defined on C<n :=
⊕
i<n
Ci. For x ∈ Cn, write ∆x =
x ⊗ 1 + Σ yi ⊗ zi + 1 ⊗ x with 0 < deg yi, deg zi < n. Then, by solving
(µ ◦ (f ⊗ g) ◦∆)x = 0, we obtain
g(x) = −f(x)− Σ f(yi)g(zi).
Similarly we can construct a left inverse h of f . The usual argument implies
that g coincides with h, and hence that g is an inverse of f . 
Proof of Theorem A(2). Consider the natural bijectionA(A,B) −→ G(SA,B)
induced by the inclusion SA −֒−→ A (cf. Theorem A(1) and the construc-
tion in [6]). Then formula (2.6′) in [6] implies that this bijection preserves
multiplication. 
Remark 2.2. Let A be a comonoid in A. Then the existence of an inverse ν
of A and that of an antipode χ of the underlying bialgebra of A follow from
Lemma 2.1. The antipode χ is the convolution-inverse of 1A ∈ G(A,A),
and the inverse ν is the homomorphism of algebras corresponding to the
convolution-inverse of the canonical inclusion i ∈ G(SA,A) via the natural
isomorphism of Theorem A(2).
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Proof of Theorem 1.2. Since SA is a subcoalgebra of the underlying coal-
gebra of A ([6, Lemma 2.5]), the canonical inclusion i : SA ֒−−→ A in-
duces a monoid homomorphism i♯ : G(A,A) −֒→ G(SA,A). Since χ is the
convolution-inverse of 1A, i
♯χ = χ|SA is the convolution-inverse of i,and ν is
just the extension of χ|SA : SA −→ A as a graded algebra homomorphism
(cf. Theorem A(1) and Remark 2.2). 
For the proof of Theorem 1.3, we prove the following lemma.
Lemma 2.3. Let H be a connected graded Hopf algebra over R. Then the
antipode χ of H is surjective.
Proof. We proceed by induction on the degree.
It is obvious that χ is bijective on H0. Suppose that χ is surjective
in degree < n. Since χ is an antihomomorphism of graded algebras ([8,
8.7 Proposition]), χ restricts to an endomorpism of decomposable elements
in Hn. (Decomposable elements in Hn are sums of products of elements of
degree < n.) Thus χ induces the endomorphism χn onQnH := Hn/{decomposable
elements in Hn}. Since the endomorphism of decomposable elements in Hn
is surjective by induction hypothesis, it is enough to show that the endomor-
phism χn onQnH is surjective. For x ∈ Hn, write ∆x = x⊗1+Σyi⊗zi+1⊗x
with 0 < deg yi, deg zi < n, and recall the inductive formula for the
convolution-inverse in the proof of Lemma 2.1. Then the inductive formula
applied to the case of f = 1H gives
χ(x) = −x− Σyiχ(zi),
which implies that χn is the multiplication by −1, and hence that χn is
surjective. 
Proof of Theorem 1.3. (i) ⇒ (ii) Obvious.
(ii) ⇒ (iii) Let a and b be elements of Ap and Aq respectively. By Lemma
2.3, we can choose elements a˜ and b˜ with χ(a˜) = a and χ(b˜) = b. Note that
χ is both an antihomomorphism and a homomorphism of graded algebras
by [8, 8.7 Proposition] and the assumption. Then we have
ab = (−1)pqχ(b˜a˜) = (−1)pqba.
(iii)⇒ (i) Since A is commutative as a graded algebra, χ is a homomorphism
of graded algebras. Thus Theorem A(1) and Theorem 1.2 imply that ν =
χ. 
For the proof of Theorem 1.4, we prove the following lemmas. The cate-
gorical coproduct in A is denoted by ∗.
Lemma 2.4. For a positively graded module N , let C(N) denote the graded
module R[0]⊕N equipped with the coproduct defined by
∆(1) = 1⊗ 1 for 1 ∈ R = C(N)0,
∆(x) = x⊗ 1 + 1⊗ x for x ∈ N = C(N).
(1) C(N) is a graded coalgebra. If N = M [n], this structure is a unique
graded coalgebra structure on R[0]⊕N .
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(2) Let B be a connected graded algebra. Then the group G(C(N), B) is
naturally isomorphic to the module HomR(N,B) of homomorphisms
of graded R-modules.
(3) TCMC(N) is a cogroup in A whose underlying graded algebra is the
tensor algebra T (N). The comultiplication Φ : T (N) −→ T (N) ∗
T (N) is the homomorphism of graded algebras determined by Φ(x) =
x′ + x′′ for x ∈ N , where x′ and x′′ are the images of x under the
canonical inclusions to the first and second factors of T (N) ∗ T (N)
respectively. The inverse ν : T (N) −→ T (N) is the homomorphism
of graded algebras determined by ν(x) = −x for x ∈ N .
Proof. (1) It is easily seen that C(N) satisfies the coassociativity and
counit axioms. The assertion for N = M [n] is obvious.
(2) By the definition, there is a natural bijection from G(C(N), B) to
HomR(N,B). It is easily verified that it preserves multiplication by
the definition of the convolution product.
(3) By Theorem A(1), TCMC(N) = T (N). The formula on Φ follows
from that on ∆ and formula (2, 6′) in [6]. The formula on ν follows
from that on Φ. 
Lemma 2.5. Let N be a graded R-module.
(1) Suppose that N = R/a[n] for some n > 0 and some a $ R. Then
the tensor algebra T (N) is commutative as a graded algebra if and
only if n is even or ch(R/a) = 2.
(2) T (N) = TR(N) is commutative as a graded algebra if and only if
TRm(Nm) is commutative as a graded algebra for any maximal ideal
m of R.
Proof. (1) Let x be a generator of Nn and write Nn = R/a · x. Then we
have
T (N) = R +R/a · x+R/a · x⊗
R
R/a · x+ · · ·
= R +R/a · x+R/a · x2 + · · · ,
which shows that T (N) is commutative as an ungraded algebra.
Thus the graded commutativity of T (N) is equivalent to the condi-
tion that if n is odd, then x · x = −x · x. The above expansion of
T (N) shows that 2·x2 = 0 if and only if chR/a = 2, which completes
the proof of part 1.
(2) (⇒) Note that localizations commute with tensor products and di-
rect sums. Then the implication is obvious from the definition of the
tensor algebra.
(⇐) The implication follows from [4, Propositions 3.3 and 3.8]. 
Lemma 2.6. Let N be a positively graded R-module.
(1) Suppose that R is a field. Then the tensor algebra T (N) is graded
commutative if and only if N is in F .
(2) Suppose that N is of finite type. Then tensor algebra T (N) is graded
commutative if and only if N is in Sft.
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Proof. (1) (⇐) By Lemma 2.5(1).
(⇒) We can easily see that N is zero or singly geenerated. Thus the
implication follows from Lemma 2.5(1).
(2) By Lemma 2.5(2), we may assume that R is local.
(⇐) By Lemma 2.5(1).
(⇒) By the definition of the tensor algebra, the graded commu-
tativity of T (N) = TR(N) implies the graded commutativity of
TR(N) ⊗
R
κ(m) = Tκ(m)(N ⊗
R
κ(m)), where κ(m) denotes the residue
field of the local ring R = (R,m). Thus N is zero or singly generated
by part 1 and Nakayama’s lemma ([7, pp.8-9]). Hence N is in Sft
by Lemma 2.5(1). 
Proof of Theorem 1.4. (1) Since C : M −→ C and TCM : C −→ ACG
are fully faithful, so is TCM ◦ C. Thus the assertion follows from
Lemma 2.5.
(2) Since TCM ◦ C : M −→ ACG is fully faithful, it is enough to show
that for a cogroup A in A, the condition (iii) in Theorem 1.3 is
equivalent to the following:
(iv) A is isomorphic to TCMC(N) for some N ∈ F .
Since A is isomorphic to T (SA) in A (Theorem A(1)), (iii) is equiv-
alent to the condition that SA is in F (Lemma 2.6(1)), which is
equivalent to (iv) by Lemma 2.4(1).
(3) Note that a positively graded module N is of finite type if and only
if so is the tensor algebra T (N). Thus we show that for a cogroup A
in A whose underlying graded module is of finite type, the condition
(iii) in Theorem 1.3 is equivalent to the following:
(v) A is isomorphic to TCMC(N) for some N ∈ S
ft.
Since A is isomorphic to T (SA) in A (Theorem A(1)), (iii) is equiv-
alent to the condition that SA is in Sft (Lemma 2.6(2)), which is
equivalent to (v) by Lemma 2.4(1) and an argument similar to that of
the proof of Lemma 2.5(2). This equivalence and the full-faithfulness
of TCM ◦ C :M−→ ACG complete the proof. 
Proof of Corollary 1.5. It is immediate from Theorem 1.4(2). 
Remark 2.7. Note that A = TCMC(N) (N ∈ S) satisfies the equiation
ν = χ = 1A in the case where chR = 2 (cf. Lemma 2.4.(3)).
Proof of Example 1.6. (1) Since M [n] is in S, A = TCMC(M,n) is in
AcoCG by Theorem 1.4(1).
(2) It is easily seen that for any maximal ideal m, Nm = 0 or Nm =
Rm/aαm[nα] for some α. Thus A is commutative as a graded algebra
by Theorem 1.4(1).
(3) Note that B ∈ A is graded commutative if and only if so is the
nonunital graded algebra B =
⊕
i>0
Bi. Note also that S
−1 commutes
with tensor products and direct sums. Then the result easily follows.

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Proof of Corollary 1.7. (1) Note that for A ∈ ACG, A is in AcoCG if and
only if SA is isomorphic to C(SA) ([6, Corollary 2.6]). Note also
that for A ∈ ACG, A is in
coACG if and only if SA is cocommutative
as a graded coalgebra ([6, p. 262]). Then we see that the functor
TCM : C −→ ACG restricts to the functors TCM :
coC −→ coACG
and TCM ◦ C : M −→ AcoCG. The latter one further restricts to
TCM ◦C : S −→ A
co
coCG by Theorem 1.4(1). The left vertical functor
is obtained in Theorem 1.4(3).
(2) It is obvious from the definitions.
(3) It is shown that the left vertical functor is an equivalence of cate-
gories in Theorem 1.4(3). The other three functors are equivalences
of categories from Theorem A and Berstein’s results mentioned in
the proof of part 1.
(4) It is immediate from Theorem 1.4. 
Now we prove Theorem B, which is used to deduce Theorem 1.10 from
Theorems 1.3 and 1.4.
Proof of Theorem B. Part 1 and the assertion on ν in part 2 follow from [6,
Corollary 3.2]. By the definition ([6, p. 261]), the underlying Hopf algebra of
H∗(ΩX ;R) is just the homology Hopf algebra of the H-group ΩX (cf. the
proof of Corollary 3.2 of [6]). Hence the assertion on χ in part 2 follows. Part
3 follows from results in [9, pp. 68-69 and p. 75] and Theorem A(1). 
Proof of Theorem 1.10. Let the conditions (i)′, (ii)′ and (iii)′ denote the
conditions (i), (ii) and (iii) in Theorem 1.3 applied to A = H∗(ΩX ;Q), and
let the condition (iv)′ denote the condition (iv) in the proof of Theorem
1.4(2) applied to A = H∗(ΩX ;Q). Then it is enough to show that the
conditions (i)-(iv) are equivalent to the conditions (i)′-(iv)′ respectively, and
that (iv) is equivalent to (v).
We can easily see that (i)-(iii) imply (i)′-(iii)′ respectively from Theo-
rem B. Recall that ΩX is homotopy equivalent to the (weak) product of
rational Eilenberg-MacLane complexes ([9, pp. 69-70]). Then we also see
the converses.
For the equivalence (iv)⇔(iv)′, recall that S(H∗(ΩΣY ;Q)) ∼= H∗(Y ;Q)
(cf. the proof of [6, Corollary 1.4]). Then the implication (iv)⇒(iv)′ follows
from Theorem A. The converse follows from Theorem B(3).
We end the proof by showing the equivalence (iv)⇔(v). The implica-
tion (iv)⇒(v) is obvious. For the converse, it is enough to see that if
X is rationally equivalent to S2n+1, X is co-H-equivalent to ΣS2n(0). Since
H∗(ΩX ;Q) ∼= H∗(ΩΣS2n;Q) ∼= TH∗(S2n;Q) holds in A, the underlying al-
gebras of H∗(ΩX ;Q) and H∗(ΩΣS2n;Q) are isomorphic to the polynomial
ring Q[z] on a generator z of degree 2n. Thus Corollary 1.5 implies that
both H∗(ΩX ;Q) and H∗(ΩΣS2n;Q) are isomorphic to A(2n) in ACG, and
hence that X is co-H-equivalent to ΣS2n(0), by Theorem B(3). 
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