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RESUMO
O ponto crítico termodinâmico é caracterizado por grandezas livres de
escala e correlações de longo-alcance. Na última década, a hipótese de
que o cérebro – um sistema fora do equilíbrio – é um sistema que se
auto-organiza num estado análogo ao estado crítico termodinâmico tem
sido amplamente discutida através de modelos e resultados experimen-
tais. No entanto, os modelos utilizados para a verificação de resultados
experimentais carecem de várias características de sistemas biológicos,
como a estrutura da rede e a estrutura dos neurônios. Além disso, o
ponto crítico nos modelos do cérebro é muitas vezes caracterizado de
maneira displicente, levando em conta apenas a forma de lei de potência
na distribuição de avalanches (eventos ou ondas) que se propagam no
cérebro. Na primeira parte deste trabalho, estudaremos um modelo ins-
pirado no córtex visual primário de mamíferos e caracterizaremos uma
transição de fases inativa-ativa de segunda ordem que apresenta uma
fase de Griffiths. Neste modelo, as avalanches emergem espontanea-
mente devido à competição entre excitação-dissipação nos dendritos e
ao corpo extenso dos neurônios. Mostraremos que apesar da correlação
de longo-alcance, do ruído aproximadamente 1/f , do parâmetro de or-
dem contínuo e da susceptibilidade divergente, as avalanches não têm
uma forma de lei de potência usualmente esperada para sistemas típicos
criticamente auto-organizados. Na segunda parte, propomos um novo
modelo de neurônio baseado em mapa. Caracterizaremos diversas das
suas bifurcações e mostraremos que ele, até o momento, é o melhor com-
promisso entre tratabilidade analítica, eficiência computacional e riqueza
de comportamentos dinâmicos com um espaço de parâmetros reduzido.
Utilizaremos esse modelo como base de uma rede de neurônios para dis-
cutir como alguns parâmetros dinâmicos (como o tempo característico
dos potenciais sinápticos, a estrutura da rede e o ruído sináptico) alte-
ram a ordem da transição de fases e também seus expoentes críticos.
Assim como no modelo do córtex visual, alguns regimes de parâmetros
dessa rede de neurônios baseados em mapa apresentam transição de fase
contínua (com susceptibilidade divergente), mas não reproduzem as ava-
lanches distribuídas em lei de potência. Nossos resultados apontam para
uma reformulação da abordagem do estado crítico do cérebro, já que o
estado crítico em sistemas fora do equilíbrio nem sempre está conectado
a avalanches distribuídas como leis de potência.
Palavras-chave: Transições de Fase. Criticalidade auto-organizada.
Avalanches. Córtex Visual. Cérebro.

ABSTRACT
The thermodynamical critical point is characterized by scale-free
quantities and long-range correlations. In the last decade, the hypothesis
that the brain – an out of equilibrium system – is a self-organizing system
that reaches a thermodynamical-critical-like state has been widely dis-
cussed through modeling and experimental results. However, the models
used for replicating experimental data lack many biological features, such
as the network and the neurons structure. In addition, the critical point
in brain models is often ill-defined, taking into consideration only the
power-law shape of the distribution of avalanches (events or waves) that
spread throughout the brain. In the first part of this work, we are going
to study a model for the primary visual cortex of mammals in order to
characterize an inactive-active second order phase transition which also
displays a Griffiths phase. In such model, the avalanches spontaneously
emerge due to excitation-dissipation competition happening inside the
dendrites and to the extended body of neurons. We are going to show
that in spite of the long-range correlations, approximately 1/f noise,
continuous order parameter and diverging susceptibility, the avalanches
are not in the usual power-law shape expected for tipical self-organized
critical systems. In the second part, we propose a new map-based neu-
ron model. We are going to characterize many of its bifurcations and
show that it is the best trade-off between analytical tractability, com-
putational efficiency and dynamical behavior diversity with a reduced
parameter space. We connect these neurons into networks in order to
discuss how dynamical parameters (such as the synaptic characteristic
times, the network structure and the synaptic noise) alter the phase
transition order and also its critical exponents. Similarly to the visual
cortex model, some parameter regimes of this map-based network pre-
sent a continuous phase transition (with diverging susceptibility), but
fail to reproduce power-law avalanches. Our results point to a revision
of the approach to the critical state in the brain, because out of equi-
librium systems’ critical point is not generally connected to power-law
distributed avalanches.
Keywords: Phase transitions. Self-organized criticality. Avalanches.
Visual cortex. Brain.
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1 INTRODUÇÃO
Para entender o cérebro em toda a sua complexidade, é preciso
entender também a sua origem e função biológica. O que guia a evo-
lução do cérebro são as necessidades básicas para a sobrevivência (i.e.
alimentar-se e reproduzir-se). Os animais precisam desenvolver estra-
tégias tanto na busca de alimentos, quanto na busca de um parceiro
sexual. Boas estratégias selecionam aqueles que vão sobreviver e pro-
criar, passando seus genes adiante. O cérebro deve ser um sistema capaz
de interpretar e interagir com o ambiente que o cerca, sendo este extre-
mamente heterogêneo. Portanto, deve ser um sistema nem muito rígido
(i.e. ordenado), nem muito aleatório. A fronteira entre estados ordena-
dos e desordenados, muitas vezes se dá através de uma transição de fase
crítica.
A estratégia para conseguir alimentos consiste em procurá-los ou
cultivá-los. Portanto, podemos organizar nossa análise com base em
dois casos hipotéticos, extremos e opostos: caso (a) há alimentos em
abundância no planeta, sempre com a mesma regularidade espacial e
periodicidade temporal, sendo possível sempre identificar com precisão
onde e quando será possível consegui-los ou encontrá-los; e caso (b) há
alimentos esporadicamente no planeta, sem nenhum período definido e
sem nenhuma regularidade espacial, ou seja, os alimentos aparecem e
somem como um processo de Markov, e não é possível prever de maneira
nenhuma quando esses eventos ocorrerão. Em ambas as situações, po-
rém, nenhuma estratégia é necessária para conseguir alimentos: em (a),
a regularidade é tamanha que, os alimentos numa dada região do planeta
não acabam; em (b), a ausência completa de regularidade faz com que a
busca por alimentos seja uma questão de sorte e, portanto, o problema
se torna uma caminhada aleatória até achar algum alimento.
No entanto, sabemos que as condições climáticas e geológicas não
permitem que nem (a), nem (b) ocorram. A disponibilidade de alimentos
varia com o tempo e com a região do planeta, tendo fortes influências
de diversos fatores como chuvas, geadas, a química do solo, a ação hu-
mana, etc. Portanto, a realidade é algo entre a total ordem e a total
desordem, de modo que seja possível ter controle apenas sobre parte do
processo de busca e cultivo de alimentos. E para que esse controle seja
possível, é preciso ter, por exemplo, uma memória de onde e quando
os alimentos estavam disponíveis, bem como das condições climáticas e
geológicas ao longo do tempo, possibilitando o desenvolvimento de uma
estratégia para a alimentação. A nossa memória é, assim, resultado de
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um complexo jogo de adivinhação, já que apesar da periodicidade de
alguns desses fatores (como o clima), há sempre incertezas nesses pro-
cesso (a previsão do tempo nem sempre acerta se vai chover!). O cérebro
deve ser, então, capaz de otimizar a quantidade de estados metaestá-
veis (a memória), podendo passear nesses estados para gerar o melhor
repertório de comportamentos possível. Este raciocínio é devido a Chi-
alvo [1]. É fato que esse estado crítico (entre ordem e desordem) otimiza
a quantidade de estados metaestáveis em processos de ramificação [2] –
e a atividade no cérebro pode ser pensada como um processo de rami-
ficação já que cada neurônio propaga o sinal para seus vizinhos e assim
por diante [3]. O estado crítico (entre ordem e desordem), inclusive, foi
mostrado emergir naturalmente para as espécies que evoluem e melhor
se adaptam a ambientes heterogêneos [4].
Na verdade, a ideia de uma mente crítica foi inicialmente discutida
por Turing [5], através de uma analogia com um processo de ramificação
(modelo que conhecidamente apresenta uma transição de fase crítica) [6]:
Podemos “injetar” uma ideia na máquina [inteligente], e ela
responderá de alguma maneira e retornará a quiescência,
como uma corda de piano atingida por um martelo. Podemos
pensar também num aglomerado de átomos com massa me-
nor que a crítica: uma ideia injetada corresponde a um neu-
tron externo atingindo o aglomerado. Cada neutron causa
uma perturbação que eventualmente se desfaz. Se, entre-
tanto, o tamanho do aglomerado é suficientemente aumen-
tado, a perturbação causada pelo neutron externo vai au-
mentar e aumentar até que todo o aglomerado seja destruído.
Será que existe um fenômeno correspondente para mentes, e
para máquinas [inteligentes]? Parece haver um para a mente
humana. A maioria das mentes parece ser “subcrítica”, i.e.,
correspondendo nessa analogia a aglomerados de massa sub-
crítica. Uma ideia apresentada para essa mente vai, em mé-
dia, dar origem a menos de uma ideia como resposta. Uma
porção bem pequena [de mentes] são supercríticas. Uma ideia
apresentada para tais mentes pode dar origem a uma “teo-
ria” inteira consistindo de ideias secundárias, terciárias e até
mais remotas. A mente dos animais parece ser definitiva-
mente subcrítica. (tradução livre)
Turing [5] propõe que uma certa ordem flexível deve reger o comporta-
mento de um cérebro inteligente:
Comportamento inteligente presumivelmente fica fora do com-
portamento completamente disciplinado envolvido na com-
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putação [de programas por computadores], mas apenas le-
vemente fora, tal que não se torne comportamento aleatório
[. . . ] É provavelmente sábio incluir algum elemento aleató-
rio numa máquina que aprende. Um elemento aleatório é
útil quando buscamos por soluções de problemas. Suponha
por exemplo que queiramos achar um número entre 50 e 200
que seja igual ao quadrado da soma de seus dígitos, pode-
mos começar em 51, depois tentar 52 e assim por diante até
achar um número. De modo alternativo, podemos escolher
números aleatórios até achar um que satisfaça o problema.
(tradução livre)
O autor, considerado o pai da computação, discutiu de maneira
heurística como a inteligência de uma máquina se distinguiria da inteli-
gência de humanos. A conclusão é que para que o aprendizado de uma
máquina seja ótimo (ou seja, para que a máquina seja inteligente), ela
não deve ser regida por regras completamente deterministas e fixas (i.e.
a máquina não deve ser um sistema ordenado). Ao invés disso, a má-
quina deve estar sujeita a flutuações que eventualmente podem guiá-la na
direção de soluções melhores para os problemas propostos. Da mesma
maneira que o cérebro humano, conjectura Turing. Uma maneira de
visualizar essa afirmação é através do modelo de Hopfield [7] para me-
mórias associativas. Hopfield propôs um modelo baseado no modelo
de Ising, onde cada memória é um mínimo da função Hamiltoniana do
sistema [8, 9]. Um sistema ordenado teria um dos seus estados muito
estável (dado por um mínimo global profundo da Hamiltoniana). Dentro
desse paradigma, podemos pensar que aprender é reajustar os parâme-
tros de interação entre neurônios (os Jij em modelos tipo Ising) [10]. Esse
processo é conhecido como plasticidade sináptica e, portanto, modifica
a paisagem da função Hamiltoniana (acentuando alguns mínimos e/ou
diminuindo outros). Uma máquina inteligente (ou nosso cérebro) deve
passear por esses mínimos (as memórias) até encontrar as ferramentas
necessárias para solucionar um problema qualquer. Para que a máquina
não fique presa numa solução única e seja capaz de procurar soluções
possivelmente melhores que as já encontradas, é preciso que haja um
certo ruído no sistema capaz de propelir a exploração do espaço de fa-
ses. Entretanto, se esse ruído for muito grande, o passeio pelos mínimos
acaba se tornando um passeio aleatório. O sistema, para otimizar sua
busca, deve portanto permanecer num equilíbrio delicado entre ordem
(dada pela paisagem da Hamiltoniana que evolui no tempo lentamente
conforme o indivíduo apreende novos conhecimentos) e desordem (dada
por uma certa aleatoriedade intrínseca da dinâmica do sistema). De
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fato, essas ideias guiam o desenvolvimento de algoritmos de inteligência
artificial até hoje [9, 11].
Complexidade é, por assim dizer, um estado no meio de uma tran-
sição entre regimes de ordem e desordem. Um sistema complexo é um
sistema que se encontra na borda do caos, pois é apenas parcialmente
previsível. Pensando em termos de uma transição de fase em um sis-
tema longe do equilíbrio1, é preciso haver um mecanismo que mantenha
o sistema preso em torno desse estado complexo. O processo de levar e
prender um sistema em torno de um estado através de forças internas e
da interação com o seu ambiente, é chamado de auto-organização.
Ainda não há uma teoria geral o suficiente que se aplique a todos
os sistemas complexos, mas em 1987, Bak et al. propuseram a teoria
da Criticalidade Auto-Organizada (do inglês, SOC), que identifica esse
estado particular de sistemas complexos com um estado crítico, em ana-
logia com as transições de segunda ordem termodinâmicas. Essa hipótese
é mais do que uma analogia, pois muitos sistemas complexos apresen-
tam características chave de sistemas termodinâmicos críticos: invari-
ância de escala e correlações temporal e espacial de longo alcance. A
SOC pretende descrever sistemas cuja atividade se dá em forma de ava-
lanches [12, 14–16]. Avalanches são eventos rápidos e catastróficos em
forma de rajadas. Estas, por sua vez, são entrecortadas por longos perío-
dos sem atividade. Um exemplo desse tipo de comportamento aparece
em pilhas de areia, sistema originalmente estudado por Bak et al. [13].
Nela, a areia é adicionada lentamente, formando um monte. Há deslizes
de areia esporadicamente (avalanches) sempre que a inclinação do monte
for maior que um dado limiar. A pilha se auto-organiza, portanto, com
inclinação sempre em torno do limiar crítico. As avalanches na pilha
de areia, nesse regime, têm seus tamanhos e durações distribuídos de
acordo com uma lei de potência, além de apresentarem correlações de
longo alcance. Essas características definiriam um estado crítico.
O estado crítico é responsável por diversas vantagens para o pro-
cessamento do cérebro: o intervalo de sensibilidade das redes é otimi-
zado [17], os processos de aprendizado e memória são otimizados [18, 19],
o poder computacional do cérebro é melhorado [20] e a flexibilidade para
o processamento de informação é melhorada [21]. Além disso, mostrare-
mos no Capítulo 3 que o tempo de processamento do nosso modelo de
córtex visual é localmente minimizado dentro do estado crítico e próximo
à transição de fases. Todas essas características apontam para o estado
1É preciso distinguir sistemas fora do equilíbrio de sistemas longe do equilíbrio: a
palavra fora pode dar a ideia de que o sistema tende a retornar ao estado de equilíbrio
termodinâmico, enquanto que a palavra longe remete a um sistema preso em algum
estado estável, porém fora do equilíbrio termodinâmico [12].
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crítico como de fato uma vantagem evolutiva para o cérebro.
A partir dos anos 90, propôs-se que a teoria de SOC explicasse a
atividade cerebral [22–24]. Essa hipótese é bastante natural: já que o
cérebro é um sistema que certamente se auto-organiza, restaria então de-
tectar as características de sistemas SOC em experimentos com animais.
Na última década apareceram as primeiras avalanches neurais em te-
cido cortical in vitro [3]. Junto com elas, apareceram diversos trabalhos
teórico-computacionais que propõem diferentes mecanismos causadores
dessa auto-organização com atividade autossimilar (ou com lei de po-
tência). Entretanto, muitos modelos e experimentos se baseiam apenas
na distribuição de avalanches do sistema para distinguir se ele é crítico
ou não. Este é um critério que recentemente tem sido questionado [25–
27]. No Capítulo 2 faremos uma breve revisão de como se caracteriza
o estado crítico termodinâmico e discutiremos as medidas de SOC. Em
seguida, faremos uma vasta revisão dos principais resultados que ligam
o cérebro à SOC.
No Capítulo 3 mostraremos que o nosso modelo do sistema visual
apresenta todas as características esperadas de sistema SOC, e repro-
duz vários resultados experimentais. Apesar de que as avalanches desse
modelo não apresentam um perfil de lei de potência claro (porém, mos-
tramos que as distribuições escalam com o tamanho do sistema, o que
é esperado na criticalidade). No Capítulo 4, estudaremos a fundo um
novo modelo de neurônio, capaz de apresentar diversos tipos de com-
portamentos excitáveis e autônomos com um conjunto reduzido de pa-
râmetros, além de demonstrar uma boa performance computacional e
ter todos os seus pontos fixos e auto-valores analíticos. O Capítulo 5 é
dedicado a estudar transições de fases em redes desse novo modelo de
neurônio, controlando parâmetros que modificam a dinâmica do sistema.
Mostraremos que alguns parâmetros dinâmicos microscópicos são impor-
tantes para moldar a transição de fases e que mesmo que a transição seja
aparentemente contínua (ou crítica), as avalanches podem estar distri-
buídas sem lei de potência. Esses últimos resultados são preliminares.
Essa discrepância entre a continuidade do parâmetro de ordem e a forma
das distribuições de avalanches pode indicar que ou a transição é de pri-
meira ordem fraca, ou que leis de potência nem sempre estão ligadas à
criticalidade.
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2 FUNDAMENTAÇÃO TEÓRICA
Este capítulo é dedicado a discutir conceitos e definições que servi-
rão de base para os três capítulos seguintes. A Seção 2.1 traz uma breve
descrição dos conceitos necessários para descrever transições de fase, fo-
cando, principalmente, em transições de segunda ordem. A Seção 2.2
revisa a teoria de SOC e seus principais conceitos, bem como métodos
para analisar e discutir a criticalidade na Neurociência. Na Seção 2.3,
usamos o modelo de neurônio de Kinouchi & Tragtenberg estendido [28]
e a discretização da corrente sináptica proposta por Kuva et al. [28]
para descrever alguns fenômenos fundamentais para o estudo de redes
neurais. Finalmente, a Seção 2.4 introduz a teoria de redes regulares e
complexas – o substrato que liga os neurônios através de sinapses.
2.1 TRANSIÇÕES DE FASE E CRITICALIDADE
Uma fase é um estado macroscópico de um dado sistema. Para
cada sistema, é possível definir uma função fundamental das suas variá-
veis macroscópicas – ou parâmetros de controle – que assume diferentes
valores para cada uma de suas fases [29]. Ao modificar os parâmetros do
sistema muito lentamente, essa função muda de valores continuamente
e o sistema pode transitar entre diferentes fases. A variação dos pontos
extremos dessa função em relação a cada um dos parâmetros do sistema
é o que determina uma transição de fases [29]. Apesar de nem sempre ser
possível determinar diretamente essa função fundamental que descreve
o sistema, é sempre possível medir como algumas quantidades macros-
cópicas se modificam em função da variação de parâmetros de controle.
Algumas dessas quantidades macroscópicas medidas são definidas como
derivadas dessa função fundamental e servem para determinar as fases
e caracterizar as transições de fase.
O exemplo mais intuitivo é a água, que apresenta pelo menos três
fases (líquida, gasosa e sólida) e um estado crítico na transição líquido-
vapor. Variamos a temperatura, T , e a pressão, P , e verificamos que a
água transita entre suas diferentes fases através da medida da sua densi-
dade, ρ(T, P ). Já que estamos variando T e P , convém representar a água
através da sua energia livre de Gibbs, G(T, P,N), que é uma das possíveis
representações para a função fundamental do sistema (N é a quantidade
de partículas no sistema). A densidade é definida como uma derivada
de primeira ordem da energia livre: ρ ≡ N/V ≡ N [∂G/∂P ]−1 [29]. A
densidade da água nas três fases usuais é sensivelmente diferente: vapor
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Figura 1. Esboço do parâmetro de ordem ρ como função de um parâmetro intensivo t para
transições de fase descontínuas (A) e contínuas (B). A transição ocorre em t = 0. A linha
tracejada serve apenas como guia para os olhos.
de água flutua sobre gelo e água líquida, enquanto que gelo flutua sobre
água líquida. E mais: ao variar a temperatura ou a pressão, a densidade
varia descontinuamente entre essas fases, sendo estas portanto transições
de fase de primeira ordem (e.g. Fig. 1A). Quando a não-analiticidade
se apresenta numa derivada de segunda ordem da função fundamental,
o sistema apresenta um estado crítico e uma transição de fase de se-
gunda ordem (e.g. Fig. 1B). No caso da água, as densidades das fases
líquida e vapor variam continuamente com T e P e a diferença entre elas
vai a zero sobre um ponto crítico, (Tc, Pc), no final da linha da transi-
ção líquido-vapor. A susceptibilidade (ou compressibilidade, no caso da
água) isotérmica, χ, é definida como proporcional à segunda derivada
da energia livre de Gibbs. E sobre o ponto crítico, a descontinuidade
aparece justamente na divergência de χ.
A diferença entre densidades de líquido e vapor da água é chamada
de parâmetro de ordem da transição, pois ela é um observável que traz
informação sobre a ordem subjacente do sistema. Transições em outros
sistemas são descritas por outros parâmetros de ordem: a magnetização
em materiais magnéticos, a polarização espontânea de um material fer-
roelétrico, a densidade de uma dada espécie em ligas binárias, etc [29].
A Fig. 1 mostra exemplos da variação do parâmetro de ordem em tran-
sições de primeira e de segunda ordem em função de um parâmetro de
controle genérico t. As transições ocorrem em t = 0. Usaremos ρ para
simbolizar o parâmetro de ordem de uma transição de fases.
Transições de segunda ordem são especiais porque próximo ao
ponto de transição (t → 0), o comprimento de correlação diverge de
acordo com uma lei de potência:
ξ ∼ |t|−ν . (2.1)
Ou seja, quaisquer dois componentes do sistema se encontram correlaci-
onados possibilitando a propagação de flutuações por todo o sistema.
Transições de Fase e Criticalidade 37
A lei de potência divergente do comprimento de correlação faz com
que as outras quantidades termodinâmicas do sistema também sejam
livres de escala (i.e. se comportem como leis de potência) quando t→ 0.
Cada uma dessas quantidades define um expoente crítico [30–32]:
• parâmetro de ordem (Fig. 1B):
ρ ∼ |t|β , (2.2)
• susceptibilidade (ou compressibilidade) isotérmica a campo nulo:
χ ∼ |t|−γ , (2.3)
• isoterma crítica (t = 0):
H ∼ |ρ|δsgn(ρ) , (2.4)
• calor específico a campo nulo:
cH ∼ |t|−αc , (2.5)
• correlação de pares:
C(r) ∼ exp (−r/ξ)
rd−2+η
, (2.6)
onde αc, β, γ, δ, ν e η são os expoentes críticos, d é a dimensionalidade
do sistema, sgn(x) é a função sinal, r uma distância radial em relação a
um elemento qualquer do sistema, H é um campo externo (por exemplo,
um campo magnético ou um campo de pressões para imãs ou fluidos,
respectivamente) e t é um parâmetro de controle que tende a zero sobre
o ponto crítico (e.g. a temperatura de um imã ou a temperatura da
água/de um fluido). É importante notar que o campo H é uma variável
acoplada (ou conjugada) a ρ.
Os expoentes críticos obedecem a vínculos bem definidos, cha-
mados de relações de escala [30, 32]. Essas relações são derivadas a
partir da hipótese de que os potenciais termodinâmicos são funções ho-
mogêneas generalizadas. Esses vínculos tornam possível calcular todos
os expoentes do sistema a partir de apenas três deles [30, 32]. Con-
juntos distintos de valores para os expoentes definem distintas classes
de universalidade [31]. Sistemas diferentes, num primeiro olhar, podem
pertencer à mesma classe de universalidade. Geralmente, as classes de
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universalidade de sistemas em equilíbrio são definidas pela dimensiona-
lidade do sistema, pela dimensionalidade do parâmetro de ordem, pela
simetria do parâmetro de ordem e pelo alcance das interações. Sistemas
de uma mesma classe são, portanto, equivalentes do ponto de vista ma-
croscópico. Por exemplo, supondo que o cérebro apresente uma transição
de fase de segunda ordem, podemos determinar sua classe de universa-
lidade. Assim, poderíamos estudar sistemas mais simples, pertencentes
à mesma classe de universalidade do cérebro, com a certeza de que os
resultados obtidos nesses sistemas se estendem para o cérebro.
A teoria descrita até aqui foi desenvolvida para tratar de sistemas
termodinâmicos em equilíbrio [29, 30]. Contudo, as mesmas noções po-
dem ser generalizadas para transições de fase longe do equilíbrio [33–35],
como é o caso do cérebro. Nas próximas seções, veremos que o cérebro
é um sistema dinâmico, sendo os neurônios dotados de membranas com
propriedades extremamente não-lineares e conectados por ligações com
dinâmica própria. Todo esse sistema ainda está sujeito a diversos tipos
de ruído: desde flutuações quânticas nos íons intra e intercelulares, até
perda de moléculas neurotransmissoras durante as sinapses e desordem
estrutural, caracterizada por redes complexas.
2.1.1 Parâmetro de ordem e suas flutuações
O parâmetro de ordem e a sua susceptibilidade associada são, res-
pectivamente, derivadas de primeira e de segunda ordem da energia livre
do sistema, conforme vimos no exemplo da água. Nesta seção, derivare-
mos uma maneira de calcular o parâmetro de ordem e a susceptibilidade
a partir de dados simulacionais. Utilizaremos como base o modelo de
Ising, mas o raciocínio pode ser aplicado a diversos sistemas termodinâ-
micos [36]. Ainda, mostraremos que a susceptibilidade está intimamente
ligada à correlação de pares, fazendo com que as flutuações do sistema
sejam importantes numa transição de fases de segunda ordem.
A energia livre G(T,H,N) é uma função composta por uma soma
de termos do tipo −XH, em que H é um campo externo (parâmetro de
controle) e X é uma quantidade que responde às variações de H [36]. No
caso da água, X é o volume e H é a pressão; em imãs, H é um campo
magnético externo e X, a magnetização. Definindo a função de partição
como
Z(T,H,N) =
∑
k
exp(−βEk) , (2.7)
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onde Ek é a energia associada ao estado microscópico k e1 β = (kBT )−1 é
proporcional ao inverso da temperatura do sistema T (kB é a constante
de Boltzmann); podemos estimar as derivadas da energia livre [termo
dominante da série na Eq. (2.7)], definida como:
G(T,H,N) = − 1
β
lnZ(T,H,N) . (2.8)
A função de partição é a soma dos pesos estatísticos de se encontrar o
sistema em cada um dos seus estados, k.
Para tanto, sabemos que a probabilidade de observar um estado
k do sistema é proporcional ao peso de Boltzmann, Pk = exp(−βEk) e,
assim, a média de uma quantidade termodinâmica X é simplesmente
〈X〉 = 1Z
∑
k
Xk exp(−βEk) , (2.9)
onde Xk é o valor da quantidade X no estado k. Essa média pode ser
escrita como [usando as Eqs. (2.7) e (2.8)]:
〈X〉 = 1
βZ
∂Z
∂H
(2.10)
=
1
β
∂ lnZ
∂H
(2.11)
já que a energia Ek tem termos do tipo −XkH.
Portanto a primeira derivada da energia livre com relação a H é
[colocando a Eq. (2.8) na Eq. (2.11)]:
∂G
∂H
= −〈X〉 , (2.12)
e a segunda derivada é simplesmente a derivada de 〈X〉 com relação a
H:
∂2G
∂H2
= −∂ 〈X〉
∂H
= − ∂
∂H
(
1
βZ
∂Z
∂H
)
(2.13)
⇒ ∂
2G
∂H2
= −β
(〈
X2
〉− 〈X〉2) . (2.14)
Assim, a susceptibilidade, χ ≡ −N−1∂2G/∂H2, é dada simplesmente
1Não confundir o β = (kBT )−1 desta seção com o expoente crítico β definido na
Eq. (2.2).
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pelas flutuações do parâmetro de ordem ρ ≡ X/N :
ρ =
〈X〉
N
, (2.15)
χ = βN
(〈
ρ2
〉− 〈ρ〉2) , (2.16)
e N é a quantidade de elementos no sistema. A divisão por N serve
simplesmente para normalizar o parâmetro de ordem.
Uma das principais características do estado crítico é a possibili-
dade de propagação de perturbações locais por todo o sistema através de
interações de curto alcance. Uma maneira de quantificar as flutuações
que propagam uma perturbação local é por meio da função de correlação
de pares [Eq. (2.6)], definida como:
C(r) ≡ 〈(xi − 〈xi〉) (xj − 〈xj〉)〉 , (2.17)
onde xi é o estado local do sítio i, r é uma distância em relação a
qualquer sítio do sistema e a média é uma média de ensemble sobre
todas as observações de xi e xj separados por uma distância r.
A susceptibilidade dada na Eq. (2.16) pode ser reescrita usando
o fato de que a variável X é simplesmente a soma dos estados locais do
sistema X ≡∑i xi:
χ = β 〈(X − 〈X〉) (X − 〈X〉)〉
= β
〈(∑
i
xi −
〈∑
i
xi
〉)∑
j
xj −
〈∑
j
xj
〉〉
= β
∑
i,j
〈(xi − 〈xi〉) (xj − 〈xj〉)〉
= β
∑
i,j
C(r) .
Se o sistema é invariante por translação (i.e. é possível colocar o eixo de
referência para medir r sobre qualquer sítio do sistema), então a soma
da equação anterior pode ser simplificada para
∑
i,j C(r) = N
∑
i C(r).
Ainda, se o sistema for muito grande e os sítios muito próximos, a soma
sobre i pode ser substituida por uma integral sobre o volume do sistema
d-dimensional [31]:
χ ∼ N
∞∫
0
C(r)rd−1dr . (2.18)
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Para que a susceptibilidade divirja sobre o ponto crítico, a integral da
Eq. (2.18) também deve divergir. Essa condição é satisfeita se, tomando
C(r) dado na Eq. (2.6), η < 2.
A Eq. (2.18) nos diz que, no ponto crítico, as flutuações se tornam
muito importantes, e acabam propagando sinais pela rede em todas as
escalas do sistema. Apesar das ligações de curto alcance, a rede acaba
atingindo estados macroscópicos de aglomerados sujeitos à correlação
de longo alcance. Entretanto, esses estados correlacionados críticos se
dissipam rapidamente, dando lugar a outros estados igualmente correla-
cionados. O estado macroscópico do sistema, apesar de correlacionado,
fica mudando continuamente devido às flutuações nos seus estados mi-
croscópicos, mantendo o parâmetro de ordem nulo. A sensibilidade do
sistema a flutuações é, portanto, máxima no estado crítico. Essas ideias
nortearam Bak et al. [13] a propor que sistemas auto-organizados (fora do
equilíbrio termodinâmico) são críticos, desde que apresentem ordem frac-
tal de longo alcance na propagação dessas flutuações microscópicas. Essa
proposta ficou conhecida como a teoria da Criticalidade Auto-Organizada
(do inglês, SOC), sendo a primeira teoria a tentar explicar de maneira
unificada sistemas que apresentam correlação de longo alcance. Ela será
brevemente revisada na próxima seção.
As médias das Eqs. (2.15) e (2.16) são tomadas sobre o ensemble
de estados de equilíbrio. Entretanto, é possível generalizar essas defini-
ções para sistemas fora do equilíbrio. Neste caso, é preciso fazer uma
amostragem significativa das quantidades ρ e χ pois não conhecemos a
priori as suas respectivas distribuições. Nos resultados desta tese, as
médias serão tomadas sobre várias realizações do sistema para cada con-
junto de parâmetros de controle. Assim, nosso critério para determinar
a criticalidade dos sistemas estudados será verificar se ρ e χ, definidos
nas Eqs. (2.15) e (2.16), seguem a forma de lei de potência das Eqs. (2.2)
e (2.3).
2.1.2 Sistemas finitos
Os resultados discutidos nas seções anteriores são obtidos para
t→ 0 (aproximando-se do ponto crítico) com a quantidade de elementos
do sistema, N , tendendo a infinito (este limite é conhecido como limite
termodinâmico). Somente assim é que o comprimento de correlação, ξ,
vai a infinito e o sistema ganha essa ordem de longo alcance.
Na prática, simulações computacionais são feitas em sistemas fi-
nitos, dotados de um comprimento característico, L. Uma rede hiper-
cúbica tem, por exemplo, N = Ld elementos, sendo a maior distância
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entre dois elementos dada por
√
d L. As funções termodinâmicas dadas
nas Eqs. (2.2) a (2.5) devem ser então modificadas através de hipótese
de escala de tamanho finito (do inglês, FSS) [32, 36, 37]. Sistemas finitos
devem ter quantidades finitas por dois motivos: a soma dos estados xi
será sempre finita e nenhuma flutuação irá se propagar por distâncias
maiores que o comprimento do sistema. Desenvolveremos o FSS apenas
do parâmetro de ordem e da sua susceptibilidade associada, pois estas
são as quantidades que nos interessam. Outras quantidades podem ser
trabalhadas de maneira análoga.
Perto do ponto crítico (|t| → 0), podemos escrever o parâmetro
de ordem [Eq. (2.2)] e a susceptibilidade [Eq. (2.3)] em função de ξ:
ρ ∼ ξ−β/ν (2.19)
χ ∼ ξγ/ν , (2.20)
onde usamos |t| ∼ ξ−1/ν [Eq. (2.1)]. Aqui, ξ é o valor do comprimento
de correlação do sistema crítico infinito, então ξ deve divergir quando
|t| = 0. Porém, em sistemas finitos nem ρ deve ir a zero, nem χ deve
divergir com ξ →∞, pois o comprimento de correlação efetivo deve ser
da ordem de L, ξef ∼ L [36]. Introduzimos, então, a hipótese de FSS
através das funções de escala que limitam os valores de ρ e χ à medida
que ξ diverge [36, 37]:
ρ(t;L) = ξ−β/ν ρ˜(L/ξ) , (2.21)
χ(t;L) = ξγ/ν χ˜(L/ξ) , (2.22)
onde explicitamos a dependência das funções no parâmetro de controle,
t, e no tamanho do sistema, L, e as funções de escala ρ˜(x) e χ˜(x) devem
obedecer [36, 37]:
ρ˜(x) ∼
{
constante, se x 1 (L ξ)
x−β/ν , se x→ 0 (L ξ) , (2.23)
χ˜(x) ∼
{
constante, se x 1 (L ξ)
xγ/ν , se x→ 0 (L ξ) , (2.24)
tal que ρ ∼ L−β/ν e χ ∼ Lγ/ν são valores finitos quando ξ →∞.
Como não sabemos quanto vale ξ, convém reescrever as Eqs. (2.21)
e (2.22) substituindo ξ através da Eq. (2.1) e definindo uma nova fun-
ção de escala através de χ˜(x) = xγ/νGχ(x1/ν); a função Gχ(x1/ν) deve
satisfazer Gχ(x1/ν) = (x1/ν)−γ para x 1 e Gχ(x1/ν) = constante para
x → 0 (similarmente para ρ, trocando γ por −β) para que as condi-
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ções das Eqs. (2.23) e (2.24) sejam satisfeitas. Assim, podemos escrever
explicitamente a dependência de ρ e χ em L:
ρ(t;L) = L−β/νGρ(L1/ν |t|) , (2.25)
χ(t;L) = Lγ/νGχ(L1/ν |t|) . (2.26)
Na prática, basta simular o sistema para diferentes L e medir as gran-
dezas ρ e χ de acordo com o descrito na seção anterior. No ponto crítico
|t| = 0 (portanto Gρ,χ(0) é uma constante) ρ e χ devem escalar unica-
mente com L, sendo possível calcular β/ν e γ/ν através de um simples
ajuste de reta num gráfico log-log.
O ponto crítico e o expoente ν também podem ser estimados atra-
vés da hipótese de FSS. De maneira geral, o ponto crítico ocorre para
um parâmetro de controle T > 0, onde T é, por exemplo, a tempera-
tura do sistema. Então t é, na verdade, apenas a distância relativa do
ponto crítico t = (T − Tc)/Tc, onde Tc é o valor de T no ponto crítico.
Porém, sistemas finitos apresentam um ponto crítico aparente, locali-
zado em Tmax(L), onde a função susceptibilidade (que é finita) atinge
seu máximo. Como efetivamente ξ ∼ L, podemos escrever [usando a
Eq. (2.1)]:
ξ(t) = aL (2.27)
⇒ξ (Tmax(L)− Tc) = |Tmax(L)− Tc|−ν = aL (2.28)
⇒Tmax(L) = Tc ± a−1/νL−1/ν , (2.29)
onde a é só uma constante de proporcionalidade e o sinal na Eq. (2.29)
descreve o deslocamento do máximo de χ para a direita ou para a es-
querda. O ajuste da Eq. (2.29) fornece estimativas para Tc e ν. Porém,
essas estimativas nem sempre são confiáveis, já que correções podem ser
feitas a essa equação [37, 38]. Por exemplo, podemos escrevê-la como:
Tmax(L) = Tc ± a−1/νL−1/ν (1 + bL−w) [38, p.80].
Com os expoentes β, γ e ν determinados no ponto crítico, é pos-
sível isolar as funções de escala nas Eqs. (2.25) e (2.26), Gρ(u) ∼ Lβ/νρ
e Gχ(u) ∼ L−γ/νχ, e plotá-las em função do parâmetro de controle rees-
calado, u = L1/ν |t|. As curvas obtidas para diferentes L devem colapsar
umas sobre as outras. Inclusive, é também possível fazer o processo con-
trário: ajustar os três expoentes tal que se obtenha o melhor colapso da
função de escala.
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2.1.3 Cumulantes do parâmetro de ordem
Outra maneira de estimar o expoente ν e o valor de Tc é através
do cumulante de Binder [39]. Nesta seção, apresentamos os cumulantes
do parâmetro de ordem, definindo o cumulante de Binder de quarta
ordem que pode servir para calcular ν e Tc. As flutuações de ρ nos
permitem definí-lo como uma variável estocástica com distribuição de
probabilidade P(ρ). A transformada de Fourier de P(ρ) define a função
característica, F (v) [40]:
F (v) =
+∞∫
−∞
P(ρ)eivρdρ , (2.30)
onde i é a unidade imaginária, v é a frequência associada a ρ e ρ é um
dado valor assumido pelo parâmetro de ordem. A função F (v) pode
ser geralmente escrita como uma série de potências nos momentos de ρ
através da expansão de eivρ [40]:
F (v) = 1 +
+∞∑
n=1
(iv)n
n!
〈ρn〉 , (2.31)
onde 〈ρn〉 é o momento de ordem n do parâmetro de ordem.
Da Eq. (2.31), definimos os cumulantes da distribuição, Un, escre-
vendo essa expansão de uma maneira mais conveniente:
F (v) = exp
(
+∞∑
n=1
(iv)n
n!
Kn
)
, (2.32)
e comparamos termo a termo o logaritmo das Eqs. (2.31) e (2.32), ob-
tendo:
U1 = 〈ρ〉 , (2.33)
U2 =
〈
ρ2
〉− 〈ρ〉2 , (2.34)
e assim por diante. Note que o primeiro cumulante, U1 na Eq. (2.33), é
apenas o primeiro momento de ρ, enquanto que o cumulante U2 [Eq. (2.34)]
é a variância de ρ.
Fazendo uso da Eq. (2.25) e organizando engenhosamente os mo-
mentos do parâmetro de ordem, podemos escrever um cumulante que
seja independente de L mesmo para sistemas finitos [39]. Em sistemas
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finitos, o parâmetro de ordem é dado por ρ ∼ L−β/ν sobre o ponto crí-
tico [Eq. (2.25)]. A razão de dois momentos quaisquer do parâmetro de
ordem é, portanto:
〈ρn〉a
〈ρc〉b
∝ L(−β/ν)(na−bc) , (2.35)
onde n, a, b e c são parâmetros arbitrários. Se a diferença (na− bc) = 0,
então a razão entre os momentos 〈ρn〉a e 〈ρc〉b é independente de L.
Assim, podemos definir uma série de razões, Rn, independentes
de L:
R1 =
〈
ρ2
〉− 〈ρ〉2
〈ρ〉2 , (2.36)
R2 =
〈
ρ4
〉
〈ρ2〉2 , (2.37)
R3 =
〈
ρ3
〉
〈ρ〉3 , (2.38)
e assim por diante. Essa série de razões pode ser usada para definir os
cumulantes restantes. Em particular, o cumulante U4, introduzido por
Binder [38, 39], é dado por U4 = 1− R2
3
:
U4 = 1−
〈
ρ4
〉
3 〈ρ2〉2 . (2.39)
Por construção, as razões Rn não dependem de L e, portanto, U4
também não depende de L. Assim, a hipótese de FSS para U4 é apenas:
U4(t;L) = GU4
(
L1/ν |t|
)
, (2.40)
cuja derivada em relação a t é:
∂U4
∂t
(t;L) = L1/ν
∂GU4
∂t
(
L1/ν |t|
)
. (2.41)
Sobre o ponto crítico, t = 0 e, portanto, ∂GU4(0)/∂t é uma constante,
bastando ajustar curva de ∂U4/∂t ∼ L1/ν para obter ν. O ponto crítico,
Tc, é o ponto em que as razões R2(t;L) [ou U4(t;L)] se cruzam [38, 39].
Apesar de melhorar a estimativa de Tc, a estimativa de ν pode não ser
boa, pois é preciso efetuar a derivada de U4 [Eq. (2.41)] numericamente.
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2.2 CRITICALIDADE AUTO-ORGANIZADA
Leis de potência são muito comuns na natureza, aparecendo na
descrição de fenômenos tão diversos quanto avalanches em pilhas de
areia [12, 15], avalanches em pilhas de arroz [41], incêndios em flo-
restas [42, 43], distribuição de velocidades das formigas num formi-
gueiro [44], distribuição da magnitude de terremotos [45], crescimento de
superfícies [15], vórtices em supercondutores [15], erupções solares [46],
distribuição de preços de ações [47], distribuição da conectividade em
redes sociais [48], evolução, ecossistemas, epidemias [49], avalanches neu-
rais [1, 50, 51], etc. Inspirados pela teoria de sistemas críticos discutida
na seção anterior – a qual prevê que grandezas termodinâmicas sejam
dadas por leis de potência sobre o ponto crítico devido a correlações de
longo alcance das flutuações do sistema – Bak et al. [13] propuseram
que muitos desses sistemas pudessem ser entendidos como sistemas que
alcançaram o estado crítico de maneira auto-organizada.
Bak et al. [13] estudaram um autômato celular que ficou conhe-
cido como modelo de pilha de areia. As regras são simples: em cada
instante, um grão é adicionado aleatoriamente a uma das N pilhas. Se
a quantidade de grãos excede um limiar pré-estabelecido em uma dada
pilha, a distribuição externa de grãos para e a pilha desmorona enviando
um grão para cada um dos seus vizinhos. Cada vizinho deve desmoronar
também caso se torne instável, num processo recursivo. A distribuição
externa de grãos só volta a acontecer quando não há mais sítios instáveis.
A quantidade de grãos que desmoronaram (ou foram redistribuídos) é o
tamanho de uma avalanche e a quantidade de passos de tempo necessária
para redistribuir esses grãos é a duração da avalanche. O sistema opera
sobre uma rede quadrada, então os grãos das bordas da rede, ao serem
redistribuídos, caem fora do sistema. Interessantemente, a distribuição
de tamanhos e duração dessas avalanches segue uma lei de potência cuja
única escala característica é dada pelo tamanho linear do sistema. E
mais, cada avalanche ocorre devido a uma pequena perturbação no sis-
tema. Portanto, ter uma distribuição de lei de potência no espaço e no
tempo que se estende até a borda do sistema significa que uma flutuação
pode se propagar por todo o sistema! Isso é exatamente o que ocorre
com as flutuações de sistemas críticos em equilíbrio, conforme discutimos
no final da Subseção 2.1.1.
Esse padrão espaço-temporal fractal, expresso através de leis de
potência na distribuição de tamanhos e duração de eventos (como ava-
lanches, erupções solares, vórtices em supercondutores, etc), significa
que as propriedades se mantêm as mesmas independentemente da por-
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ção do sistema que estamos observando. Isso é outro indicativo de que
os diversos constituintes do sistema devem estar correlacionados de al-
guma maneira, tanto espacial quanto temporalmente. Esse raciocínio,
de fato, é muito próximo do que mostramos ocorrer num sistema crítico
em equilíbrio, em que a susceptibilidade (que pode ser vista como uma
certa correlação média entre as flutuações) diverge a partir de uma lei
de potência e, portanto, perturbações podem se propagar por toda a
extensão do sistema.
Porém, os sistemas listados que exibem esses eventos livres de es-
cala estão fora do equilíbrio e, portanto, algum processo deve tê-los gui-
ado até esse estado fractal. Bak et al. [13] então sugeriram que, devido a
interações puramente internas, esses sistemas se organizam em torno de
um estado estacionário caracterizado por eventos distribuídos através de
leis de potência e ruído2 1/f . A presença dessa ordem fractal espacial e
desse ruído na série temporal de eventos (que indica fractalidade tempo-
ral [53]) indica forte correlação espacial e temporal no sistema e, por isso,
o estado estacionário deveria ser crítico. Mesmo que Mandelbrot [54],
através da sua geometria fractal, já tivesse descrito de maneira satisfa-
tória diversos exemplos na natureza onde há auto-similaridade espaço-
temporal, só através da SOC é que houve uma primeira tentativa no
sentido de entender porque essas estruturas ocorrem [12].
Obter uma lei de potência do tipo S(f) ∼ 1/f como espectro de
potência significa que o sinal temporal é composto de infinitos períodos
diferentes, sendo todos não-negligenciáveis para compor a dinâmica do
sistema que está gerando o sinal transformado [14, p.22]. Em outras pa-
lavras, há fractalidade na variação temporal do sinal. Portanto, esse tipo
de ruído geralmente indica [15, p.9]: forte correlação temporal; ausência
de escala de tempo característica; e correlação de longo alcance. Apesar
de Jensen et al. [55] terem mostrado que o ruído na proposta original
de Bak et al. é, na verdade, 1/f2, há outros exemplos onde há ruído 1/f
em modelos de SOC [56, 57].
Em geral, a SOC é obtida em modelos teóricos, e muitas vezes es-
ses modelos ou não são rigorosamente críticos, ou não são rigorosamente
auto-organizados [12]. Devido a essa dificuldade de se achar traços de cri-
ticalidade em vários sistemas experimentais, há muitos questionamentos
sobre se esses sistemas de ordem espaço-temporal fractal seriam mesmo
críticos [12]. De qualquer maneira, Pruessner [12, p.4] traz três justifi-
cativas para o estudo dessa teoria:
2Ruído 1/f significa que a densidade espectral, ou espectro de potência (ver Sub-
seção 2.2.1), apresenta a forma S(f) ∝ 1/fb, geralmente com 0.5 ≤ b ≤ 1.5. Situa-se
entre o ruído branco (S(f) = constante) e o ruído Browniano (S(f) ∝ 1/f2) [52].
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1. historicamente, foi a primeira tentativa de explicar a ubiquidade
do ruído 1/f na natureza;
2. após o trabalho de Mandelbrot [54], estava clara a presença dos
fractais na natureza; porém, a SOC trouxe um mecanismo plausí-
vel que gera essas estruturas, mudando o foco de “Por que há inva-
riância de escala na natureza? ” para “A natureza é crítica? ” [49];
3. por último e principalmente, a ideia de SOC traz à tona a ideia de
universalidade: a partir do momento que se mostra que um sistema
observado é SOC, e se determina sua classe de universalidade, é
possível estudá-lo através de sistemas mais simples da mesma classe
de universalidade, e em menor escala (dada a invariância de escala);
Estes, além de mais facilmente reprodutíveis em laboratório e em
simulações (já que têm menor tamanho), ainda podem fornecer
insights e explicações sobre o sistema originalmente observado.
O ordenamento espaço-temporal fractal do sistema é caracterizado
por eventos cujos tamanhos e durações são distribuídos na forma de leis
de potência. As subseções a seguir descrevem ferramentas utilizadas para
caracterizar ordem de longo alcance (espectro de potência e correlações
temporais) e organização fractal no sistema (distribuição de eventos).
Essas ferramentas, em conjunto com aquelas discutidas na seção anterior
serão utilizadas nos próximos capítulos para caracterizar as transições
de fase dos modelos estudados.
2.2.1 Espectro de potência, autocorrelação e flutuações tempo-
rais
A proposta inicial de Bak et al. [13] foi um mecanismo para expli-
car o ruído 1/f no espectro de potência de diversos sistemas na natureza.
Contudo, Jensen et al. [55] logo mostraram que o ruído na pilha de areia
de Bak et al. é, na verdade, 1/f2. De qualquer maneira, não é possível
obter o espectro 1/f2 da pilha de areia através de uma simples superposi-
ção linear de avalanches (a menos que se consiga explicar a suposição ad
hoc de os tempos de correlação entre as avalanches estarem distribuídos
de acordo com uma lei de potência [15, p.144]).
O espectro de potência, S(f), do sinal temporal s(t) – e.g. a
sequência de tamanhos s de avalanches no instante t – é definido como:
S(f) ≡
∣∣∣∣∣∣
∞∫
−∞
s(t) exp (−2piift) dt
∣∣∣∣∣∣
2
, (2.42)
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onde i é a unidade imaginária, t é o tempo e f são as frequências que com-
põem s(t). Portanto, S(f) é uma medida de quanto uma dada frequência
f contribui para s(t), em energia por unidade de tempo (por isso também
é conhecido como densidade espectral).
Abrindo a Eq. (2.42),
S(f) =
∣∣∣∣∣∣
∞∫
−∞
s(t) exp (−2piift) dt
∣∣∣∣∣∣
2
,
=
∞∫
−∞
∞∫
−∞
s(t)s(t′) exp (−2piif(t− t′)) dt′dt ,
=
∞∫
−∞
 ∞∫
−∞
s(t)s(t−∆t)dt
 exp (−2piif∆t) d(∆t)
(com ∆t = t− t′) ,
sendo a parte entre colchetes a própria definição da função de autocor-
relação, C(∆t), a menos de uma constante:
C(t) ≡ 〈s(t0)s(t0 − t)〉 − 〈s(t0)〉2 , (2.43)
e logo:
S(f) =
∞∫
−∞
C(t) exp (−2piift) dt , (2.44)
vemos que o espectro de potência é a transformada de Fourier da fun-
ção de autocorrelação (resultado conhecido como Teorema de Wiener-
Khintchine). O termo 〈s(t0)〉2 da função de autocorrelação, quando colo-
cado na Eq. (2.44), contribui apenas para S(0) e pode ser negligenciado.
A função de correlação mede o quanto uma flutuação em t = 0,
C(0) =
〈
s(t0)
2
〉 − 〈s(t0)〉2, decai com a distância temporal t dessa flu-
tuação. Então, a relação dada na Eq. (2.44) justifica o interesse de um
espectro de potência com a forma 1/f : já que C(t) é a transformada in-
versa de S(f), um decaimento 1/f indica um decaimento logarítmico da
correlação temporal [15]. Esse decaimento extremamente lento da corre-
lação é um indício de que o sistema propaga suas flutuações não só por
longas distâncias, mas também por longos tempos e, portanto, cada con-
figuração do sistema guarda uma certa memória de muitas configurações
anteriores [15].
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Quando medimos o espectro de potência de um sinal temporal,
obtemos
S(f) ∼ 1/f b , (2.45)
para um certo intervalo de frequências f0 < f < f1. As frequências
de corte f0 e f1 aparecem devido ao sistema, em geral, ser finito e,
portanto, nem períodos muito curtos e nem períodos muito longos podem
compor o sinal temporal. O expoente b define a característica do sinal
e b ≈ 1 define o ruído rosa (i.e. 1/f). Ruído branco tem b = 0 (todos
os períodos aparecem igualmente no sinal) e ruído Browniano tem b = 2
(os períodos aparecem aleatoriamente no sinal). Tomando S(f) dado na
Eq. (2.45) e aplicando a inversa da transformada na Eq. (2.44), obtemos
a autocorrelação da forma C(t) ∼ t−θ que, em sistemas finitos, está
sujeita a um corte exponencial [34, 36]:
C(t) ∼ t−θ exp(−t/τc) , (2.46)
onde τc é o tempo característico do sistema. Os expoentes θ e b devem
seguir aproximadamente a relação:
θ + b = 1 . (2.47)
O tempo característico de autocorrelação também está sujeito a
correções de tamanho finito. Sobre o ponto crítico, τc deve obedecer a
lei de escala:
τc ∼ Lz , (2.48)
onde L é o tamanho do sistema e z é o expoente dinâmico que não é
universal e depende da dinâmica microscópica do sistema [34, 36]. Entre-
tanto, existem alguns sistemas em que a fase crítica ocorre numa região
estendida de parâmetros, ao invés de em um único ponto crítico. Essa
fase crítica estendida é conhecida como fase de Griffiths [58], pois Grif-
fiths [59] mostrou que num dado sistema magnético com diluição nas
interações, existe uma região estendida de não-analiticidade da sua fun-
ção fundamental (aquela estudada na seção anterior). Nesses sistemas,
o tempo característico não obedece à Eq. (2.48), mas sim a exponencial
estendida
τc ∼ exp
(
kLD
)
, (2.49)
onde k é uma constante qualquer e D é um expoente que define a di-
mensionalidade do maior cluster do sistema [58, 60, 61]. Na subseção
seguinte veremos que o maior cluster é, na verdade, a maior avalanche
(ou evento) que ocorre no sistema. A fase de Griffiths só pode ser ob-
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servada através de uma média de ensemble sobre a desordem quenched
nas ligações do sistema [62].
Existe, ainda, uma outra medida de fractalidade temporal que é
complementar ao espectro de potência e à autocorrelação: a análise de
flutuações destendenciada3 (do inglês, DFA). Ela foi inicialmente pro-
posta por Peng et al. [53] para estudar correlações de longo-alcance em
séries temporais do batimento cardíaco medido usando eletrocardiogra-
mas. A principal vantagem da DFA é que pode ser aplicada a séries
temporais não-estacionárias – aquelas em que há uma certa tendência
tal que a média, a variância ou outra medida estatística variam com
o tempo. Essa tendência pode ser gerada, por exemplo, por um ruído
de fundo que se soma ao ruído intrínseco de um sistema dinâmico ou
fora do equilíbrio. A DFA, portanto, elimina o ruído de fundo (a ten-
dência) e fornece uma estimativa da fractalidade do ruído intrínseco da
série temporal. Ela já foi aplicada com sucesso para mostrar que sé-
ries temporais obtidas por eletroencefalograma apresentam correlação
de longo-alcance [63].
Para calcular a DFA basta dividir o tempo total da medida em
janelas, ajustar uma reta nessa janela aos dados para capturar sua ten-
dência, subtrair a tendência da janela e calcular a raiz quadrática média
da flutuação dentro dessa janela. Matematicamente, significa obter a
média de uma série s(t) (onde t é um tempo discreto),
〈s〉 = 1
Tp
Tp∑
t=1
s(t) , (2.50)
onde Tp é o tempo total usado para medir s(t). Depois, substituimos a
série s(t) original pela soma cumulativa de s(t)− 〈s〉 para cada instante
t:
s¯(t) =
t∑
t′=1
[s(t′)− 〈s〉] , (2.51)
onde t = 1, · · · , Tp e s¯(t) é a soma cumulativa do sinal destendenciado.
Agora, dividimos o tempo total Tp em várias janelas, cada uma de
tamanho ∆t. Para a janela n de comprimento ∆t, ajustamos uma reta
para o sinal s¯(t) para obter a componente y da reta dentro dessa janela,
que chamaremos de y(n)∆t (t). Agora basta calcular a raiz quadrática média
(que será uma função do nosso parâmetro livre ∆t) da diferença entre
3Por ser jargão, é preferível se referir a esta análise apenas como DFA (do inglês
Detrended Fluctuation Analysis).
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s¯(t) e y(n)∆t (t) para cada t:
F (∆t) =
√√√√√ 1
Tp
ntotal∑
n=1

n∆t∑
t=(n−1)∆t+1
[
s¯(t)− y(n)∆t (t)
] , (2.52)
onde ntotal é o total de janelas com comprimento ∆t. Repetimos esse
procedimento para vários tamanhos de janela ∆t. A função F (∆t) é
esperada se comportar como:
F (∆t) ∼ (∆t)g . (2.53)
O expoente g nos dá informação sobre a correlação do sinal original
s(t) [53, 63, 64]: g < 1/2: anti-correlacionado; g ' 1/2: descorrelacio-
nado (ruído branco); g > 1/2: correlacionado; g ' 1: ruído 1/f (ruído
rosa); g > 1: sinal não-estacionário, não-limitado; g ' 3/2: ruído Brow-
niano.
2.2.2 Distribuições de avalanches
O número, s, de elementos que atinge o limiar no curso de uma
avalanche é o tamanho da avalanche. A duração de uma avalanche é T .
Após um longo período de tempo, teremos dois conjuntos de amostras,
{sn} e {Tn}. Cada um gera um histograma para estimar as funções den-
sidade de probabilidade (do inglês, PDF), ou distribuições, P(s) e P(T ).
Também é possível estimar as distribuições cumulativas de probabilidade
(do inglês, CDF), ou distribuições acumuladas4, F(s) e F(T ).
No limite de sistemas infinitos, as avalanches poderiam atingir
tamanhos e ter duração infinitos. Portanto, as distribuições de s e t
seriam dadas por leis de potência puras:
P(s) ∼ s−α , (2.54)
P(T ) ∼ T−τ , (2.55)
Porém, essas distribuições devem ser corrigidas para sistemas finitos (de
comprimento característico L). Já que o comprimento de correlação é
finito, existe um tamanho máximo (ou tamanho de corte) e uma duração
máxima (ou duração de corte), sc(L) e Tc(L) respectivamente, a partir
dos quais essas leis de potência não valem mais [12]. Então, devemos
4Note que a distribuição cumulativa que nos interessa neste trabalho é a distribui-
ção cumulativa superior, definida como: F(x) ≡ ∫∞x P(x′)dx′.
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Figura 2. Comparação de uma lei de potência pura (− −), Eq. (2.54), com uma lei de po-
tência com corte exponencial (−4−), Eq. (2.56) com Gs(s/sc) = exp(−s/sc). Parâmetros
α = 1.5 e sc = 5× 105.
reescrever essas distribuições [12]:
P(s;L) ∼ s−αGs (s/sc(L)) , s > s0 , (2.56)
P(T ;L) ∼ t−τGT (T/Tc(L)) , T > T0 , (2.57)
onde introduzimos as funções de escala Gs(x) e GT (x), análogas às intro-
duzidas nas Eqs. (2.25) e (2.26). Em geral, as Eqs. (2.56) valem apenas
a partir de um tamanho ou duração mínimos, s0 e T0, respectivamente.
A Fig. 2 ilustra a diferença entre leis de potência, Eq. (2.54), e leis de
potência com escala, Eq. (2.56).
O tamanho e a duração de corte devem estar relacionados, res-
pectivamente, com o comprimento de correlação, ξ, e com o tempo de
autocorrelação, τc [Eq. (2.48)], e, por isso, devem ser proporcionais a
uma potência de L:
sc(L) ∼ LD , (2.58)
Tc(L) ∼ Lz , (2.59)
onde D e z expressam a dimensionalidade das avalanches no espaço e
no tempo, respectivamente. O expoente D é o mesmo que deve ocorrer
na exponencial estendida de uma fase de Griffiths [Eq. (2.49)], pois sc é
o maior evento no sistema. O expoente z é o expoente dinâmico intro-
duzido anteriormente [12]. Da mesma maneira que podemos colapsar as
funções de escala para ρ e χ, podemos testar ou determinar os expoen-
tes α, τ , D e z através do colapso das funções Gs(u) e GT (u) dadas nas
Eqs. (2.56) e (2.57).
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Uma relação de escala entre os expoentes α e τ pode ser obtida
através da relação
∫∞
0
P(s)ds = ∫∞
0
P(T )dT , usando-se as Eqs. (2.56)
e (2.57) e assumindo que s ∝ T a (então ds ∝ aT a−1dT ):
∞∫
0
P(T a)T a−1dT =
∞∫
0
P(T )dT ,
⇒ (T a)−α T a−1 ∼ T−τ ,
T−aα+a−1 ∼ T−τ ,
e, portanto,
a =
1− τ
1− α . (2.60)
A Eq. (2.60) é conhecida como relação de escala de Sethna [65], apesar
de uma semelhante ter sido inicialmente proposta por Bak et al. [13, 66].
Alguns autores usam essa relação como prova da criticalidade de um
sistema que apresenta leis de potência nas suas distribuições de tamanhos
e duração de avalanches [67].
Outra maneira de visualizar as leis de potência é através da dis-
tribuição cumulativa complementar, F(s), definida por:
F(s) ≡
+∞∫
s
P(x)dx , (2.61)
que representa a probabilidade de encontrar um evento de qualquer ta-
manho maior que s. Por simplicidade, chamaremos a função definida
na Eq. (2.61) por distribuição acumulada.
A distribuição acumulada da Eq. (2.54), para α > 1, considerando
que esse comportamento de lei de potência é válido somente para s < sc,
é [68]:
F(s) = A
sc∫
s
x−αdx
⇒ F(s) = −As
−α+1
c
α− 1 +
A
α− 1s
−α+1 , (2.62)
onde A é uma constante de proporcionalidade. F(s) é também uma lei de
potência decrescente, mas deslocada de uma constante −As−α+1c /(α−1),
com expoente 1− α.
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Na prática, uma estimativa de P(s) é obtida através de um his-
tograma, o qual depende de parâmetros arbitrários como a largura da
janela do histograma, ∆s. Diferentes valores para ∆s fornecem for-
mas diferentes para o histograma. Um refinamento do histograma pode
ser feito através de ∆s exponencialmente variável, de modo que para s
grande ∆s é exponencialmente grande, reduzindo assim o ruído devido
à baixa amostragem nesses intervalos de s [12, 69]. Por outro lado, uma
estimativa da distribuição acumulada pode ser calculada diretamente
através da amostra {sn}, sem depender de parâmetros arbitrários. A
distribuição cumulativa é uma função contínua, apresenta ruído drasti-
camente reduzido, tem um corte muito bem definido para s > sc e seu
cálculo não depende da escolha de ∆s [69].
O método para calcular F(s) a partir de {sn} consiste em: (I)
organizar o conjunto {sn} em ordem decrescente, tal que s1 > s2 > s3 >
· · · (estes valores serão a abscissa); (II) associar um número de ordem a
cada sn, em ordem crescente; e (III) dividir o número de ordem do passo
II pela quantidade total de dados, Naval (estes valores serão a ordenada).
Ao final, teremos um conjunto de pares ordenados, {(sn, n/Naval)}. Caso
o valor sk se repita q vezes (sk = sk+1 = · · · = sk+q), então se deve pegar
apenas o par (sk+q, (k + q)/Naval), ignorando todos os outros q − k − 1
valores repetidos. Intuitivamente, o número de ordem associado a cada
sn significa a quantidade de eventos cujo tamanho é maior ou igual a
sn [69].
2.2.3 Propriedades da Auto-Organização Crítica
Abaixo listamos algumas características que aparecem com frequên-
cia em sistemas que apresentam SOC nos estudos feitos até hoje. São
elas [12, p.7–11]:
• auto-organização;
◦ O estado crítico, em geral, é obtido através do ajuste de pa-
râmetros (como temperatura, campo magnético, pressão, etc). Um
sistema SOC deve apresentar auto-organização em direção ao es-
tado crítico por meio de, por exemplo, uma equação de movimento
para um desses parâmetros.
• muitos (mas finitos) graus de liberdade localmente interagentes;
◦ Os sistemas SOC são compostos de muitos corpos intera-
gindo cada um com seus primeiros vizinhos. Cada grau de liber-
dade é uma variável dinâmica que representa uma quantidade no
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sistema. Por exemplo, energia do sítio, força exercida sobre o sítio,
número de partículas no sítio, etc. O tamanho finito do sistema é
necessário para dissipar energia, permitindo fluxo de energia. Sis-
temas auto-organizados são, geralmente, dissipativos [70].
• limiares locais;
◦ A presença de limiares locais é consequência da não-lineari-
dade de cada componente (ou grau de liberdade) do sistema. Fun-
cionam como gatilhos, disparando as avalanches sempre que são
atingidos.
• forçamento externo lento
◦ O meio externo influencia esporadicamente o sistema atra-
vés de estímulos localizados. O sistema, por sua vez, acumula essa
tensão gerada pelos estímulos nas variáveis dinâmicas. Quando o
limiar é atingido, uma avalanche é disparada.
• relaxação rápida;
◦ Uma vez atingido o limiar, uma avalanche é disparada. Essa
avalanche se espalha rapidamente através de outros elementos da
rede, restabelecendo o estado quiescente meta-estável. Junto com o
forçamento lento, essas duas condições caracterizam uma separação
de escalas temporais.
• regras simples e dinâmica complexa emergente;
◦ os graus de liberdade, ou elementos dos sistema, são descri-
tos por equações ou regras simples, mas fortemente não-lineares;
apesar da interação local entre elementos, as avalanches podem se
propagar e afetar o sistema como um todo; i.e., existe uma dinâ-
mica coletiva, de onde emerge uma interação forte de longo alcance,
apesar das interações reais serem apenas locais. Alguns autores co-
locam este fenômeno anedoticamente: “o sistema é mais do que a
soma de suas partes” [71].
• independência de condições iniciais;
◦ O sistema deve, espontaneamente, gerar avalanches e atingir
o estado quiescente meta-estável, independentemente do seu estado
inicial.
Basicamente, SOC é um fenômeno que nasce da interação de mui-
tos corpos. Não é, contudo, um comportamento completamente alea-
tório e, sim, um comportamento dinâmico estacionário – pois prevalece
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mesmo perante perturbações externas – definido em termos dos padrões
espaço-temporais (e.g. avalanches) que podem ser medidos no sistema.
Podemos pensar que cada estado meta-estável do sistema, entre duas
avalanches, retém a memória de todas as avalanches que já se propaga-
ram pelo sistema. O rastro das avalanches gera, portanto, a estabilidade
espaço-temporal expressa por correlações de longo alcance.
As propriedades listadas muitas vezes ocorrem em conjunto na-
turalmente. Por exemplo, os graus de liberdade do sistema geralmente
estão interligados através de regras simples (interação entre os elemen-
tos) e, ao mesmo tempo, são não-lineares o suficiente para que o sistema
tenha limiares locais; o forçamento externo e a relaxação rápida são con-
dições impostas sobre o sistema através de uma única regra. No caso
da pilha de areia, só há deposição de areia sobre a pilha se o sistema
não estiver relaxando. Essa regra impõe indiretamente a separação de
escalas temporais: a escala de forçamento e a escala de relaxação, e como
resultado se pode separar as avalanches umas das outras. Em sistemas
reais, porém, nem sempre é possível observar essa separação de escalas
temporais claramente, mas ainda é possível determinar o tamanho das
avalanches ao tratar os dados, mesmo que esse tratamento dependa de
parâmetros ad hoc.
2.2.4 Considerações sobre a existência de SOC na natureza
Inicialmente proposta como uma possível explicação para o ruído
1/f presente em diversos fenômenos naturais, a teoria de SOC vem se
mostrando muito mais restrita do que inicialmente se esperava [12]. Em
parte porque nem todo sistema (experimental ou téorico) que apresenta
avalanches distribuídas como leis de potência também apresenta ruído
1/f (a pilha de areia, por exemplo, exibe ruído 1/f2); em parte porque
ainda não foi possível obter uma teoria geral que prevê o estado SOC
a partir de uma transição de fase ordinária para sistemas com as ca-
racterísticas listadas na subseção anterior [12] (é fácil achar ou sistemas
críticos fora do equilíbrio ou sistemas auto-organizados, mas sistemas
que se auto-organizam no estado crítico de maneira estável, mesmo que
teoricamente, são difíceis de encontrar). Talvez estejamos procurando
por SOC através dos ingredientes errados. A teoria de SOC estaria, por-
tanto, incompleta. De qualquer maneira, a ideia de SOC pode servir
como uma inspiração para buscar explicações mais completas sobre a
auto-organização de sistemas em estados de ordem fractal.
Apesar da presença do ruído 1/f ter se tornado algo secundário
nos estudos de SOC, alguns experimentos e observações trazem leis de
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potência que apresentam claramente a propriedade de escala [12]: meios
granulares (e.g. pilhas de arroz), supercondutores, a lei de Gutenberg-
Richter para a magnitude de terremotos e dados da precipitação em al-
guns locais do planeta. Dados confiáveis sobre a dinâmica cerebral (ou de
cultura de tecidos cerebrais) só começaram a aparecer nas últimas duas
ou três décadas, principalmente com o advento das técnicas de imagea-
mento por ressonância magnética funcional (do inglês, fMRI) e Magneto-
encefalografia (do inglês, MEG), e com o aperfeiçoamento das medidas de
potenciais elétricos usando arranjos multi-eletrodos (técnica conhecida
como local field potentials, ou LFP). Diversos modelos de neurônios, si-
napses, formação de memórias e funcionamento de subsistemas nervosos
apresentam intrinsecamente as características necessárias para obter um
sistema SOC. Portanto, a seguir faremos uma breve revisão dos resulta-
dos que corroboram a hipótese de um cérebro operando próximo da ou
na criticalidade.
2.2.4.1 O caso do cérebro
A estrutura do cérebro é composta por cerca de 86 bilhões de
neurônios [72], atingindo uma densidade de aproximadamente 105 células
por mm2 de tecido cortical. Cada célula está sujeita a, em média, de 103
a 104 sinapses, sendo a maioria delas locais (em um raio de aproxima-
damente 3 mm). Algumas sinapses são, contudo, de longo alcance [73].
Essa estrutura possibilita a formação de memória, seja em padrões tem-
porais, como nos estados de policronização [74], seja em padrões espaci-
ais, através do mecanismo de plasticidade sináptica [9, 75, 76]. Correla-
ções espaço-temporais de longo alcance [64, 77–82] revelam um ordena-
mento global do sistema, apesar da aparente desordem nas conexões.
Ainda, há vários mecanismos responsáveis pela plasticidade si-
náptica, entre eles o redimensionamento sináptico5, a plasticidade de-
pendente do tempo de disparo (do inglês, STDP) e a redistritribuição
sináptica [75]. Todos eles são evidência da auto-organização constante
do cérebro, cogitando-se que são os mecanismos responsáveis pela memó-
ria, pelo processamento de informação [9, 75, 76], e pela adaptatividade
de sistemas sensoriais, como o sistema visual [83].
A desordem das conexões está naturalmente presente dado o ca-
ráter complexo da conectividade entre as diferentes regiões do cérebro
(que discutiremos na Seção 2.4). Essas conexões mudam em diferen-
tes escalas de tempo através de mecanismos de plasticidade [9, 75, 76]
5Do inglês synaptic scaling.
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(desde milissegundos até horas e dias). Uma medida de longo tempo da
atividade do cérebro poderia capturar uma amostragem significativa de
diferentes configurações da desordem do cérebro, onde poderia ser possí-
vel identificar uma região de Griffiths. Entretanto, essa fase ainda não foi
observada experimentalmente. A caracterização de uma fase de Griffiths
no cérebro fortaleceria a hipótese do cérebro crítico, já que faria com que
o estado crítico fosse mais facilmente obtido a partir de mecanismos de
ajuste grosso (ao invés de ajuste fino), os quais são comumente presentes
em sistemas biológicos [62].
Neurônios, quando estimulados, liberam neurotransmissores na
fenda sináptica, possibilitando a passagem do sinal de uma célula para a
outra e, consequentemente, a propagação do sinal pela rede. Entretanto,
a quantidade de neurotransmissores em cada terminal sináptico é limi-
tada e, portanto, existe uma quantidade máxima de neurotransmissores
que podem ser liberados no meio extra-celular. Da mesma maneira, a
baixa atividade de um dado neurônio aumenta a disponibilidade de neu-
rotransmissores em seus terminais do axônio [84]. A liberação e recapta-
ção de neurotransmissores, além da troca de íons através das membranas
dos neurônios conectados, dá origem a um ruído sináptico [9, 85–87].
Este ruído se origina principalmente da perda de neurotransmissores na
fenda sináptica após a passagem de um sinal e faz com que a intensidade
da sinapse varie estocasticamente com o tempo.
Esses mecanismos sugerem que a atividade cerebral deve ocorrer
através de um equilíbrio dinâmico, dissipando atividade ou propagando
atividade conforme as condições locais de cada sinapse. Usando da-
dos de fMRI, Lombardi et al. [88] mostraram que a probabilidade de
se obter uma avalanche maior que o tamanho médio de avalanches au-
menta significativamente após uma avalanche menor que a média; e,
também, a probabilidade de se obter uma avalanche menor que a mé-
dia aumenta significativamente após obter uma avalanche maior que a
média. As sequências de sucessivas avalanches pequenas ou grandes são
extremamente improváveis. Essas observações corroboram a ideia do
equilíbrio homeostático do cérebro em torno de um estado estacionário
auto-organizado.
Medidas experimentais mostram que a atividade no cérebro se pro-
paga por meio de ondas de disparo intermitentes [3, 89–91]. Essas ondas
são originadas por estímulos externos (provenientes do sistema nervoso
periférico) ou por flutuações locais. Devido à sua intermitência e ausên-
cia de um tamanho definido, Beggs e Plenz [3] batizaram essas ondas de
avalanches neurais (certamente inspirados pelos trabalhos anteriores de
Bak et al. [13]).
Os mamíferos estão sujeitos a diferentes condições externas du-
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rante seu desenvolvimento, ainda assim seus cérebros apresentam pa-
drões muito similares tanto funcional quanto anatomicamente. É possí-
vel, por exemplo, identificar áreas responsáveis por cada um dos sentidos
nos cérebros de todos os mamíferos. Portanto, o cérebro se desenvolve
de maneira estável (i.e. previsível até certo ponto) apesar das possí-
veis e prováveis diferenças nas células que formam os sistemas nervosos
dos diferentes animais. Essas características do cérebro indicam uma
certa independência das condições iniciais e das condições externas [92].
Ainda, o tempo de amadurecimento do cérebro é tão maior quanto maior
for o cérebro da espécie [93], da mesma maneira que em alguns modelos
de SOC, o estado crítico demora tanto mais tempo para se desenvolver
quanto maior o sistema [94].
O sistema auditivo é capaz de identificar sons cuja intensidade va-
ria por milhões e milhões de decibéis. Trabalhos teóricos e experimentais
mostraram que o estado crítico otimiza o intervalo de resposta de uma
rede de neurônios a estímulos externos [17, 95]. O estado crítico também
otimiza processos de aprendizagem [19], quantidade de memória [18, 96],
o poder computacional do cérebro [20] e a flexibilidade para o processa-
mento de informação [2, 21]. No Capítulo 3 veremos que o estado crítico
também minimiza localmente o tempo de processamento da rede.
A proposta teórica de que o cérebro está operando num estado
criticamente auto-organizado já tem mais de vinte anos [22, 23]. As
primeiras observações de ruído 1/f [77, 97] e indícios de atividade livre
de escala [98] no cérebro vieram logo depois. Contudo, as primeiras
avalanches neurais distribuídas em lei de potência só foram observadas
por Beggs e Plenz [3] em tecido cortical in vitro (através de medidas
de LFP de baixas frequências) quase uma década depois. Desde então,
uma diversidade enorme de modelos para redes de neurônios têm sido
propostos. A grande maioria deles reproduz a distribuição de avalanches
inicialmente observada em LFPs, mas raros apresentam ruído 1/f ou são
auto-organizados.
Os eletrodos de LFP medem o potencial elétrico local no meio
extra-celular. O sinal de cada eletrodo pode fornecer ou a intensidade
de potenciais pós-sinápticos de sinapses sincronizadas (usando um fil-
tro passa-baixa) ou os potenciais de ação de neurônios (usando um filtro
passa-alta) [99]. Devido à baixa frequência dos potenciais pós-sinápticos,
eles sofrem menor atenuação ao se propagar pelo meio extra-celular e,
por isso, o sinal passa-baixa dos LFP capta atividade dos neurônios pró-
ximos, mas também daqueles relativamente distantes. Por outro lado,
a alta frequência dos potenciais de ação faz com que eles sejam atenua-
dos muito rapidamente, sendo captados apenas pelos eletrodos extrema-
mente próximos do neurônio que disparou.
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Beggs e Plenz [3] usaram filtro passa-baixa para tratar seus dados
experimentais e, portanto, a atividade captada pode envolver um grande
número de neurônios em volta do eletrodo. Alguns anos depois ao reali-
zar experimentos com macacos in vivo, Priesemann et al. [100] notaram
que se os eletrodos que medem os LFPs estiverem muito distantes um
do outro, as avalanches obtidas não seguem uma lei de potência (mesmo
usando filtro passa-baixa). Priesemann et al. compararam seus dados ex-
perimentais com modelos bem estabelecidos de SOC, porém os autores
mediram a atividade de apenas alguns sítios desses modelos de modo a
imitar o posicionamento dos eletrodos nos cérebros dos macacos. Os mo-
delos de SOC sujeitos a essa subamostragem também não apresentaram
lei de potência. A explicação sugerida é que a distribuição de avalanches
deverá ser enviesada, já que os eletrodos captam poucos neurônios do
sistema como um todo. Portanto, avalanches menores são mais frequen-
tes do que se fossem distribuídas com lei de potência. Priesemann et al.
sugeriram, então, que mesmo um sistema crítico não deve apresentar leis
de potência na distribuição de avalanches caso o sistema esteja sujeito
a medidas subamostradas6. O cérebro é um ótimo exemplo de sistema
subamostrado, pois apesar de ter quase 100 bilhões de neurônios, apenas
uma pequena fração de seus neurônios pode ter a atividade capturada.
Ribeiro et al. [101] obteve sinais LFP de duas áreas do cérebro
de ratos principalmente em dois estados (comportando-se livremente e
anestesiados). Aplicando um filtro passa-alta, Ribeiro et al. garantiu
que estava gravando a atividade apenas dos neurônios bem próximos
de cada eletrodo e, portanto, distribuições de avalanches subamostra-
das seriam esperadas. De fato, a distribuição de avalanches de ratos em
comportamento livre mostrou uma forma lognormal. Ainda assim, to-
das as distribuições colapsaram sobre uma única distribuição, quando as
grandezas foram reescaladas de maneira apropriada [101]. Para explicar
os dados, os autores estudaram um autômato celular probabilístico que,
quando completamente amostrado no estado crítico, apresenta distribui-
ção lei de potência para os tamanhos de avalanche. Ao imitar o posici-
onamento de eletrodos na rede e capturar a atividade de apenas alguns
elementos do autômato celular, a distribuição de avalanches se tornou
exatamente igual às distribuições obtidas experimentalmente. Aparen-
temente, o problema de subamostragem estaria resolvido, se não fossem
os resultados obtidos para ratos anestesiados. Nessas condições, as ava-
lanches, mesmo subamostradas, apresentaram distribuições lei de potên-
cia [101]. O mesmo autômato celular, mas rodando em redes complexas,
6Uma amostra do sistema é o conjunto dos estados de todos os elementos do
sistema em um dado instante. Uma subamostra do sistema é o conjunto dos estados
de apenas uma parcela muito pequena dos elementos do sistema num dado instante.
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também não apresenta subamostragem na forma de lei de potência [102].
Em trabalhos anteriores, nós mostramos que o ruído sináptico
pode causar avalanches críticas e suavizar uma transição de fases (o que
será tratado em mais detalhes no Capítulo 5). Também confirmamos
a hipótese da subamostragem numa rede de neurônios modelados por
mapas conectados por sinapses químicas com ruído em redes quadradas.
Curiosamente, nós também descobrimos que é possível obter uma lei de
potência para avalanches subamostradas, desde que seja mantida uma
certa coerência na contagem de neurônios de cada avalanche [103]: se
a atividade dos neurônios não considerados na contagem de avalanches
for levada em conta apenas para agrupar as avalanches no tempo, a su-
bamostragem da rede mantém o caráter lei de potência da distribuição
original, e ainda é possível colapsar as avalanches das amostras e suba-
mostras juntas numa única função de escala (conforme o esperado para
sistemas críticos e discutido na Subseção 2.2.2). Apesar desta maneira de
realizar a subamostragem não ser o que realmente ocorreria nas medidas
experimentais, ela fornece uma pista de que a anestesia, para manter o
caráter de lei de potência em condições de subamostragem, deve manter
uma certa coerência temporal na atividade dos neurônios que gera as
avalanches.
A separação de escalas temporais, típica em modelos de SOC, nem
sempre pode ser detectada no cérebro. Avalanches podem ser iniciadas
simultaneamente em regiões diferentes do sistema e, eventualmente, elas
se sobrepõem. Desde as primeiras medidas de avalanches neurais por
Beggs e Plenz [3], o procedimento escolhido para amostrar as avalanches
é dividir o tempo em janelas de tamanho dado pela distância temporal
média entre eventos na atividade total das medidas [3, 101]. A escolha
do tamanho dessas janelas modifica a distribuição de avalanches, seja
ela completamente ou subamostrada. Priesemann et al. [104] estudaram
experimental (LFP de humanos, ratos, gatos e macacos) e teoricamente
esse efeito. Priesemann et al. adicionaram um processo de Poisson em
cada pilha de areia do modelo de Bak et al. [13], eliminando a separação
de escalas temporais. Nessas condições, a melhor descrição dos dados
experimentais se deu quando o modelo é levemente subcrítico [104], além
de ter sido possível identificar a variação da distribuição de avalanches
em relação ao tamanho das janelas temporais de contagem de avalanches.
Shew et al. [67] estudaram o sinal LFP no córtex visual de tarta-
rugas com a retina sujeita a um estímulo constante. Os autores notaram
que no início do estímulo, a atividade era tão alta quanto o contraste
do estímulo apresentado a retina e a distribuição das avalanches não se-
guia lei de potência. Porém, após algum tempo, ainda com o estímulo
presente, os padrões de disparo mudavam de modo que as avalanches
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ficavam mais esparsamente distribuídas no tempo e as distribuições de
tamanho e duração de avalanches se convertiam em leis de potência.
Shew et al. confirmaram esse estudo através de um modelo de campo
médio e mostraram que os expoentes das distribuições obtidas seguem
a relação de escala de Sethna [Eq. (2.60)], tanto experimental quanto
teoricamente.
Nem sempre é possível obter leis de potência para avalanches neu-
rais in vivo [105]. Hahn et al. estudaram avalanches no córtex visual de
gatos através de medidas LFP, mas tomaram cuidado para reduzir os
efeitos da subamostragem. Ainda assim, nem todos os gatos mostra-
ram leis de potência na distribuição de avalanches neurais. De qualquer
maneira, recentemente alguns autores contestaram a presença de lei de
potência nas distribuições de avalanche como sendo uma boa medida da
criticalidade [25–27]. Esse assunto será retomado brevemente na Subse-
ção 2.2.4.2 a seguir.
Do ponto de vista meso e macroscópico, Haimovici et al. [106],
através de fMRI do cérebro humano no estado de repouso7, mostraram
que a correlação espacial escala com o tamanho do sistema. Os autores
também propuseram um modelo de autômato celular sobre a rede do
conectoma8 (com neurônios de período refratário estocástico) e obtive-
ram uma lei para a correlação espacial desse sistema correspondente à
experimental. Utilizando MEG, Shriki et al. [109] obtiveram também lei
de potência para medidas de avalanches do cérebro humano no estado
de repouso. Também foi possível obter relações de escala entre os expo-
entes β e γ (Subseção 2.1.2) através dos mesmos dados experimentais e
de dados de LFP para macacos [110]. Entretanto, é importante desta-
car que o conectoma não é uma estrutura de conexão entre neurônios.
As parcelas do cérebro conectadas através do conectoma são grupos de
milhões de neurônios. Portanto, as correlações, avalanches e expoentes
medidos nesses experimentos são decorrentes da atividade média de cada
nó do conectoma como um elemento excitável per se.
Há várias revisões que discutem em mais detalhes alguns modelos,
resultados e consequências do estado crítico (e, em alguns trabalhos par-
ticulares, do estado SOC) em redes de neurônios e outros sistemas em
geral [1, 12, 15, 50, 51, 111–114]. Em linhas gerais, todos esses resultados
experimentais sugerem que há algo em comum entre sistemas SOC e o
cérebro. Mesmo que a teoria de SOC não seja a mais adequada para
7O cérebro está no estado de repouso quando não recebe estímulos externos atra-
vés do sistema nervoso periférico. Geralmente, é apresentado ruído branco por vias
auditivas e/ou visuais.
8O conectoma é uma rede empiricamente derivada das conexões neuroanatômicas
humanas [107, 108].
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estudar o cérebro, ou que as avalanches não sejam a melhor maneira
de determinar o estado crítico, é fato que o cérebro tende a se auto-
organizar em estados que apresentam ordem de longo alcance, seja em
dados eletrofisiológicos ou em dados de fMRI. Portanto, uma caracteri-
zação precisa do estado crítico em sistemas complexos fora do equilíbrio
ainda é necessária. Apesar de teoricamente essa caracterização ser fac-
tível, experimentalmente é um trabalho muito custoso – principalmente
nas escalas microscópicas.
Conforme sugerem os trabalhos de Haimovici et al. [106] e de Sh-
riki et al. [109], o cérebro consciente em repouso, saudável, deve estar
num estado crítico, ou flutuar em torno desse estado [88]. A falta de
criticalidade pode estar relacionada à epilepsia [3, 115], à esquizofre-
nia [116], a estados inconscientes [117], a depressão [118], a depressão
alastrante e a hiperatividade. Portanto, um estudo das transições de
fase no cérebro e, em particular, a caracterização detalhada do estado
crítico em sistemas complexos fora do equilíbrio, pode ajudar a:
• desenvolver novos e melhores métodos para avaliar e tratar doenças
ou distúrbios cerebrais;
◦ se o estado saudável do cérebro consciente é crítico, então
poderemos avaliar as condições da criticalidade para determinar
a saúde cerebral, bem como estudar métodos para restabelecer a
criticalidade, caso o cérebro esteja operando em outro regime.
• desenvolver técnicas para restabelecer o estado saudável do cérebro;
◦ as causas das avalanches críticas são várias, entre elas a
plasticidade [18], dinâmica de neurotransmissores [119–121], a to-
pologia da rede [116], o caráter inibitório ou excitatório das si-
napses [122, 123], ruído nas sinapses [68, 101], período refratário
variável [106], etc. O estudo desses mecanismos pode revelar ma-
neiras de quantificar o quão fora do estado crítico se encontra o
cérebro e como é possível restabelecer esse estado.
• ter novos insights sobre os mecanismos do cérebro.
◦ caso o cérebro seja um sistema no estado crítico, inferir
sua classe de universalidade pode trazer vantagens como a repro-
dutibilidade do cérebro em menor escala no laboratório através de
outros sistemas que compartilham da mesma classe de universali-
dade; o que, por sua vez, forneceria uma nova maneira de analisar
os mecanismos do cérebro e realizar os dois estudos mencionados
acima.
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2.2.4.2 Avalanches sem lei de potência?
Touboul e Destexhe [25] constestaram a presença de leis de po-
tência nas avalanches como argumento cabal para provar a criticalidade
do cérebro, seja em culturas de neurônios ou in vivo. Os autores mos-
traram que a distribuição de avalanches obtida através de LFP poderia
ser ajustada a uma lei de potência, mas também poderia ser ajustada
a uma distribuição exponencial, já que a forma da distribuição depende
de alguns detalhes ad hoc, como o limiar para que um pico de LFP seja
considerado um disparo. Para sustentar essas afirmações, os autores
estudaram dois modelos distintos: uma soma de processos de Poisson
(cada um com uma taxa diferente, conhecido como processo de Disparo
ou shot noise) e um processo de Ornstein-Uhlenbeck9. Ambos os mo-
delos apresentam distribuições exponenciais de avalanches, as quais se
confundem com leis de potência para valores altos do limiar de disparo.
Mais recentemente, Touboul e Destexhe [27] estudaram um con-
junto de processos de Poisson independentes, cada um representando um
neurônio puramente estocástico independente. Eles verificaram que esse
sistema pode apresentar distribuições de tamanho e duração de avalan-
ches com leis de potência, obedecendo a relação de Sethna [Eq. (2.60)],
apenas se as taxas do processo de Poisson forem rigorosa e unicamente
escolhidas através de um processo de Ornstein-Uhlenbeck, tal que seja
possível separar as avalanches visivelmente. Mais uma vez, os autores
mostraram que podem existir sistemas não-críticos por construção que
apresentam leis de potência (ou falsas leis de potência) nas avalanches.
Por outro lado, Taylor et al. [26] mostraram que um dado sistema
crítico, por construção, apresenta leis de potência nas suas distribuições
de avalanche que não passam em testes estatísticos rigorosos, como os
propostos por Clauset et al. [125]. Até porque, a distribuição de ava-
lanches do sistema estudado por Taylor et al. é dada por funções que
lembram leis de potência apenas visualmente. Esses testes são os mes-
mos utilizados por Touboul e Destexhe [25] para identificar uma boa lei
de potência nas distribuições de disparos de LFP e nos modelos derivados
de processo de Poisson. Portanto, Taylor et al. afirma que um ajuste de
lei de potência para as avalanches não passar nesses testes não deve ser
argumento para rejeitar a criticalidade do sistema, conforme sustentam
Touboul e Destexhe. Dada essa ambiguidade envolvendo a distribuição
de avalanches, Taylor et al. [26] advoga que marcadores de criticalidade
9Um processo de Ornstein-Uhlenbeck descreve o movimento de uma partícula
Browniana massiva sob influência de atrito [124]. O processo é estacionário, Gaussi-
ano e Markoviano.
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mais bem estabelecidos devem ser usados, como a divergência da sus-
ceptibilidade (que vimos na Seção 2.1) ou o retardamento crítico10 (do
inglês critical slowing down).
Bak et al. [13] inicialmente propuseram que essa dinâmica livre
de escala (identificada através de avalanches lei de potência) ocorreria
naturalmente num sistema com correlações temporais de longo-alcance
(i.e. um sistema crítico fora do equilíbrio). A presença dessa auto-
correlação (que se mostra através do ruído 1/f), apesar de medida em
diversos sistemas naturais [52], dificilmente se verificou em modelos di-
tos criticamente auto-organizados [12]. Agora, os trabalhos de Taylor et
al. [26] e Touboul e Destexhe [27] forçam uma revisão extensiva da teoria
de Bak et al.: existem diversos sistemas críticos fora do equilíbrio [34]
e também existem diversos sistemas auto-organizados [70], e também é
possível haver modelos criticamente auto-organizados [12, 18, 121]. Mas,
de maneira geral, a assinatura dessa auto-organização crítica não é, sim-
plesmente, uma distribuição de avalanches lei de potência. Em outras
palavras, a correlação de longo-alcance típica de sistemas críticos não
necessariamente implica em um padrão fractal espaço-temporal de um
dado sistema nas suas distribuições de tamanho e duração de avalanches.
Apesar da ambiguidade na forma de lei de potência, a hipótese
de FSS deve se manter para as distribuições de tamanho e duração de
avalanches sobre o ponto crítico. Ou seja, deve existir um tamanho de
corte nas distribuições que vai a infinito conforme o sistema aumenta
de tamanho. Isso decorre diretamente da divergência do comprimento
(e do tempo) de correlação no ponto crítico. Por mais que Touboul e
Destexhe [27] tenham mostrado que um conjunto de processos de Poisson
independentes seja capaz de gerar avalanches lei de potência, eles não
mostraram como essas avalanche escalam com o tamanho do sistema.
Certamente, Touboul e Destexhe precisam escolher com precisão as taxas
dos processos de Poisson de modo a manter a lei de potência ao aumentar
o sistema (se é que será possível manter a lei de potência nesse caso).
Num sistema crítico, em contrapartida, não é preciso reajustar nenhum
parâmetro do sistema ao aumentá-lo: as grandezas (susceptibilidade,
tamanho de corte das avalanches, etc) escalam naturalmente de acordo
com as leis que vimos na Seção 2.1 e na Subseção 2.2.2. Ainda, o modelo
de Touboul e Destexhe não é capaz de descrever as correlações de longo
alcance presentes no cérebro tipicamente obtidas por diferentes grupos
e discutidas anteriormente.
A existência de sistemas não-críticos com avalanches lei de po-
10Retardamento crítico, ou critical slowing down, é a divergência do tempo de
autocorrelação, τc [Eq. (2.48)], conforme o sistema se aproxima do ponto crítico.
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tência [27] e a existência de sistemas críticos sem lei de potência nas
avalanches [26] em modelos de redes de neurônios força a caracterização
da criticalidade do cérebro através de métodos unanimemente aceitos.
Por isso, neste trabalho buscaremos transições de fase de segunda or-
dem através da variação contínua de um parâmetro de ordem junto à
divergência da sua susceptibilidade associada. Não nos preocuparemos
em modelar a auto-organização nos sistemas que estudaremos, apesar
de que vários mecanismos típicos da auto-organização estão presentes
no cérebro (como vimos na subseção anterior). Estudaremos também
como as distribuições de avalanche escalam com o tamanho do sistema e
se modificam de acordo com algum parâmetro de controle (tipicamente,
uma intensidade de acoplamento sináptico).
2.3 MODELOS DE NEURÔNIOS E SINAPSES
Apesar de ser formado por diversos tipos de células, o elemento
mais importante do sistema nervoso é o neurônio. Principalmente por-
que os neurônios são capazes de transportar sinais elétricos por grandes
distâncias, possibilitando a formação de circuitos neuronais e estruturas
corticais e mantendo o sistema nervoso coerentemente conectado como
um todo [126, p.1]. Assim, nos limitaremos a aceitar como modelo fun-
damental do cérebro, ou de subsistemas do cérebro, uma rede de neurô-
nios, pois é através dela que a informação é processada e propagada e as
memórias são guardadas [9, 126, 127].
Numa rede, os neurônios se conectam através de estruturas cha-
madas de sinapses. Elas se apresentam de duas maneiras fundamental-
mente diferentes: as sinapses químicas e as sinapses elétricas (ou gap
junctions, do inglês). As duas servem para propagar o sinal elétrico da
membrana de um neurônio para a de outro. Nas próximas subseções,
serão revisados rapidamente os conceitos básicos do funcionamento de
neurônios e sinapses. Esses conceitos servirão de base para introduzir-
mos um novo modelo de neurônio no Capítulo 4 e para estudarmos a
dinâmica de redes de neurônios nos Capítulos 3 e 5.
2.3.1 Neurônios
Existem vários tipos diferentes de neurônios, com diferentes fun-
ções e morfologias. A Fig. 3 mostra um esquema simplificado das estru-
turas presentes nos neurônios. Essas estruturas são comuns a todos os
neurônios de interesse neste trabalho. Duas características são essenciais
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ao propor qualquer tipo de modelo para algum objeto: a sua estrutura
e a sua função quando inserido num meio. No caso de um neurônio, a
variável de interesse é o potencial elétrico de sua membrana, já que é essa
a grandeza através da qual ele interage com seus vizinhos [127]. É pos-
sível propôr modelos que descrevam desde a difusão de íons através da
membrana do neurônio até a sua morfologia e organização espacial. Po-
rém, é preciso ter em mente que modelagens muito detalhadas se tornam
computacionalmente caras e analiticamente intratáveis [128, 129].
Há duas maneiras para abordar a modelagem de neurônios de
compartimento único: (1) parte-se da equação de Hodgkin-Huxley (HH),
reduzindo-a a modelos simples; ou (2) constrói-se o modelo a partir de
uma equação matemática simples capaz de reproduzir o fenômeno de
interesse (i.e. a função do neurônio que se quer modelar, como a propa-
gação do potencial de ação do espaço, ou a forma do potencial de ação
no tempo, etc) [129]. Na primeira, o modelo resulta de uma engenharia
reversa, onde são identificadas as características estruturais e funcionais
mais importantes e o resto é descartado. Na segunda, o modelo parte
de uma equação simples onde são adicionados termos para reproduzir as
características funcionais e/ou estruturais desejadas. Na primeira abor-
dagem, pode-se também construir modelos mais complexos a partir do
modelo de HH [129].
Dendritos
Núcleo
Soma
Axônio Nó de
Ranvier
Bainha de
Mielina
Célula de
Schwann
Terminais do
Axônio
Fluxo de
íons
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Canal
Exterior
Interior
Fonte:
<http://en.wikipedia.org/wiki/File:Neuron_Hand-tuned.svg>
Figura 3. Esquema geral das estruturas presentes num neurônio. Detalhe: canais iônicos
(conjuntos de proteínas) por onde ocorre a difusão dos íons através da membrana. Esses
canais estão espalhados por toda a membrana do neurônio e não possuem, necessariamente,
densidade uniforme.
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Hodgkin e Huxley [130] estudaram como o potencial elétrico me-
dido na membrana do neurônio varia em função das correntes iônicas.
Para isso, eles injetaram eletrodos numa região muito pequena do axônio
gigante de uma lula e realizaram dois procedimentos distintos: manter
a corrente fixa a variar o potencial; ou manter o potencial fixo e variar a
corrente injetada. Assim, Hodgkin e Huxley obtiveram um modelo para
a variação do potencial elétrico na membrana do axônio do neurônio em
função do tempo. O modelo de HH consiste num circuito elétrico com
um capacitor (para estabelecer o potencial de repouso da membrana) e
um par resistor+fonte para cada canal iônico de interesse (sódio, Na+,
e potássio, K+). Os outros íons são levados em conta pelo canal de va-
zamento, com índice L (ver Fig. 4). As condutâncias dos canais iônicos
são funções do tempo e do potencial de membrana, V . O resultado é
um conjunto de quatro equações diferenciais ordinárias (EDO) extrema-
mente não-lineares [103, 127]. O modelo de HH deu origem a uma família
de modelos baseados em condutância, cujos parâmetros podem ser dire-
tamente medidos ou calculados a partir de montagens experimentais.
Apesar de ser muito bem detalhado, o modelo HH descreve apenas
uma pequena região da membrana celular do neurônio. É possível es-
tender o modelo espacialmente, de acordo com a morfologia do neurônio
descrito, conectando tantos circuitos de HH em paralelo quantos forem
necessários. Esses modelos estendidos espacialmente são chamados de
modelos compartimentais [127]. Ainda assim, os modelos compartimen-
tais baseados em condutância continuam sendo simplificações, pois são
espacialmente discretos [129].
A abordagem através de modelos por condutância, apesar de bem
desenvolvida, apresenta algumas limitações [128, 129]:
• Modelos do tipo HH consistem em muitas EDO’s não-lineares aco-
Meio extracelular
Meio intracelular
Cm gNa gK gL
VNa VK VL
V
IC INa IK IL
Figura 4. Circuito proposto por Hodg-
kin e Huxley [130] para descrever uma
pequena área da membrana de um neurô-
nio. gi é a condutância para o íon i 6= L,
Vi é o potencial de Nernst para o íon
i 6= L, Ii é a corrente do íon i 6= L,
V é o potencial de membrana, Cm é a
capacitância da membrana. O índice L
indica o canal de vazamento, por onde
passam outros íons diferentes de Na+ e
de K+.
70 Fundamentação Teórica
pladas: a simulação de um único neurônio é ordens de magnitude
mais custosa do que de modelos mais simples;
• Os dados biofísicos para ajustar os parâmetros (como capacitância,
resistências axiais, densidade de canais iônicos, etc.) são escassos
e são frequentemente obtidos de diversas montagens experimentais
diferentes (com animais diferentes, experimentos in vitro, etc.). A
maioria dos intervalos utilizados para cada parâmetro são simples-
mente palpites bem informados;
• O espaço de parâmetros desses modelos é enorme e sofre do cha-
mado mal da dimensionalidade [131]. É muito custoso traçar di-
agramas de fase completos, já que p parâmetros, por exemplo,
resultam em p(p − 1)/2 planos de parâmetros. O modelo HH,
com apenas dois canais iônicos, tem pelo menos p = 40 parâme-
tros [127];
• O conjunto de parâmetros para reproduzir um dado padrão de
disparos é subdeterminado. Isso significa que o mesmo comporta-
mento dinâmico pode ser atingido por diferentes conjuntos de parâ-
metros. Portanto, ajustar esses parâmetros para o comportamento
do neurônio pode causar problemas, à medida que o comporta-
mento se reproduz, mas o conjunto de parâmetros não generaliza
bem o neurônio real, já que o modelo pode responder diferente-
mente do neurônio real para outros tipos de entrada.
Outras abordagens de cima para baixo partem do modelo HH,
simplificando-o até obter um modelo que reproduz o fenômeno de in-
teresse [129], como o caso do modelo de FitzHugh [132] e Nagumo et
al. [133] (ambos são o mesmo modelo, mas o trabalho do primeiro é teó-
rico e o do segundo, experimental), o modelo de Morris e Lecar [134] e o
modelo de Izhikevich [135]. Por outro lado, a abordagem de baixo para
cima começa com McCulloch e Pitts [136]. Esses autores começaram
com uma expressão muito simples: um neurônio de dois estados (como
um spin de Ising) onde 0 representa quiescência e 1 representa dispa-
ros a uma taxa constante. Este modelo funciona com tempo discreto e,
portanto, é equivalente a um mapa [129].
É possível construir em cima do neurônio de McCulloch-Pitts,
adicionando termos de memória (i.e. uma recursividade na variável do
potencial de membrana), e criar um elemento com uma dinâmica muito
rica. Nesses modelos mais aprimorados, a variável de saída é contínua,
não discreta, e representa o potencial da membrana do neurônio (similar
ao modelo HH). Nessa mesma abordagem de baixo para cima, surgiram
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outros modelos baseados em mapa, como o modelo de Chialvo [137],
o modelo de Kinouchi e Tragtenberg [138] (KT), o modelo de Kuva et
al. [28] (KTz), o modelo de Rulkov [139] e o modelo de Courbage et
al. [140]. Para uma revisão histórica dessa linha, o leitor é remetido ao
trabalho de Girardi-Schappo et al. [129]. Em todos esses, a variável de
interesse é o próprio potencial de membrana do neurônio.
De maneira geral, podemos separar os neurônios em dois grandes
grupos: os modelos biológicos e os modelos formais. Os biológicos são
aqueles derivados de processos físico-químicos, portanto seus parâmetros
são diretamente comparáveis com experimentos. Os formais são modelos
que reproduzem os comportamentos dinâmicos dos neurônios, mas seus
parâmetros não possuem uma ligação direta com experimentos (apesar
de poderem ser mapeados nos parâmetros biológicos [103]). Dos modelos
listados acima, apenas os modelos de Hodgkin e Huxley [130], o modelo
de FitzHugh-Nagumo [132, 133] e de Morris e Lecar [134] são biológicos.
Todos os outros são formais, tendo sido inspirados no modelo de HH ou
obtidos a partir de estruturas matemáticas simples.
Os modelos formais são úteis para entender a dinâmica dos neurô-
nios do ponto de vista analítico, através das bifurcações dos pontos fixos e
ciclos limite [141, 142], obtendo conhecimento sobre porquê os neurônios
apresentam comportamentos de excitabilidade, bursting, caos, ressonân-
cia, etc. Esses modelos também são úteis para simulações de grande
escala, pois são muito mais baratos computacionalmente [129]. Apro-
fundaremos essa discussão e usaremos essas ferramentas para estudar o
neurônio proposto no Capítulo 4.
Neste capítulo, adotaremos a notação: xi(t) → potencial elétrico
da membrana do neurônio i no instante t medido em timesteps (ts);
Iext(t)→ corrente externa aplicada por um eletrodo (ou proveniente de
algum ruído externo ao neurônio ou à rede de neurônios). O índice i,
portanto, identifica o neurônio numa rede. Vamos, também, assumir que
o neurônio é apenas um ponto, desprezando sua extensão espacial, salvo
quando explicitamente mencionado (caso do Capítulo 3).
A Fig. 5(a) mostra como tipicamente varia o potencial da mem-
brana de um neurônio, xi(t), quando recebe um pulso de corrente elétrica
como estímulo externo do tipo:
Iext(t) = I0δt,t0 , (2.63)
com t0 = 10 ts, onde δt1,t2 é o delta de Kronecker. Esse pico é comumente
denominado potencial de ação, ou simplesmente spike ou disparo. Logo
após o disparo, o sistema entra num estado refratário (cuja duração se
encontra destacada nessa mesma figura entre o potencial de membrana
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Figura 5. xj(t) é o potencial elétrico da membrana (topo) e Iext(t) = I0δt,10 é o estímulo
externo. (a) Potencial de ação típico (topo) de um neurônio excitável após estímulo externo
(I0 = 0.1). (b) Potenciais de ação (topo) devido a diferentes estímulos externos; As curvas
azuis não representam disparo (I0 < Is); curvas laranja representam disparos (I0 > Is); a
curva verde é o limiar I0 ≈ Is.
e a linha pontilhada), em que o neurônio fica imune a qualquer estímulo
externo [126, 127]. Algumas células refratárias podem disparar quando
o estímulo for suficientemente grande, mas não é algo comum.
O potencial de ação é causado por um desequilíbrio elétrico mo-
mentâneo, que por sua vez é causado pela diferença na concentração
de íons entre os meios intra e extracelular. Essa diferença causa uma
despolarização da membrana que pode ser suficientemente grande para
causa o disparo. Após o disparo, as bombas iônicas entram em ação para
restaurar o equilíbrio elétrico e, por isso, o neurônio passa pelo período
refratário. Entretanto, essas bombas constituem o transporte ativo de
íons e não entram nas equações de HH [127].
Nem todos os estímulos externos geram disparos – Fig. 5(b). Ape-
nas estímulos de intensidade maior que o limiar de excitabilidade (I0 >
Is) é que causarão disparos. Os outros estímulos causarão, em geral, os-
cilações sublimiares ou simplesmente uma pequena perturbação na mem-
brana. Neurônios que disparam para estímulos externos são chamados de
excitáveis [126]. A excitabilidade é consequência de uma bifurcação na
solução da equação que descreve o neurônio [126, 141, 142]. Um neurô-
nio excitável pode responder de diversas maneiras a diferentes estímulos
externos. Veremos isso com mais profundidade no Capítulo 4.
Por outro lado, há neurônios que apresentam comportamento autô-
nomo, e.g. os neurônios marca-passo [138]. Vários desses comportamen-
tos estão representados na Fig. 6. Nesses regimes, o neurônio não precisa
de nenhum tipo de estímulo externo para realizar seus potenciais de ação.
Em geral, os potenciais de ação podem ser periódicos e rápidos ou len-
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tos. Podem, também, vir em grupos, ou rajadas de disparos (bursting),
que otimizam a transferência de informação entre dois neurônios [143].
O potencial de membrana do neurônio pode variar de maneira caótica,
ou também apresentar pequenas oscilações (i.e. oscilações sublimiares).
Neurônios cardíacos têm disparos parecidos com os da Fig. 6(e) [144].
2.3.2 Sinapses
No cérebro, os neurônios propagam os seus potenciais de mem-
brana pela rede através de estruturas conhecidas como sinapses. As si-
napses são ligações entre dois neurônios, podendo ligar axônios a axônios,
dendritos, soma, outras sinapses, diretamente na corrente sanguínea ou
ao meio extra-celular. As sinapses mais comuns no cérebro de mamíferos
ligam terminais do axônio de um neurônio aos dendritos do outro (essas
estruturas podem ser localizadas, para um mesmo neurônio, na Fig. 3).
O neurônio que envia a sinapse é comumente chamado de pré-sináptico
e o neurônio que a recebe, pós-sináptico [145]. A passagem do potencial
de ação do neurônio pré-sináptico para o pós-sináptico pode ser direta
(i.e. através das sinapses elétricas, ou gap junctions [146]) ou indireta
(i.e. através das sinapses químicas [145]). A Fig. 7 mostra um esquema
do funcionamento de ambos os tipos de sinapse.
A maioria dos modelos de neurônios propostos traz uma maneira
particular de inserir a corrente elétrica externa (devida a interações si-
nápticas ou a estímulos externos) nas suas equações. Em todas elas,
podemos assumir que há uma corrente elétrica total, Ii(t), na membrana
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Figura 6. Comportamentos típicos de
neurônios autônomos. (a) oscilações su-
blimiares; (b) bursting caótico; (c) burs-
ting lento; (d) bursting; (e) disparos car-
díacos; (f) disparos lentos; (g) disparos
rápidos.
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Figura 7. (a) Esquema da sinapse elétrica: as membranas de ambos os neurônios estão
conectadas através de gap junctions, que permite a troca de íons entre as duas células e
propaga o potencial de ação. (b) Esquema da sinapse química: o potencial de membrana se
propaga pelo axônio do neurônio pré-sináptico na direção dada pela seta preta no detalhe
(amarelo), liberando moléculas neurotransmissoras que são captadas pelos neurorrecepto-
res dos dendritos do neurônio pós-sináptico (verde), gerando um potencial pós-sináptico
no dendrito do neurônio vizinho. AP→potencial de ação; PSP→potencial pós-sináptico.
do neurônio i [129]:
Ii(t) = Iext(t) +
∑
〈 j〉
Yij(t) , (2.64)
onde Iext(t) é o estímulo externo, Yij(t) é a corrente sináptica do neurô-
nio j (pré-sináptico) sobre o neurônio i (pós-sináptico) e a soma é sobre
os primeiros vizinhos. Para uma revisão sobre diversos modelos de aco-
plamentos entre neurônios e seus usos, o leitor é direcionado a Roth e
van Rossum [147] e a Girardi-Schappo et al. [129].
As sinapses têm duas funções básicas: excitar ou inibir o neurô-
nio vizinho. Sinapses excitatórias despolarizam a membrana do neurô-
nio pós-sináptico, de modo a promover (ou facilitar) um potencial de
ação. Sinapses inibitórias hiperpolarizam a membrana do neurônio pós-
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sináptico, de maneira a inibir a geração de um potencial de ação. Po-
rém, alguns neurônios são também excitáveis por correntes negativas
(que hiperpolarizam suas membranas), desde que a corrente tenha mag-
nitude suficientemente grande. Dessa maneira, quando a corrente ini-
bidora cessa, o potencial de membrana, ao retornar para seu valor de
repouso, realiza um disparo de rebote (do inglês rebound spike) antes de
atingir o equilíbrio [126] – ver Fig. 8, curva sólida com G = −0.008.
2.3.2.1 Sinapses elétricas
O acoplamento difusivo, elétrico ou por gap junction, é interme-
diado por um canal especial formado por proteínas conexinas [146] – ver
Fig. 7(a). Esses são canais passivos entre células vizinhas, permitindo
fluxo de íons e pequenas moléculas entre ambas. Por conectar direta-
mente a membrana dos neurônios vizinhos, a velocidade da passagem do
potencial de ação é maior do que nas sinapses químicas.
A corrente pós-sináptica (do inglês, PSC) de sinapses elétricas
Ohmicas é geralmente modelada por [146]:
Yij(t) = Gij [xj(t)− xi(t)] , (2.65)
onde xi é o potencial de membrana pós-sináptico, xj é o potencial de
membrana pré-sináptico e Gij > 0 é a condutância total da gap junc-
tion (ou constante de acoplamento). Se a Eq. (2.65) não levar em conta
o termo −xi(t) (o potencial da membrana do neurônio que recebe a
conexão), o acoplamento é dito ser acoplamento por pulso (ou pulse cou-
pling) [129].
2.3.2.2 Sinapses químicas
Quando há uma ligação química – Fig. 7(b) – as membranas de
ambos os neurônios não se tocam, mas ficam muito próximas formando a
fenda sináptica. O potencial de ação do neurônio pré-sináptico libera mo-
léculas neurotransmissoras nessa fenda. O neurônio pós-sináptico possui
moléculas neurorreceptoras. Pode-se pensar nessas moléculas como um
par chave-fechadura: cada tipo de molécula neurotransmissora só é cap-
tada por um tipo correspondente de molécula neurorreceptora. Todas
essas moléculas são proteínas [145].
Os neurorreceptores do neurônio pós-sináptico desencadeiam nele
uma reação química, gerando um potencial pós-sináptico (do inglês,
76 Fundamentação Teórica
PSP) no dendrito dessa célula através de uma PSC. Esse potencial gerado
eventualmente se soma com outros potenciais provenientes de outras si-
napses durante sua propagação até o corpo celular. No corpo celular,
um potencial de ação pode ser iniciado caso o potencial que o atingiu
seja maior que um limiar (caso o neurônio seja excitável, como vimos –
Fig. 5). Por fim, os neurotransmissores se desligam dos neurorrecepto-
res e voltam para dentro de novas vesículas no neurônio pré-sináptico.
Há perdas no processo de liberação e recaptação de neurotransmisso-
res [9, 145, 148]. A resposta do neurônio pós-sináptico sujeito a uma
sinapse química é mais demorada do que quando sujeito a uma sinapse
elétrica.
A PSC de uma sinapse química é dada por [147]:
Yij(t) = Gij(t) [xi(t)− Ej ] , (2.66)
onde Gij(t) é a condutância da sinapse, xi(t) é o potencial de membrana
pós-sináptica e Ej é o potencial de reversão. O valor de Ej define o
caráter excitatório ou inibitório da sinapse. O potencial de reversão é o
valor de potencial a partir do qual o fluxo iônico inverte, fazendo com
que o potencial de membrana tenda a voltar para o equilíbrio. Modelos
que descrevem a corrente sináptica através da Eq. (2.66) são chamados
de baseados em condutância.
A condutância, Gij(t), é dada por uma das seguintes maneiras [129,
147]:
• uma subida instantânea seguida de um decaimento exponencial:
Gij(t) = [Gij(tj) + ∆G] exp
(
t− tj
τ
)
Θ (t− tj) , (2.67)
onde ∆G é o incremento instantâneo em Gij(t) quando há disparo
no neurônio pré-sináptico j no tempo tj , τ é o tempo de decaimento
característico e Θ(t) é a função de Heaviside;
• uma função alfa (subida e descida suaves):
Gij(t) = G¯ij
t− tj
τ
exp
(
− t− tj
τ
)
, (2.68)
onde G¯ij é o parâmetro de escala da condutância e τ é o tempo de
decaimento característico;
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• uma diferença de exponenciais:
Gij(t) = G¯ij
[
exp
(
− t− tj
τf
)
− exp
(
− t− tj
τg
)]
, (2.69)
onde G¯ij é o parâmetro de normalização e escala da condutância
e τf e τg são os tempos característicos de subida e decaimento da
sinapse, respectivamente.
As Eqs. (2.67) a (2.69) são funções bem definidas, mas, na prática,
são difíceis de implementar numa simulação. Por isso, as condutâncias
são incluídas na simulação através de duas EDO’s acopladas,
dGij
dt
= − 1
τf
Gij + hij ,
dhij
dt
= − 1
τg
hij + G¯ijΘ(xj) ,
(2.70)
onde Θ(x) detecta o disparo no neurônio vizinho. Discretizando essas
EDO’s,
Gij(t+ ∆t) =
(
1− ∆t
τf
)
Gij(t) + ∆t hij(t) ,
hij(t+ ∆t) =
(
1− ∆t
τg
)
hij(t) + ∆t G¯ijΘ(xj(t)) ,
(2.71)
onde ∆t é o passo de tempo. Essas equações apresentam duas soluções:
Eq. (2.68) para τf = τg = τ e Eq. (2.69) para τf 6= τg.
Ainda, a PSC de uma sinapse química pode ser modelada, em boa
aproximação, diretamente pela Eq. (2.70) ou pela Eq. (2.71) [28, 147],
dando origem aos modelos baseados em corrente. Ou seja,
Yij(t+ ∆t) =
(
1− ∆t
τf
)
Yij(t) + ∆t hij(t) ,
hij(t+ ∆t) =
(
1− ∆t
τg
)
hij(t) + ∆tGijΘ(xj(t)) ,
(2.72)
onde Gij agora é uma constante de acoplamento (a condutância) e Yij(t)
é a PSC. Neste caso, o caráter inibitório ou excitatório da sinapse é dado
pelo sinal de Gij , assim como nas sinapses elétricas.
A Fig. 8(a) mostra uma rede simples, onde há um neurônio central
(preto, índice 1) enviando sinapses para outros quatro neurônios (índices
2, 3, 4 e 5). Os neurônios mostrados em azul (2 e 3) recebem sinapses
inibitórias, enquanto que os em laranja (4 e 5) recebem sinapses excitató-
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Figura 8. Efeitos da sinapse química na vizinhança do neurônio 1 (preto, − · −). (a)
Estrutura da rede com sinapses – Eq. (2.72) – partindo do neurônio 1 (pré-sináptico)
para os neurônios 2 e 3 (sinapse inibitória) e 4 e 5 (sinapse excitatória), com parâmetros
τf,g = 15, ∆t = 1 e Gij conforme no painel (b). (b) O disparo do neurônio 1 (− · −),
no quadro de cima, gera as correntes sinápticas no quadro de baixo. Estas geram (—–)
ou não (−−) disparos nos neurônios vizinhos. Sinapses excitatórias estão em laranja e
inibitórias em azul. Note que as correntes sinápticas inibitórias estão divididas pelo fator
8 para caber no gráfico, além de gerarem resposta nos neurônios pós-sinápticos muito mais
tarde em relação às excitatórias.
rias. As constantes de acoplamento são G21 = −0.0070, G31 = −0.0080,
G41 = 0.0010 e G21 = 0.0011 e as constantes de tempo são τf,g = 15
para todas as sinapses. Yij(t) é dada pela Eq. (2.72) com ∆t = 1.
A Fig. 8(b) mostra o potencial elétrico na membrana dos cinco
neurônios e as PSC’s provenientes do neurônio 1 devido a um pulso de
estímulo [Eq. (2.63)] aplicado ao neurônio 1. O painel de cima mostra os
disparos dos neurônios, xi(t) e xj(t), e o painel de baixo mostra as cor-
rentes sinápticas, Yij(t), geradas pelo disparo do neurônio pré-sináptico
(curva −·− preta). As cores das curvas correspondem às cores da rede na
Fig. 8(a). A diferença entre as curvas sólidas e tracejadas é que sólidas
estão acima do limiar de disparo e tracejadas, abaixo.
O disparo do neurônio 1, pré-sináptico, gera as quatro correntes,
Y21(t) e Y31(t), inibitórias, e Y41(t) e Y51(t), excitatórias. A corrente
1→ 2 hiperpolariza o potencial da membrana do neurônio 2, mas não é
intensa o suficiente para causar um disparo de rebote quando a corrente
cessa e o neurônio tende a voltar ao seu potencial de repouso (curvas
−− azuis em ambos os painéis). A corrente 1→ 3 é minimamente mais
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intensa que a 1 → 2 e acaba causando um disparo de rebote em 3. A
corrente 1 → 4 despolariza a membrana, rapidamente causando uma
resposta no neurônio 4; porém a corrente não é intensa o suficiente para
causar um disparo. A corrente 1 → 5 é levemente mais intensa que a
1 → 4 e, portanto, causa um disparo no vizinho rapidamente. Além de
ilustrar o funcionamento das sinapses químicas, diferenciando sinapses
excitatórias de inibitórias, a Fig. 8 tambémmostra o fenômeno de disparo
de rebote (devido às ligações inibitórias) e o fenômeno de excitabilidade
(uma pequena diferença na corrente externa gera um potencial de ação).
Há vários mecanismos capazes de ajustar as condutâncias das si-
napses em resposta a disparos em ambos os neurônios pré e pós-sináp-
ticos [76, 149, 150]. Esses mecanismos são responsáveis pela plasticidade
sináptica e são a explicação mais aceita para como o cérebro guarda me-
mórias e apreende novas informações [18, 19]. As regras de aprendizagem
para guardar memórias de longo-termo foram inicialmente propostas por
Hebb [151], e por isso são conhecidas como regras de Hebb. Outras regras
mais recentes levam em conta mudanças muito mais rápidas nas sinap-
ses, decorrentes imediatamente do disparo (ou não) efetuado por um
neurônio pós-sináptico. Muitas dessas regras são utilizadas em modelos
que buscam SOC no cérebro [18, 96, 120, 121, 152], mas como estamos
interessados apenas na caracterização do estado crítico (e não em como
redes podem se auto-organizar), não vamos entrar em detalhes dessas
regras.
2.4 REDES
Redes são estruturas abstratas formadas por nós e arestas [48,
153, 154]. Os nós também são chamados de sítios ou elementos da rede
(spins, átomos, neurônios, etc) e as arestas são as ligações ou acopla-
mentos (interação de dipolo magnético ou elétrico, ligações químicas,
sinapses, etc). Modelos de sistemas físicos do estado sólido, em geral,
são construídos sobre redes ditas regulares: rede hipercúbicas, triangu-
lares, hexagonais, helicoidais, etc [36]. Por outro lado, fenômenos sociais
e biológicos, quando representados em termos de agentes que interagem
entre si, revelam um grau de desordem na organização dessas interações.
Diferentemente dos sólidos, nem sempre a posição de um certo agente
numa rede é correspondente a sua posição espacial.
Por exemplo, podemos pensar numa rede de aeroportos, onde dois
aeroportos interagem se existe pelo menos um vôo entre eles, por mais
distantes que eles sejam. Recentemente, Hagmann et al. [107] identi-
ficaram o padrão anatômico de conexão entre 998 regiões do cérebro
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humano (Fig. 9), mostrando que, pelo menos do ponto de vista meso e
macroscópico, a rede do cérebro não é regular [108]. Três propriedades
importantes são comumente usadas para caracterizar o grau de orde-
namento na rede: a conectividade (quantidade de vizinhos ki que cada
elemento i possui); o coeficiente de clustering (tendência de um elemento
formar um aglomerado completamente conectado com todos os seus vi-
zinhos (é definido como Ci = 2qi/[ki(ki − 1)] onde i tem ki vizinhos
e há qi conexões totais dos vizinhos de i entre si); e o menor caminho
médio (quantidade média de nós entre quaisquer dois elementos da rede;
se as conexões tiverem pesos, a menor distância média deve levá-los em
conta) [48].
Desde os anos 50, esses fenômenos eram modelados através de
padrões de conexão aleatórios [48]: cada par de N elementos se conecta
com probabilidade p, deixando a rede com aproximadamente pN(N −
1)/2 conexões. Se cada elemento da rede tiver ki vizinhos, a distribuição
P(ki) dessa rede aleatória é uma distribuição de Poisson. Nas redes
regulares, o número de vizinhos é fixo e igual para todos os elementos
(ignorando os elementos da borda) e é também chamado de número de
coordenação. A menor distância média entre dois elementos de uma
rede aleatória é da ordem de lnN (portanto é sempre pequena, mesmo
quando N  1). Já em redes regulares, essa distância é, em geral, da
ordem de N [48]. O coeficiente de clustering é a própria probabilidade
de conexão C = 〈Ci〉 = p para redes aleatórias, enquanto que para redes
regulares, pode inclusive ser zero (como é o caso da rede quadrada).
Acontece que muitas das redes observadas têm esses três parâ-
metros diferentes tanto do conjunto de parâmetros das redes aleatórias,
quanto do conjunto das redes regulares. Esse é o caso tanto do cére-
bro [108], quanto dos aeroportos [155], e de várias outras redes, tais
como redes de amigos/conhecidos, redes de atores de Hollywood, a in-
ternet/web, redes de coautoria, redes de reações químicas entre proteínas
(a) (b)
Fonte: Hagmann et al. [107].
Figura 9. (a) As 998 minirregiões do córtex cérebral humano usadas para inferir o conec-
toma (colorido). (b) A rede do conectoma calculada por Hagmann et al. [107]: o centro
de cada região colorida em (a) é um nó (pontos em verde) e as arestas, em amarelo, são
as ligações inferidas por imageamento por difusão espectral.
Redes 81
de uma célula, etc [48]. Essas redes apresentam, em geral, pequeno me-
nor caminho médio, grande coeficiente de clustering e distribuição de
vizinhos conforme leis de potência [48]. Elas são, portanto, chamadas de
redes complexas.
Dois modelos principais foram propostos para descrever as pro-
priedades de redes complexas: o de Watts e Strogatz [156] (WS) e o de
Barabási e Albert [157] (BA), e suas adaptações [158, 159]. O modelo
WS descreve bem o menor caminho médio e o coeficiente de clustering
das redes complexas, mas falha em descrever a distribuição P(ki). Já o
BA, descreve bem o menor caminho médio e a distribuição de vizinhos,
mas tem um coeficiente de clustering que cai com uma lei de potência em
N . Apesar de ambas terem um pequeno menor caminho médio, apenas
a rede de WS ficou conhecida como rede de mundo pequeno.
Alguns cálculos analíticos para modelos de redes de neurônios são
feitos em redes de campo médio (em que todos os neurônios se conectam
com todos, e.g. Levina et al. [120]) ou em redes aleatórias (e.g. Kinouchi
e Copelli [17]). O modelo estudado no Capítulo 5 será construído sobre
uma rede quadrada (por ser mais fácil definir sua dimensionalidade) e
também sobre uma rede de BA. O modelo estudado no Capítulo 3 será
construído sobre uma rede neural biologicamente inspirada, tendo sido
inicialmente proposto por Andreazza e Pinto [160]. A seguir, revisare-
mos rapidamente as principais características de redes quadradas e de
BA para servir de base para a discussão dos resultados nos próximos
capítulos.
2.4.1 Redes Regulares
A principal característica das redes regulares é sua conectividade
constante (k1 = · · · = kN ), exceto quando a rede possui uma fron-
teira. Sobre essa fronteira, pode-se impor diferentes condições de con-
torno (CC). A CC periódica conecta sítios de uma fronteira com os
sítios da fronteira oposta, formando um toro – Fig. 10(a). Redes com
CC livres representam sistemas finitos e isolados, geralmente dissipando
energia (ou atividade) nos elementos de fronteira – Fig. 10(b).
Cada elemento de uma rede quadrada está localizado numa linha
e numa coluna, como numa matriz, e seu índice é i = b + aL, onde a
é a linha e b a coluna onde está o elemento, e L é o tamanho linear da
rede, tal que N = L2. Para CC periódica, o elemento na posição (a, b)
se liga com quatro outros elementos, (a − 1, b)modL, (a + 1, b)modL,
(a, b− 1)modL e (a, b+ 1)modL, onde mod é a função resto. Para CC
livre, as ligações de fronteira não existem.
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Figura 10. Rede quadrada. (a) Com CC periódica (os elementos pontilhados não são
novos elementos, são apenas cópias dos elementos de mesmo índice na rede) e (b) com CC
livre. Em (b) estão representadas as conexões Gij que seriam dadas, por exemplo, pelas
Eqs. (2.65) ou (2.72).
São características de redes regulares: conectividade constante e
pequena (existem apenas ligações de pequena distância, entre vizinhos
espacialmente próximos), coeficiente de clusterização pequeno (pois há
poucas ligações na vizinhança de cada elemento), simetria de translação
(em redes infinitas, ou no volume de uma rede com CC livre), grande
menor caminho médio (pois é preciso passar por vários elementos da rede
ao tentar atravessá-la).
2.4.2 Rede de Barabási-Albert
São redes em que cada elemento i possui ki vizinhos, tal que ki
é uma variável aleatória com distribuição P(ki) dada por uma lei de
potência:
P(ki) ∼ k−θi . (2.73)
Por isso, também é conhecida como rede livre de escala. O modelo de
BA consiste em construir uma rede de N sítios começando com u sítios.
Cada novo sítio adicionado se conecta a outros u sítios selecionados com
base na quantidade de vizinhos de cada sítio. A probabilidade, Π(ki),
de um elemento da rede receber uma nova conexão é:
Π(ki) =
ki∑
j kj
, (2.74)
onde a soma é sobre todos os elementos atualmente presentes na rede.
Elementos com mais vizinhos têm maior probabilidade de receber uma
nova conexão, enquanto que elementos com poucos vizinhos têm baixa
probabilidade de receber uma nova conexão, daí chama-se este algoritmo
de agregação preferencial. Quando a rede atinge a quantidade de elemen-
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Figura 11. Uma realização da rede de Barabási e Albert [157] com u = 3. (a) Realização
com N = 20 para visualizar a rede em forma de anel (cada elemento é um círculo vermelho
e cada conexão é uma aresta preta) e (b) N = 104 para visualizar a distribuição da
conectividade dos elementos da rede, P(ki).
tos desejada, N , o algoritmo para. A rede estará, portanto, com uma
distribuição de ki dada pela Eq. (2.73). O expoente resultante desta
distribuição é sempre θ = 3 e é independente de u [48].
A Fig. 11(a) mostra uma montagem específica da rede, com N =
20 e u = 3, enquanto que a Fig. 11(b) mostra a distribuição P(ki) para
uma rede BA com 10 mil elementos. Mesmo tendo poucos elementos,
P(ki) já assume a forma de uma lei de potência. Ainda, é possível notar
que o canto superior direito da rede em (a) possui mais conexões do que
o resto da rede.
São propriedades desta rede: baixo coeficiente de clusterização
(C = 〈Ci〉 ∼ N−3/4 [48]), pequeno menor caminho médio, conectivi-
dade alta, tendo ki distribuído de acordo com uma lei de potência com
expoente θ = 3 e estrutura hierárquica. Vale lembrar que, por serem
construídas através de um processo estocástico, estas redes ficam dife-
rentes para cada simulação. Contudo, suas propriedades se mantêm.
Holme e Kim [159] propuseram uma rede com essas mesmas proprieda-
des, porém com a possibilidade de controlar o coeficiente de clustering
da rede.
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3 FASE DE GRIFFITHS E CORRELAÇÕES EM UM
MODELO DO CÓRTEX VISUAL
A visão é um dos sentidos de mais fácil acesso nos humanos, símios
e macacos, animais frequentemente utilizados nos mais diversos experi-
mentos em todo o mundo [161–163]. Em relação aos outros sentidos, a
visão é mais acessível para se produzir estímulos para os experimentos, e
também para medir a resposta do sujeito, seja por meio subjetivo (atra-
vés de uma ação do sujeito, como apertar botões) ou por meio objetivo
(através de EEG, MEG, fMRI ou LFP).
Os nervos ópticos atravessam o cérebro, cruzando-se, passando
pelo núcleo geniculado lateral e chegando até a parte traseira do córtex.
O primeiro estágio do processamento cortical visual ocorre na área visual
primária (V1) [161, 164]. O sinal processado pelo V1 é passado adiante
para a área secundária do córtex visual (V2), e assim por diante. O V1
é responsável, entre outras coisas, por reconhecer e diferenciar a forma
de objetos [164].
Há vários modelos para o córtex visual [163]. Em particular, es-
colhemos o modelo de Andreazza e Pinto [165], originalmente proposto
para estudar avalanches neurais no V1 [160, 165–167]. O modelo é biolo-
gicamente inspirado, no sentido de que a rede é organizada em camadas
(inclusive com uma recorrência) e colunas como é esperado experimental-
mente [92]. Ainda, os parâmetros usados nesse modelo ou são ajustados
a experimentos ou foram medidos diretamente por técnicas experimen-
tais [161, 168–171]. Nosso parâmetro de controle para estudar a transição
de fase será o potencial pós-sináptico excitatório (do inglês, EPSP) e a
região crítica foi encontrada para valores de EPSP próximos aos valores
médios de EPSP no córtex de mamíferos (EPSP ≈ 1 mV [171–173]).
Um cálculo de campo médio fornece uma aproximação para o valor de
EPSP em que ocorre a transição de fases. Definiremos um parâme-
tro de ordem e uma susceptibilidade conforme discutimos na Seção 2.1
e calcularemos seus expoentes críticos. Estudaremos também as dis-
tribuições de avalanches para verificar seu scaling e se seguem leis de
potência, conforme discutimos na Seção 2.2. Por fim, mostraremos que
as avalanches desse modelo apresentam correlação de longo alcance e
ruído 1/f b com 0.2 ≤ b ≤ 1.3, o que também é esperado experimen-
talmente [64, 77, 79, 82, 97]. Descreveremos a estrutura do modelo no
Apêndice A e na próxima seção nos limitaremos a descrever apenas a
parte dinâmica do modelo.
Andreazza e Pinto [160] definiram uma avalanche como toda a
atividade da rede decorrente de um único estímulo. Neste trabalho,
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nós redefiniremos o conceito de avalanches para que seja mais próximo
do conceito utilizado experimentalmente [3, 100, 101]. Interessante-
mente, as avalanches emergem espontaneamente depois de um flash
apresentado à retina do modelo, ao invés de ter que impor artifici-
almente um estímulo de Poisson para causar as avalanches como na
maioria dos modelos de avalanches neurais críticas (ver, por exemplo,
[17, 18, 67, 68, 101, 120, 121, 174, 175]). Assim, as avalanches consti-
tuem um mecanismo essencial através do qual a informação é processada
neste modelo.
Agradecemos ao professor Leonel T. Pinto, do Neurolab, e à Ja-
naina Andreazza por cederem o código inicial do programa em que foram
feitas várias otimizações e implementados os cálculos de interesse para o
desenvolvimento deste capítulo. Alguns resultados apresentados aqui fo-
ram obtidos e analisados junto com Germano S. Bortolotto (atualmente
estudante de doutorado) e Jheniffer J. Gonsalves (atualmente estudante
de iniciação científica) – ambos do nosso grupo. Nesses casos, indicare-
mos explicitamente a participação deles durante o texto. Os resultados
deste capítulo estão submetidos para publicação em dois artigos, um
dos quais já está publicado [176]. O outro está publicado em forma de
pre-print [177].
3.1 DINÂMICA DO MODELO
O modelo de Andreazza e Pinto [160] para o córtex visual de ma-
míferos consiste de camadas quadradas interconectadas entre si (cada
uma de tamanho linear L). Elas propagam o sinal direcionadamente
partindo da retina até o V2. Apenas quatro camadas são consideradas
(correspondentes ao caminho de reconhecimento de forma), sendo o nú-
cleo geniculado lateral (LGN ) do tálamo e outras três que se encontram
no V1: as camadas II/III, IVCβ e VI. A camada LGN é composta
apenas por seus neurônios parvocelulares, os quais enviam sinapses prin-
cipalmente para a camada IVCβ do V1 [161, 168–170]. A densidade
de botões sinápticos nos dendritos também é inspirada em experimen-
tos [161, 168–170]. A rede tem um total de N = 4L2 neurônios e forma
colunas quadradas devido à limitação imposta sobre o campo excitató-
rio1 em camadas adjacentes de cada neurônio do modelo. Cada coluna
tem Nc ≈ 200 neurônios. Então, uma rede com L = 99 tem aproxima-
damente N = 4 × 104 neurônios e 32.5 × 106 sinapses no total. Outros
detalhes sobre a rede estão no Apêndice A.
1Cada neurônio envia sinapses dentro de uma região quadrada limitada de l2 =
7× 7 neurônios na camada camada adjacente. Ver mais no Apêndice A.
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Cada neurônio i é composto de dendritos compartimentais [d(i)m (t); m =
1, · · · , 100, Eq. (3.1)], o corpo celular (ou soma) [vi(t), Eq. (3.2)] e axô-
nios compartimentais [a(i)k (t); k = 1, · · · , 10, Eq. (3.3)]. As variáveis
d
(i)
m (t), vi(t) e a
(i)
k (t) representam os valores locais do potencial pós-
sináptico (nos dendritos) e do potencial de ação na membrana do neurô-
nio i (soma e axônio) no instante t. O potencial de ação avança um
compartimento por passo de tempo t, vindo de dendritos através do
soma em direção ao último compartimento axônico:
d
(i)
k (t+ 1) = λ
d(i)k−1(t) + E∑
j,n
a(j)n (t)
 , (3.1)
vi(t+ 1) =

Θ
(
d
(i)
100(t)− vT
)
, se vi(t) = 0 ,
−R , se vi(t) = 1 ,
vi(t) + 1 , se vi(t) < 0 ,
(3.2)
a
(i)
k (t+ 1) = Θ (vi(t)) δk,1 + a
(i)
k−1(t) , (3.3)
onde d0(t) = a0(t) = 0 são as condições de contorno sobre os dendritos
e axônios, λ = 0.996 é a constante de atenuação (escolhida para ajus-
tar o experimento de Williams e Stuart [171]; Apêndice A), Θ(x) é a
função degrau de Heaviside, δi,j é o delta de Kronecker, vT = 10 mV é
o limiar de disparo suficiente para gerar um disparo no início do axô-
nio [178, 179], R é o período refratário em passos de tempo tal que
não haja atividade recorrente no loop entre as camadas e E > 0 é o
EPSP (parâmetro de controle). A soma dupla na Eq. (3.1) é sobre to-
dos os compartimentos axonais de todos os neurônios pré-sinápticos j
conectados ao compartimento k do dendrito pós-sináptico. A diferente
quantidade entre compartimentos dendríticos e axonais leva em conta a
velocidade do sinal ao se propagar por eles [180].
As condições iniciais são a(i)k (0) = d
(i)
m (0) = vi(0) = 0 ∀ (k,m, i).
Um quadrado de 30× 30 fotorreceptores na camada de entrada (ver no
Apêndice A) – correspondente a uma região de 3× 3 neurônios no LGN
– é piscado próximo ao canto (ou no centro) da camada de entrada para
começar a atividade. Os resultados obtidos são estáveis para qualquer
condição inicial de flash desse tipo. Os únicos neurônios do LGN que
disparam são aqueles que recebem o sinal da retina e, portanto, o pa-
râmetro de ordem que estudaremos a seguir saturará menor que um (já
que ele é normalizado por N).
Após piscar o estímulo, aparecem avalanches grandes e pequenas
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se revezando espontaneamente devido ao tempo que o potencial leva
para se propagar por dendritos e axônios. Essas avalanches estão cor-
relacionadas entre si pois uma segue da outra, de maneira organizada,
diferentemente das avalanches geradas por processos de Poisson na mai-
oria dos modelos [17, 18, 67, 68, 101, 120, 121, 174, 175].
Também não impomos sobre o modelo a separação de escalas tem-
porais, como é comumente feito em modelos de SOC [12]. Assim, a
separação de escalas temporais ocorre no nosso modelo devido à não-
instantaneidade na propagação do sinal por dendritos e axônios. A in-
tensidade do EPSP também altera o tempo de processamento da rede:
quanto mais intenso o EPSP, menos neurônios ativos são necessários
para propagar o sinal, então a rede como um todo leva menos tempo
para ficar completamente ativada.
3.2 OBSERVÁVEIS
Nesta seção, definiremos as medidas das quantidades que usare-
mos para analisar a transição de fases e as avalanches. As médias levam
em conta a desordem quenched e são calculadas através de várias realiza-
ções da rede (de 100 a 300 realizações) para cada conjunto de parâmetros
considerado (o EPSP, E, e o tamanho da rede, L). A atividade da rede,
A(t), é simplesmente a soma de todos os disparos de todos os neurônios
da rede em cada instante t:
A(t) =
N∑
i=1
δvi(t),1 , (3.4)
onde δi,j é o delta de Kronecker.
O sistema que consideramos aqui apresenta estados absorventes,
que serão discutidos em detalhes na Seção 3.3. Um estado absorvente é
aquele para o qual a atividade da rede converge conforme o tempo passa
e do qual a atividade da rede não sai [35]. É como se fosse um ponto
fixo estável de um sistema dinâmico. Um estado absorvente pode ser
inativo [ou seja, ter A(t → ∞) → 0] ou ativo [i.e. A(t → ∞) > 0]. O
que determina o estado absorvente do nosso sistema são os parâmetros
E, R, λ e vT (dinâmicos) e os parâmetros estruturais dados no Apên-
dice A. Note que nossa escolha de R é tal que, independentemente do
valor de E, a rede não terá estado absorvente ativo (i.e. com atividade
autossustentada). Entretanto, veremos que à medida que E aumenta,
a atividade passa a atingir as bordas da rede, extinguindo-se posteri-
ormente. Para E grande, portanto, temos uma fase inativa percolante
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similar a que ocorre no processo epidêmico generalizado [35]. O primeiro
modelo para descrever esse tipo de processo é um autômato celular co-
nhecido como susceptível-infectado-recuperado (SIR) [181], em que cada
sítio tem um desses três estados e a transição entre os estados ocorre de
maneira probabilística.
As transições de fase em sistemas com estados absorventes são
comumente estudadas através de dois parâmetros de ordem [35]: a den-
sidade de sítios ativos no estado estacionário ativo (que define o expoente
β) ou a probabilidade de percolação (que define o expoente β′). A se-
gunda é mais comumente aplicada em sistemas que não possuem estado
ativo, como por exemplo no estudo do modelo SIR por Souza et al. [182].
Entretanto, a densidade de sítios ativados por um estímulo inicial (i.e.
a densidade de sítios pertencentes ao cluster percolante, que também
pode ser vista como a probabilidade de um sítio pertencer ao cluster
percolante) também é empregada no estudo de sistemas sem estados ab-
sorventes ativos [183]. Em princípio, os expoentes β e β′ são diferentes,
como no caso da classe de universalidade de percolação dirigida tricrí-
tica [35, 183]. Já na de percolação dirigida e na de percolação dinâmica
esses expoentes são iguais [35, 184]. Por ser de mais fácil acesso, neste
trabalho usaremos a densidade de sítios ativados como parâmetro de
ordem.
Podemos escrever a densidade de neurônios ativados em termos
da atividade da rede:
ρ =
〈
1
N
Tp∑
t=0
A(t)
〉
, (3.5)
onde Tp é o tempo de processamento da rede. Note que ρ já está nor-
malizado porque cada neurônio só dispara uma vez, e deve obedecer à
lei de escala para o parâmetro de ordem ρ ∼ Lβ/ν [Eq. (2.25)]. O tempo
de processamento da rede é também conhecido como tempo de sobrevi-
vência médio da atividade, e é esperado escalar com uma lei de potência
com relação ao parâmetro de controle2 que, em se tratando de FSS, pode
ser expressa como Tp ∼ Lµ [35, 185]. O expoente µ está relacionado com
o expoente da autocorrelação temporal [35].
De acordo com a Subseção 2.1.1, a variância do parâmetro de
ordem é a susceptibilidade. Note que em transições para estados ab-
sorventes, a variância é normalmente calculada através das flutuações
temporais de ρ no estado estacionário ativo. Aqui, por não termos um
2No trabalho de Jiménez-Dalmaroni e Hinrichsen [185], o parâmetro de controle é
a probabilidade de excitar um vizinho que, neste trabalho, é proporcional à E.
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estado ativo estacionário, tomaremos a variância de ρ através de dife-
rentes realizações da desordem da rede e usaremos a susceptibilidade
modificada definida por Ferreira et al. [186] para processos de contato
(sistemas que apresentam transições para estados absorventes) em redes
complexas:
χρ ≡
N(
〈
ρ2
〉− 〈ρ〉2)
〈ρ〉 . (3.6)
Os autores mostraram que a susceptibilidade tradicional, dada na Eq. (2.16),
apesar de apresentar uma não-analiticidade, nem sempre diverge para
processos de contato em redes complexas sobre o ponto crítico. Por
outro lado, a modificação proposta na Eq. (3.6) sempre diverge sobre
o ponto crítico [186, 187]. Por não ser a susceptibilidade tradicional,
chamaremos χρ definida na Eq. (3.6) de susceptibilidade associada a ρ.
Dado que nossa rede não é regular, optamos por utilizar essa susceptibi-
lidade modificada. Note que por depender de 〈ρ〉−1, o expoente de escala
dessa nova grandeza é χρ ∼ Lγ′/ν com γ′ = γ + β, sendo3 γ o expoente
da variância de ρ e β o expoente de ρ. O gráfico da susceptibilidade
tradicional, χ = N(
〈
ρ2
〉− 〈ρ〉2), está no Apêndice A.
Há duas maneiras de definir as avalanches em nosso modelo: a
primeira é considerar que uma avalanche é toda a atividade decorrente
de um único estímulo na camada de entrada (o que está de acordo com
modelos de transição de fase para estados absorventes). Entretanto, per-
deríamos a correlação temporal no sinal do nosso modelo reduzindo todo
o processamento da rede a apenas uma avalanche. A segunda é consi-
derar que uma avalanche é toda a atividade medida entre dois instantes
de silêncio consecutivos. Por ser inspirada nos protocolos experimen-
tais de medida de avalanche através de LFP, em que são considerados
disparos em janelas de atividade consecutivas separadas por janelas de si-
lêncio [3, 100, 101], escolhemos a segunda maneira. Experimentalmente,
LFPs medem a atividade dos dendritos [99], mas aqui consideraremos
os disparos do soma. Portanto, o tamanho da avalanche s(n) é a soma
de toda a atividade da rede entre dois instantes de silêncio e a duração,
3Na notação tradicional de transições de fase para sistemas absorventes, o ex-
poente γ está associado ao tamanho médio do maior cluster e o expoente γ′ está
associado à variância temporal de ρ no estado estacionário [35, 184]. Neste trabalho,
estamos utilizando a letra γ porque o expoente em questão também está ligado a
uma variância, mas não necessariamente o expoente que calculamos está relacionado
aos expoentes da literatura.
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T (n), é a quantidade de passos de tempo de atividade:
s(n+ 1) =
tn+1∑
t=tn
A(t) , (3.7)
T (n+ 1) = tn+1 − tn (3.8)
onde os tn são tais que A(tn) = 0 ∀ n. O tempo de processamento é
Tp = 〈maxn{tn}〉; a maior avalanche é M = 〈maxn{s(n)}〉 e a razão
m = M/N é a maior avalanche fracional. A função de correlação e o
espectro de potência serão calculados aplicando-se as Eqs. (2.42) e (2.43)
à série s(n) e o DFA será calculado a partir de A(t).
3.3 PERFIL ESPAÇO-TEMPORAL DAS AVALANCHES
A atividade é iniciada no LGN e enviada para a camada IVCβ
numa pequena e bem localizada região devido à estrutura colunar da
rede. Essa pequena atividade na camada IVCβ serve de semente para
disparar atividade também localizada nas camadas adjacentes, VI e
II/III. A atividade da II/III é apenas direcionada para o V2 enquanto
que a atividade da camada VI serve como uma nova semente para dis-
parar atividade localizada novamente na IVCβ. Agora, os neurônios da
IVCβ que já dispararam estão refratários, então apenas os neurônios
em volta da primeira região semente vão disparar dessa vez. Esse pro-
cesso constitui um processo de ramificação entre as camadas, ilustrado
na Fig. 12A e resultando no perfil espacial da atividade na Fig. 13.
Da camada de entrada até a saída, o sinal se propaga de maneira
localizada (logo após o estímulo inicial). Conforme E aumenta, o sinal
que percola as camadas deixa um rastro que aparentemente se propaga
de maneira radial nas camadas através de um processo de ramificação.
Uma consequência do processo de ramificação nessa estrutura, é que a
refratariedade dos neurônios gera perfis circulares dentro de cada camada
(Fig. 13). Apesar de que, na prática, o sinal não se propaga radialmente
(como uma onda na superfície de um lago), mas sim se ramificando de
camada em camada, através das colunas do modelo. A onda se torna
radial e bidimensional apenas para E muito grande (painel à direita e
abaixo da Fig. 13), pois poucos neurônios são necessários para propagar
o sinal e, portanto, os disparos acabam ocorrendo simultaneamente nas
três camadas.
A Fig. 12B mostra o perfil temporal da atividade da rede, A(t).
O tempo que o sinal leva para ir de uma camada a outra gera períodos
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de inatividade e, por isso, A(t) tem vários picos para cada valor de E.
Esses períodos de inatividade são úteis para separar as avalanches de
modo similar aos métodos experimentas [3, 100, 101]. Na prática, s(n)
é a área sob o pico n em cada série temporal da Fig. 12B. O tempo de
processamento, Tp, da rede não é monotônico: ele aumenta conforme E
A
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Fonte: Bortolotto et al. [176].
B
0 1000 2000 3000 4000
E = 1:10mV
E = 1:20mV
E = 2:00mV
E = 13:00mV
So
m
a 
de
 p
ot
en
cia
is 
de
 a
çã
o,
 A
(t)
Passos de tempo
Fonte: Girardi-Schappo et al. [177]. Artigo submetido para publicação.
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Figura 12. Processo de ramificação e perfil temporal das avalanches. Painel A: Represen-
tação esquemática do processo de ramificação que ocorre na rede. Cada círculo representa
um grupo de neurônios da camada que dispara. Painel B: Perfil temporal das avalanches
para vários EPSP. Setas marcam o tempo de processamento Tp da rede. Para E = 1.1 mV,
apenas poucas avalanches muito pequenas ocorrem; E = 1.2 mV resulta em várias avalan-
ches pequenas e grandes; para E = 2.0 mV tem uma avalanche dominante e várias pequenas
(use a linha pontilhada que marca a atividade zero para comparar com os dados); e para
E = 13.0 mV a avalanche dominante toma conta de toda a dinâmica. Painel C: Detalhe
das avalanches do painel B para E = 1.2 mV.
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Fonte: Bortolotto et al. [176].
Figura 13. Perfil espacial das avalanches nas camadas internas para diferentes E. Cada
conjunto de quatro quadrados representa a rede das camadas internas, respectivamente
rotuladas, e cada círculo é um instantâneo da rede para um passo de tempo diferente. O
painel superior da esquerda ilustra a ordem temporal dos eventos nesta figura: a atividade
começa no centro do LGN e segue as direções apontandas pelas setas. A cor dos círculos
é usada para indicar a sequência temporal dos eventos: atividade em vermelho sempre
segue atividade em branco e assim vai, apesar de não corresponder ao próximo passo de
tempo imediato. E = 1.10 mV: o sinal se propaga por todas as camadas mas não chega na
borda da rede; a camada II/III dispara apenas junto com VI ; de fato, isso significa que
as avalanches estão se espalhando apenas dendro das colunas em forma de um processo
de ramificação (Fig. 12A). Começando de E = 1.12 mV, a atividade tem probabilidade
de chegar a borda da rede. Para E = 1.21 mV, a atividade sempre chega na borda; a
camada II/III dispara junto com VI, embora alguns neurônios da II/III disparam juntos
com IVCβ devido ao sinal vindo de VI. Os paineis com E = 1.70 mV, 2.00 mV mostram
como o emaranhamento da atividade nas camadas IVCβ e II/III se fortalece para EPSP
maiores; as avalanches crescem devido a menos intervalos de inatividade (Fig. 12B). Para
E = 13.00 mV, a atividade nas camadas VI, IVCβ e II/III está tão emaranhada que uma
única avalanche aparece e se espalha apenas radialmente por toda a rede simultaneamente
nessas camadas. A atividade pode ser visualizada no link : <https://drive.google.com/
open?id=0B0CUUP0lPjBHNGtNcEt4MnpTZ28>
aumenta, mas decai a partir de um certo valor de E. O emaranhamento
da atividade ilustrado na Fig. 13 é o que causa o decaimento de Tp,
pois quanto maior E, menos neurônios pré-sinápticos são necessários
para causar outros disparos. Ainda, é possível notar que para E >
2 mV há o aparecimento de uma avalanche dominante (basta usar a linha
pontilhada como referência na Fig. 12B), enquanto que para E = 13 mV
há apenas uma grande e rápida avalanche (ignorando a atividade do
LGN ).
A imagem inicialmente piscada na camada de entrada é proces-
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sada pela rede ativando sinapses e fazendo os neurônios dispararem de
acordo. O interessante é que a estrutura da rede aliada a estrutura e
a dinâmica dos neurônios (onde há excitação através de E e dissipação
através de λ) faz com que o padrão de disparos naturalmente se organize
em forma de avalanches, sem a necessidade de nenhum mecanismo extra
de auto-organização na rede ou nas sinapses. Esses padrões de disparo
fazem parte, ultimamente, de uma tarefa de reconhecimento de forma
(já que essas camadas fazem parte do caminho de reconhecimento de
forma do V1) e, portanto, futuros trabalhos podem focar em como os
padrões de entrada alteram a dinâmica da rede. Assim, esta rede tam-
bém pode servir de inspiração para algoritmos computacionais de redes
neurais para reconhecimento de imagem, que forneceriam uma saída fun-
cional para cada entrada, dando um significado para o processamento da
rede.
Destacamos aqui quatro características importantes em relação ao
funcionamento temporal e ao funcionamento espacial da rede em função
de E para a análise dos resultados nas próximas seções: (a) o tempo de
processamento da rede não é monotônico; (b) a partir de um certo E
aparece uma avalanche dominante (ambas na Fig. 12B); (c) existe um E
a partir do qual a atividade passa a atingir a borda das camadas; e (d)
para valores diferentes de E, há diferentes dinâmicas através das quais
a atividade atinge a borda da rede (ambas na Fig. 13).
3.4 APROXIMANDO O PONTO DE TRANSIÇÃO DE FASES
Os fatos destacados na seção anterior indicam fortemente que há
pelo menos uma transição de fases no modelo de um estado inativo (em
que a atividade não se propaga até a borda) para um estado ativo (em
que a atividade atinge a borda). Essa transição ocorre por causa da
competição entre dissipação (dada pelo parâmetro λ) e excitação (dada
pelo parâmetro E). No ponto em que a excitação equilibra a dissipação,
esperamos que cada neurônio da rede dispare. Chamaremos esse ponto
de limiar de ativação, E = Eth.
Para que cada neurônio i dispare, o sinal que chega no soma de
cada neurônio deve ser maior ou igual ao limiar de disparo, vT :
n
(i)
in 〈d(i)100〉 ≥ vT , (3.9)
onde n(i)in é a quantidade média de sinapses de entrada por comparti-
mento dendrítico do neurônio pós-sináptico i e 〈d(i)100〉 = r(i)100(λ)E é o
sinal médio no soma de uma única sinapse em qualquer compartimento
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dendrítico de i. Portanto, r(i)100(λ) = λ
50(1+lnλ) é a fração de um único
sinal que chega no soma como função de λ. No Apêndice A é derivada
a expressão para 〈d(i)100〉.
Já que a estrutura da rede é fixa, podemos estimar n(i)in ≈ 6.244
(média dos valores da Tabela 4 no Apêndice A). Então, é simples calcular
Eth da Eq. (3.9):
Eth =
vT
n
(i)
in r
(i)
100(λ)
≈ 1.95 mV , (3.10)
que sabemos por dados numéricos estar superestimado (já que a ativi-
dade atinge a borda para valores menores de E). Ainda assim, essa é uma
aproximação muito simples e que fornece um valor próximo do numérico
e próximo do valor médio de E no cótex de mamíferos [171–173].
A média 〈d(i)100〉 depende de vários fatores microscópicos, como a
distribuição de n(i)in sobre os compartimentos dendríticos, o que por sua
vez depende da quantidade de compartimentos dendríticos e da distribui-
ção de chegada de sinapses (escolhida Gaussiana). Quanto mais sinapses
chegando por compartimento dendrítico, menor Eth será. Por exemplo,
se usarmos os valores da Tabela 5 do Apêndice A, então n(i)in = 6.5 e
Eth ≈ 1.88 mV. De qualquer maneira, é fato que o comportamento da
rede muda em Eth e mostraremos que essa mudança é uma transição de
fase crítica.
3.5 PARÂMETRO DE ORDEM E SUSCEPTIBILIDADE
Na Seção 2.1 definimos as condições necessárias e suficientes para
que uma transição de fases seja dita crítica. Lá, usamos o parâmetro4
t para medir a distância do ponto onde ocorre a transição de fases (do
ponto crítico). Aqui, o parâmetro de controle será o EPSP, E, e portanto
a distância do ponto crítico, Ec, é |E − Ec| – as Eqs. (2.25) e (2.26)
devem ser reescritas portanto substituindo t por |E − Ec|. Para E =
Ec, a função de escala aplicada a zero é uma constante e, portanto, as
condições para a criticalidade se resumem em: (a) ρ(E = Ec;L) → 0
de acordo com ρ ∼ L−β/ν , e (b) χρ(E = Ec;L) → +∞ de acordo
com χρ ∼ Lγ′/ν ; ambos quando L → ∞. É fácil de ver que ambas as
condições podem ser satisfeitas em toda a região cinza clara na Fig. 14A
(círculos para ρ e quadrados para χρ). Se forem satisfeitas, essa região
pode ser chamada de fase de Griffiths por ser uma região extensa em que
4Não confundir com o passo de tempo t nesta seção.
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Fonte (A,B,C): Girardi-Schappo et al. [177]. Artigo submetido para publicação.
Figura 14. Parâmetro de ordem, susceptibilidade e cumulante de Binder de quarta ordem.
Painel A: Densidade de neurônios ativados, ρ, durante tempo total e sua susceptibilidade
associada, χρ, como funções de E para vários L. Círculos vermelhos (l,l,l,l) indicam
ρ e quadrados azuis (n,n,n,n) indicam χρ; quanto maior L mais escura a cor. A cor de
fundo indica fase inativa (branco), fase crítica (Griffiths, cinza claro) e fase percolante
(cinza escuro). Painéis B,C: FSS de ρ com β/ν = 0.55(3) – Eq. (2.25) – e FSS de χρ com
γ′/ν = 3.1(1) – Eq. (2.26) – em Ec = 1.19 mV; (O) fase inativa, (#) fase crítica, (2) e (M)
fases ativas. Painel D: Cumulante de Binder U4 – Eq. (2.39) – para diferentes L. Barras
verticais indicam o desvio padrão e linhas pontilhadas servem apenas de guia.
ambas as condições são satisfeitas [59], ao invés de ser um único ponto
crítico. Na Seção 3.7 verificaremos a hipótese de escala para o tempo de
autocorrelação, como descrito na Subseção 2.2.1.
De fato, as Figs. 14B,C mostram definitivamente que as condi-
ções acima são satisfeitas dendro de todo o intervalo de EPSP 1.11 ≤
E ≤ 1.19: os círculos e quadrados de dentro da região cinza clara
da Fig. 14A correspondem aos círculos vermelhos dos painéis B e C.
Esses painéis mostram explicitamente que ρ → 0 e χρ → ∞ para
L → ∞ de acordo com as leis de potência apropriadas. Ajustamos
as Eqs. (2.25) e (2.26) aos dados numéricos ρ(Ec;L) e χρ(Ec;L) para
E = 1.19 mV ≡ Ec e obtivemos os expoentes críticos β/ν = 0.55(3)
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e γ′/ν = 3.1(2) [γ/ν = (γ′ − β)/ν = 2.55]. Os valores desses expoentes
mudam pouco dentro de toda a região cinza clara, mas o scaling de am-
bos ρ e χρ se mantêm, confirmando que esta é uma fase de Griffiths. Vale
notar que Ec = 1.19 mV é da mesma ordem de grandeza da nossa apro-
ximação ingênua feita na seção anterior para calcular Eth ≈ 1.88 mV.
Porém, é impressionante que o valor de Ec é ainda mais próximo do valor
médio do EPSP no córtex de mamíferos (E ≈ 1 mV [171–173]).
O lado esquerdo da transição de fase (fundo branco na Fig. 14A)
tem ρ = 0 estritamente (triângulos verdes de ponta-cabeça nos painéis
B,C) e é chamada de fase inativa; enquanto que o lado direito da fase de
Griffiths (fundo cinza escuro) tem ρ crescendo rapidamente e saturando
em ρ ≈ 1 (quadrados púrpuras e triângulos azuis nos painéis B,C) e é
chamado de fase percolante. Ambas essas fases têm susceptibilidade fi-
nita para L cada vez maiores. Ainda, o que destacamos na Seção 3.3 será
útil para, posteriormente através da distribuição de avalanches, separar
a fase percolante em duas outras fases.
O cumulante de Binder de quarta ordem e sua derivada em relação
a |E−Ec| deveriam fornecer o ponto crítico Ec e o expoente ν, respecti-
vamente, conforme discutido na Subseção 2.1.3. Mostramos o cálculo do
cumulante U4 [Eq. (2.39)] para nossos dados computacionais na Fig. 14D.
Infelizmente, ele parece divergir lentamente para −∞ dentro da fase de
Griffiths para L aumentando, impossibilitando a determinação do ponto
crítico (que seria o ponto onde os cumulantes U4 para diferentes L se
cruzam). Por outro lado, a susceptibilidade fornece uma estimativa pre-
cisa da região crítica entre 1.11 ≤ E ≤ 1.19. Entretanto, não é possível
determinar o expoente ν dada a divergência de U4 para valores negativos.
3.6 DISTRIBUIÇÕES DE AVALANCHE
A Fig. 15 mostra as distribuições de tamanho e duração de ava-
lanches. Queremos verificar (a) qual a forma dessas distribuições na fase
crítica e fora dela; e (b) se essas distribuições obedecem ao FSS (o que
deve ocorrer pelo menos dentro da fase crítica). Na Fig. 15A, plotamos a
distribuição P(s) para diferentes valores de E, enquanto que no detalhe
do painel A estão diferentes L para E = 1.15 mV (i.e. um caso típico
dentro da fase de Griffiths). A Fig. 15B mostra as distribuições cumula-
tivas, F(s), para E = 1.15 mV também e L crescente para verificar como
que L maiores afetam o corte das avalanches. As Figs. 15C,D mostram
as grandezas P(T ) e F(T ) nas mesmas condições que os painéis A e B.
Todas as fases apresentam pelo menos um intervalo de s (ou T ) em
que as distribuições P(s) [ou P(T )] seguem uma forma de lei de potência
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Figura 15. Distribuições e distribuições cumulativas dos tamanhos e duração de avalan-
ches. Painel A: distribuições típicas P(s) para vários E: (H) fase inativa, (l) fase crítica,
() e (N) fases ativas. Note a saliência na distribuição de E = 1.88 mV para avalanches
de tamanho s ≈ Nc ≈ 200 (); essa saliência revela a estrutura interna da rede (veja
texto para discussão). O fundo cinza claro destaca o intervalo de s no qual todas as fases
têm forma de lei de potência em P(s). Painel A detalhe: distribuição de avalanche típica
da fase crítica (E = 1.15 mV) para L crescente. Painel B: distribuições cumulativas F(s)
correspondentes às do detalhe do painel A, E = 1.15 mV (fase crítica), para L crescente.
A linha sólida indica o ajuste da Eq. (2.62) usado para estimar sc(L = 20) e α = 1.4(1).
Painel B detalhe: lei de escala sc ∼ LD para E = 1.15 mV com D = 1.0(1) – Eq. (2.58) –
esse expoente se verifica dentro de toda a fase crítica. Painéis C,D: o mesmo que os painéis
A e B, mas para a duração de avalanches, T . Painel D: ajuste da Eq. (2.62) para a duração
de avalanches resulta em τ = 1.57(2). Painel D detalhe: ajuste da curva Tc ∼ exp(kLD)
[k é uma constante – Eq. (2.49)] resultando em D = 1.0(1), ao invés da Eq. (2.59).
(região com fundo cinza nas Figs. 15B,D). Portanto, como vimos na
Subseção 2.2.2, ter uma distribuição lei de potência não é suficiente para
mostrar que um sistema finito é crítico. Para isso, é preciso que as
distribuições escalem de acordo com as Eqs. (2.56) e (2.57). De fato, é
possível verificar nas Figs. 15B,D (e nos detalhes de A e C) que tanto
P(s) quanto P(T ) (e suas respectivas distribuições cumulativas) têm um
corte que escalam com o tamanho do sistema, L.
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Usamos a Eq. (2.62) para determinar sistematicamente os cortes
sc e Tc das distribuições e os plotamos nos detalhes das Figs. 15B,D. Na
fase crítica, obtivemos a lei sc ∼ LD, conforme esperado [Eq. (2.58)],
com expoente D = 1.0(1). Porém, Tc não seguiu à Eq. (2.59), mas sim à
Eq. (2.49). Da mesma maneira que Tc definiria o expoente dinâmico num
ponto crítico tradicional (assim como o tempo característico da função
de autocorrelação também o faz), Tc escala da mesma maneira que τc
(o tempo característico da função de autocorrelação) dentro da fase de
Griffiths. Isso mostra que sc está ligado ao comprimento de correlação,
enquanto que Tc está ligado ao tempo de autocorrelação.
No Apêndice A fazemos o colapso das distribuições e mostramos
que D assume diferentes valores em diferentes fases. Na fase inativa,
D = 0 e as avalanches não escalam com o tamanho do sistema (o
que já é esperado). Na fase percolante, esse expoente tem dois valores:
1.0(1) < D ≤ 3.1(1) para 1.2 ≤ E ≤ 2 mV (o que define a fase percolante
fraca) e D = 2 para E ≥ 2 mV (o que define a fase percolante forte). A
mudança dos valores de D, na verdade, coincide com a mudança quali-
tativa na chegada do sinal às bordas da rede (conforme destacamos na
Seção 3.3). Portanto, D = 1 significa que as avalanches estão se es-
palhando através do processo de ramificação descrito naquela seção (e,
portanto, a dimensão característica das avalanches é 1), enquanto que
D = 2 significa que as avalanches estão se espalhando radialmente e
simultaneamente em todas as camadas (e, portanto, a dimensão carac-
terística das avalanches é 2). A fase percolante fraca é uma mistura de
ambos esses comportamentos.
A Fig. 15A também mostra que a distribuição P(s) para E =
1.88 mV (e para 1.2 ≤ E ≤ 2 mV em geral, dentro da fase percolante
fraca) tem uma cauda com lei de potência (quadrados púrpuras), di-
ferentemente das distribuições para outros valores de E. Portanto, as
avalanches nesse intervalo de E têm duas escalas características, uma
relativa às colunas e a outra relativa à rede como um todo, já que a
saliência em P(s) dentro da fase percolante fraca ocorre para avalan-
ches de tamanho em torno de s ≈ Nc ≈ 200 (a quantidade de neurônios
numa coluna da rede). O colapso das distribuições para diferentes L e
E = 1.88 mV (Apêndice A) nos permite ajustar dois expoentes às duas
regiões de lei de potência em s para obter α1 = 1.4(1), para s < Nc, e
α2 = 1.7(1), para s > Nc. Se Nc tender a N (e, portanto, l tender a L),
essa saliência que separa os dois regimes se deslocaria para a direita e se
fundiria com o corte das avalanches. Então, a distribuição apresentaria
apenas um regime, similarmente às avalanches do modelo de Teramae e
Fukai [188]. Da mesma maneira, as distribuições dentro da região crítica
devem passar a apresentar uma lei de potência mais clara.
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A relação de Sethna, 〈s〉 ∼ T a, derivada na Subseção 2.2.2, é
usada na literatura para determinar se o sistema possui ou não uma re-
lação de escala entre os tamanhos e duração de avalanches. Se possui,
o sistema é comumente aceito como crítico. Contudo, Touboul e Des-
texhe [27] trouxeram dúvidas a essa questão pois mostraram que um
sistema não-crítico por construção pode obedecer a relação de escala
de Sethna conforme discutimos na Subseção 2.2.4.2. No Apêndice A,
mostramos que a relação de Sethna, Eq. (2.60), é satisfeita dentro da
margem de erro dos ajustes de τ , α e a em todas as fases do nosso mo-
delo (inativa, Griffiths, percolante fraca e percolante forte) e, portanto,
corroboramos o argumento de Touboul e Destexhe [27]. A relação de
escala de Sethna, por si só, não é suficiente para definir se um sistema é
crítico ou não, conforme faz Shew et al. [67].
3.7 CORRELAÇÕES E ESPECTRO DE POTÊNCIA
Na Fig. 12B fica claro que as avalanches estão temporalmente
organizadas: cada uma das séries apresentadas tem um início com pe-
quena amplitude, um crescimento até uma amplitude máxima e então
a atividade decresce até se extinguir. Usamos a sequência de tamanhos
de avalanches, s(n) [Eq. (3.7)], para calcular a função de autocorrelação,
C(t′) [Eq. (2.43)], e o espectro de potência, S(f) [Eq. (2.42)]. O tempo
t′ é o atraso entre quaisquer duas avalanches, s(n) e s(n − t′). A aná-
lise de flutuações destendenciada (DFA) é calculada diretamente sobre
a atividade da rede, A(t) [Eq. (3.4), Fig. 12B]. Conforme discutimos na
Seção 2.2, a teoria de SOC pretendia descrever sistemas que apresentam
ruído 1/f b com b = 1 no espectro de potência de avalanches. Apesar
de que SOC tenha se tornado apenas uma inspiração para o estudo de
sistemas fora do equilíbrio, vamos mostrar que nosso modelo de fato
apresenta ruído 1/f b e correlações de longo alcance.
A função de autocorrelação calculada para L = 99 e diversos E
está na Fig. 16A e o espectro de potência correspondente, na Fig. 16B.
Cada uma das curvas é a média de muitas realizações da simulação.
No painel A se vê que as curvas de C(t′) de maior duração são aquelas
dentro da fase de Griffiths (curvas vermelhas) ou muito próximas dessa
fase (curvas púrpuras para E & 1.19 mV). O tempo característico, τc
[Eq. (2.46)], é obtido através do ajuste do corte exponencial de C(t′)
para cada L e E.
O espectro de potência, Fig. 16B, mostra um comportamento es-
tável do tipo 1/f b com b ≈ 1 dentro da fase crítica para f < 100 Hz (ver
o ajuste da linha tracejada que dá b ≈ 0.97 para E = 1.15 mV; todas as
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Fonte: Girardi-Schappo et al. [177]. Artigo submetido para publicação.
Figura 16. Autocorrelação, espectro de potência, expoente da DFA e tempo de proces-
samento. Painéis A,B: Autocorrelação média (A) e espectro de potência médio (B) da
série de avalanches s(n) para L = 99 e vários E: (−−−) fase inativa, (——) fase crítica,
(− · −) e (· · · · ·) fases ativas. As linhas grossas mostram o ajuste do corte exponen-
cial da autocorrelação [Eq. (2.46)] para E = 1.6 mV dando τc = 16.2 ts (A); e o ajuste
S(f) ∼ f−b [Eq. (2.45)] dando b = 0.97(5) para E = 1.15 mV (fase crítica), b = 0.74(4)
para E = 1.6 mV e b = 0.20(2) para E = 2 mV (fase percolante fraca) como exemplos (B).
Note como a inclinação das curvas varia suavemente no painel B dando b ≈ 1 dentro da
fase de Griffiths (ver painel C tambem). Painel C: Expoentes do espectro de potência, b,
e da DFA de A(t), g, em função de E. g & 0.6 e b ≈ 1 dentro da região crítica indicando
correlações temporais de longo alcance da atividade da rede. Painel D: Tempo de proces-
samento, Tp, como função de E para L crescente; A linha sólida indica o comportamento
assintótico de Tp. Ver Seção 3.8. Painel D detalhe: colapso do tempo de processamento
Tp/L
µ com expoente µ = 0.95(5). Setas indicam os mínimos locais de Tp, barras verticais
são o desvio padrão, fundo cinza claro indica a região de Griffiths e cinza escuro a fase
percolante fraca.
curvas vermelhas sólidas têm inclinação parecida). Na verdade, a vari-
ação suave da inclinação das curvas na Fig. 16B sugere que o expoente
b deve variar continuamente com E. Nós calculamos o expoente b para
vários E e mostramos na Fig. 16C (quadrados verdes). O expoente da
DFA, g [Eq. (2.53)], também foi calculado para vários E e aparece na
Fig. 16C como triângulos de ponta-cabeça púrpuras. Note que dentro da
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Figura 17. Tempo característico de autocorrelação da série de avalanches s(n). Painel A:
ajuste da exponencial estendida [Eq. (2.49)] conforme esperado para uma fase de Griffiths;
o expoente D ajustado (ignorando L = 20) concorda com o expoente D calculado na
Seção 3.6, no colapso e na maior avalanche fracional (Apêndice A). Painel B: ajuste de
lei de potência [Eq. (2.48)] (considerando L = 20) dando expoente dinâmico z = 1.0(1).
Ambos os ajustes aparentam ser válidos, mas as outras evidências mostradas neste trabalho
apontam para a validade apenas do ajuste em (A).
região crítica, 1.11 ≤ E ≤ 1.19 mV, o expoente do espectro de potência
das avalanches flutua em 0.78(1) ≤ b ≤ 1.51(1) ao mesmo tempo que
o expoente da DFA da série temporal flutua em 0.62(1) ≤ g ≤ 0.88(1).
Esse fato confirma as correlações de longo alcance na série temporal e
o espectro de potência aproximadamente 1/f das avalanches dentro da
fase de Griffiths. Para E > 1.2 mV, tanto o expoente b vai a zero (série
de avalanches vira ruído branco) quanto o expoente g ultrapassa 1 (a
atividade se torna não-estacionária). A Fig. 16C também mostra como
o expoente da distribuição de tamanho de avalanche, α, varia com E.
Note que apenas na fase percolante fraca aparece uma segunda lei de
potência nas distribuições que escala com α2.
Em um ponto crítico usual, o FSS de τc [Eq. (2.48)] define o ex-
poente crítico dinâmico, z. Contudo, em uma fase de Griffiths τc deve
escalar de acordo com uma exponencial estendida [Eq. (2.49)]. Este é
também um dos critérios utilizados para determinar uma fase de Grif-
fiths [58, 60, 61]. A Fig. 17 mostra os expoentes τc que calculamos a
partir de C(t′) em função de L para vários E. O painel A dessa figura
está em escala log-linear e, portanto, serve para verificar se τc obedece
uma lei exponencial. O painel B, está em log-log para verificar se τc
obedece a uma lei de potência. Ambos os painéis apresentam ajustes
plausíveis, apesar de que o ajuste da exponencial estendida nos dá um
expoente D = 1.1(1) que bate com nossa expectativa dos outros cálculos
independentes para D (através do corte da distribuição de tamanho e
duração de avalanches – Seção 3.6, do colapso das avalanches e da maior
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avalanche fracional – Apêndice A).
3.8 TEMPO DE PROCESSAMENTO
O tempo de processamento, Tp, da rede é mostrado na Fig. 16D.
Como esperávamos na Seção 3.3, ele apresenta um comportamento não-
monotônico em função de E. Apesar de Tp ter vários mínimos locais
rasos, dentro da fase de Griffiths há um mínimo local fundo. Para
E < Ec = 1.19 mV, Tp parece variar de maneira proporcional a ρ, o
que explicaria a presença do mínimo próximo de E = Ec [ver ρ(E;L)
na Fig. 14A]. A partir de E = 1.21 mV, o tempo de processamento
decresce assintoticamente, pois a medida que E aumenta, passa a apare-
cer atividade emaranhada na rede que gera uma avalanche rápida (pois
são precisos cada vez menos neurônios para propagar o sinal) e domi-
nante. No detalhe da Fig. 16D aparece o colapso das curvas, Tp/Lµ, com
µ = 0.95(5). Assim, podemos escrever:
Tp(E;L) = L
µT¯p(E) , (3.11)
onde T¯p(E) é uma função de escala e µ é um expoente crítico que defi-
nimos. A função T¯p(E) é a que aparece no detalhe da Fig. 16D.
Para E > Ec = 1.19 mV, e todos os L, podemos ajustar o decai-
mento dado pela função T¯p(E) através de uma sobreposição de leis de
potência do tipo:
T¯p(E) ∼ (E−ω + E−1/ω) , (3.12)
onde ω = 3.1(2). O termo E−1/ω domina para E  Ec. Esta função
multiplicada por Lµ resulta na linha preta da Fig. 16D. Cabe notar que
obtivemos a Eq. (3.12) empiricamente, sem partir de qualquer princípio.
Entretanto, ela foi útil para determinar o tempo de simulação ao rodar o
programa. Entender a forma funcional de T¯p(E) será fruto de trabalhos
futuros.
A variância de Tp é definida como:
Var(Tp) ≡
〈
T 2p
〉− 〈Tp〉2 . (3.13)
A Fig. 18 mostra a Eq. (3.13) calculada em função de E para vários
L (painel A) e em função de L para vários E (painel B). É notável
a similaridade entre a variância de Tp e a variância de ρ (dada por
χρ): ambas são máximas dentro da região crítica, entre E = 1.11 mV
e E = 1.19 mV. Inclusive, podemos definir uma lei de escala para a
variância do tempo de processamento: Var(Tp) ∼ Lµ′ quando E = Ec,
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Fonte: Girardi-Schappo et al. [177]. Artigo submetido para publicação.
Figura 18. Variância do tempo de processamento. Painel A: Var(Tp) em função de E
para vários L. Painel B: FSS da Var(Tp) dando µ′ = 3.5(2). Note a similaridade entre o
FSS de χρ (que é a variância de ρ) e Var(Tp). (O) fase inativa, (#) fase crítica, (2) e (M)
fases ativas. Fundo cinza claro é a fase de Griffiths, cinza escuro é a fase percolante fraca
e linhas pontilhadas são apenas guia.
com µ′ = 3.5(1) muito próximo de γ′/ν (Fig. 18B).
A rede se torna muito sensível na região crítica, já que tanto a
variância de ρ quanto a de Tp são máximas. Ainda assim, há um mí-
nimo local profundo em Tp próximo de E = Ec. Nessa região, o sinal é
processado através de avalanches distribuídas em forma de lei de potên-
cia, tal que a maior avalanche escala com o tamanho do sistema. Essa
distribuição significa que avalanches de todos os tamanhos (limitadas
apenas por LD) estão presentes no sistema. Portanto, podemos concluir
que avalanches lei de potência que se propagam preferencialmente nas
colunas da rede são a melhor maneira que o sistema tem para processar
o sinal de entrada: o tempo de processamento é, em média, mínimo,
enquanto que sua variância (decorrente das realizações da desordem na
rede) é máxima. Isso implica que ao mesmo tempo que o sistema pode
processar a informação rapidamente, ele é flexível e responde a pequenas
mudanças de maneiras distintas.
3.9 EFEITOS DE TAMANHO PEQUENO E CLASSE DE UNIVER-
SALIDADE
Ignorar os pontos de simulações para redes pequenas para ajustar
curvas de FSS é geralmente aceitável devido a efeitos de tamanho pe-
queno (i.e. efeitos de fronteira) que são amplificados em sistemas finitos
pequenos. No nosso caso, cada uma das colunas das redes com L = 20
inclui uma fração de mais de 12% de todos os neurônios da camada, o que
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é significantemente diferente das frações para outros L (3% para L = 40
e menos de 1% para L = 80, 99). As avalanches então são capazes de
crescer mais e mais rápido para L = 20 do que o esperado para outros
L dado um E fixo (i.e. Tp é desviado levemente para baixo em L = 20).
As condições iniciais são um flash de tamanho fixo 30 × 30 na
camada de Entrada do modelo, o que corresponde a uma ativação média
de 3× 3 = 9 neurônios no LGN. Assim, uma média de 9/400 ≈ 2× 10−2
neurônios do LGN são ativados inicialmente para L = 20, enquanto que
frações médias de 10−3 ou menos neurônios são ativados inicialmente no
LGN de redes com L maiores. Outro efeito, portanto, é que as redes com
L = 20 teriam a maior avalanche e a densidade de sítios ativos levemente
maior do que o esperado para os outros L. Devido a essa tendência, a
variância desses parâmetros deve ser levemente desviada para valores
menores do que os de outros L.
O terceiro fator que influencia os resultados é a rede ter N = 4L2
neurônios. Podemos escrever essa quantidade como N = L2+, sendo a
dimensionalidade efetiva da rede d = 2 + , assumindo que existe um 
tal que L = 4. Portanto, para L→ 4, → 1 e a rede tende a ser cúbica.
Já para L→∞, d→ 2 e a rede tende a ser quadrada. Isso significa que
o FSS estará sujeito a um cross over dos expoentes de d = 2 e d = 3
para L intermediário.
Se esses fatos são levados em conta e ignorarmos L = 20 na análise
de FSS de ρ, χρ e Var(Tp), os expoentes β/ν, γ′/ν e µ′ mudam signifi-
cativamente dos valores apresentados para β/ν = 0.40(2), γ′/ν = 2.6(2)
(γ/ν = 2.2) e µ′ = 2.9(2). O expoente de Tp fica praticamente inalte-
rado µ = 0.90(5) com L = 20 ou µ = 0.95(5) sem L = 20. Entretanto,
apenas a classe de universalidade do modelo é alterada. A transição de
fase continua sendo contínua, tal que ainda existe uma fase de Griffiths
na mesma região de EPSP apresentada no texto, 1.11 ≤ E ≤ 1.19 mV.
A melhor abordagem para esse problema seria estimar os desvios
causados por tamanhos pequenos em redes com L = 20 e corrigir esses
pontos, ao invés de deliberadamente ignorá-los para o ajuste das curvas
dadas nas Eqs. (2.25) e (2.26). No entanto, não temos uma maneira
sistemática de fazer isso, então não é possível ainda determinar a classe
de universalidade do modelo.
3.10 CONSIDERAÇÕES FINAIS SOBRE O MODELO DO V1
Estudamos um modelo do córtex visual que apresenta uma estru-
tura similar à observada experimentalmente, com colunas e camadas. Os
elementos chave desse modelo são a estrutura dinâmica do neurônio e
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Tabela 1. Resumo dos expoentes na região crítica do modelo do V1.
Expoente Equação com L = 20 sem L = 20
β/ν ρ ∼ L−β/ν Eq. (2.25) 0.55(3) 0.40(2)
aγ/ν χ ∼ Lγ/ν Eq. (2.26) 2.55(3) 2.20(2)
bα P(s) ∼ s−α Eq. (2.56) 1.4(1) -
bτ P(T ) ∼ T−τ Eq. (2.57) 1.6(1) -
cD sc ∼ LD Eq. (2.58) 1.0(1) -
b S ∼ f−b Eq. (2.45) 0.78(1) ≤ b ≤ 1.51(1) -
g F ∼ (∆t)g Eq. (2.53) 0.62(1) ≤ g ≤ 0.88(1) -
µ Tp ∼ Lµ Eq. (3.11) 0.90(5) 0.95(5)
ω T¯p ∼ E−ω + E−1/ω Eq. (3.12) 3.1(1) -
µ′ Var(Tp) ∼ Lµ′ Eq. (3.13) 3.5(1) 2.9(2)
a Expoente ajustado através da variância de ρ para realizações da desordem da rede, ao
invés de para a variância de ρ no estado estacionário ativo [35].
b Avalanches definidas de maneira não-usual para processos com transição para estados
absorventes.
c Expoente ajustado também pelas Eqs. (2.49) e (A.4) e pelo colapso das avalanches.
o balanço entre excitação/dissipação nos dendritos. Enquanto o atraso
devido à propagação do potencial de ação nos dendritos e axônios causa
a separação de escalas temporais das avalanches, a atenuação do sinal
contrabalanceia o processamento de informação pela rede. Se incluirmos
inibição lateral dentro das camadas, esperamos que o limiar de ativação
Eth (e, portanto, Ec) cresça de acordo com o nível de inibição da rede,
porém deixando a transição de fases qualitativamente inalterada. Cer-
tamente, isso dependeria do alcance, da quantidade e da intensidade das
conexões laterais dentro das camadas.
Podemos sintetizar este capítulo em cinco resultados principais:
• A fase de criticalidade estendida é confirmada através das leis de
escala para a densidade de sítios ativados e para a sua susceptibi-
lidade associada. A desordem quenched da rede gera a média zero
e a variabilidade divergente da densidade de sítios ativados numa
região estendida do espaço de parâmetros. Essa fase é conhecida
como fase de Griffiths [58, 61]. Ainda, a fase crítica se encontra
próxima dos valores médios de EPSP no córtex [171–173], sendo
que os parâmetros do modelo foram coletados e/ou ajustados a
dados experimentais.
• Distribuições de tamanho (e duração) de avalanches têm forma de
lei de potência e seus cortes escalam com o tamanho do sistema,
como é esperado dentro de uma região crítica. Entretanto, ava-
lanches fora da região crítica também apresentam forma de lei de
potência num intervalo limitado de s, corroborando o argumento
de que a presença unicamente de distribuições com leis de potência
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não está necessariamente ligada à criticalidade do sistema [26, 27].
• O modelo apresenta correlações temporais de longo alcance dentro
da região crítica, verificada através da análise DFA (com expoente
0.5 < g < 1); o modelo também apresenta espectro de potência
1/f b com b ≈ 1 na região crítica; ambos esses resultados estão em
conformidade com resultados experimentais [64, 77, 79, 82].
• A estrutura colunar do modelo ficou evidente na escala caracterís-
ticas da distribuição de avalanches para pequenas avalanches no
regime ativo fraco. Essa saliência na distribuição de avalanches
poderia hipoteticamente ser encontrada experimentalmente se o
sistema visual estiver trabalhando num regime levemente supercrí-
tico; por exemplo, com E = 1.88 mV.
• Descobrimos um mínimo local no tempo de processamento da rede
dentro da fase de Griffiths e próximo de E = Ec. No ponto E = Ec,
o tempo de processamento diverge, conforme esperado para siste-
mas que apresentam percolação dinâmica ou dirigida, com expo-
ente µ = 0.9. Apesar de mínimo, a variância desse tempo de pro-
cessamento é máxima, similar à variância do parâmetro de ordem.
Conjecturamos que esse comportamento pode ser essencial para um
processamento de informação confiável capaz de distinguir entre a
maior quantidade de estímulos possível, já que nas fases inativa ou
percolante forte, o sistema só responderá ou com atividade ruidosa,
ou com uma avalanche dominante extremamente rápida.
Todas essas evidências sugerem fortemente que o processamento visual
deve ocorrer preferencialmente dentro da fase crítica ou próximo dela.
Apesar da criticalidade que observamos ser diretamente decorrente da
média sobre a desordem na rede, no cérebro as conexões entre os neurô-
nios do córtex são reforçadas ou enfraquecidas na escala desde segundos
até horas e dias, alterando assim a estrutura da rede [189]. Este fenômeno
é conhecido como adaptação sensorial [190]. Essas mudanças de estru-
tura ocorrem preferencialmente durante estados quiescentes, enquanto
não há processamento de informação [190] – de modo similar, nossa rede
é remontada para cada estímulo diferente. Fases de Griffiths seriam ob-
servadas no cérebro, portanto, através de médias sobre muito tempo de
atividade, pois isso permitiria a reorganização das sinapses fazendo com
que a média do processamento da informação levasse em conta diferen-
tes realizações das conexões entre os neurônios e gerasse uma grande
variabilidade característica dessas fases.
O modelo apresenta características essenciais de sistemas SOC,
tais como a separação de escalas temporais (que emerge naturalmente
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no regime crítico), avalanches lei de potência que escalam com o tama-
nho do sistema, correlações temporais de longo alcance e espectro de
potência aproximadamente 1/f . Ainda assim, o modelo não apresenta
um mecanismo de auto-organização que o faz atingir o estado crítico
independentemente dos parâmetros E e λ, que controlam a transição de
fase. Contudo, o sistema visual apresenta sim adaptatividade aos estí-
mulos externos, o que evidencia a auto-organização da rede real [67, 83].
Além disso, nosso modelo apresenta uma região estendida de criticali-
dade, o que torna a hipótese de que o sistema visual real seja um sistema
SOC muito apelativa.
Conjecturamos que nosso modelo pertença a alguma classe de uni-
versalidade de transição de fase entre estados absorventes. A desordem
da rede introduz infinitos estados absorventes, pois cada realização da
rede implica numa densidade diferente de sítios ativados (especialmente
na região de Griffiths). Dependendo da relação entre os parâmetros es-
truturais e dinâmicos, o modelo estudado pode apresentar uma dinâmica
que lembra aquela de um processo epidêmico generalizado com imuniza-
ção ou imunização parcial, e portanto sua classe de universalidade seria
algo entre percolação dinâmica, percolação dirigida ou até percolação
dirigida tricrítica [35]. O expoente da distribuição de avalanches no es-
tado crítico é α = 1.4(1), diferente do esperado para percolação dinâmica
(α = 1.05 para d = 2 [184]), e mais próximo do esperado para percola-
ção dirigida (1.3 para d = 2 e 1.4 para d = 3 [184]). Vale lembrar que a
definição de avalanche que fizemos não é a usual no estudo de transições
de fase para estados absorventes, pois o estado do sistema antes e depois
de uma avalanche não é um estado absorvente em si, mas apenas um
estado de silêncio nos somas. Ainda, o expoente da densidade de sítios
ativados e da sua susceptibilidade associada não batem com os expoen-
tes de percolação dinâmica nem com os de percolação dirigida, pois a
dinâmica do nosso modelo é algo entre a dinâmica de cada uma dessas
classes de universalidade. Os expoentes que obtemos estão resumidos na
Tabela 1.
Destacamos que o estudo da criticalidade do cérebro deve ser feito
através da definição de um parâmetro de ordem e da sua susceptibili-
dade quando possível. Se não, pelo menos através do scaling das dis-
tribuições de avalanches (como que o corte varia com o tamanho do
sistema [12]). Em trabalhos futuros, pretendemos aperfeiçoar nosso mo-
delo, adicionando funcionalidades como: a variação do campo excitatório
dos neurônios com a profundidade das camadas do córtex; desordem em
E (e.g. ruído estocástico); dinâmica sináptica ou plasticidade (STDP
ou STSP) [67, 120, 121, 152, 191]; inibição/excitação lateral; ruído de
fundo; diferentes estímulos na camada de entrada. Devido à estrutura
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da rede e ao corpo extenso dos neurônios, é também possível simular a
inserção de eletrodos e a medida de diferenças de potencial LFP para
uma melhor comparação com dados experimentais.
Nosso estudo indica que ser crítico ou quase-crítico é vantajoso
para as redes sensoriais do cérebro. Por exemplo, nossa rede pode servir
de inspiração para ferramentas de reconhecimento de padrões dada a
minimização do tempo de processamento junto com a maximização da
sensibilidade da rede na região crítica. Por fim, o modelo estudado pode
ser considerado um paradigma cinemático para a modelagem microscó-
pica do córtex.
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4 UM MODELO DE NEURÔNIO EFICIENTE COM
DINÂMICA RICA
Modelar o cérebro não é uma tarefa simples. Muitas vezes cien-
tistas optam por modelos simples e gerais que fornecem insights sobre
o fenômeno original que se está tentando entender. Por outro lado, mo-
delos simples podem carecer de algumas propriedades que podem ser
fundamentais no fenômeno em questão, especialmente na modelagem de
sistemas complexos como o cérebro. Hoje, supercomputadores permitem
que proponhamos modelos de larga escala tanto para descrever funções
cerebrais quanto para descrever a fisiologia do cérebro [192–196].
A maioria desses modelos representa cada neurônio por um ponto
no espaço que realiza toda a computação que, na realidade, ocorre por
todo o corpo extenso de um neurônio real. Herz et al. [197] agruparam
modelos de neurônio em cinco categorias gerais (de modelos compar-
timentais detalhados até modelos estocásticos simples), mas todos os
modelos que eles consideraram são descritos por EDOs. Quanto mais
complexo o neurônio, mais detalhes o modelo fornecerá sobre a forma
e a dinâmica (no espaço e no tempo) do potencial de ação se propa-
gando na membrana do neurônio. Embora já muito simples, modelos
de compartimento único são capazes de realizar tarefas fundamentais de
processamento de um único neurônio [197].
Neurônios baseados em mapa vêm ganhando espaço na última dé-
cada como uma nova classe de modelos com equações mais simples e
eficientes (do ponto de vista computacional) [129, 198]. Mapas são sis-
temas de equações de tempo discreto e variáveis de estado contínuas,
e modelos baseados em mapas descrevem o valor do potencial elétrico
da membrana no tempo [28, 137–140, 142, 199, 200]. Assim, todos os
modelos de neurônio baseados em mapas devem pertencer ao nível três
da classificação de Herz et al. [197] (ou seja, modelos de compartimento
único), já que ainda não há modelos compartimentais de neurônios base-
ados em mapa. Mapas que descrevem neurônios frequentemente apresen-
tam descontinuidades arbitrárias nas suas funções de transferência para
levar em conta o decaimento abrupto da voltagem de membrana depois
de um potencial de ação (e.g. os modelos de Rulkov [139], Izhikevich
e Hoppensteadt [142] e Courbage et al. [140]). Alguns desses modelos,
ainda, são apenas a solução de EDO através do método de Euler de
modelos integra-dispara não-lineares com passo de tempo unitário [142].
Recentemente, revisamos historicamente o desenvolvimento de uma
nova classe de mapas neuronais provenientes do modelo clássico do per-
ceptron de McCulloch e Pitts [136] [129]. Essa abordagem consiste em
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construir modelos de neurônios adicionando termos recorrentes na equa-
ção do perceptron até que a complexidade dinâmica desejada seja alcan-
çada. O modelo mais rico dessa classe foi introduzido por Kinouchi e
Tragtenberg [138] (chamado modelo KT) e estendido por Kuva et al. [28]
ao introduzir uma terceira e lenta variável, z, que permite bursts e dis-
paros cardíacos (o modelo KTz).
Neste capítulo, buscamos o melhor compromisso entre um bom
repertório de comportamentos dinâmicos neuronais e eficiência compu-
tacional, então aproximamos a tangente hiperbólica do neurônio KT(z)
original por uma simples função logística (ver Apêndice B). Assim, to-
dos os pontos fixos (FP) e limites de estabilidade do modelo se tornam
analíticos. Traçaremos vários diagramas de bifurcação e diagramas de
fase, tanto analítica quanto computacionalmente, e os compararemos
com os originais da tangente hiperbólica. Por último, compararemos
este modelo do ponto de vista de comportamentos neurais e eficiência
computacional usando as ferramentas propostas por Izhikevich [201] e
também algumas que desenvolvemos [129].
As funções sigmoides usadas em ambas as versões do KT e do
KTz são funções contínuas, então a queda do potencial de ação não é
imposta sobre o sistema. Como consequência, os disparos do KT(z)
têm suas próprias escalas de tempo de ativação e desativação. Essas
escalas de tempo do modelo também dão origem a disparos cardíacos e
burstings naturalmente. Ainda, elas são úteis para que possamos esco-
lher acoplamentos entre neurônios mais biologicamente inspirados do que
meros acoplamentos de pulso (Subseção 2.3.2.1) [129, 198]. As correntes
externas entram no modelo KT(z) como um termo aditivo dentro da
função sigmóide [129]. Portanto, modelos de larga-escala podem ser tão
facilmente construídos a partir desses neurônios usando gap junctions
ou sinapses químicas (vistos na Subseção 2.3.2) [28, 129, 198] quanto
eles são construídos a partir de modelos mais complexos baseados em
condutância.
Veremos que empregar modelos simples da família KTz pode fa-
cilitar o estudo, por exemplo, de fenômenos como bursts induzidos por
oscilações sublimiares, arritmia cardíaca ou até pós-despolarização adi-
antada (do inglês, EAD)1, todos estudados in vitro e in vivo [202–204] ou
usando modelos baseados em condutância [202, 204–207] que têm espaços
de parâmetros enormes, conforme vimos na Subseção 2.3.1. Na verdade,
o estudo de diversos fenômenos pode ser significativamente aprimorado
através dos neurônios da família KTz devido à dimensão reduzida do
1Fenômeno onde ocorre um pico no potencial de membrana durante o decaimento
do potencial de ação. Em inglês, chama-se early afterdepolarization.
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seu espaço de parâmetros. Adicionalmente, neurônios KTz e neurônios
baseados em condutância têm um procedimento de acoplamento tão si-
milar que o KTz poderia ser facilmente compartimentalizado ou usado
em rede (como faremos no Capítulo 5). Ou até uma versão eletrônica
do KTz, tal qual os neurônios construídos por Pinto et al. [208], poderia
ser construída devido à sua dinâmica intrinsecamente discreta através
de um filtro sigmoide.
O trabalho desenvolvido neste capítulo deu origem a um artigo já
publicado [129] e a um outro artigo já escrito em colaboração com outros
três estudantes do grupo, Rafael V. Stenzinger (aluno de mestrado), Jhe-
niffer J. Gonsalves (iniciação científica) e Germano S. Bortolotto (dou-
torando). O último contribuiu no estudo dos atratores estranhos, da
eficiência e dos comportamentos do KTz, enquanto os outros dois deram
pequenas contribuições em alguns diagramas de fase.
4.1 O MODELO KTz LOGÍSTICO
A proposta é aproximar a tangente hiperbólica do modelo KT(z)
pela função logística, f(x) = x/(1 + |x|). No Apêndice B fazemos uma
demonstração de como obter f(x) a partir da tanh(x). O novo modelo
fica:
x(t+ 1) = f
(
x(t)−Ky(t) + z(t) +H + I(t)
T
)
,
y(t+ 1) = x(t) ,
z(t+ 1) = (1− δ)z(t)− λ(x(t)− xR) ,
(4.1)
onde x(t) é o potencial de membrana do neurônio no instante t, y(t)
é uma variável de recuperação rápida, z(t) é uma variável lenta que
representa a corrente total iônica que gera bursts e I(t) é uma corrente
externa total (devida a sinapses e/ou eletrodos). Os parâmetros K e
T controlam a dinâmica de disparos rápidos, o parâmetro δ é o inverso
do tempo de recuperação de z(t) e controla o período refratário, e λ e
xR controlam a dinâmica de disparos lentos (bursting, disparos cardíacos,
etc). Em particular, λ controla o amortecimento das oscilações, enquanto
que xR é um potencial de retorno que controla a duração dos bursts (ou
disparos cardíacos). H é um potencial constante de fundo e t é o passo
de tempo (ts) discreto [129]. Todos os parâmetros e variáveis estão em
escalas arbitrárias.
Neste capítulo, vamos estudar dois casos: (I) o modelo KT logís-
tico bidimensional: δ = λ = z(0) = 0; e (II) o modelo KTz logístico
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tridimensional: H = 0 e δ, λ e z(0) quaisquer. O caso II é equivalente a
transformar o H do caso (I) numa variável lenta z(t): H(caso I) ≡ z(t),
com δ, λ e xR arbitrários. Supomos K > 0 e T > 0 sem perda de
generalidade [138]. Só usaremos a corrente I(t) 6= 0 para estudar os
comportamentos excitáveis do modelo. Os diagramas de fase e de bifur-
cação serão traçados todos com corrente externa nula.
4.1.1 Pontos fixos e bifurcações
4.1.1.1 Caso I
Usando a função logística junto com a definição de PF, podemos
reescrever a Eq. (4.1):
x∗ =
x∗ −Ky∗ +H
p
,
y∗ = x∗ ,
(4.2)
onde definimos p ≡ T + |p0| e p0 ≡ (1 − K)x∗ + H por simplicidade.
Organizando os termos:
(x∗)2 +
K + T + sH − 1
s(1−K) x
∗ − H
s(1−K) = 0 , (4.3)
cujas soluções são:
x∗± =
s
2(1−K)
[
1−K − T − sH
±
√
(1−K − T + sH)2 + 4sHT
]
, (4.4)
em que s ≡ |p0|/p0 = ±1 é o sinal de p0. A Eq. (4.4) fornece quatro
FP dos quais mantemos apenas aqueles que satisfazem: (a) x∗ ∈ R, (b)
|x∗| ≤ 1 e (c) a desigualdade dada implicitamente por |p0| na definição
de s, i.e. p0 = (1−K)x∗ +H > 0 se s = +1 e p0 = (1−K)x∗ +H < 0
se s = −1.
Os autovalores Λ da matriz Jacobiana obedecem à equação carac-
terística:
Λ2 − T
p2
Λ +
KT
p2
= 0 , (4.5)
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cujas soluções são:
Λ± =
T
2p2
(
1±
√
1− 4Kp
2
T
)
. (4.6)
A dependência de Λ em x∗± e H é dada implicitamente em p = T + |(1−
K)x∗ + H|. Esses autovalores podem assumir valores complexos para
K > 0.5, quando H = 0, permitindo o aparecimento de ciclos-limite
(LC).
A Fig. 19 mostra os diagramas de bifurcação [Eq. (4.4)] versus
cada um dos três parâmetros do mapa, K, T e H. A estabilidade dos
FP é dada pelos autovalores [Eq. (4.6)]: |Λ±| < 1 são FP estáveis e estão
plotados com linhas sólidas; FP com |Λ+| > 1 e |Λ−| > 1 são instáveis e
estão representados com linhas pontilhadas; Os pontos de sela, |Λ+| > 1
ou |Λ−| > 1 com o outro autovalor estável, são plotados com linhas
tracejadas.
As regiões cinzas nas Figs. 19A–H correspondem a LC obtidos por
simples iteração do mapa. A altura das áreas cinzas dá a amplitude má-
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Figura 19. Pai-
néis A,B: diagramas
de bifurcação do mo-
delo KT logístico em
função de T para K =
0.6 fixo. (A) H = 0.0,
(B) H = −0.01. Pai-
néis C–F: diagramas
de bifurcação do mo-
delo KT logístico em
função de H para K =
0.6 fixo. (C) T = 0.12,
(D) T = 0.32, (E) T =
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Painéis G,H: diagra-
mas de bifurcação do
modelo KT logístico
em função de K para
H = 0.0 fixo. (G) T =
0.2, (H) T = 0.5.
As Eqs. (4.4) e (4.6)
nos dão FP estáveis
(—), instáveis (· · · ) e
FP de sela (- - -); e a
Eq. (B.1) nos dá a am-
plitude do LC (altura
da área preenchida).
Cinza escuro: coexis-
tência de LC com pelo
menos um FP; Cinza
claro: coexistência de
LC com FP instáveis.
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xima dos LC, calculada usando a Eq. (B.1) do Apêndice B. Essas regiões
são preenchidas de várias janelas de atratores periódicos, ou ciclos-Q. A
maioria dessas janelas é muito fina para ser percebida nesses gráficos,
então não as mostramos. Na Seção 4.1.2, traçaremos os diagramas de
fase do modelo para o caso (I) com H = 0, mostrando claramente as
lacunas de atratores periódicos (que correspondem a línguas de Arnold).
As regiões cinza escuro nesses diagramas representam coestabili-
dade entre LC e pelo menos um PF estável. A borda externa dessas
regiões (i.e. a fronteira com o FP estável) apresentam, portanto, bifur-
cação Neimark-Sacker subcrítica (também conhecidas como bifurcação
Andronov-Hopf para sistemas de tempo contínuo).
A bifurcação de x∗ sobre T nas Figs. 19A,B muda de uma forma
similar a pitchfork2 em A para H = 0 para uma catástrofe tipo cusp em
B para |H| > 0. No caso de H > 0, o ramo superior desconecta ao invés
do ramo inferior no painel B. O comportamento retratado nesses painéis
é válido para 0.5 < K < 1. Para 0 < K < 0.5, a região de LC some,
enquanto que para K > 1 é a região de 2FP que some. O comporta-
mento do mapa é simétrico em H. Esse fato ficará mais evidente quando
apresentarmos os limites de estabilidade dos FPs na Seção 4.1.2.
As Figs. 19C–F mostram a superfície da catástrofe tipo cusp pro-
jetada no plano x∗ ×H (duas bifurcações sela-nó). A curva de histerese
em C se torna um único FP em F ao aumentar T , passando por uma
região de atratores LC. Essa figura é válida para 0.5 < K < 1. Os LC so-
mem para K < 0.5 e, por outro lado, a região de 2FP some para K > 1.
Os valores dos parâmetros K, T e H em que os dois FPs coalescem em
um é facilmente obtido analiticamente usando os limites de estabilidade
que serão apresentados na próxma seção.
As Figs. 19G,H mostram a bifurcação de x∗ em função de K para
H = 0 e dois T diferentes. A medida que T aumenta, a região de
LC desacopla dos dois FP estáveis (região 2FP), mudando a bifurcação
Neimark-Sacker de subcrítica (Fig. 19G) para supercrítica (Fig. 19H)
para T > 0.5. Para H 6= 0, a simetria é quebrada de modo similar ao
da bifurcação sobre T no painel B: i.e. ou o FP superior (H > 0) ou o
inferior (H < 0) sobrevive enquanto o outro some numa bifurcação sela-
nó. Ainda, LCs existem apenas para um certo intervalo de H próximo
de zero e qualquer |H| > 0 transforma a bifurcação Neimark-Sacker
supercrítica em subcrítica (painel H). Novamente há simetria em H →
−H.
2Manteremos os nomes de muitas bifurcações e comportamentos de neurônio em
inglês para ficar de acordo com a literatura padrão internacional.
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4.1.1.2 Caso II
O FP para o caso II é facilmente derivado da Eq. (4.3) substituindo-
se H por z∗ = (xR − x∗)λ/δ. O KTz logístico tem, portanto, FP dado
por:
s(1−K − α)(x∗)2 + (T + sxRα− 1 +K + α)x∗ − αxR = 0, (4.7)
onde definimos α ≡ λ/δ por simplicidade. A solução é:
x∗± =
s
2(1−K − α)
[
1−K − T − α(sxR + 1)
±
√
(T +K + α− 1)2 + 2sxRα(1−K − α+ T ) + α2x2R
]
. (4.8)
Os FPs dados na Eq. (4.8) existem apenas se satisfizerem as mesmas
condições para o caso I, substituindo H por z∗ na terceira condição:
(1−K)x∗ + z∗ > 0 para s = +1 e (1−K)x∗ + z∗ < 0 para s = −1.
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Figura 20. Painéis A–C: diagramas de bifurcação do KTz logístico versus T para K = 0.6
e δ = λ = 0.001 fixos. (A) xR = −0.01, (B) xR = −0.26, (C) xR = −0.4. Painéis D–F:
diagramas de bifurcação do KTz logístico versus K para xR = −0.5 e δ = λ = 0.001 fixos.
(D) T = 0.2, (E) T = 0.5, (F) T = 0.7. A Eq. (4.8) dá FPs estáveis (—) e instáveis (· · · )
e a Eq. (B.1) dá a amplitude dos LCs (altura da área preenchida). No painel D, ao invés
da altura do atrator para K . 1.5, o próprio atrator é mostrado como exemplo de ciclos
periódicos. Cinza escuro: bursting; cinza claro: disparos rápidos ou cardíacos.
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A equação característica da Jacobiana é dada por:
p2Λ3− [T + (1− δ)p2]Λ2 +T (K+λ+ 1− δ)Λ−KT (1− δ) = 0 , (4.9)
lembrando que p = T + |x∗ −Ky∗ + z∗|. A solução para Λ é dada pela
fórmula de Cardano-Tartaglia:
Λ1 = B + C − 3
√
2D ,
Λ2 = B − 1−
√
3 i
2
C +
1 +
√
3 i
3
√
4
D ,
Λ3 = B − 1 +
√
3 i
2
C +
1−√3 i
3
√
4
D ,
(4.10)
onde os coeficientes B, C e D são dados por:
B =
T − (δ − 1)p2
3p2
,
C =
3
√
R+
√
4U3 +R2
3 3
√
2p2
,
D =
U
3p2
3
√
R+
√
4U3 +R2
,
U =3p2T (K + λ− δ + 1)− [(δ − 1)p2 − T ]2 ,
R =2T 3 − 3(δ − 1)p4T (δ − 1 + 6K − 3λ)+
+ 3p2T 2(δ − 1− 3K − 3λ)− 2(δ − 1)3p6 .
(4.11)
Os diagramas de bifurcação do FP do KTz logístico [Eq. (4.8)]
estão plotados nas Figs. 20A–F. A estabilidade é dada pelas mesmas
condições descritas para o caso I, mas usando Λ1,2,3 dado na Eq. (4.10):
linhas sólidas são FP estáveis, enquanto linhas pontilhadas são FP instá-
veis. Os LC ficam nas áreas cinzas. Nas Figs. 20A–C, a área preenchida
corresponde ao atrator verdadeiro (ao invés de simplesmente sua ampli-
tude, como nas outras figuras) para cada T iterado por 106 ts. Se mais
iterações fossem consideradas, os atratores teriam uma distribuição de
pontos mais densa para cada T . Para as Figs. 20D–F, a altura da área
cinza é a amplitude do LC, Eq. (B.1) do Apêndice B (exceto na grande
janela periódica no painel D próximo de K = 1.5). Bursts de disparos
(BS) estão na região cinza escuro enquanto que disparos rápidos (FS) ou
cardíacos (CS) estão na região cinza clara. É fácil separar CS e FS, pois
CS tem um grande buraco onde os pontos do atrator são esparsamente
distribuídos próximos de x∗ = 0 (paineis A a C).
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A corrente lenta z faz com que não haja mais biestabilidade entre
dois FPs, como havia no caso I. Os valores de xR, λ e δ determinam o
valor estacionário de z∗ = (xR − x∗)λ/δ, que é equivalente ao H do caso
I. Assim, os comportamentos que descreveremos aqui serão simétricos em
xR, tal que xR → −xR faz com que x∗ → −x∗.
Nas Figs. 20A–C, a região de 2FP do caso I gerou uma região
de CS. Se considerarmos z variando muito lentamente (uma aproxima-
ção quase-estática), então um disparo cardíaco pode ser visto como uma
alternância lenta entre dois FP estáveis. Essa afirmação pode ser verifi-
cada comparando as Figs. 19A,B e 20A–C, e notando a alta densidade
de pontos do atrator de LC na região de CS para o caso II onde estavam
anteriormente os PF estáveis do caso I. Esse fenômeno ocorre pois o mo-
delo, nesse regime, está próximo das bifurcações sela-nó (Fig. 19C) e é
conhecido como ruínas de atratores ou fantasmas de atratores [126, 209].
Nas Figs. 20D–F, os LCs começam por uma bifurcação subcrítica
de Neimark-Sacker do FP numa região de BS. A região BS encolhe a
medida que T aumenta. A amplitude dos LCs também decresce com
o aumento de T . Esse decréscimo também pode ser explicado através
do caso I: para H = 0 e T = K há uma bifurcação Neimark-Sacker
supercrítica no caso I (Fig. 19A), então para |xRλ/δ| & 0 e T . K a
amplitude dos LCs deve ser pequena. No painel D, particularmente, há
uma janela periódica bem larga no lado direito da região de LCs, onde
aparece um atrator ciclo-5.
As regiões FS e BS se extinguem para |xR| crescente. A descrição
das bifurcações do KTz, até agora, são válidas apenas para 0.5 < K < 1.
Para 0 < K < 0.5, há apenas comportamento FP e CS, enquanto que
paraK > 1 não há CS. Todas as bifurcações ocorrem também para xR >
0, mas as oscilações nascem do FP simétrico positivo. As bifurcações
para todos os valores de K ficarão mais claras quando discutirmos os
limites de estabilidade do FP na próxima seção.
Calculamos também os intervalos entre disparos (ISI), que nada
mais é que o período dos LCs, para estudar a estrutura interna dos LCs.
O cálculo do ISI nos permite separar claramente regimes de FP, FS, BS,
CS e disparos cardíacos aperiódicos (ACS). Até onde sabemos, não há
outro modelo de neurônio que apresenta regime ACS. É possível achar
janelas estreitas dentro do regime aperiódico onde existem atratores caó-
ticos, embora o neurônio não seja geralmente caótico nesse regime.
Os diagramas de bifurcação do ISI são dados na Fig. 21 (curvas
azuis de cima). Todas as transições nessa figura estão marcadas com
linhas pontilhadas verticais. As Figs. 21A–C correspondem a aproxi-
madamente os mesmos parâmetros que os das Figs. 20A–C, respectiva-
mente. Exceto a transição entre CS→ACS, todas as outras bifurcações
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Figura 21. Bifurcação do intervalo entre disparos (azul, curvas de cima) e amplitude
dos LCs (preto, curvas de baixo) para K = 0.6 e δ = λ = 0.001. Painéis A–C: ISI ×
T para xR = −0.01 (A), xR = −0.2 (B) e xR = −0.4 (C); detalhe: fronteira entre
disparos cardiacos periódicos e aperiódicos; note a dispersão de ISI na região de ACS.
Painéis D–F: ISI × xR para T = 0.1 (D), T = 0.275 (E) e T = 0.54 (F). Linhas verticais
pontilhadas destacam as bifurcações (ou mudanças de comportamento). A amplitude dos
LCs é descontínua em todas as bifurcações. A descontinuidade desaparece para |xR| → 0
pois o modelo se aproxima de uma bifurcação Neimark-Sacker supercrítica. A amplitude
mostra as oscilações sublimiares nas transições de FP para BS ou ACS.
da Fig. 21 são descontínuas.
O regime FS coexiste com CS num pequeno intervalo de parâ-
metros T (Fig. 21A). A transição entre esses dois regimes é similar a
uma transição de primeira ordem. A transição de BS para FS, por ou-
tro lado, ocorre através do aumento contínuo da duração de um único
burst, ∆tBS , de maneira similar ao que ocorre no interneurônio do cora-
ção da sangue-suga modelado por Shilnikov e Cymbalyuk [210] através
de uma abordagem baseada em condutâncias. A Fig. 21E mostra o per-
fil de ISI nessa transição enquanto que a Fig. 22B mostra o scaling de
∆tBS próximo da transição em xBSR = −0.075 para o mesmo conjunto
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Figura 22. Painel A: período das oscilações, ISIj , em função de |xR − xCSR | (xCSR é o
ponto de bifurcação dado pela Eq. (4.19) no limite quase-estático). Note que 〈ISI〉 vai a
infinito para xR → xCSR com expoente 1/2 [mesmos dados que na Fig. 21D deslocados de
xCSR ]. O pequeno bico próximo de |xR−xCSR | ≈ 10−1 separa disparos cardíacos periódicos
(direita) de aperiódicos (esquerda). Painel B: duração de burst, ∆tBS , em função de
|xR− xBSR | (xBSR é o ponto de bifurcação onde FS começa através de uma catástrofe blue-
sky [210]). A lei de potência vale apenas bem perto da bifurcação (|xR − xBSR | . 10−3).
Painel C: potencial de membrana na transição de CS para BS para T crescente e K = 0.6,
δ = λ = 0.001 e xR = −0.2 fixos. Note como o ciclo limite perde estabilidade para
um comportamento caótico misturado entre disparos cardíacos e bursting. A forma dos
potenciais de ação em C (meio) lembra potenciais de ação com EAD [207].
de parâmetros. Enquanto o intervalo entre bursts (maior ISI, Fig. 21E)
permanece praticamente constante com xR → xBSR = −0.075, a duração
dos bursts aumenta continuamente para infinito de acordo com a lei de
potência:
〈∆tBS〉 ∼ |xR − xBSR |−1/2 (4.12)
caracterizando uma bifurcação homoclínica de uma órbita periódica sela-
nó [210].
A bifurcação de CS→FP ocorre através de uma bifurcação de
período infinito (Figs. 21C,D). A Fig. 22A mostra em detalhes como o
período vai a infinito de acordo com a lei de potência:
〈ISI〉 ∼ |xR − xCSR |−1/2 , (4.13)
onde xCSR é o ponto de transição dado pelo limite de estabilidade do
FP que, no limite quase-estático, veremos que obedece à Eq. (4.19). A
mesma lei de potência é verificada para 〈ISI〉× |T −TCS |. A Eq. (4.13)
caracteriza uma bifurcação sela-nó no círculo invariante [126].
A borda entre CS e BS (Fig. 21B) apresenta pequenas regiões
com atratores caóticos, dada a perda da estabilidade do LC. Na Fig. 22C,
mostramos o comportamento do neurônio, x(t) versus t, conforme a tran-
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sição CS→BS se aproxima. Para T pequeno (esquerda da Fig. 22C), os
disparos cardíacos são bem regulares e lembram, por exemplo, os dispa-
ros do modelo de FitzHugh-Nagumo [132, 133]. Para T crescendo, o LC
perde estabilidade e começa a mostrar pequenas oscilações mesmo du-
rante o decaimento lento do potencial de ação (painel do meio), de modo
similar a potenciais de ação com EAD [207]. A região BS começa após
uma transição altamente caótica com comportamentos misturados de BS
com CS (painel da direita da Fig. 22C) que ocorre em 0.24 . T . 0.25.
Se novamente considerarmos z(t) variando bem lentamente para
xR < 0, o sistema é bem representado pela alternância lenta entre os dia-
gramas de bifurcação das Figs. 19A,B. A órbita gira em torno de dois FP
estáveis na Fig. 19A,B para T pequeno. Conforme T aumenta, o FP de
cima passa por uma bifurcação Neimark-Sacker subcrítica. Entretanto,
dentro de uma certa região de T os LC coexistem com um equilíbrio
de sela, o que desestabiliza as oscilações e gera oscilações rápidas de
pequena amplitude no LC.
A bifurcação que separa BS e FP (Figs. 21B,E) é similar àquela
que separa CS e FP. O maior ISI (ou o intervalo entre bursts) diverge de
acordo com a lei de potência dada na Eq. (4.13): 〈IBI〉 ∼ |xR−xFPR |−1/2.
Novamente, xFPR é o valor do ponto de transição que pode ser determi-
nado pelo limite de estabilidade do FP. A presença das bifurcações sela-
nó, homoclínica [Eq. (4.12)] e Neimark-Sacker próximas sugere que o mo-
delo KTz logístico tem um ponto de bifurcação Bogdanov-Takens [126].
Entretanto, não buscamos caracterizar essa bifurcação.
A amplitude dos LCs também está retratada na Fig. 21 (pontos
pretos na parte de baixo de cada painel). Todos os FPs nessa figura
bifurcam para LCs através de bifurcações com amplitude descontínua.
A exceção é o caso xR = 0, em que recuperamos a bifurcação Neimark-
Sacker supercrítica do caso I. Uma região bem estreita de oscilações
sublimiares (SO) ocorre na borda das transições: FS→FP, CS→FP e
BS→FP, apesar da descontinuidade na amplitude. Apenas para ajudar
a visualizar a amplitude de SO: na Fig. 21B–E aparece uma poeira preta
próximo às linhas pontilhadas verticais com coordenada y entre 10−2 e
1; essa poeira é a amplitude das SO.
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4.1.2 Diagramas de fase
4.1.2.1 Caso I
O modelo KT logístico tem três parâmetros, K, T e H. Nós
traçaremos os diagramas K × T para H = 0 e também T × H para
vários K. Nós inserimos a Eq. (4.4) na Eq. (4.6) e usamos a condição do
limite de estabilidade dada na Eq. (B.2) (Apêndice B) para obter uma
curva de um parâmetro em função dos outros dois.
O caso H = 0 (retratado na Fig. 23A) tem quatro limites de
estabilidade diferentes, dos quais três são analíticos:
T = 1−K , para K ≤ 0.5, (4.14)
T = K , para K > 0.5, (4.15)
T =
1
K
+K − 2 , para 0.5 ≤ K ≤ 1, (4.16)
onde Eq. (4.14) separa a região de um FP estável (1FP) da região de
dois FP estáveis (2FP) através de uma bifurcação pitchfork supercrítica
(de modo similar ao da Fig. 19A, mas para K ≤ 0.5 não há LC, ou ao da
Fig. 19H para T > 0.5), a Eq. (4.15) separa 1FP de uma região de LC
(Osc) através de uma bifurcação Neimark-Sacker supercrítica (também
de modo similar ao da Fig. 19A, mas para K > 0.5 não há coexistência
de FP estável, ou ao da Fig. 19H para T > 0.5) e a Eq. (4.16) separa
a região de 2FP de uma região de LC (Osc) através de uma bifurcação
Neimark-Sacker subcrítica (Fig. 19G). A curva dada pela Eq. (4.16) é a
curva mais a direita com linha tracejada na Fig. 23A.
O limite de estabilidade da fase Osc. foi determinado através da
iteração do mapa e é a curva tracejada mais a esquerda na Fig. 23A. A
região Osc. está preenchida com inúmeras línguas de Arnold, cada uma
correspondendo a um atrator de período diferente. Os rótulos de cada
língua na Fig. 23A são conhecidos como números de giração w = P/Q,
onde Q é o período do atrator (i.e. a quantidade de passos de tempo
para o mapa se repetir exatamente) e P é a quantidade de oscilações
completas dentro do período Q. As línguas são mais finas do que no
modelo original com tanh (Apêndice B) e correspondem aos atratores
periódicos detectados nos diagramas de bifurcação. A estrutura geral
do diagrama T ×K foi preservada pela aproximação logística. Detalhes
sobre o algoritmo usado para determinar as línguas são apresentados por
Tragtenberg e Yokoi [211].
O parâmetro H é um terceiro eixo saindo do papel na Fig. 23A,
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perpendicular a T e K. Então para H 6= 0, temos três diagramas de fase
qualitativamente distintos, mostrados nos painéis B a D dessa figura, que
correspondem aos limites de estabilidade das Eqs. (4.14), (4.15) e (4.16):
K < 0.5; 0.5 ≤ K < 1 e K > 1. Linhas pontilhadas verticais na Fig. 23A
indicam os valores de K usados para traçar os outros três diagramas de
fase na figura.
As linhas sólidas nas Figs. 23B–D são os limites de estabilidade
do FP dados por:
H =

(√
(1−K)T +K − 1
)
x∗ , para K < 0.5,(√
KT +K − 1
)
x∗ , para K ≥ 0.5,
(4.17)
onde x∗ são os FP dados pela Eq. (4.4). Entretanto, o vínculo dado pelo
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Figura 23. Diagramas de fase do modelo KT logístico (caso I). Painel A: T×K para H = 0
(linhas pontilhadas verticais são os valores de K selecionados para os painéis B, C, D);
Linhas sólidas são bifurcações pitchfork supercríticas [1FP↔2FP, Eq. (4.14)] ou bifurca-
ções Neimark-Sacker supercríticas [1FP↔Osc., Eq. (4.15)], a linha tracejada mais a direita
é uma bifurcação Neumark-Sacker subcrítica [2FP→Osc., Eq. (4.16)] e a linha tracejada
a esquerda é o limite de estabilidade da região Osc. determinado computacionalmente.
Painéis B–D: T × H para K = 0.3 (B, válido para K ≤ 0.5); K = 0.6 (C, válido para
0.5 < K < 1); K = 1.5 (D, válido para K ≥ 1). 2FP↔1FP: bifurcação sela-nó e linhas
tracejadas são bifurcações Neimark-Sacker subcríticas determinadas computacionalmente;
linhas sólidas são dadas pela Eq. (4.17). O ponto no topo (bico) nos painéis C e D são pon-
tos multicríticos (MCP) onde ocorre bifurcação de Neimark-Sacker supercrítica. A região
oscilatória apresenta várias línguas de Arnold, rotuladas por seus números de giração.
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limite de estabilidade (|Λ| = 1) simplifica o FP [Eq. (4.4)] para:
x∗ =

s
(
1−
√
T
1−K
)
, para K < 0.5,
s
(
1−
√
T
K
)
, para K ≥ 0.5,
(4.18)
em que s = ±1 já foi definido anteriormente. As duas soluções distintas
para as Eqs. (4.17) e (4.18) vêm da mudança do autovalor de real para
complexo em K = 0.5.
As curvas sólidas mostradas nas Figs. 23B–D são a intersecção das
superfícies no espaço K × T ×H dadas pela Eq. (4.17) com planos per-
pendiculares a K (i.e. com K fixo). As linhas tracejadas nas Figs. 23C,D
são os limites de estabilidade da fase Osc. e foram determinadas através
de um método de bissecção da iteração do mapa. As línguas de Arnold
da Fig. 23A com atratores periódicos também se interseccionam com os
planos com K fixo e, portanto, estão presentes dentro da fase Osc. nas
Figs. 23B–D. Entretanto, não determinamos os limites das línguas de
Arnold (i.e. dos atratores periódicos) nos planos com K fixo. Os diagra-
mas de fase da Fig. 23 nos dão uma visão geral de todas as bifurcações
discutidas com a Fig. 19.
Novamente, há uma grande similaridade entre a aproximação lo-
gística e o modelo original de Kinouchi e Tragtenberg [138] (ver Apên-
dice B) com duas diferenças importantes: primeiro, os dois pontos mul-
ticríticos (MCP) do modelo original coalesceram em apenas um MCP
(Fig. 23C,D) de modo a formar um bico no topo do diagrama; segundo,
a bifurcação Neimark-Sacker supercrítica que ocorria no original para
K > 1 se tornou apenas a ponta superior do diagrama, tornando as
fronteiras entre FP e Osc. completamente subcrítica (Fig. 23D).
Comparando os diagramas da Fig. 23, concluímos que a região
mais rica em termos de comportamentos dinâmicos ocorre para 0.5 <
K < 1 pois apresenta todas as bifurcações possíveis do modelo. Assim,
nós estudaremos o modelo tridimensional apenas dentro dessa região sem
perda de generalidade.
4.1.2.2 Caso II
A variável z acrescenta três outros parâmetros no modelo: δ, λ e
xR. Traçaremos o diagrama xR × T para δ = λ = 0.001 e K = 0.6 e
aplicaremos o método de ISI (descrito no Apêndice B) para separar as
fases de LC. É possível aplicar esse método para qualquer combinação
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Figura 24. Diagrama de fase xR × T . Painel A: método da distribuição de ISI aplicado
ao modelo KTz logístico (caso II). Painel B: mesmo método aplicado ao modelo original
com tanh (comparar com o diagrama apresentado no Apêndice B). As fases são mostradas
com diferentes tons de cinza. Tem uma região biestável na fronteira entre FS e CS. O
comportamento característico do mapa dentro da poeira (ou camarões [213]) entre CS e
BS é uma alternância infinita entre disparos cardíacos e bursting. Linhas tracejadas são
a aproximação quase-estática. Oscilações sublimiares (SO) também estão presentes no
painel A, mas dentro de uma região muito estreita sob a linha tracejada. Bursts lentos e
rápidos estão separados por um limiar arbitrário apenas para destacar a presença de bursts
com vários intervalos entre burst. Linhas pontilhadas horizontais e verticais correspondem
aos valores de xR e T escolhidos para plotar a Fig. 21.
de parâmetros. Neste trabalho, aplicaremos apenas para o caso λ = δ =
0.001 eK = 0.6, pois este é o único diagrama de fases do KTz hiperbólico
presente na literatura que descreve as fronteiras entre diferentes fases de
LC através da iteração do mapa [28]. Outros diagramas de fases foram
traçados apenas usando o limite de estabilidade do FP, sem separar as
fases de LC [212].
O método de ISI aplicado ao modelo KTz logístico resulta na
Fig. 24A enquanto que aplicado ao modeo KTz tanh, na Fig. 24B. O
painel B também pode ser comparado ao diagrama xR × T do modelo
com tanh criado apenas com iterações do mapa por Kuva et al. [28], no
Apêndice B. As fases são separadas pelo método descrito também no
Apêndice B, através do qual se pode encontrar comportamentos típicos
do neurônio em cada uma das regiões. Esse método nos dá uma ideia boa
sobre estruturas que são muito dificilmente encontradas usando apenas
a iteração do mapa. Por exemplo, a fase ACS também está presente no
modelo original, apesar de nunca ter sido detectada. Essa fase se torna
a poeira encontrada na fronteira entre CS e BS. O atrator do sistema
ajustado sobre essa poeira, em ambos os casos, é uma alternância infinita
entre disparos cardíacos e bursts, como no painel da direita da Fig. 22C.
Um primeiro olhar sobre essa região dá a impressão de que a poeira
vai diminuindo conforme |xR| diminui, mas ainda mantendo a mesma
estrutura. Essa pode ser, portanto, uma região com estrutura fractal
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no espaço de parâmetros do modelo KTz (seja hiperbólico ou logístico),
onde o modelo apresenta comportamento caótico. Se for assim, pode ser
que sejam camarões no espaço de parâmetros [213, 214].
A aproximação adiabática, ou quase-estática, consiste em subs-
tituir H do caso I por H(caso I) = z∗ = (xR − x∗)λ/δ nos limites de
estabilidade das Eqs. (4.17) e (4.18) e resolver para obter uma curva
xR(T ) (ou outra que se tenha interesse). A aproximação, válida para
0 < δ = λ 1, resulta em:
xR = s(K − T ) , (4.19)
onde s = +1 para o FP positivo e s = −1 para o FP negativo. A
Eq. (4.19) está plotada com uma curva tracejada na Fig. 24A. Essa
curva é muito mais simples do que a obtida por Copelli et al. [212] para
o modelo hiperbólico (linha tracejada no painel B).
Bursts lentos (SB) estão separados dos bursts regulares atraves do
ISI usando um limiar arbitrário. Fazemos isso para enfatizar a grande
diferença de ISI entre ambos os comportamentos observados nas Figs. 21.
Todas as fases que estão presentes no KTz hiperbólico (FS, FP, BS, SB,
CS, ACS e SO) também estão presentes na nossa aproximação logística
(mesmo que a fase ACS não tenha sido originalmente detectada no mo-
delo KTz hiperbólico). A fase de SO foi identificada apenas através do
cálculo da amplitude das oscilações já que ela é muito fina no diagrama
xR × T .
A reentrância no diagrama da Fig. 24B para T → 0 no modelo da
tanh ocorre em vários limites de estabilidade em outros planos de parâ-
metros [212]. O KTz logístico teve seu limite de estabilidade linearizado
no limite adiabático em relação ao KTz hiperbólico (comparar as cur-
vas tracejadas nas Figs. 21 A e B). Portanto, também seria interessante
investigar se o modelo logístico, no limite adiabático, terá seu limite de
estabilidade linearizado também nos outros planos de parâmetros, em
que o modelo hiperbólico apresenta reentrância.
4.2 COMPORTAMENTOS NEURONAIS
Esta seção é dedicada a descrever comportamentos dinâmicos par-
ticulares do mapa que podem ser de interesse ao propor uma rede neural
biologicamente plausível, como faremos no Capítulo 5. A solução x(t) do
mapa, Eq. (4.1), é o próprio potencial elétrico da membrana do neurô-
nio, portanto as Figs. 25 e 26 terão x (em unidades arbitrárias) no eixo
y (plotado com círculos e linhas para guiar os olhos) e t (em ts) no
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eixo horizontal. Comportamentos excitáveis estão acompanhados com
a respectiva curva de corrente de entrada, I(t) (também em unidades
arbitrárias), logo abaixo do gráfico do potencial. Os parâmetros para
todos os comportamentos dessas figuras são dados no Apêndice B, na
Tabela 7.
4.2.1 Caso I
O modelo bidimensional apresenta apenas três comportamentos
autônomos: estado de repouso, disparos rápidos e oscilações sublimiares.
Os disparos rápidos podem ser caóticos, dependendo dos parâmetros. Os
comportamentos excitáveis são mais diversos, pois dependem das bifur-
cações do modelo. Como vimos na Subseção 4.1.1, mesmo o modelo KT
logístico já apresenta diversas bifurcações diferentes. Os comportamen-
tos excitáveis descritos aqui são achados todos próximos à bifurcação
Neimark-Sacker subcrítica (Fig. 23C).
Os comportamentos excitáveis são: relaxação ao FP, oscilações
transientes, disparos tônicos, efeito de bloqueio de nervo, biestabilidade
(LC + FP) e disparos excitáveis. Todos eles também presentes no modelo
original [138]. Entretanto, a amplitude das oscilações da aproximação
logística são um tanto menores do que as apresentadas com a tanh, já
que a função logística varia mais devagar para |T | → 0 do que a tanh.
O modelo KT apresenta excitabilidade verdadeira, pois na maioria
das bifurcações apresenta um equilíbrio de sela que separa a bacia de
atração dos dois atratores. Cada curva da Fig. 25F é o resultado de
um estímulo pulso delta [Eq. (2.63)] de intensidade cada vez maior, até
que o neurônio dispara. O limiar de excitabilidade pode ser facilmente
determinado através da distância entre os parâmetros do neurônio e o
limite de estabilidade do FP, curva H(K,T ) dada na Eq. (4.17).
4.2.2 Caso II
O caso II é uma generalização do caso I, então além dos com-
portamentos autônomos e excitáveis do caso I, neurônios KTz também
apresentam: disparos lentos, disparos cardíacos rápidos e lentos, disparos
cardíacos aperiódicos, bursts rápidos e lentos e bursts caóticos (mistura
de disparos cardíacos e bursts encontrada na poeira entre os dois regi-
mes).
Poucos modelos de neurônios apresentam disparos cardíacos. No
caso de modelos de tempo contínuo, são conhecidos apenas o neurônio
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formal de FitzHugh-Nagumo [132, 133] e o neurônio baseado em condu-
tâncias de Luo e Rudy [144]. O primeiro mapa a apresentar disparos
cardíacos foi o modelo KTz hiperbólico [28, 129]. Recentemente, há a
proposta do modelo de Rulkov adaptado [215] e uma discretização do
modelo de Luo & Rudy [216]. A simplificação logística permite entender
os disparos cardíacos precisamente, já que depende de uma função con-
tínua (diferentemente do modelo de Rulkov) e tem poucos parâmetros
e poucas equações (diferentemente da solução via método de Euler do
modelo de Luo & Rudy).
A variável z gera uma grande variedade de comportamentos dinâ-
micos lento-rápido. Eles estão retratados na Fig. 26. Abaixo descrevere-
mos rapidamente esses comportamentos de acordo com Izhikevich [201]
para poder comparar nosso mapa com os modelos abordados pelo autor
em termos de eficiência computacional.
• Disparos tônicos. Há neurônios que apresentam um comporta-
mento quiescente até que excitados por uma corrente contínua, aí
começam a disparar periodicamente (Fig. 26A). Nesses neurônios, o
trem de disparos aparece apenas através do estímulo externo. Esse
comportamento está presente em praticamente todos os neurônios
conhecidos.
• Disparo fásico. Pode acontecer de, quando estimulado com uma
corrente contínua, o neurônio disparar apenas uma vez e tornar a
ficar quiescente novamente, mesmo que a corrente externa continue
atuando. Esse comportamento é conhecido como disparo fásico
(Fig. 26B) e ocorre de maneira geral em elementos excitáveis.
• Bursts tônicos. Neurônios KTz também apresentam bursts tônicos
(Fig. 26C) enquanto a corrente externa está ativa. Essa proprie-
dade é importante pois está relacionada com a geração das oscila-
ções gamma no cérebro.
• Burst fásico. Parecido com o disparo fásico, o neurônio reage
ao estímulo externo contínuo com um único burst de disparos
(Fig. 26D).
• Modo misto. Alguns neurônios podem exibir modo misto: eles dis-
param um burst fásico e depois começam a disparar tonicamente
(Fig. 26E). O KTz logístico é capaz de reproduzir este comporta-
mento.
• Excitabilidade classe 1. Alguns neurônios apresentam a frequência
de disparos dependente da intensidade da corrente injetada [126].
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Esses neurônios são ditos excitáveis de classe 1 (Fig. 26F) e po-
dem codificar, portanto, a entrada numa resposta. Esse comporta-
mento é tipicamente encontrado em neurônios piramidais no córtex
e ocorre devido a uma bifurcação sela-nó no círculo invariante [126].
• Excitabilidade classe 2. Ao contrário da classe 1, neurônios nesse
regime não são capazes de codificar a entrada numa saída. A
frequência de resposta dessas células varia descontinuamente com
a intensidade da corrente de entrada (Fig. 26G). Um exemplo são
os interneurônios inibitórios do córtex. Esses disparos são causa-
dos ou por uma bifurcação sela-nó (fora do círculo invariante) ou
por uma bifurcação de Neimark-Sacker sub ou supercrítica [126].
• Oscilações sublimiares. A presença de oscilações que são insufi-
cientes para causar disparos é comum numa grande variedade de
neurônios (Fig. 26H após o disparo).
• Ressoador. Alguns neurônios podem agir como ressoadores. Eles
reagem apenas a estímulos cuja frequência é a mesma que sua
frequência de oscilação sublimiar. Na Fig. 26I, o neurônio KTz do
exemplo não dispara quando a frequência do estímulo é muito alta.
• Integrador. Para neurônios sem oscilações sublimiares, quanto
mais alta a frequência de entrada, maior a chance de ocorrer um
disparo. Esses neurônios são ditos integradores (Fig. 26J). Um
neurônio com essa propriedade é que utilizamos no modelo do cór-
tex visual, no Capítulo 3.
• Disparo de rebote. Alguns neurônios disparam ao voltar para o
equilíbrio após estímulos inibitórios. Esse fenômeno é chamado de
disparo pós-inibitório ou rebote (Fig. 26K).
• Burst de rebote. Ao invés de disparar apenas uma vez, alguns
neurônios disparam um burst na volta para o equilíbrio após estí-
mulo inibitório (Fig. 26L).
• Variabilidade do limiar. Nosso modelo é também capaz de repro-
duzir a variabilidade do limiar (Fig. 26M). Um estímulo que seria
muito fraco para causar um disparo pode gerar um disparo se a
membrana for perturbada inicialmente.
• Biestabilidade. Alguns neurônios do neocórtex podem apresentar
dois comportamentos estáveis. A Fig. 26N mostra uma situação
em que um FP se torna um LC após um estímulo externo e, pos-
teriormente, o LC se torna um FP após outros estímulo externo.
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Nesse caso, ambos os atratores coexistem. O estímulo externo
muda a posição relativa entre as nullclines, deixando o neurônio
momentaneamente ou na bacia do FP ou na bacia do LC.
• Acomodação. Ao receber uma corrente que aumenta lentamente,
alguns neurônios não disparam. O que indica uma acomodação ao
estímulo externo, como mostrado na Fig. 26O. Variações rápidas e
de amplitude menor podem fazer com que o mesmo neurônio dis-
pare (note que há uma variação bem pequena de corrente externa
logo após a primeira rampa de corrente e, por isso, o neurônio
dispara).
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Figura 27. Atrator estranho típico do mapa KT logístico com H = 0, T = 0.009, K = 0.89
e x(0) = y(0) = 0. Note a estrutura fractal conforme a imagem é amplificada na sequência
de paineis da esquerda para a direita e de cima para baixo.
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4.2.3 Atratores caóticos
Nós usamos o método de Eckmann e Ruelle [217] para calcular
os expoentes de Lyapunov3, λL, e achar atratores estranhos. Podemos
achar regiões caóticas no espaço de parâmetros da aproximação logís-
tica, apesar dessas regiões serem mais estreitas e deslocadas em relação
ao modelo original com tanh. Expoentes de Lyapunov típicos nessa apro-
ximação também são, em geral, menores do que os do caso hiperbólico.
Como consequência, os atratores estranhos são bem compactos em rela-
ção aos achados para o modelo original. Assim, a estrutura fractal do
atrator não fica evidente num primeiro olhar, principalmente para o caso
I. Um atrator estranho típico está retratado na Fig. 27.
Nós verificamos computacionalmente alguns comportamentos caó-
ticos encontrados para dois conjuntos de condições iniciais muito próxi-
mos (da ordem de 10−8). Cada conjunto gera uma curva x1(t) e x2(t),
tal que ∆x(t) = x2(t) − x1(t). Apenas alguns passos de tempo são ne-
cessários para que a diferença entre as órbitas 1 e 2 fique visível (Fig. 28
topo). Plotamos ∆x(t) versus t e estimamos o expoente de Lyapunov
ajustando a curva
∆x(t) ∼ exp(λL∆t) (4.20)
à divergência inicial das soluções (Fig. 28 baixo). Depois de alguns
passos, as curvas saturam em torno de ∆x ≈ 2 pois as soluções x1,2(t)
estão limitadas dentro do intervalo [−1; 1] dada a natureza sigmoide da
função de transferência do mapa.
O método de Eckmann-Ruelle aplicado para ambos os casos da
Fig. 28 dá λL ≈ 0.027 (painel A) e λL ≈ 0.122 (painel B). Ambos
estão bem próximos dos expoentes ajustados pela Eq. (4.20) na Fig. 28.
Ambos os regimes estudados são parte do caso I com condições iniciais
x(0) = y(0) = 1. Curiosamente, os atratores caóticos que achamos
coexistem com atratores periódicos. Em trabalhos futuros, poderemos
tentar determinar a bacia de atração de cada atrator.
Também aplicamos o método de Eckmann-Ruelle para determi-
nar os expoentes de Lyapunov para uma vasta região de parâmetros
do caso II. A Fig. 29A–C mostra λL em função de T para os mesmos
conjuntos de parâmetros das Figs. 21A–C, respectivamente, correspon-
dentes às linhas horizontais pontilhadas do diagrama xR×T na Fig. 24A.
Note que o comportamento caótico é bem forte nas fronteiras entre CS
e FS e CS e BS, justamente onde aparecem os camarões no diagrama
de fases. O comportamento de BS é praticamente dominado por atrato-
3Não confundir o expoente de Lyapunov, λL, com o parâmetro λ dos neurônios
KTz.
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Figura 28. Divergência exponencial das condições iniciais para estimar o expoente de
Lyapunov. Painel A: λL = 0.0316 para H = −0.259795918367347, T = 0.1 e K = 0.991.
Painel B: λL = 0.1258 para H = 0, T = 0.009 e K = 0.89 (o mesmo que na Fig. 27).
Condições iniciais: x(0) = y(0) = 1.
res caóticos. Alguns expoentes de Lyapunov positivos e pequenos foram
também encontrados nas fronteiras da fase ACS, porém a aperiodicidade
dos disparos do neurônio nesse regime não é, em geral, caótica, já que
o expoente de Lyapunov nessa região é negativo (Fig. 29C). Provavel-
mente, essa fase tem atratores cujo número de giração é irracional e são,
portanto, quase-periódicos.
4.3 EFICIÊNCIA COMPUTACIONAL
Não existe uma medida boa para eficiência computacional. Ge-
ralmente, a performance de um programa depende de muitas variáveis
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Figura 29. Expoente de Lyapunov em função de T para o KTz logístico com K = 0.6 e
δ = λ = 0.001. Painel A: xR = −0.01; Painel B: xR = −0.2; Painel C: xR = −0.4. Mesmos
parâmetros que nas Figs. 21A–C, respectivamente, e correspondem às linhas pontilhadas
horizontais na Fig. 24A.
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incontroláveis, tais como o estilo do código, implementações dependentes
da linguagem ou do compilador, operações de memória de fundo, cha-
madas a funções, processamento concorrente devido a outros programas
do sistema operacional, etc. Izhikevich [201] define a eficiência computa-
cional através da quantidade de operações de ponto flutuante (do inglês,
FLOP) que o modelo realiza para evoluir sua dinâmica por 1 ms (no
tempo do modelo), considerando que um disparo dura cerca de 1 ms.
O KTz logístico realiza 12 FLOP/ts enquanto que o hiperbólico,
31 FLOP/ts. Adaptamos a Fig. 30 de Izhikevich [201] para incluir os
modelos KTz junto com os outros modelos de neurônio comumente usa-
dos na literatura e considerados pelo autor. Estimamos a quantidade de
comportamentos biológicos do nosso modelo através das Figs. 25 e 26.
Izhikevich [201] define um conjunto de 22 comportamentos biológicos
para medir a “relevância biológica” do modelo. Entretanto, algumas
dinâmicas não são levadas em conta na sua lista, tais como disparos car-
díacos, bloqueio de nervo e oscilações transientes. Da lista de Izhikevich,
achamos 15 comportamentos biológicos (mostrados na Fig. 26) tanto no
modelo logístico quanto no hiperbólico mais esses 3 que acabamos de
mencionar. Isso não significa que os outros 7 comportamentos da lista
de Izhikevich não existem na família do KTz, pois falta muito o que ex-
plorar acerca das bifurcações e diagramas de fase dos modelos KTz (no
espaço δ × λ× xR).
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Tabela 2. Eficiência computacional de alguns modelos padrão para neurônio de único
compartimento. A coluna ts to FP é o número de passos de tempo necessários para que a
iteração do modelo se aproxime do FP com uma tolerância de 10−8. A colunams/ts mostra
os fatores para escalar os passos de tempo de cada modelo para mili-segundos, assumindo
que um disparo dura cerca de 1 ms. A quantidade de FLOPS para o modelo baseado
em condutância é estimada assumindo a solução do sistema de EDO por um método de
Runge-Kutta de 4a ordem com passo 0.001 ms. A média de ciclos de CPU foi feita sobre
5000 realizações de 3000 ms cada, considerando o menor fator de conversão na tabela para
o modelo considerado.
Model FLOPs/ts ts para FP ms/ts ciclos CPU/ts
Rulkov [139] 14 561 0.5 37± 7
Izhikevich [142] 13 1, 158 0.5 to 1 36± 8
KTz logístico 12 136 0.1 to 0.2 60± 13
KTz hiperbólico [28] 31 554 0.1 to 0.2 99± 18
Modelo de 124 9, 763 0.001 795± 32
condutâncias [210]
A dinâmica intrínseca do modelo também é importante para a
sua performance: depois de um disparo, cada modelo retorna ao FP
depois de um número diferente de passos de tempo. Por exemplo, o
KTz logístico4 leva apenas 136 ts (aproximadamente 1632 FLOPs) para
retornar ao FP, enquanto que o mapa de Izhikevich5 leva em torno de
1158 ts (i.e. 15054 FLOPs). Esses tempos de convergência claramente
dependem do retrato de fase específico do modelo para o conjunto de
parâmetros escolhido. Assim, seguimos uma abordagem diferente da
Izhikevich e medimos a eficiência em ciclos de CPU necessários para
evoluir um passo de tempo do modelo. Já fizemos uma comparação
semelhante (através do tempo de CPU por ts) usando apenas o modelo
hiperbólico e outros mapas [129].
Um ciclo de CPU é o ciclo de operação fundamental de um com-
putador e portanto leva em conta todas as operações de processamento
que ocorrem. Ele consiste em resgatar uma instrução do programa da
memória, determinar as ações necessárias para processar a instrução e
executar essas ações [218]. A Tabela 2 compara a performance de alguns
modelos de neurônio de compartimento único em termos de FLOPs, con-
vergência ao FP e ciclos de CPU.
Modelos baseados em mapa são de 7 a 20 vezes mais eficientes
que modelos de EDO se considerarmos os ciclos de CPU da Tabela 2.
Mesmo que os modelos de Rulkov, Izhikevich e KTz logístico tenham
desempenho similar em termos de FLOPs/ts, o passo de tempo do nosso
4Dado na Eq. (4.1) com parâmetros K = 0.6, T = 0.32, δ = 0.05, λ = 0.01,
xR = −0.5.
5Implementado como: x(t + 1) = 0.04x2(t) + 6x(t) + 140 − z(t) + I; z(t + 1) =
z(t)+a[bv(t)−u]; se x(t) ≥ vreset, então x(t+1) = c e z(t+1) = z(t)+ d [142]; com
parâmetros a = 0.02, b = 0.25, c = −62.0, d = 0.
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modelo toma 1.5 vezes mais de ciclos de CPU para ser executado. Esses
ciclos extra são necessários para levar em conta as possívels operações de
overflow para argumentos grandes da função logística durante a evolução
do mapa. Porém, a aproximação logística é o modelo mais eficiente em
termos da convergência para o FP (em ts e em FLOPs), além de ter
otimizado a quantidade de ciclos de CPU por ts em relação a versão
tanh. E, mais interessante ainda, a aproximação logística manteve todos
os comportamentos dinâmicos da versão hiperbólica.
4.4 CONSIDERAÇÕES FINAIS SOBRE O KTZ LOGÍSTICO
Estudamos um modelo de geração de potencial de ação usando
mapas obtidos através de uma aproximação de primeira ordem da tan-
gente hiperbólica do modelo de neurônio KTz [28]. Apresentamos dia-
gramas de bifurcação e de estabilidade detalhados para o novo modelo,
chamado de KTz logístico. Mostramos que o KTz logístico reproduz
muitos comportamentos excitáveis e autônomos observados experimen-
talmente. Comparamos a performance computacional do nosso modelo
com a de outros mapas largamente utilizados e concluímos que a efi-
ciência do KTz logístico é comparável à dos modelos de neurônio mais
eficientes.
Destacamos a presença de disparos cardíacos dentro de uma grande
região de parâmetros do modelo KTz logístico. Esse comportamento só
é possível pois ele não segue uma rotina integra-dispara para gerar os
potenciais de ação. Ao invés disso, o potencial de ação é gerado através
da sua própria dinâmica rápida e outras escalas de tempo presentes atra-
vés da proximidade de bifurcações ou da introdução de variáveis lentas.
Outros autores tentaram modelar disparos cardíacos, seja discretizando
o modelo de Luo & Rudy [216], ou propondo uma função contínua por
partes para o mapa [215]. Ou ainda, alguns autores propuseram um mo-
delo para a duração do potencial de ação como um mapa [219]. Contudo,
apenas a família do mapa KTz mostra disparos cardíacos com um con-
junto de parâmetros reduzidos através de uma dinâmica sigmoide simples
contínua e intrínseca. O modelo KTz foi fundamentalmente concebido
como um mapa [129] e a aproximação logística nos permite estudar as
bifurcações e a estabilidade das órbitas analiticamente sem a perda da
rica dinâmica presente no original hiperbólico. Isso abre possibilidades
para melhor entender fenômenos como early afterdepolarization e arrit-
mia cardíaca, já que identificamos uma região de disparos cardíacos ape-
riódicos no nosso espaço de parâmetros e também um potencial de ação
que lembra o fenômeno de EAD [207]. Essas questões serão investigadas
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futuramente.
Mesbah et al. [200] propôs um mapa unidimensional para modelar
neurônios que apresenta alguns comportamentos excitáveis. Entretanto,
tais comportamentos são obtidos aplicando-se correntes externas em di-
ferentes parâmetros. Isso torna muito difícil acoplar esses neurônios de
uma maneira simples numa rede heterogênea, como deve ser o cérebro.
Por outro lado, correntes externas e acoplamentos sinápticos são facil-
mente incluídos nas equações do KTz logístico. Essas correntes entram
em nosso modelo de modo semelhante a como entram em modelos ba-
seados em condutância. Um exemplo de corrente sináptica que pode
ser incluído é o proposto por Kuva et al. [28], o qual descrevemos na
Subseção 2.3.2.2. Usaremos esse modelo de sinapse de Kuva et al. para
acoplar neurônios KTz logístico e estudar avalanches neurais no Capí-
tulo 5. Construir redes biologicamente inspiradas de neurônios KTz é
portanto simples, possibilitando no futuro o estudo de funções superio-
res do cérebro, tais como processamento cortical, sincronização, etc.
O mapa KTz logístico tem apenas cinco parâmetros (ou seis, se H
for considerado como corrente de polarização para o modelo tridimensio-
nal) e apresenta praticamente todos os comportamentos excitáveis que o
mapa de Izhikevich [142] (este tem pelo menos nove parâmetros). Nesse
sentido, os mapas KTz, e especialmente a variação logística, são modelos
mínimos para estudar as bifurcações neuronais. Ainda, o caso logístico
apresenta todas as suas bifurcações nas suas formas normais, fazendo
com que o mapa KTz logítico seja um modelo canônico para estudar me-
canismos desconhecidos que geram fenômenos dinâmicos nos neurônios
(tal como a EAD).
Em trabalhos futuros, poderemos tratar de vários problemas le-
vantados neste capítulo, tais como: entender os atratores caóticos e sua
coexistência com atratores periódicos, a estrutura da região de prováveis
camarões na transição CS para BS e para FS, a relação da aperiodicidade
dos disparos cardíacos com arritmia cardíaca, modelagem compartimen-
tal, o estudo das bifurcações dos disparos cardíacos para comparar com
modelos baseados em condutância e a modelagem das ondas espirais do
tecido cardíaco.
Modelar funções complexas do sistema nervoso demanda uma co-
leta extensiva de informação sobre o sistema que se quer simular. Du-
rante este processo, um certo grau de simplificação é inevitável. Neurô-
nios são as unidades de processamento básicas do cérebro, mas são os
primeiros elementos a serem reduzidos na maioria dos modelos. Algumas
vezes, essas simplificações são úteis, já que podem resultar em modelos
mais fidedignos às funções que se está tentando modelar [197, 220]. Mas
em geral, é preciso ter um certo controle sobre a dinâmica dos neurônios
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para que se possa usar um modelo de rede para fazer inferências a partir
de princípios microscópicos. Portanto, o modelo de neurônio que se deve
escolher deve ser capaz de prover simultaneamente: (a) funcionalidades
suficientes para o tornar fidedigno ao fenômeno modelado; (b) eficiên-
cia computacional; e (c) facilidade no tratamento e interpretação dos
parâmetros. Mostramos que o modelo logístico, até agora, é o melhor
compromisso entre essas características fundamentais.
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5 TRANSIÇÃO DE FASE DE UMA REDE DE
NEURÔNIOS BASEADOS EM MAPA
Recentemente, Yu et al. [110], através de um estudo com macacos
(LFP) e humanos (MEG), definiram para seus experimentos funções
análogas às funções termodinâmicas, como a susceptibilidade [χ ∼ |t|−γ ,
Eq. (2.3)], o parâmetro de ordem [ρ ∼ |t|β , Eq. (2.2)] e o calor específico
[c ∼ |t|−αc , Eq. (2.5)], usando as definições que fizemos na Subseção 2.1.1
(t é um parâmetro de controle tal que t = 0 é o ponto crítico). Os
expoentes obtidos pelos autores são αc ∼ 0.7, γ ∼ 1 e β próximo de zero
e, para algumas medidas, até negativo (apesar do erro experimental). O
valor de β, principalmente, é um pouco estranho, dado que próximo ao
ponto crítico o parâmetro de ordem deve convergir para zero através de
uma lei de potência.
O estudo da transição de fases de redes de neurônios é muitas vezes
efetuado através de autômatos celulares, dada a simplicidade de imple-
mentação, a quantidade reduzida de parâmetros e a facilidade para a
interpretação dos resultados. Outra vantagem é que autômatos celulares
possibilitam, em aproximações de campo médio, tratamento analítico,
fornecendo uma abordagem unificada entre simulações, experimentos e
teoria. Por exemplo, o expoente δ [H ∼ |ρ|δ, onde H é um estímulo
externo, ver Eq. (2.4)] foi demonstrado ser igual ao expoente da lei
estímulo-resposta da psicofísica [17]. Os autores usam uma simplificação
que considera o neurônio como uma coleção de estados e as sinapses são
reduzidas a meras probabilidades de excitação. Numa versão modificada
desse autômato celular, em que as probabilidades de ativação sináptica se
adaptam conforme a atividade média da rede, os autores mostraram que
o modelo se auto-organiza em torno de um estado crítico [121]. Outros
modelos simples, baseados na dinâmica estocástica de Ising ou de ter-
remotos também foram propostos para estudar o scaling das avalanches
de redes neurais [221, 222].
Entretanto, nenhum desses modelos possibilita estudar como pa-
râmetros mais biológicos, por assim dizer, modificam as avalanches e as
transições de fase do sistema. Por exemplo, na Seção 4.2 mostramos
que os neurônios podem apresentar diversas dinâmicas excitáveis; mas
como que essas dinâmicas moldam as transições de fase? Ou ainda, será
que a velocidade da transmissão do sinal pelas sinapses modifica a ativi-
dade média da rede (parâmetro de ordem e avalanches)? Já mostramos
que uma rede de mapas KTz hiperbólico acoplados sujeita a sinapses
homogêneas (cujo parâmetro de acoplamento é o mesmo para todas as
interações) tem uma transição de fase de primeira ordem [68]. A adição
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de ruído annealed1 no parâmetro de acoplamento suaviza a transição de
fases e pode gerar avalanches com lei de potência no sistema [68, 103].
Entretanto, a mudança do regime dinâmico do neurônio pode extinguir
as leis de potência das avalanches, mesmo na presença de ruído [68, 103].
Contudo, vimos na Subseção 2.2.4.2 que há modelos críticos sem uma
boa lei de potência e modelos não críticos com leis de potência que obde-
cem ao scaling entre os expoentes de duração e tamanho de avalanches.
Então será que a transição de fases é ainda contínua nesses casos com
ruído mas sem leis de potência nas avalanches?
Neste capítulo, investigaremos uma rede de neurônios KTz logís-
tico (Capítulo 4) com sinapses homogêneas e ruidosas (introduzidas na
Subseção 2.3.2). Este modelo se enquadra no paradigma de rede de
mapas acoplados [223]. A principal vantagem desse tipo de modelo é,
portanto, poder verificar como que mudanças na dinâmica microscópica
dos elementos (neurônios ou sinapses) refletem na transição de fases da
rede. A versão logística é equivalente à hiperbólica em termos dinâmicos,
mas é mais eficiente computacionalmente. Portanto, este trabalho con-
siste numa extensão natural e mais aprofundada dos estudos realizados
anteriormente. Já sabemos que o ruído suaviza a transição e pode gerar
leis de potência, mas aqui calcularemos os expoentes críticos da tran-
sição de fases da rede (tanto quadrada quanto de Barabási-Albert). A
intenção é estudar como que a transição de fase é moldada pela variação
de cada parâmetro. Ainda, aprofundaremos a discussão sobre a possibi-
lidade de criticalidade com avalanches distribuídas sem lei de potência.
Essas questões não poderiam ser investigadas com modelos mais simples
tipo autômato celular, dado que esses modelos são montados para se
obter criticalidade com leis de potência, além de também não oferece-
rem flexibilidade sobre a dinâmica do sistema. Dessa maneira, é possível
obter alguma informação dos processos microscópicos que, porventura,
geram os expoentes observados por Yu et al. [110].
5.1 DESCRIÇÃO DO MODELO
O neurônio i da rede é dado pelo modelo KTz logístico (Capí-
tulo 4):
xi(t+ 1) = f
(
xi(t)−Kyi(t) + zi(t) + Ii(t)
T
)
,
yi(t+ 1) = xi(t) ,
zi(t+ 1) = (1− δ) zi(t)− λ (xi(t)− xR) ,
(5.1)
1Um termo de ruído aditivo que varia estocasticamente com o tempo.
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onde f(u) = u/(1+|u|), xi(t) é o potencial de membrana no tempo t (em
time steps), yi(t) é uma variável auxiliar, zi(t) é a variável lenta (respon-
sável por bursts), K e T são parâmetros responsáveis pela dinâmica de
disparos rápidos, pelo limiar de excitabilidade e pelos disparos cardía-
cos, δ é o inverso do tempo de recuperação da variável zi(t) e controla
o período refratário, λ define o regime de oscilações lentas e bursting e
controla a atenuação das oscilações de xi(t) e xR é o potencial de in-
versão da variável zi(t), controlando também as oscilações lentas e os
bursts [28, 129, 212]. Ii(t) = Iext(t) +
∑
〈j〉 Yij(t) é a soma das corren-
tes externas e sinápticas que atuam sobre o neurônio i provenientes dos
vizinhos mais próximos, conforme Eq. (2.64).
As interações entre os neurônios entram no termo Yij(t) que é uma
função do potencial de membrana do neurônio pré-sináptico, xj(t). As
sinapses seguem a Eq. (2.72) [28], que chamaremos de mapa de sinapse
química (do inglês, CSM):
Yij(t+ 1) =
(
1− 1
τf
)
Yij(t) + hij(t) ,
hij(t+ 1) =
(
1− 1
τg
)
hij(t) +Gij(t)Θ(xj(t)) ,
(5.2)
onde Yij(t) é a corrente gerada pelo neurônio pré-sináptico, j, que incide
sobre o neurônio pós-sináptico i. Assumimos ∆t = 1 (por ser um mapa)
e adicionamos uma dependência temporal na condutância, Gij ≡ Gij(t)
para poder modelar o ruído sináptico. Os parâmetros τf,g são os tempos
característicos de ativação e desativação, respectivamente, das sinapses.
Os elementos KTz serão conectados em redes quadradas e de Barabási-
Albert, montadas conforme as regras vistas na Seção 2.4. Todas as
sinapses são bidirecionais, i.e. se há uma sinapse de i → j, também há
uma sinapse de j → i.
As sinapses podem ser
• homogêneas [28]:
Gij(t) = J , (5.3)
onde J é o parâmetro que dá a intensidade do acoplamento;
• ruidosas [68]:
Gij(t) = J + ij(t) , (5.4)
onde J é um parâmetro igual para todas as sinapses e ij(t) é um
ruído estocástico uniforme independente para cada par (i, j).
A ideia de ruído no cérebro não é nova [148, 224]. Porém, o ruído é fre-
quentemente modelado como um estímulo externo estocástico no poten-
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cial de membrana dos neurônios [225, 226]. Entretanto, nós exploramos
aqui o efeito do ruído no acoplamento sináptico, um fato experimental há
tempos conhecido [9, 85–87, 148, 224, 227], mas raramente considerado.
Em trabalhos anteriores, consideramos o ruído ij(t) variando em
[0;R], onde R é um parâmetro livre que define a amplitude do ruído.
Para sinapses excitatórias, J > 0 e portanto R > 0; para inibitórias,
J < 0 e R < 0. Chamaremos esta abordagem de ruído livre, já que tem
amplitude R independente de J ; o acoplamento médio é 〈J〉 = J +R/2.
O ruído ij(t), neste caso, representa uma interação estocástica com o
meio extracelular, em que há perda e ganho de cargas em cada instante de
tempo. Uma outra maneira de representar o ruído é considerar R = qJ ,
onde 0 ≤ q ≤ 1, e ij(t) ∈ [−qJ ; qJ ]. Chamaremos esta segunda aborda-
gem de ruído proporcional, pois depende explicitamente de J ; portanto,
o acoplamento médio é apenas 〈J〉 = J . ij(t) neste caso são perdas e
ganhos específicos de cada sinapse, pois depende da intensidade da si-
napse. Quando indicarmos o valor de q, estaremos utilizando a segunda
abordagem; caso indiquemos o valor de R, a primeira. A intensidade
média do acoplamento, 〈J〉, será nosso parâmetro de controle.
Escolhemos um regime tipo ressoador [similar à Fig. 26I] para os
neurônios: K = 0.6, T = 0.2, δ = 0.001, λ = 0.05, xR = −0.5. O
regime excitável do neurônio é análogo ao caso hiperbólico para o qual
foram obtidas avalanches com lei de potência em redes quadradas com
sinapses excitatórias por rebote [68]. Outros regimes excitáveis conside-
rados no trabalho de Girardi-Schappo et al. [68] não tiveram sucesso em
reproduzir avalanches com boas leis de potência. Quanto às sinapses,
Girardi-Schappo et al. utilizaram apenas sinapses rápidas, τf,g = 2, já
que tempos muito longos podem causar atividade recorrente nas sinap-
ses: o período refratário de um neurônio i qualquer da rede não é grande
o suficiente para bloquear a atividade proveniente dos seus vizinhos que,
por sua vez, foram excitados pelo próprio neurônio i. Esses tempos carac-
terísticos são comparáveis aos tempos característicos de PSPs típicos de
sinapses rápidas [68, 147]. Neste trabalho, consideraremos apenas sinap-
ses excitatórias (J > 0) com τf,g = 2 ou τf,g = 10 justamente para inves-
tigar como a dinâmica sináptica altera a transição de fases. Estudamos
ambos os casos para sinapses homogêneas (para identificar a transição
de primeira ordem) ou com ruído livre ou proporcional (para identifi-
car a suavização na transição obtida por Girardi-Schappo et al. [68]).
Com exceção de ij(t), que é um processo estocástico independente para
cada par (i, j), todos os parâmetros são assumidos iguais para todos os
neurônios e sinapses de uma dada realização da simulação.
Comparamos os resultados desse modelo rodando sobre dois tipos
de redes distintas: redes quadradas e redes de Barabási-Albert (BA).
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As redes quadradas terão condições de contorno livres para dissipar a
atividade na borda. Já no caso de BA, consideramos apenas uma reali-
zação da rede para todas as realizações da simulação. Quer dizer, não
reconstruímos a rede cada vez que mudamos o parâmetro J para calcular
o parâmetro de ordem. A reconstrução da rede implica numa estrutura
microscopicamente diferente da construção anterior (apesar de mantidas
as propriedades macroscópicas, como a distribuição da conectividade).
Já mostramos que os resultados obtidos reconstruindo a rede ou não para
cada J são estáveis [103], então o procedimento que adotamos minimiza
a variância do parâmetro de ordem e simplifica a interpretação dos re-
sultados sem perda de generalidade. A mesma realização da rede de BA
usada para todos os J é também usada para obter as distribuições de
avalanches. Realizações diferentes da rede são apenas usadas para gerar
redes com mais elementos. Estudamos os casos L = 20, 40, 60, 80 para a
rede quadrada (N = L2 neurônios) e N = 400, 1600, 3600, 6400 neurô-
nios para a rede BA. Quando os resultados estiverem em função de L
serão relativos às redes quadradas, quando estiverem em função de N ,
às redes BA.
A condição inicial é zero para todas as sinapses [Yij(0) = hij(0) =
0 ∀ (i, j)] e o ponto fixo [xi(0) = yi(0) = −0.5, zi(0) = 0 ∀ i] para todos
os neurônios. O protocolo de estímulo da rede é similar tanto para gerar
as avalanches, quanto para calcular o parâmetro de ordem: seleciona-
mos apenas um sítio da rede e o excitamos. Em seguida, medimos ou a
quantidade de neurônios ativados ou a quantidade de disparos efetuados
no total até que a rede entre em silêncio. Para a rede quadrada, sem-
pre selecionamos o neurônio no centro da rede para minimizar efeitos de
fronteira. É sabido que redes BA são robustas a ataques aleatórios, i.e. a
remoção aleatória de elementos da rede mantém suas propriedades pra-
ticamente inalteradas [48]. Já a remoção do elemento mais conectado
faz com que a estrutura da rede entre rapidamente em colapso, per-
dendo suas propriedades de mundo pequeno [48]. Portanto, ao estudar
as redes de BA utilizamos dois protocolos de estimulação externa distin-
tos: no primeiro, escolhemos um neurônio aleatoriamente para iniciar a
atividade (chamaremos de estímulo aleatório), no segundo, iniciamos a
atividade sempre a partir do neurônio mais conectado (chamaremos de
estímulo inteligente).
Levando em conta as diferentes características das sinapses, as
diferentes redes e os diferentes protocolos de estímulo para a rede de
BA, temos um total de doze casos de estudo:
• Rede quadrada:
1. τf,g = 2, R livre;
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2. τf,g = 2, R = qJ ;
3. τf,g = 10, R livre;
4. τf,g = 10, R = qJ .
• Rede BA:
5. τf,g = 2, R livre, estímulo aleatório;
6. τf,g = 2, R livre, estímulo inteligente;
7. τf,g = 2, R = qJ , estímulo aleatório;
8. τf,g = 2, R = qJ , estímulo inteligente;
9. τf,g = 10, R livre, estímulo aleatório;
10. τf,g = 10, R livre, estímulo inteligente;
11. τf,g = 10, R = qJ , estímulo aleatório;
12. τf,g = 10, R = qJ , estímulo inteligente.
Como muitos desses casos apresentam resultados redundantes, apresen-
taremos neste capítulo apenas os resultados que contribuem para a dis-
cussão. No Apêndice C apresentamos todos os resultados obtidos, por
completeza.
5.2 OBSERVÁVEIS
Inspirados pelo protocolo de medidas experimentais de avalan-
ches [3, 100, 101], nós dividimos o tempo da simulação em janelas de
duração arbitrária ∆t = 20 ts. Para o cálculo do parâmetro de ordem e
das suas grandezas associadas (susceptibilidade e cumulante de Binder),
a rede é estimulada no instante inicial e em seguida medimos a quanti-
dade de neurônios ativados. Ao identificar uma janela sem disparos ou
ao identificar que todos os neurônios da rede já dispararam, reiniciamos
a rede e a estimulamos novamente para medir uma nova quantidade de
neurônios ativados. Se nenhuma janela de silêncio for identificada, a
simulação de cada estímulo roda por um total de Tp = 15000 ts. Este
tempo é suficiente para que todos os neurônios disparem caso a rede
esteja na fase ativa, seja a dinâmica das sinapses lenta [τf,g = 10] ou
rápida [τf,g = 2].
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Matematicamente, o parâmetro de ordem pode ser escrito como:
ρ =
〈
1
N
N∑
i=1
Tp∑
t=0
Θ (xi(t)) δt,t(i)sp
〉
, (5.5)
onde N é a quantidade total de neurônios, δa,b é o delta de Kronecker,
Θ(u) é a função degrau de Heaviside e t(i)sp é o instante do primeiro
disparo do neurônio i. A média e os outros momentos são tomados sobre
200 realizações do estímulo na rede. Utilizaremos a susceptibilidade
tradicional para este modelo [Eq. (2.16)]:
χ = N
(〈
ρ2
〉− 〈ρ〉2) ,
o cumulante de Binder dado pela Eq. (2.39):
U4 = 1−
〈
ρ4
〉
3 〈ρ2〉2 ,
e a derivada do cumulante de Binder em relação ao parâmetro de con-
trole,
U ′4 ≡
∂U4
∂(∆J)
,
onde ∆J é a distância do ponto crítico. Diferentemente do modelo do
córtex visual, neste modelo os neurônios podem disparar mais de uma
vez. Entretanto, apenas um disparo é considerado para o cálculo da
densidade de neurônios ativados. Ainda, outra diferença crucial é que
esta é uma transição de fases entre uma fase absorvente inativa e uma
fase absorvente ativa.
Os erros associados às medidas da susceptibilidade e do cumulante
de Binder foram calculados com uma abordagem jack knife2, enquanto
que U ′4 foi calculado com diferenças finitas [228] sendo seu erro proporcio-
nal ao intervalo de amostragem do parâmetro de controle J . As medidas
de ρ, χ, U4 e U ′4 apresentaram uma forte flutuação de pequena amplitude
e alta frequência. Para suavizar as curvas, passamos cada uma dessas
2Seja um conjunto de M medidas (x1, · · · , xM ) com média m e variância v. A
variância da variância desse conjunto é tomada através do cálculo deM−1 variâncias
dasM medidas, cada uma delas considerandoM−1 pontos independentes do conjunto
total. Ou seja, cada subconjunto i é composto pelos elementos {xj 6=i} do conjunto
original, e tem variância vi. A variância média é 〈v〉 = (1/(M−1))
∑
i vi e a variância
da variância é Var(v) =
〈
v2
〉 − 〈v〉2, sendo o erro da variância do conjunto inicial
dado por E = Var(v)/
√
M [36].
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grandezas por um filtro passa-baixa descrito no Apêndice C.
As avalanches são medidas de modo similar a ρ, mas o tamanho
delas leva em conta todos os disparos de todos os neurônios da rede,
ao invés de somente o primeiro disparo. A duração, em unidades de
∆t, é a quantidade de janelas de tempo que durou a atividade da rede.
Objetivamente, a atividade A(n) da rede pode ser escrita como:
A(n) =
n∆t∑
t=(n−1)∆t+1
N∑
i=1
Θ(xi(t)) , (5.6)
onde n ≥ 1 é um número inteiro que identifica a janela temporal da si-
mulação. A simulação roda por Tp = 106 ts para possibilitar a contagem
de várias avalanches em um total de 0.5× 105 janelas de tempo.
O tamanho das avalanches pode ser definido de maneira parecida
com a definição no modelo V1 [Eqs. (3.7) e (3.8)]:
s(k + 1) =
nk+1∑
nk
A(n) , (5.7)
T (k + 1) = nk+1 − nk , (5.8)
onde A(nk) = A(nk+1) = 0 e s(k) e T (k) são, respectivamente, o
tamanho e a duração da k-ésima avalanche. Sempre que a condição
A(nk+1) = 0 é satisfeita, a rede é reiniciada para que seja efetuado um
novo estímulo (imposição da separação de escalas temporais). Dessa
maneira, perdem-se as correlações espaço-temporais entre duas avalan-
ches consecutivas, já que todos os neurônios voltam automaticamente
ao ponto fixo. Por outro lado, ganha-se em performance, já que não é
necessário esperar os neurônios voltarem voluntariamente ao estado de
repouso.
Destacamos aqui uma diferença significativa entre as avalanches
assim medidas e as avalanches que medimos no modelo do V1: no Ca-
pítulo 3, a densidade de neurônios ativados (i.e. o parâmetro de ordem)
pode ser reescrito como ρ =
∑
k s(k) usando as Eqs. (3.4), (3.5) e (3.7),
pois cada neurônio da rede dispara exclusivamente uma vez (devido ao
período refratário ser suficiente para evitar atividade autossustentada no
loop e ao estímulo ser apenas piscado no início da simulação). Aqui, essa
equivalência entre a soma de s(k) e ρ não vale, já que um neurônio pode
disparar mais de uma vez para contabilizar s(k), mas apenas um dis-
paro é usado para contabilizar ρ. Isso destaca o caráter espontâneo das
avalanches no modelo do V1, em relação às avalanches impostas através
da separação de escalas temporais neste modelo. Em outras palavras,
Parâmetro de ordem, susceptibilidade e cumulante de Binder 149
as avalanches neste modelo são separadas pelo retorno do sistema a um
estado absorvente.
5.3 PARÂMETRODEORDEM, SUSCEPTIBILIDADE E CUMULANTE
DE BINDER
Nosso parâmetro de controle é a intensidade média de acopla-
mento, 〈J〉. Então, assim como reescrevemos as equações em função
do PSP na Seção 3.5, aqui reescreveremos as Eqs. (2.25), (2.26), (2.40)
e (2.41) trocando t por ∆J . A transição de fases ocorre em 〈J〉 = Jc e
portanto a distância do ponto crítico é dada por ∆J = | 〈J〉−Jc|. Dessa
maneira, se a transição é contínua, esperamos que ρ ∼ L−β/ν , χ ∼ Lγ/ν
e U ′4 ∼ L1/ν quando ∆J = 0.
Verificamos que todas as transições de fase para sinapses homogê-
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Figura 31. Parâmetro de ordem e susceptibilidade do modelo KTz logístico em rede qua-
drada com ruído proporcional. Painéis A e B: sinapses rápidas; Painéis C e D: sinapses
lentas. Os valores obtidos para os expoentes β e γ/ν são mostrados em cada painel. As
linhas pontilhadas verticais destacam o ponto do máximo da susceptibilidade para a maior
rede considerada.
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neas são descontínuas (círculos nas Figs. 31A,C), enquanto que a adição
de ruído (livre ou proporcional) suaviza a variação de ρ, conforme já
havíamos mostrado em redes de KTz hiperbólico [68, 103]. Isso ocorre
para todos os casos que definimos na Seção 5.1, independentemente da
rede escolhida, do tempo característico das sinapses e do protocolo de
estímulo (ver resultados completos no Apêndice C). Verificamos tam-
bém que, além de suavizar a transição de ρ, fazendo com que ρ→ 0 para
L→∞ (ou N) (curvas sólidas nas Figs. 31A,C), ambos os ruídos geram
susceptibilidades divergentes também para L (ou N) crescente (curvas
sólidas nas Figs. 31B,D). As diferenças entre os resultados para ambos os
ruídos são o ponto de transição Jc e os expoentes das grandezas. Dada
a dificuldade de estabelecer Jc a partir de U4 (Fig. 32A,B), assumimos
que a posição do máximo da susceptibilidade da maior rede simulada,
Jmax, é uma boa aproximação para Jc (ver Fig. 32C,D e discussão).
Apesar do comportamento de ρ ser conforme o esperado para siste-
mas críticos, o ajuste da curva ρ ∼ L−β/ν não foi possível. As flutuações
de alta frequência (filtradas dos dados, ver Apêndice C) acabam fazendo
com que haja uma grande incerteza no exato valor de ρ para cada 〈J〉 e
dificultam a identificação da curva de FSS de ρ. Por outro lado, partindo
diretamente da definição do expoente β [Eq. (2.2)] e reorganizando os
termos para obter a curva
∆J ∼ (ρ−1)−1/β , (5.9)
com 〈J〉 > Jmax, notamos que os dados das simulações seguem uma
lei de potência com ótima qualidade (detalhes das Figs. 31A,C). Assim,
conseguimos uma boa estimativa do expoente β. O expoente γ/ν foi
ajustado através da lei de potência da sua equação de FSS, conforme
esperado, para 〈J〉 = Jmax. Os expoentes para todas as transições estão
resumidos na Tabela 3. Em geral, ρ → 0 mais suavemente para redes
quadradas com τf,g = 2 do que para todos os outros casos (comparar
Fig. 31A,C com as outras figuras do Apêndice C).
O cumulante de Binder e sua derivada apresentaram um compor-
tamento estranho e com muito ruído (Figs. 32A,B), não sendo possível
utilizá-los para o cálculo do expoente ν e do ponto crítico Jc conforme
descrevemos na Subseção 2.1.3. Apesar disso, a aplicação do filtro nos
dados obtidos para U ′4 (curvas vermelhas nas Figs. 32A,B) possibilita-
ram a identificação vaga de uma tendência do tipo 1/| 〈J〉−J0|, já que à
esquerda do mínimo de U4 (curvas azuis tracejadas) a derivada U ′4 parece
ter um mínimo e à direita, parece ter um máximo. Esse mínimo e esse
máximo devem divergir à medida que o tamanho da rede aumenta (o que
possibilitaria determinar o valor de 1/ν), mas não foi possível detectar
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Figura 32. Cumulante de Binder do modelo KTz logístico em rede quadrada com ruído
proporcional e variação da posição do máximo da susceptibilidade para todos os casos
considerados. Painéis A e B: cumulante de Binder e sua derivada para sinapses lentas e
rápidas em redes quadradas. Painéis C e D: deslocamento do máximo da susceptibilidade
em função de 1/L (para redes quadradas) e 1/N (para redes BA). Para que todas as curvas
coubessem no painel D, várias tiveram que ser deslocadas verticalmente. O deslocamento
vertical de cada curva está entre parenteses na legenda do gráfico. As linhas pontilhadas
verticais destacam o ponto do máximo da susceptibilidade para a maior rede considerada.
esse comportamento. Os cumulantes de Binder, por sua vez, se cruzam
em vários pontos, de novo por causa das flutuações de alta frequência
que dificultam a determinação exata do valor de U4 para cada 〈J〉.
Para contornar o problema dos cumulantes, tentamos determinar
ν e Jc através do deslocamento do ponto crítico aparente, Jmax, corres-
pondente ao máximo de χ. Para minimizar os efeitos das flutuações nos
dados, além do filtro, foi ajustada uma Gaussiana à curva χ(J) para es-
timar a posição J = Jmax do máximo de χ. De acordo com a Eq. (2.29),
Jmax deve depender de L−1/ν . Uma técnica simples para determinar
ν é simplesmente plotar Jmax × L−1/ν para diferentes valores de ν. O
valor real de ν é aquele cuja curva Jmax(L−1/ν) é mais próxima de uma
reta [36]. As Figs. 32C,D mostram Jmax versus L−1 (ou N−1 no caso da
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Tabela 3. Expoentes das transições de fases das redes de KTz logístico.
Rede τf,g R Estímulo Jmax β γ/ν(erro 5%)
Quadrada 2 0.1J central 0.010926 0.198(2) 4.27
Quadrada 2 0.00222 central 0.010925 0.178(8) 4.23
Quadrada 10 0.1J central 0.002756 0.244(7) 4.02
Quadrada 10 0.0008 - - - -
Barabási-Albert 2 0.1J aleatório 0.010819 0.218(5) 2.01
Barabási-Albert 2 0.1J inteligente 0.010437 0.34(2) 2.24
Barabási-Albert 2 0.00222 aleatório 0.010809 0.236(4) 2.00
Barabási-Albert 2 0.00222 inteligente 0.010399 0.33(1) 2.29
Barabási-Albert 10 0.1J aleatório 0.002742 0.238(3) 2.00
Barabási-Albert 10 0.1J inteligente 0.002631 0.282(6) 2.11
Barabási-Albert 10 0.0002 aleatório 0.002792 0.259(3) 2.00
Barabási-Albert 10 0.0002 inteligente 0.002752 0.289(6) 2.11
rede de BA) para todos os casos considerados. Testamos vários valores
de ν, mas nenhum possibilitou a linearização das curvas. Isso indica que
em nosso modelo, o scaling de Jmax deve ser corrigido por outras potên-
cias de L [37, 38]. De qualquer maneira, as Figs. 32C,D mostram que o
valor de Jmax converge à medida que 1/L (ou 1/N) diminui. Assumimos
como uma estimativa razoável que o ponto crítico é simplesmente dado
pelo Jmax da maior rede simulada para cada caso.
O caso com a transição mais suave foi, de fato, τf,g = 2 na rede
quadrada, que resultou em β ≈ 0.18. Entretanto, a susceptibilidade na
rede quadrada escala com um expoente γ/ν grande, em torno de γ/ν ≈ 4.
A Tabela 3 mostra que todos os detalhes da dinâmica são significativos,
mas o caráter do ruído não exerce grande influencia nas transições de
fase. No geral, ambos os ruídos dão resultados muito similares. As
transições são mais abruptas nas redes BA, apesar de apresentarem ex-
poentes γ/ν ≈ 2, o que é mais próximo dos expoentes de processos de
contato (β ≈ 0.14 e γ/ν ≈ 1.79 para percolação dinâmica em redes bi-
dimensionais [184]). Os protocolos de estimulação da rede BA também
acarretaram expoentes significativamente diferentes: a transição para es-
tímulo inteligente se dá de maneira mais abrupta do que para estímulo
aleatório. Esse resultado é esperado, uma vez que a rede de BA é mais
robusta a ataques aleatórios e mais susceptível a ataques inteligentes.
Sinapses lentas tornaram a transição na rede quadrada mais abrupta.
Já nas redes de BA, as sinapses lentas tornaram o parâmetro de ordem
do caso com estímulo aleatório mais abrupta, e o caso com estímulo
inteligente mais suave (figuras no Apêndice C).
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5.4 AVALANCHES
Conforme vimos na Seção 2.2, espera-se que transições de fase
contínuas sejam representadas por avalanches cujos tamanhos e duração
são distribuídos em forma de lei de potência. Mais do que isso, espera-se
também que as distribuições sejam invariantes por transformações de
escala. Em outras palavras, as distribuições devem depender de uma
função de escala que exibe um corte num tamanho característico, sc ou
Tc para tamanho e duração, respectivamente. E esses tamanhos carac-
terísticos devem divergir com o tamanho do sistema, tal que um sistema
infinito apresente invariância de escala verdadeira [12]. As distribuições
cumulativas são mais confiáveis para expressar leis de potência, já que
não dependem de parâmetros arbitrários e possuem um corte bem de-
finido. Calculamos F(s) para todos os casos discutidos anteriormente,
para vários valores de 〈J〉 e diferentes tamanhos de rede.
A Fig. 33 mostra as distribuições cumulativas de tamanhos de
avalanches obtidas para o caso 1 (τf,g = 2 e R = 0.00222 livre em rede
quadrada). A curva rosa nos painéis dessa figura corresponde ao 〈J〉
mais próximo de Jmax e as curvas azuis correspondem a 10 curvas na
vizinhança de Jmax. A distribuição para Jmax passa a se tornar pratica-
mente constante conforme 〈J〉 aumenta. Isso indica que as avalanches em
Jmax são, na verdade, supercríticas, pois em sistemas muito grandes te-
remos apenas avalanches grandes ou pequenas (e praticamente nenhuma
avalanche intermediária). Entretanto, ainda é possível achar uma curva
(destacada em vermelho em cada painel) que mantém as mesmas pro-
priedades para diferentes tamanhos de rede e, inclusive, tem um corte
que aumenta conforme o tamanho do sistema aumenta. Essas curvas se
encontram J = Jav = 0.010722, ligeiramente desviadas do ponto onde
ocorre o máximo da susceptibilidade Jmax = 0.010925 (Tabela 3). Cabe
destacar que Jmax, em específico para os casos 1 e 2, foi obtido com redes
de tamanho 60× 60, já que as simulações para redes maiores ainda não
concluíram. Portanto, pode ser que o ponto Jav esteja desviado de Jmax
devido a efeitos de tamanho finito.
Na Fig. 34 mostramos as distribuições de tamanhos (painel A)
e duração (painel B) das avalanches para os mesmos casos da Fig. 33,
mas apenas para J = Jav. Ajustamos a curva F(s) = a1 + a2s−α+1 e
F(T ) = b1 + b2T−τ+1 para os dados da simulação, conforme vimos na
Subseção 2.2.2, e obtivemos α = 1.13 e τ = 1.38 (α ≈ 1.1 para percolação
dinâmica em rede bidimensional [184]). Esse procedimento é vantajoso
porque já fornece, além dos expoentes das distribuições, uma estimativa
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Figura 33. Distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo KTz
logístico em rede quadrada para sinapses rápidas τf,g = 2 e ruído livre. Cada curva
corresponde às avalanches para um 〈J〉 diferente, enquanto que cada painel corresponde
a um tamanho de rede. A curva rosa corresponde ao Jmax e as curvas azuis são 〈J〉 na
vizinhança de Jmax. As avalanches apresentam scaling crítico apenas para o J = Jav
(curva vermelha).
boa para o tamanho e duração de corte das avalanches,
sc =
(
−a1
a2
)1/(−α+1)
, (5.10)
Tc =
(
−b1
b2
)1/(−τ+1)
. (5.11)
No ponto crítico, sc ∼ LD define uma dimensionalidade típica das ava-
lanches e Tc ∼ Lz define o expoente dinâmico. Essas leis de escala
são ajustadas nos detalhes dos painéis A e B da figura, onde obtemos
D = 2.59 e z = 1.42. O valor obtido para D é próximo do D obtido
para redes quadradas do modelo KTz hiperbólico com sinapses rápidas
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Figura 34. FSS da distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo
KTz logístico em rede quadrada para sinapses rápidas e ruído proporcional. Cada curva
corresponde às avalanches para um L diferente em J = Jav (curvas vermelhas na Fig. 33).
O ajuste da lei de potência com corte dá α = 1.13, τ = 1.38, D = 2.59 e z = 1.42. T está
em unidades de ∆t.
excitatórias por rebote [D = 2.46(2) [68]]. Note que os ajustes das distri-
buições F(T ) são mais problemáticos do que F(s), já que cada duração
medida T tem um erro intrínseco associado de ∆t devido ao método
utilizado para medir avalanches.
No Apêndice C, mostramos que os mesmos ajustes podem ser
aplicados com sucesso ao caso 2 (τf,g = 2 e R = 0.1J proporcional
em rede quadrada), resultando nos expoentes α = 1.02, τ = 1.41,
D = 3.36 e z = 1.86 sobre o ponto J = Jav = 0.010739 (comparado a
Jmax = 0.010926 obtido para o máximo de χ com L = 60). Novamente,
as avalanches com lei de potência se mostram deslocadas em relação ao
máximo de χ, mas atribuímos isso a efeitos de tamanho finito. O expo-
ente D expressa uma dimensionalidade típica das avalanches, mas não
necessariamente está relacionado com a dimensionalidade da rede. Um
expoente D & 2 pode ser interpretado como as ondas indo e voltando
numa rede quadrada, fazendo com que neurônios disparem mais de uma
vez.
Ao aumentar τf,g para 10 (casos 3 e 4), as distribuições cumu-
lativas se tornaram praticamente constantes para vários valores de 〈J〉.
Não foi possível identificar nenhum 〈J〉 (mesmo que deslocado em rela-
ção aos Jmax) onde as avalanches apresentam lei de potência com corte,
conforme apresentado na Fig. 34. Isso se deve à diferença no procedi-
mento de medida de ρ e s(k), apresentado na Seção 5.2. τf,g = 10 causa
disparos recorrentes, já que o período refratário desse regime excitável
em particular não é grande o suficiente. Dessa maneira, a atividade da
rede raramente cessa, pois o ruído não é suficiente para dissipar a ativi-
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Figura 35. Distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo KTz
logístico em rede de Barabási-Albert. Quatro casos de exemplo para N = 400 foram
selecionados: Painel A: caso 6; Painel B: caso 7; Painel C: caso 10; Painel D: caso 11. Cada
curva corresponde às avalanches para um 〈J〉 diferente. A curva vermelha corresponde ao
Jmax e as curvas azuis são 〈J〉 na vizinhança de Jmax.
dade explosiva. As avalanches, então, são frequentemente muito grandes
fazendo com que a distribuição perca o perfil de lei de potência. Em
contrapartida, a média do número de neurônios que disparam para cada
〈J〉 permanece bem comportada e variando continuamente.
De um modo geral, as redes de Barabási-Albert apresentam dis-
tribuições supercríticas para as avalanches. A Fig. 35 mostra quatro
casos usados como exemplo (outros podem ser vistos no Apêndice C)
para sinapses lentas ou rápidas, com ruído proporcional ou livre, e estí-
mulo aleatório ou inteligente. A distribuição em vermelho corresponde
ao valor Jmax e as azuis são 〈J〉 na vizinhança de Jmax. Todas elas
são praticamente constantes em quase todo o intervalo de tamanhos, s,
mesmo para sinapses rápidas com τf,g = 2. Isso se deve ao fato de o
menor caminho médio na rede BA ser sempre muito pequeno e, por-
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tanto, qualquer flutuação tem uma grande chance de se propagar pela
rede inteira. A presença de nós extremamente conectados é crucial neste
caso: mesmo que o período refratário seja grande para barrar atividade
recorrente com τf,g pequenos, a atividade sempre acha um caminho na
rede através do qual ela percola.
O que é interessante é que tanto para a rede BA quanto para a
rede quadrada com τf,g = 10, ρ varia continuamente e χ diverge. E
ainda é possível determinar os expoentes críticos da transição de fases
com uma boa precisão. É notável nos gráficos de ρ(J) destes casos
(rede quadrada com τf,g = 10 na Fig. 31C e os outros no Apêndice C),
entretanto, que a concavidade de ρ é mais abaulada do que para os casos
de rede quadrada com τf,g = 2, onde conseguimos obter avalanches com
lei de potência. Esses resultados sugerem que ou a transição de fase não é
contínua, mas aparenta ser contínua devido à resolução dos nossos dados;
ou as avalanches de sistemas críticos não necessariamente precisam ter
tamanhos e duração distribuídos em forma de lei de potência.
5.5 CONSIDERAÇÕES FINAIS SOBRE AS TRANSIÇÕES DE FASES
NAS REDES DE NEURÔNIOS KTZ LOGÍSTICO
Estudamos um modelo de rede de mapas acoplados, cujos parâ-
metros permitem uma conexão mais próxima com fenômenos biológicos,
como os tempos característicos das sinapses e os regimes excitáveis dos
neurônios. Mostramos que esses parâmetros que moldam a dinâmica mi-
croscópica do sistema modificam significativamente a descrição da transi-
ção de fases. Portanto, os resultados de Yu et al. [110] para os expoentes
críticos de medidas LFP e MEG (destacados no início deste capítulo)
se tornam menos estranhos, pois apesar de não terem correspondência
direta com modelos padrão de Mecânica Estatística (como Ising, percola-
ção, etc), vimos que a alteração de parâmetros dinâmicos microscópicos
(como o tempo característico das sinapses) do sistema são capazes de
modificar os expoentes significativamente. Em se tratando das classes
de universalidade, este é um resultado estranho pois a classe deveria ser
independente de τf,g. Entretanto, podemos pensar que os parâmetros
τf,g estão, de certa forma, relacionados ao alcance das interações (já que
quanto maior τf,g, maior a chance do neurônio que gera o sinal voltar a
disparar) e, portanto, seria natural que a classe de universalidade do mo-
delo dependesse deles. A estrutura da rede já era esperada que mudasse
a classe de universalidade da transição.
As alterações detectadas nas transições de fase nos levam a questi-
onar a significância dos modelos simples que são comumente empregados
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para descrever as avalanches neurais: à medida que diversas simplifica-
ções são impostas sobre o sistema, diversos fenômenos dinâmicos típicos
de problemas fora do equilíbrio se perdem. Apesar de descrever re-
sultados experimentais, não há nenhuma garantia de que esses modelos
simplificados correspondam à realidade subjacente do fenômeno que ten-
tam descrever. Por outro lado, a simplificação é necessária em diversos
níveis, por motivos computacionais e também porque caso o sistema não
seja simplificado, o estudo se torna inviável dada a quantidade de parâ-
metros e variáveis dos modelos complexos. Uma abordagem de redes de
mapas acoplados é um passo além dos autômatos celulares, pois man-
tém um equilíbrio entre simplicidade matemática, riqueza dinâmica e
performance computacional.
Parâmetros como a conectividade da rede, o período refratário e
o tempo característico das sinapses são essenciais num modelo, já que
moldam diretamente a forma das distribuições de avalanches e os expo-
entes críticos associados ao parâmetro de ordem e à sua susceptibilidade
associada. Inclusive, mostramos que transições aparentemente contínuas
e com susceptibilidade divergente apresentam avalanches completamente
diferentes do esperado. O perfil da distribuição de avalanches para as
redes de BA e para redes quadradas com τf,g grandes lembra mais o
que se espera para uma transição de primeira ordem: ou ocorrem ava-
lanches grandes ou ocorrem avalanches pequenas. Curiosamente, a ma-
neira como essas distribuições se modificam à medida que a intensidade
do acoplamento aumenta, mantém o tamanho médio de avalanches (e,
portanto, o número médio de neurônios ativados) bem comportado e
variando aparentemente de maneira contínua.
Esses resultados indicam que a maneira como definimos o estado
crítico em problemas fora do equilíbrio é, de certa forma, dúbia. Assu-
mindo que as transições que estudamos aqui são certamente contínuas,
podemos tirar uma das duas conclusões seguintes: ao mesmo tempo
que diversos modelos contam com o scaling de lei de potência das suas
distribuições de avalanche para determinar o ponto crítico, vimos que
transições aparentemente contínuas nem sempre apresentam avalanches
com lei de potência (o que está de acordo com Taylor et al. [26]); ou
por outro lado, se o ponto crítico é definitivamente dotado de avalanches
com lei de potência, nosso estudo mostra que podem existir transições de
fase contínuas que não são críticas, pois suas avalanches não apresentam
lei de potência.
Perspectivas desse trabalho incluem investigar se essas transições
aparentemente contínuas, que não apresentam leis de potência nas ava-
lanches, são na verdade transições fracas de primeira ordem através do
histograma do parâmetro de ordem. Podemos também aprimorar o mo-
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delo, adicionando dinâmica plástica às sinapses para verificar se um es-
tado auto-organizado emerge na rede. Finalmente, também sugerimos o
estudo desse modelo em redes aleatórias, além de uma possível modela-
gem através de equação mestra para investigar analiticamente como se
dá a mudança nas transições de fase em função dos parâmetros do mo-
delo. Todos os resultados apresentados neste capítulo são preliminares e
necessitam de um estudo mais cuidadoso.
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6 CONSIDERAÇÕES FINAIS E PERSPECTIVAS
O cérebro é um sistema dinâmico, mas também está sujeito a
fenômenos estocásticos. Microscopicamente, é composto de íons e molé-
culas que difundem através de membranas semipermeáveis, modificando
o potencial elétrico localmente em cada neurônio. A difusão é fruto de
um processo de natureza estocástica, então certamente haverá flutuações
nesses processos que acarretarão em um ruído de fundo numa possível
descrição meso ou macroscópica do sistema. A difusão de íons modifica o
potencial elétrico localmente nessas membranas e, por elas serem excitá-
veis, controlam a passagem do sinal através dos corpos dos neurônios de
maneira análoga aos semicondutores num processador de computador.
Certamente não há um só tipo de neurônio (além de, é claro, outras célu-
las que compõem o sistema nervoso, como os astrócitos e as glias) e essa
heterogeneidade em formas e funções faz do cérebro um sistema muito
mais complexo que um simples conjunto de semicondutores idênticos que
forma uma CPU.
Como se isso não bastasse, essas células formam ligações novas
e desfazem ligações antigas entre si ao longo do tempo, e no processo
formam um padrão de conexões que está longe de ser uma rede aleatória
ou completamente conectada [229], como costumamos estudar em mo-
delos físicos. A física consegue explicar muito bem a emergência de uma
distribuição Gaussiana (ou Poissoniana) num sistema, como a distribui-
ção de velocidades ou posições num gás em equilíbrio térmico a baixas
pressões e altas temperaturas. Essas distribuições decorrem diretamente
de processos aleatórios (no tempo, no espaço, ou em ambos), i.e. proces-
sos cujo próximo estado depende unicamente do estado atual. Contudo,
esses processos Markovianos, como são chamados, não são capazes de ex-
plicar a emergência de distribuições do tipo lei de potência em sistemas
físicos (ou biológicos, sociais, econômicos, etc). Curiosamente, sistemas
que apresentam essas distribuições são extremamente comuns na Natu-
reza e na nossa sociedade, como listamos na Seção 2.2. A distribuição do
peso das conexões entre regiões macroscópicas do cérebro é um exemplo
de uma distribuição desse tipo [107].
O estado de um processo não-Markoviano depende também de
vários estados anteriores ao último estado visitado. Esses processos têm
uma certamemória da sua história. Assim, distribuições não-Gaussianas
nos dizem que existe alguma força, alguma maneira de o sistema se or-
ganizar, que guia a evolução do sistema no tempo. Não é surpreendente,
portanto, que a distribuição de velocidades das formigas num formi-
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gueiro seja do tipo lei de potência [44]: as formigas interagem entre si
e tomam decisões em relação ao seu movimento de acordo com o ambi-
ente que as cerca, o que acaba com o caráter aleatório do processo de
difusão de formigas num formigueiro. De certa forma, um neurônio no
cérebro em desenvolvimento é como a formiga no formigueiro: ele vai
crescendo, ramificando-se e interagindo com seus vizinhos e com o meio
que o cerca. Esse processo complexo é mediado pela propagação dos
potenciais elétricos em suas membranas, além das limitações físicas im-
postas pela fronteira do sistema (i.e. a própria caixa craniana). Mesmo
esses limites físicos são contestados pelo cérebro em desenvolvimento:
assim se formam os sulcos e cavidades na superfície cerebral. Portanto,
a força que guia o sistema é simplesmente dada pelas interações internas
do sistema (que, certamente, dependem do fluxo de matéria e energia –
íons e moléculas consumidas – através do corpo do animal). Dizemos,
então, que o cérebro é um sistema auto-organizado.
A maneira mais simples de tentar quantificar a memória tempo-
ral de um sistema é medindo a autocorrelação entre seus estados. Se
essa autocorrelação decai lentamente com o atraso entre dois estados,
então o sistema possui correlação de longo-alcance. Como vimos, o
espectro de potência e a autocorrelação são dois lados da mesma mo-
eda: medir um espectro de potência com a forma 1/f nos diz que o
sistema apresenta correlação de longo-alcance e deve ter uma certa me-
mória. Não surpreende, portanto, que os sistemas cujas distribuições
de eventos ou estados são lei de potência, tenham também espectro de
potência 1/f . Novamente, o cérebro é um exemplo de sistema que apre-
senta ruído 1/f [64, 77–79, 81, 82], correlação temporal e espacial de
longo alcance [63, 106, 118] e avalanches (eventos) distribuídos continu-
amente numa lei de potência [3, 67, 109, 110]. E isso, na verdade, se
verifica para muitos sistemas na natureza [14]. A teoria da Criticalidade
Auto-Organizada, proposta por Bak et al. [13], foi uma primeira aborda-
gem para entender esses sistemas como dotados de uma não-linearidade
intrínseca (que gera limiares locais) e interações de curto alcance que
podem gerar eventos globais. Essas características guiariam o sistema
para um estado análogo ao estado crítico termodinâmico: o compri-
mento de correlação diverge e, portanto, emerge uma certa ordem no
sistema. O ordenamento do sistema, porém, não é trivial, já que local-
mente o sistema é aparentemente desordenado. Mas em todas as escalas
de comprimento ou duração (limitadas apenas pelas fronteiras físicas do
sistema) é possível que uma flutuação se propague por toda a extensão
do sistema através dessa aparente desordem local. Essa possibilidade de
propagar flutuações geraria esses eventos que muitas vezes são pequenos,
mas que de vez em quando percolam por todo os sistema: as avalanches.
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Essas avalanches deveriam apresentar-se distribuídas através de uma lei
de potência em todos os tamanhos continuamente.
Neurônios estão sujeitos a interações com seus vizinhos e com o
meio, e essas interações devem ser suficientes para que o cérebro atinja
um estado capaz de processar informação de maneira sensível e orde-
nada (afinal a resposta de 2 + 2 deverá sempre ser 4). Por outro lado,
um sistema que dá sempre, incondicionalmente, a mesma resposta, é
um sistema que está destinado, certamente, a cometer todos os erros
possíveis (menos um). O cérebro deve estar sujeito, portanto, a uma
certa variabilidade: ele deve ser um sistema aparentemente ordenado
macroscopicamente, mas que microscopicamente está sujeito a erros e
flutuações. Isso abriria possibilidades para que houvesse variabilidade
e estabilidade, simultaneamente, no processamento da informação. O
ambiente que nos cerca é dotado de muitas coisas e funcionalidades dis-
tintas, sendo portanto capaz de nos prover uma imensa variabilidade de
estímulos. Identificar e processar esse ambiente heterogêneo da melhor
maneira possível é certamente uma vantagem evolutiva que nos leva para
o estado crítico [4]. De fato, sabemos que o estado crítico traz diversas
vantagens para sistemas excitáveis, como as redes de neurônios presentes
no cérebro [1, 50, 51]. Inclusive mostramos no Capítulo 3 que o tempo
de processamento do nosso modelo de sistema visual é minimizado no
estado crítico enquanto que o processamento de informação passa a ser
flexível, já que pequenas flutuações na estrutura da rede causam grande
variabilidade no tempo de processamento. A ideia de que o cérebro deve
ser um sistema macroscopicamente ordenado, mas sujeito a flutuações
que podem o fazer mudar de estado já é antiga [5]. No Capítulo 5 mos-
tramos que flutuações nas sinapses fazem com que apareça um ponto
crítico no sistema, inclusive para diferentes redes.
Mesmo que a teoria de SOC não seja necessariamente a mais ade-
quada, mostramos que redes de neurônios (em específico a rede do córtex
visual) são capazes de gerar avalanches espontaneamente, através de um
sinal com forte correlação temporal e ruído 1/f . Talvez seja preciso
generalizar a teoria de SOC para que ela não se restrinja a apenas sis-
temas que apresentem avalanches com forma de lei de potência. Uma
teoria de sistemas dinâmicos de muitos componentes deveria levar em
conta sistemas que apresentam pontos críticos (do ponto de vista das
correlações de longo-alcance), mas que se organizam através de princí-
pios mais gerais do que apenas por avalanches com duração e tamanho
distribuídos em forma de lei de potência. Ainda, talvez o estado crí-
tico em sistemas fora do equilíbrio também não seja apenas um estado
de forte correlação, talvez ele seja dotado de propriedades que ainda não
pudemos estimar através de uma teoria estatística, ou de dados computa-
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cionais. De qualquer maneira, uma teoria única para descrever sistemas
não-lineares compostos por muitos corpos parece, no mínimo, uma meta
bastante audaciosa.
As ferramentas que já possuímos para descrever transições de fa-
ses e bifurcações são úteis para estudar a organização desses sistemas
complexos. Nesse sentido, é fato que o cérebro apresenta uma transição
de fase e é fato que a auto-organização se apresenta em diferentes esca-
las por todo o sistema nervoso. Logo, o simples fato de poder relacionar
estados saudáveis ou doentes do cérebro com sistemas críticos ou fora da
criticalidade nos abre portas para propor não só modelos, mas maneiras
de colocar esse conhecimento em prática através de novas técnicas de
diagnóstico para doenças conhecidas. Ou, talvez, até consigamos prever
novas doenças ou desordens cerebrais a partir de dados de pessoas vivas
obtidos com técnicas não-invasivas. Já do ponto de vista teórico e aca-
dêmico, certamente não é possível propor um modelo que leve em conta
todos os detalhes do sistema nervoso. Em algum nível, alguma incer-
teza terá que ser incorporada ao modelo para levar em conta fenômenos
imprevisíveis, já que não temos controle sobre todas as partículas que
interagem e formam o cérebro. Essa incerteza é que acaba gerando uma
grande variedade de modelos, todos baseados em princípios diferentes,
mas todos também reproduzem os mesmos dados experimentais (como
é o caso das avalanches neurais). O que se pode fazer, ao invés de sim-
plesmente misturar os modelos e propor um sistema mais real, é estudar
de maneira sistematizada cada sistema experimental através de um bom
modelo capaz de fazer as devidas previsões, generalizações e descrições
do sistema de interesse.
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APÊNDICE A -- Estrutura e outros dados do modelo de
Andreazza e Pinto (V1)
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A.1 ESTRUTURA DA REDE
O modelo foi inicialmente proposto por Andreazza & Pinto [160,
165, 167]. A rede completa tem Nfull = 2Nio + N elementos, onde
N = 4L2 é a quantidade de neurônios que compõem as camadas internas
(LGN, VI, IVCβ e II/III, cada uma com L2 neurônios), Nio = (10L)2 é
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Fonte: Girardi-Schappo et al. [177]. Artigo submetido para publicação.
Figura 36. Elementos do modelo do V1. A: Uma realização da rede com L = 5. Círculos
são fotorreceptores (Entrada), neurônios (camadas internas) e compartimentos axonais
(Saída). As camadas estão linearizadas no eixo y. B: Arquitetura da rede. C: Organização
espacial da rede com N = 4L2 neurônios. A estrutura colunar está destacada em vermelho.
Há uma coluna de tamanho Nc = 4l2 ≈ 196 neurônios centrada em cada neurônio da rede.
D: Esquema dos compartimentos dos neurônios. A probabilidade, P(ak), de escolher um
compartimento axonal pré-sináptico, ak, de qualquer neurônio é exponencial tal que a
maioria das sinapses comecem do final do axônio (esquerda). A probabilidade, P(dm), de
escolher um compartimento dendrítico, dm, é Gaussiana com média 50 e desvio padrão 10,
tal que a maioria das sinapses cheguem no meio dos dendritos (direita).
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Tabela 4. Ligações do V1 (tentativas) por neurônio pré-sináptico. Ligações saem das ca-
madas nas linhas e vão para as camadas nas colunas. O elemento pré-sináptico pode ser um
fotorreceptor (da camada de Entrada) ou um neurônio (das camadas internas). Há 100 fo-
torreceptores na camada de Entrada para cada neurônio do LGN. Há 100 compartimentos
axonais para cada neurônio na camada II/III conectando ao V2. Esses valores são prede-
finidos no início da simulação, mas não são exatamente atingidos na prática por causa das
condições de contorno. Esses números são baseados em diversos trabalhos experimentais.
Ver a tese de Andreazza [166] para mais detalhes.
From \ To LGN VI IVCβ II/III Output
Input 1 - - - -
LGN - - 500 - -
VI - - 1100 350 -
IVCβ - 600 - 700 -
II/III - - - - 100
a quantidade de elementos em cada uma das camadas de entrada/saída.
Um exemplo ilustrativo de uma realização da rede para L = 5 está na
Fig. 36A. A arquitetura da rede está representado na Fig. 36B, em que
as setas apontam a direção das conexões por onde o sinal é propagado.
As camadas estão empilhadas como mostrado na Fig. 36B,C. Po-
demos atribuir uma posição espacial a cada elemento i da rede, ~ri =
(xi, yi, zi), rotulando as camadas desde a entrada (zi = 0) até a saída
(zi = 5) e posições inteiras (xi, yi) ∈ [1;L] × [1;L] (para zi = 1, 2, 3, 4)
e (xi, yi) ∈ [1; 10L] × [1; 10L] para zi = 0 ou zi = 5. Os elementos da
entrada são fotorreceptores da retina. Os elementos da saída são apenas
os terminais axonais que conectariam ao V2. Os elementos das outras
camadas (internas) são todos neurônios compartimentais (Fig. 36D).
Há uma matriz de 10 × 10 fotorreceptores posicionada em frente
a cada neurônio da LGN (totalizando Nio fotorreceptores). No outro
lado da rede, cada neurônio da camada II/III envia 100 sinapses para o
V2 (totalizando Nio terminais axonais que conectariam com o V2). Os
100 terminais axonais de um neurônio estão posicionados em sua frente
e aleatoriamente distribuídos numa matriz 10× 10.
Todas as conexões são escolhidas e fixadas no começo da simula-
ção (desordem quenched). A quantidade de conexões que cada elemento
de uma dada camada tenta enviar para cada camada adjacente está
na Tabela 4. As condições de contorno são livres, o que significa que
toda tentativa de sinapse que cai fora da camada pós-sináptica é descar-
tada. Assim, a quantidade de sinapses realmente efetivadas por elemento
pré-sináptico é um pouco menor do que os valores nessa tabela. Essas
quantidades são mais parecidas com os valores da Tabela 5.
A Tabela 5 mostra a quantidade de sinapses que um dado elemento
recebe para uma única realização da rede (outras realizações flutuam em
torno desses números). A rede é simétrica, em média, no sentido de que a
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Tabela 5. Ligações do V1 por neurônio pós-sináptico. Camadas nas colunas recebem
ligações das camadas nas linhas. Elementos pós-sinápticos são todos neurônios. Há 100
compartimentos axonais na camada de saída para cada neurônio e cada um desses com-
partimentos formaria uma sinapse com o V2. As médias foram tomadas ao montar uma
rede com L = 99 e, junto com a Tabela 4 mostram a simetria da rede entre conexões de
saída e de chegada num neurônio.
From \ To LGN VI IVCβ II/III Output
Input 98 - - - -
LGN - - 488 - -
VI - - 1073 293 -
IVCβ - 585 - 683 -
II/III - - - - 1
média do número de sinapses por neurônio pré-sináptico é praticamente
igual à média do número de sinapses por neurônio pós-sináptico. As
Tabelas 4 e 5 também deixam clara a adjacência das camadas.
Para criar uma conexão, cada neurônio pré-sináptico j projeta
seu axônio numa região de l2 = 7 × 7 neurônios de uma camada ad-
jacente. Os neurônios pós-sinápticos nessa região são, então, seleciona-
dos aleatoriamente através de uma distribuição Gaussiana bidimensio-
nal, PG(x, y;xj , yj , σd), centrada nas coordenadas (xj , yj) do neurônio
pré-sináptico e com desvio padrão σd = 3 em ambas as direções.
A estrutura colunar da rede emerge ao realizar a escolha de vi-
zinhos numa camada adjacente apenas dentro dessa região limitada de
l2 neurônios. O V1 apresenta essa estrutura experimentalmente [92].
Portanto, cada coluna tem aproximadamente Nc = 4l2 = 196 neurônios
(Fig. 36C). Se considerarmos o loop entre as camadas IVCβ e VI, então
as colunas da rede teriam, virtualmente, cerca de Nc = 5l2 = 245 neurô-
nios. As conexões da camada de entrada para o LGN são criadas dessa
mesma maneira.
Uma vez que os neurônios pré e pós-sinápticos estão escolhidos, as
sinapses são formadas entre um compartimento axonal, a(j)k , escolhido
com probabilidade exponencial PE(k) = (10/4) exp (10k/4), da célula
pré-sináptica, j, e um compartimento dendrítico, d(i)m , escolhido com
probabilidade Gaussiana PG(m; d(c), σd), da célula pós-sináptica, i, onde
d(c) = 50 e σd = 10 (Fig. 36D).
A probabilidade de escolher um compartimento dendrítico é to-
mada como sendo Gaussiana porque tentativas consecutivas de se conec-
tar a qualquer compartimento dendrítico devem ser independentes e por-
que a maioria das sinapses deve chegar no centro dos dendritos [171]. A
probabilidade de escolher um compartimento axonal é exponencial por-
que axônios devem transportar o sinal até o mais longe possível, então a
maioria das sinapses de saída devem vir do final do axônio [161, 168–170].
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Os neurônios desse modelo podem ser mapeados em autômatos ce-
lulares simples, como o estudado por Kinouchi e Copelli [17]. Para isso,
as probabilidades de excitar um vizinho (no modelo referido) devem ser
ajustadas proporcionais à fração do sinal que chegaria no compartimento
do corpo celular em nosso modelo (essa fração é derivada na próxima se-
ção). Ainda, o disparo do neurônio teria que ser atrasado (no modelo de
Kinouchi e Copelli) para imitar o número de compartimentos médio que
o sinal anda em nosso modelo até causar um disparo. A quantidade de
estados refratários também teria que ser ajustada para evitar atividade
autossustentada no loop entre camadas. Por final, basta construir a rede
da maneira descrita nesta seção.
A.2 SINAL MÉDIO NO SOMA
Considere o dendrito de um único neurônio cuja estrutura está
descrita na Fig. 36D. Se uma única sinapse chega no compartimento n,
dn(0) = E no instante t = 0, então depois de k − n passos o sinal no
compartimento k é dk(t = k−n) = λk−nE, cuja média é 〈dk〉 =
〈
λk−n
〉
E
(omitimos o tempo por simplicidade). Lembrando que λ é a constante
de atenuação e E é o valor do potencial pós-sináptico.
As sinapses chegam num compartimento dendrítico qualquer, dn,
com distribuição Gaussiana PG(n; 50, 10) (média d(c) = 50 e desvio pa-
drão σd = 10). Então, a média
〈
λk−n
〉
é dada por:
〈
λk−n
〉
= λk
+∞∫
−∞
λ−nPG(n)dn , (A.1)
onde a integral é contínua porque mais do que 99% da distribuição Gaus-
siana está contida nos limites do dendrito.
O integrando na Eq. (A.1) pode ser manipulado (reduzir o qua-
drado) para obter uma nova Gaussiana a ser integrada,
〈
λk−n
〉
= λk−d
(c)+σ2d ln(λ)/2
+∞∫
−∞
P¯G(n)dn , (A.2)
〈
λk−n
〉
= λk−d
(c)+σ2d ln(λ)/2 , (A.3)
onde P¯G(n) é uma Gaussiana reescalada, normalizada e com média des-
locada. Note que rk(λ) ≡
〈
λk−n
〉
= 〈dk〉 /E é a fração do sinal que
chega no compartimento k.
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Se a sinapse (ou estímulo externo) chegasse apenas no comparti-
mento d(c) (localizada), i.e. com σd = 0, então rk(λ) = λk−d
(c)
seria um
decaimento exponencial simples com constante característica −1/ ln(λ),
como esperado experimentalmente [171]. O ajuste do experimento de
Williams e Stuart [171] nessas condições e utilizando 100 compartimentos
dendríticos resulta no valor de λ = 0.996 utilizado nas nossas simulações.
A.3 COLAPSO DAS AVALANCHES E RELAÇÃO DE SETHNA
Os resultados desta seção foram desenvolvidos principalmente por
Germano S. Bortolotto (doutorando) e Jheniffer J. Gonsalves (gradu-
anda). Para realizar o colapso, assumimos que as Eqs. (2.56) e (2.57)
são também válidas para as distribuições cumulativas e isolamos a fun-
ção de escala Gs(s/LD) ∼ sα−1F(s). Assim, basta ajustar o expoente
D tal que os cortes das funções Gs(s/LD) para diferentes L coincidam
e, também, ajustar o expoente α de modo que Gs(s → 0) = const. A
Fig. 37 mostra esse procedimento aplicado aos dados obtidos numerica-
mente para E em cada uma das fases.
A fase inativa tem D = 0, o que significa que o corte, sc, é inde-
pendente do tamanho do sistema e, portanto, não há criticalidade. A
fase ativa fraca tem duas escalas características, uma com 1.0(1) < D ≤
3.1(1) para 1.2 ≤ E ≤ 2 mV (que chamamos de fase ativa fraca, pois
ainda não há uma avalanche muito grande visivelmente dominante) e ou-
tra com D = 2 para E > 2 mV (que chamamos de fase ativa forte, pois já
existe uma avalanche visivelmente dominante). A fase crítica apresenta
D = 1.0(1). O valor de D separa as fases em termos da dinâmica do
modelo, pois em cada uma dessas fases, as avalanches atingem a borda
de maneira diferente, conforme discutido na Seção 3.3.
A relação de Sethna, 〈s〉 ∼ T a, derivada na Subseção 2.2.2, é usada
na literatura para determinar se o sistema possui ou não uma relação de
escala entre os tamanhos e duração de avalanches. Se possui, o sistema
é comumente aceito como crítico. Contudo, Touboul e Destexhe [27]
trouxe dúvidas a essa questão pois mostrou que um sistema não-crítico
por construção pode obedecer a relação de escala de Sethna. Plotamos
a relação de Sethna para todas as fases (crítica e não-críticas) do nosso
modelo na Fig. 38.
Nossos dados mostram que a relação de Sethna se mantém válida
até nas fases não-críticas, ao contrário do que comumente se acredita
e dando suporte ao argumento de Touboul e Destexhe [27]. Calcula-
mos o expoente de Sethma, a, para as quatro fases através dos dados
apresentados na Fig. 38, resultando em aFit. Independentemente, cal-
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Fonte: Girardi-Schappo et al. [177]. Artigo submetido para publicação.
Figura 37. Colapso das distribuições cumulativas de tamanhos de avalanches para várias
realizações da simulação para cada E. Painel A: fase inativa; o corte não escala com o
tamanho do sistema (D = 0), mas a distribuição apresenta um intervalo lei de potência com
α = 1.5(1) devido a atividade ruidosa no LGN. Painel B: fase crítica com expoente α =
1.4(1) e D = 1.0(1) correspondente à Fig. 15B. Painel C: fase ativa fraca com expoentes
α1 = 1.4(1), α2 = 1.72(8) e D = 3.1(3); a saliência separando ambos os intervalos de
lei de potência é uma consequência da estrutura colunar da rede, já que fica em s ≈ Nc.
Painel D: fase ativa forte com α = 1.5(1) e D = 2; o buraco nessa distribuição mostra que
o processamento ocorre principalmente através de uma avalanche grande dominante, então
a lei de potência é devida à apenas atividade ruidosa no LGN. A linha preta é guia aos
olhos para o colapso das leis de potência. α é o expoente de P(s) e foi verificado usando o
teste de Maximum likelihood. O expoente D muda conforme a dinâmica através da qual
o sinal atinge a borda muda (discussão na Seção 3.3).
culamos os expoentes τ e α através do ajuste da Eq. (2.62) para ambos
tamanho e duração de avalanches (ambos os expoentes podem ser calcu-
lados por colapso das curvas, conforme descrito há pouco) e calculamos
aDist = (τ − 1)/(α − 1) [Eq. (2.60)]. A Tabela 6 compara todos esses
expoentes.
Devido aos erros associados aos ajustes de τ , α e aFit (5% cada),
os valores da Tabela 6 podem ser considerados iguais. Os erros grandes
ocorrem devido ao cortes sc e Tc serem relativamente pequenos (já que
sc escala com LD com D = 1.0(1) na fase crítica). Assim, o ajuste da
lei de potência não pode ser feito com uma boa precisão, pois a maioria
dos dados está no corte.
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Fonte: Bortolotto et al. [176].
Figura 38. Relação de escala tamanho-duração de Sethna para avalanches e diferentes E.
Pontos são dados das simulações e linhas tracejadas são os ajustes 〈s〉 ∼ Ta [Eq. (2.60)]
que resulta em aFit (Tabela 6). A: E = 1.1 mV, apenas avalanches pequenas ocorrem;
B: E = 1.19 mV é o ponto crítico e avalanches ocorrem em todas as escalas; C: E = 1.88 mV
está na fase ativa fraca e apresenta um pequeno buraco entre avalanches muito grandes e
as outras; D: E = 13 mV está na fase ativa forte e há um buraco grande entre avalanches
muito grandes e as avalanches reminiscentes pequenas. Cada avalanche grande nos painéis
C,D corresponde a uma realização da simulação.
Tabela 6. Expoentes das distribuições de avalanches, τ e α. A coluna aDist é obtida
usando-se a Eq. (2.60). Os valores de aFit foram obtidos ajustando os dados de simulação
〈s〉 × T na Fig. 38. O erro percentual entre os dois valores para a é mostrado na última
coluna. τ , α e aFit têm um erro associado de 5% cada.
E (mV) τ α aDist aFit Error (%)
1.10 1.788 1.602 1.309 1.426 -8.17
1.19 1.596 1.390 1.531 1.470 4.19
1.88 1.737 1.491 1.500 1.434 4.58
13.0 1.520 1.350 1.483 1.688 -12.1
Fonte: Bortolotto et al. [176].
A.4 MAIOR AVALANCHE
A maior avalanche (ou cluster) fracional, m = M/N , onde M é a
maior avalanche (ou cluster) que ocorre na rede, é algumas vezes tomada
como um parâmetro de ordem para estudar fases de Griffiths [58, 60, 61].
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Figura 39. Maior avalanche fracional, m(E;L) = M/N . Painel A: m em função de E
para vários L. Painel B: m FSS. Os círculos vermelhos correspondem a fase de Griffiths.
O ajuste m ∼ L−D′ nos dá D′ = 1.0(1) dentro da região de Griffiths.
Na Fig. 39, nós apresentamos m como função de E para L crescente e,
também, o FSS de m para vários E.
Dentro da região crítica, esperamos que m ∼ L−D′ pois m é um
possível parâmetro de ordem associado ao expoente críticoD′. De fato, o
ajuste dessa equação aos nosso dados dentro da fase de Griffiths (1.11 ≤
E ≤ 1.19 mV) dá D′ = 1.0(1). Podemos então calcular o scaling da
maior avalanche, M , pois m = M/N e N = 4L2. Logo,
M = m(4L2)
⇒M ∼ L−D′L2 ,
dá
M ∼ L2−D′ . (A.4)
Como D′ = 1, então M ∼ L1. A maior avalanche concorda com o corte
das avalanches, sc, ajustado através da Eq. (2.62), além de M ∼ LD ser
também esperado dentro de uma fase de Griffiths, onde D é o expoente
da exponencial estendida para o tempo de autocorrelação [60], Eq. (2.49).
A lei de escala da Eq. (A.4) é válida apenas no ponto crítico. Ambos os
expoentes D e D′ foram ajustados independentemente um do outro.
A.5 SUSCEPTIBILIDADE
No texto principal, utilizamos a susceptibilidade modificada, χρ =
N(
〈
ρ2
〉 − 〈ρ〉2)/ 〈ρ〉, para calcular o expoente γ/ν. Nesta seção, mos-
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Figura 40. Susceptibilidade tradicional, Eq. (A.5). Painel A: χ em função de E para
vários L. Painel B: χ FSS. Os círculos vermelhos correspondem a fase de Griffiths. O
ajuste χ ∼ Lγ/ν nos dá γ/ν = 2.6(1) dentro da região de Griffiths, o que é esperado
através do ajuste de γ′/ν.
tramos na Fig. 40 o gráfico da susceptibilidade tradicional associada ao
parâmetro de ordem escolhido:
χ = N
(〈
ρ2
〉− 〈ρ〉2) . (A.5)
A susceptibilidade é esperada escalar com γ/ν e a Fig. 40 mostra o ajuste
γ/ν = 2.6(1) dentro da região crítica, concordando com o valor calculado
através do ajuste da susceptibilidade modificada, χρ
A.6 ESTIMATIVA DE MAXIMUM LIKELIHOOD
Todas as leis de potência das distribuições de tamanhos de avalan-
ches, P(s), tiveram seus expoentes α checados através do teste de Maxi-
mum Likelihood (também realizado por Germano S. Bortolotto, douto-
rando). Para levar em conta a saliência na distribuição para E = 1.88 mV
e os cortes para esse e os outros valores de E, é preciso usar uma esti-
mativa de Maximum Likelihood censurada (pois ela considera apenas os
dados que seguem lei de potência para calcular o melhor α). A fórmula
da estimativa é aplicável a leis de potência discretas, desenvolvida por
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Langlois et al. [230]:
αˆ = argmax
α
[−n ln ζ (α, smin, smax) +H], (A.6)
H =
n∑
i=1

ln
(∑sL
k=smin
k−α
)
for si = sL ,
ln
(∑smax
k=sR
k−α
)
for si = sR ,
ln (si
−α) else
(A.7)
onde αˆ é o melhor valor para o expoente da lei de potência que melhor
ajusta os dados, 1 ≤ smin ≤ s ≤ smax e a função zeta de Hurwitz é
definida por:
ζ(α, smin, smax) = ζ(α, smin)− ζ(α, smax) , (A.8)
em que
ζ(α, s) =
∞∑
i=1
1
(i+ s)α
. (A.9)
Aplicamos este teste para as distribuições cumulativas F(s) para
alguns valores de E e L = 99. Para E = 1.10 mV, E = 1.19 mV
(ponto crítico) e E = 13.0 mV, obtivemos os valores αˆ = 1.46, αˆ =
1.34 e αˆ = 1.50, respectivamente, para o melhor expoente. Para E =
1.88 mV, dividimos a distribuição em duas partes ao redor da saliência
em avalanches de tamanho s ≈ Nc ≈ 200. Para a primeira parte (smin =
1, smax = 190) obtivemos o melhor expoente αˆ1 = 1.69, enquanto que
para a segunda parte (smin = 600, smax = 1500), obtivemos αˆ2 = 1.57.
Todos esses valores são muito próximos dos α obtidos ou por colapso
(Fig. 37) ou por ajuste da Eq. (2.62) (Fig. 15).
APÊNDICE B -- Métodos para análise de sistemas dinâmicos
e KTz tanh
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B.1 PONTOS FIXOS E ESTABILIDADE
Um ponto fixo (FP) é o ponto que não muda com a iteração do
mapa, tal que
[x(t+ 1), y(t+ 1), z(t+ 1)] = [x(t), y(t), z(t)]
= (x∗, y∗, z∗) .
Um FP pode também ser chamado de ciclo-1, pois a iteração do mapa
se repete exatamente após um 1 ts. Um ciclo-Q (Q > 1) ou qualquer
outro atrator caótico ou quase-periódico será simplesmente chamado de
ciclo limite (LC) ou atrator oscilatório.
A máxima amplitude de um atrator LC dado pelo conjunto de
pontos {x(t)} resultantes da iteração do mapa é:
A =
∣∣∣max
t
{x(t)} −min
t
{x(t)}
∣∣∣ . (B.1)
Nós usamos a aplicação direta da equação de recorrência do mapa para
obter uma expressão polinomial para os FP em ambos os casos (I e
II). A estabilidade dos FPs é calculada usando os autovalores da matriz
Jacobiana do sistema.
B.2 INTERVALO ENTRE DISPAROS (ISI)
A distinção entre comportamentos oscilatórios pode ser feita atra-
vés do intervalo entre disparos (ISI). A bifurcação do ISI é um método
comum na literatura tanto in vitro quanto em simulações para carac-
terizar o processamento individual de informação (ver, por exemplo, as
Refs. [231–235]). Definimos o ISI, medido em ts, como o intervalo de
tempo entre dois disparos consecutivos na série {x(t)}. Para o KTz (lo-
gístico e tanh), um disparo ocorre no instante t(j)sp se x(t
(j)
sp +1)x(t
(j)
sp ) < 0,
com x(t(j)sp + 1) < x(t
(j)
sp ), tal que ISIj = t
(j+1)
sp − t(j)sp . Os vários ISIj
estão distribuídos de acordo com P(ISI) cuja média é 〈ISI〉. Exem-
plos dessas distribuições para comportamentos oscilatórios típicos estão
na Fig. 41. Também plotamos ISIj versus T e xR como diagrama de
bifurcação na Subseção 4.1.1.
Definimos um limiar ISIth = 20 ts para poder separar com-
portamentos oscilatórios ao traçar os diagramas de fase: disparos rá-
pidos têm um único ISIj = 〈ISI〉 < ISIth; disparos cardíacos têm um
ISIj = 〈ISI〉 > ISIth característico; e bursting tem tanto ISIj < ISIth
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quanto ISIj > ISIth. Obviamente, FP não tem ISI já que o po-
tencial da membrana não tem oscilação. Uma região de disparos car-
díacos aperiódicos foi identificada. Ela é caracterizada por ter muitos
ISIj diferentes, todos distribuídos em volta de uma média bem defi-
nida 〈ISI〉 > ISIth de acordo com, aparentemente, uma lognormal (ver
Fig. 21C detalhe).
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Figura 41. Distribuições típicas do intervalo entre disparos. Quatro tipos diferentes de
distribuições P(ISI) são mostrados nos painéis A a D (topo) com suas respectivas iterações
do mapa (baixo). Linhas sólidas e tracejadas são apenas guias. Painel A: disparo rápido
(FS) – um único e bem definido pico em P(ISI) tal que 〈ISI〉 < ISIth. Painel B: bursting
(BS) – dois picos estão geralmente presentes em P(ISI); se for burst caótico, ambos
os picos ficarão alargados; bursts lentos têm o maior ISI maior que um limiar definido
arbitrariamente. Painel C: disparos cardíacos periódicos (CS) – um único pico em P(ISI)
com 〈ISI〉 > ISIth. Painel D: disparos cardíacos aperiódicos (ACS) – uma distribuição
larga com um único pico P(ISI), 〈ISI〉 > ISIth e parecida com uma lognormal. FP não
tem ISI.
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B.3 LIMITES DE ESTABILIDADE
Os diagramas de fase são tipicamente dados pelos limites de esta-
bilidade dos FP para ambos os casos (I e II). Cada limite de estabilidade
é uma curva no espaço de parâmetros do modelo. Para um dado FP
(x∗, y∗, z∗), o limite de estabilidade é obtido pela condição:
max
i
{|Λi|} = 1, (B.2)
onde i percorre todos os autovalores Λi do FP.
Para distinguir entre diferentes LC, usamos a distribuição P(ISI),
conforme descrito na seção anterior. As fases de oscilação sublimiares são
identificadas através da amplitude das oscilações, A, dada na Eq. (B.1).
B.4 PARÂMETROS DOS COMPORTAMENTOS
Os parâmetros para cada painel das Figs. 25 e 26 estão dados na
Tabela 7. Os comportamentos excitáveis são obtidos através de um dos
seguintes procedimentos de estímulo:
• pulsos de corrente I(t) = I0δt,t0 ;
• degraus de corrente I(t) = I0 [Θ (t− t0)−Θ (t− t1)];
• rampas de corrente I(t) = a(t− t0);
onde a e I0 são parâmetros que definem a amplitude da corrente, t0 é
o instante inicial do estímulo, t1 é o instante final do estímulo, δt,t0 é o
delta de Kronecker e Θ(t− t0) é a função degrau de Heaviside.
B.5 APROXIMANDO A TANGENTE HIPERBÓLICA
A função logística pode ser vista como uma expansão de Taylor
em primeira ordem do denominador e do numerador da tanh simultane-
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amente, mas válida para todo o intervalo real de x:
tanh(x) ≡ 1− e
−2x
1 + e−2x
tanh(x) =
2x− 2x2 + 4x
3
3
− 2x
4
3
+ · · ·
2− 2x+ 2x2 − 4x
3
3
+
2x4
3
− · · ·
tanh(x) =
x−O(2)
1− x+O(2) .
Ignorando os termos deO(2), podemos definir a função f−(x) ≡ x/(1−x)
e dizer que tanh(x) ≈ f−(x) para |x|  1. Mas a função que queremos
deve aproximar a tanh não só para x ≈ 0, mas também nos limites
x → ±∞. f−(x) < 0 para x negativo e tem limite f−(x → −∞) → −1
assintótico. Porém, além de divergir em x = 1, o limite para x positivo
é também −1. Como estamos interessados exatamente no ramo para x
negativo de f−(x), podemos rotacionar esse ramo por pi radianos em
torno do ponto x = 0 [raiz de f−(x)] para obter um ramo positivo
simétrico com limite 1. A função rotacionada é f+(x) = x/(1+x). Agora,
f−(x) aproxima tanh(x) para x negativo e f+(x) aproxima tanh(x) para
x positivo, tendo ambos os limites x→ ±∞ e raiz f−(x = 0) = f+(x =
0) = 0 coincidindo. Portanto, a função contínua dada pelas partes f−(x)
e f+(x) é justamente a função logística:
f(x) =
{
f−(x), se x < 0
f+(x), se x ≥ 0 ≡
x
1 + |x| , (B.3)
que constitui uma certa linearização da tangente hiperbólica em torno
da origem. A inversa de f(x) é simplesmente
f(x) =
x
1− |x| . (B.4)
B.6 OS MODELOS KT E KTz HIPERBÓLICOS
B.6.1 Modelo KT tanh
Originalmente derivado a partir de um problema de Mecânica
Estatística [211, 236], o mapa que chamamos de modelo KT tem a
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Figura 42. Diagrama de fases do modelo KT com H = I(t) = 0. Estão destacadas as
regiões com um ponto fixo (1FP), com coexistência de dois pontos fixos (2FP), coexistência
entre FP e oscilações (CE) e uma região onde há oscilações periódicas e quase-periódicas
(Osc. – toda a região das línguas de Arnold). A região em branco entre as línguas é cheia
de outras línguas extremamente finas.
forma [138]:
x(t+ 1) = tanh
(
x(t)−Ky(t) +H + I(t)
T
)
,
y(t+ 1) = x(t) ,
(B.5)
onde x(t) é o potencial da membrana do neurônio no tempo t, y(t) é
uma variável auxiliar, K, T e H são os parâmetros que determinam a
dinâmica do neurônio e I(t) é a soma das correntes externas sobre o
neurônio (caso haja alguma). Dentro da Neurociência computacional,
este mapa segue a linha dos modelos que evoluíram a partir do modelo
de McCulloch e Pitts [136]. Para uma breve contextualização o leitor é
remetido ao nosso trabalho [129].
Este modelo apresenta dois comportamentos básicos: ponto fixo
(FP) e oscilações (Osc.). As oscilações podem ser periódicas, quase-
periódicas ou caóticas [129, 138, 211, 236]. O diagrama de fases do
modelo para H = 0 está na Fig. 42.
Há quatro regiões distintas nesse gráfico: uma região com apenas
um FP estável (1FP), outra com dois FP estáveis (2FP), uma linha de
coexistência entre dois FP e oscilações (CE) e a região onde há fases
oscilatórias (Osc. – toda a região com as línguas de Arnold, inclusive o
espaço em branco entre as línguas). As curvas do limite de estabilidade
do ponto fixo da região 1FP, Ts(K), são analiticamente determinadas
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Figura 43. Diagramas de fases do modelo KT com H 6= 0 (I(t) = 0) para diferentes K.
(a) K = 0.3 → duas fases, uma com apenas um FP estável e outra com dois FP estáveis;
(b) K = 0.6→ fases com um FP, com dois FP e com oscilações (Osc.); há uma região de
coexistência (CE) entre FP e oscilações; MCP é um ponto multicrítico; (c) K = 1.5 →
fases com um FP e com oscilações (Osc.). As bolhas em (b) e (c) são preenchidas com as
diversas línguas de Arnold da Fig. 42.
por uma análise de estabilidade linear [138, 211, 236]:
Ts(K) =
{
1−K , se 0 < K < 0.5 ,
K , se K > 0.5 . (B.6)
O efeito de ajustar o parâmetro H 6= 0 é expandir as regiões da
Fig. 42 com um eixo H. A Fig. 43 mostra os três regimes possíveis: (a)
K < 0.5 → a fase 2FP abre na forma de um pico, cuja ponta é a reta
decrescente que separa essa da fase 1FP do diagrama na Fig. 42; (b) 0.5 <
K < 1 → a fase 2FP continua aberta da mesma maneira, mas seu pico
é, agora, na região de coexistência (CE) entre FP e oscilações; as línguas
que formam a região de oscilações se expandem formando uma bolha cujo
topo está sobre a reta crescente no diagrama da Fig. 42; (c) K > 1 →
a região 2FP deixa de existir; existem somente as línguas de Arnold,
dobrando-se umas sobre as outras, formando a bolha de comportamento
oscilatório; o topo dessa bolha é, também, sobre a reta crescente no
diagrama da Fig. 42.
Os únicos FP analíticos, (x(t+ 1), y(t+ 1)) = (x(t), y(t)) ≡ (x∗, y∗),
do modelo se encontram sobre as curvas do limite de estabilidade dos
FP (curvas sólidas e pretas da Fig. 43). Para calculá-los, escrevemos a
matriz Jacobiana aplicada no FP [236]:
J =
 1T sech2
(
x−Ky +H
T
)
−K
T
sech2
(
x−Ky +H
T
)
1 0
 ,
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⇒ J|(x∗,y∗) = 1T sech2
(
(1−K)x∗ +H
T
)
−K
T
sech2
(
(1−K)x∗ +H
T
)
1 0
 ,
(B.7)
cujos autovalores, Λ±, são [236]:
Λ± =
1− (x∗)2
2T
(
1±
√
1− 4KT
1− (x∗)2
)
, com T > 0 . (B.8)
A mesma expressão pode ser obtida para T < 0, porém com o sinal
trocado.
O limite de estabilidade do FP é calculado através da Eq. (B.2),
de onde obtemos os FP para Λ± ∈ R e para Λ± ∈ C sobre a curva do
limite de estabilidade [236]:
x∗±(K,T ) =

±
√
1− T
1−K para 0 < K < 0.5 (Λ± ∈ R) ,
±
√
1− T
K
para K > 0.5 (Λ± ∈ C) .
(B.9)
Expressões similares podem ser encontradas para K < 0 [138].
A curva do limite de estabilidade no plano T ×H, Hs(K,T ), pode
ser obtida diretamente da equação do mapa para (x(t + 1), y(t + 1)) =
(x(t), y(t)) = (x∗, y∗). Ela é dada pela Eq. (B.9):
H±s (K,T ) = (K − 1)x∗±(K,T ) + Tatanh
(
x∗±(K,T )
)
, (B.10)
onde atanh(x) é a inversa da função tanh(x). As curvas Hs(K,T ), dadas
na Eq. (B.10) com K fixo e especificado nas figuras, são as curvas sólidas
pretas plotadas nas Figs. 43(a), (b) e (c).
B.6.2 Modelo KTz
O modelo KTz é uma extensão do modelo KT que exibe bursts.
Foi sugerido por Kinouchi e Tragtenberg [138], mas só foi estudado por
Kuva et al. [28] e por Copelli et al. [212]. O modelo KT é modificado
de modo que H ≡ z(t) tenha uma dinâmica lenta, fazendo com que o
regime sob o qual o neurônio está sujeito mude com o tempo, passando
por sobre os limites de estabilidade do FP, i.e. para dentro e para fora
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Figura 44. Diagrama de fases do modelo KTz onde aparecem os comportamentos oscila-
tórios detalhados. CS→ região com disparos cardíacos; BS→ região com bursting; FS→
região com disparos rápidos; SO→ região de oscilações sublimiares; FP→ região de ponto
fixo. O lado com xR > 0 tem x∗ > 0 estável e, portanto, os comportamentos (bursting,
disparos rápidos, etc) ocorrem com x(t) invertido.
das regiões Osc. e 2FP da Fig. 43.
As equações do KTz são:
x(t+ 1) = tanh
(
x(t)−Ky(t) + z(t) + I(t)
T
)
,
y(t+ 1) = x(t) ,
z(t+ 1) = (1− δ) z(t)− λ (x(t)− xR) ,
(B.11)
onde x(t) é o potencial de membrana no tempo t (em time steps), y(t)
é uma variável auxiliar, z(t) é a variável lenta (responsável por bursts),
K e T são parâmetros responsáveis pela dinâmica de disparos rápidos,
pelo limiar de excitabilidade e pelos disparos cardíacos, δ é o inverso do
tempo de recuperação da variável z(t) e controla o período refratário,
λ define o regime de oscilações lentas e bursting e controla a atenuação
das oscilações de x(t) e xR é o potencial de inversão da variável z(t),
controlando também as oscilações lentas e os bursts [28, 129, 212]. I(t)
é o termo com todas as correntes externas, caso existam.
A Fig. 44 mostra o limite de estabilidade do FP para δ = λ = 0.001
e K = 0.6 (a bolha que envolve todas as regiões). Estão apontadas nesse
diagrama as regiões onde ocorrem bursts de atividade (BS), disparos
rápidos (FS), oscilações sublimiares (SO), disparos cardíacos (CS) e qui-
escência (FP) [28].
Para λ  1 ou δ  1, a variável z(t) varia muito lentamente
em relação a x(t) e, portanto, o valor estacionário de z ≡ z∗ pode ser
escrito como z∗ = (λ/δ)(xR − x∗) [212]. Nesse regime, toda a análise de
FP feita na seção anterior para o modelo KT vale também para o KTz,
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inclusive os limites de estabilidade e, portanto, o limiar de excitação do
neurônio [212]. O limite de estabilidade do FP, nesta aproximação, é
dado pela Eq. (B.10) substituindo H±s (K,T ) por z∗. Isolando xR, a
curva resultante no plano xR × T é mostrada na Fig. 44 [212] (a bolha
que envolve as outras regiões).
O caso δ = 0 é um caso particular em que o FP pode ser determi-
nado analiticamente:
x∗ = xR ,
y∗ = xR ,
z∗ = (K − 1)xR + Tatanh(xR) .
(B.12)
Esse regime representa um comportamento completamente adaptativo:
uma corrente externa, I(t), causará oscilações transientes até que a cor-
rente z(t) atinja seu valor estacionário (comportamento de disparos fá-
sicos).
Os três autovalores da matriz Jacobiana desse sistema, Λ1,2,3, re-
sultam da seguinte equação [212]:
− Λ3 +
[
1− (x∗)2
T
+ 1− δ
]
Λ2 − 1− (x
∗)2
T
(λ+K + 1− δ) Λ+
+
K(1− δ)
[
1− (x∗)2
]
T
= 0 . (B.13)
Os limites de estabilidade deste modelo podem ser calculados usando
também a fórmula de Cardano-Tartaglia. Porém, como os FP em geral
não são analíticos, é preciso resolvê-la computacionalmente através da
iteração do mapa.
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APÊNDICE C -- Resultados de todos os casos da rede de
neurônios KTz logístico
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C.1 FILTRO PASSA-BAIXA
A maneira mais simples de realizar um filtro passa-baixa em um
sinal é fazer a convolução discreta desse sinal com uma função constante.
Como J varia em intervalos de comprimento ∆J , podemos considerar
que ρ é uma função discreta de argumento n = J/∆J . Seja o sinal ρ(n) e
a função constante g(n) = 1, a convolução discreta de ambas as funções
é:
ρ ∗ g(n) =
M∑
m=−M
ρ(n−m)g(m) , (C.1)
onde a função g(n) está definida apenas no intervalo [−M ;M ]. A con-
volução ρ ∗ g(n) é posteriormente normalizada para que seu máximo
coincida com o máximo da função filtrada. Na prática, o processo con-
siste em tomar a média dos 2M pontos ρ(n−m) da vizinhança do ponto
n e substituir ρ(n) por essa média. A Fig. 45 mostra esse algoritmo
aplicado aos dados do caso τf,g = 10 com ruído proporcional em rede
quadrada.
A quantidade de pontos em g(n) deve ser ajustada com cuidado:
uma quantidade muito grande de pontos faz com que a susceptibilidade
fique mais larga e achatada do que os dados crus. Uma quantidade muito
pequena, por outro lado, faz com que os dados continuem apresentando
flutuações de alta frequência arbitrárias. Essas flutuações são o que
prejudica a obtenção de uma lei de FSS para ρ, já que é muito difícil
determinar o melhor valor de ρ para cada 〈J〉. A convolução dá apenas
uma estimativa que não leva em conta nem os erros intrínsecos da medida
das 200 observações de ρ.
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Figura 45. Dados crus e filtrados do parâmetro de ordem e da susceptibilidade da rede de
KTz logístico.
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C.2 RESULTADOS PARA TODOS OS CASOS CONSIDERADOS
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Figura 46. Parâmetro de ordem e susceptibilidade do modelo KTz logístico em rede qua-
drada com sinapses rápidas e ruído livre. Os valores obtidos para os expoentes β e γ/ν são
mostrados em cada painel. As linhas pontilhadas verticais destacam o ponto do máximo
da susceptibilidade para a maior rede considerada.
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Figura 47. Parâmetro de ordem e susceptibilidade do modelo KTz logístico em rede BA
com ruído proporcional e estímulo aleatório. Painéis A e B: sinapses rápidas; Painéis C e
D: sinapses lentas. Os valores obtidos para os expoentes β e γ/ν são mostrados em cada
painel. As linhas pontilhadas verticais destacam o ponto do máximo da susceptibilidade
para a maior rede considerada.
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Figura 48. Parâmetro de ordem e susceptibilidade do modelo KTz logístico em rede BA
com ruído proporcional e estímulo inteligente. Painéis A e B: sinapses rápidas; Painéis C
e D: sinapses lentas. Os valores obtidos para os expoentes β e γ/ν são mostrados em cada
painel. As linhas pontilhadas verticais destacam o ponto do máximo da susceptibilidade
para a maior rede considerada.
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Figura 49. Parâmetro de ordem e susceptibilidade do modelo KTz logístico em rede BA
com ruído livre e estímulo aleatório. Painéis A e B: sinapses rápidas; Painéis C e D:
sinapses lentas. Os valores obtidos para os expoentes β e γ/ν são mostrados em cada
painel. As linhas pontilhadas verticais destacam o ponto do máximo da susceptibilidade
para a maior rede considerada.
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Figura 50. Parâmetro de ordem e susceptibilidade do modelo KTz logístico em rede BA
com ruído livre e estímulo inteligente. Painéis A e B: sinapses rápidas; Painéis C e D:
sinapses lentas. Os valores obtidos para os expoentes β e γ/ν são mostrados em cada
painel. As linhas pontilhadas verticais destacam o ponto do máximo da susceptibilidade
para a maior rede considerada.
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Figura 51. Cumulante de Binder e sua derivada para rede BA com ruído livre. Painéis
A e B: sinapses rápidas; Painéis C e D: sinapses lentas. As linhas pontilhadas verticais
destacam o ponto do máximo da susceptibilidade para a maior rede considerada.
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Figura 52. Cumulante de Binder e sua derivada para rede BA com ruído livre. Painéis
A e B: sinapses rápidas; Painéis C e D: sinapses lentas. As linhas pontilhadas verticais
destacam o ponto do máximo da susceptibilidade para a maior rede considerada.
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Figura 53. Distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo KTz
logístico em rede quadrada para sinapses rápidas τf,g = 2. Painéis A–D: ruído propor-
cional; cada curva corresponde às avalanches para um 〈J〉 diferente, enquanto que cada
painel corresponde a um tamanho de rede. A curva rosa corresponde ao Jmax e as curvas
azuis são 〈J〉 na vizinhança de Jmax. As avalanches apresentam scaling crítico apenas
para o J = Jav (curva vermelha). Painéis E,F: ruído livre; ajuste de leis de potência às
distribuições de tamanho e duração de avalanches (expoentes nos painéis).
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Figura 54. Distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo KTz
logístico em rede quadrada. Painéis A–B: sinapses lentas e redes com L = 20; cada curva
corresponde às avalanches para um 〈J〉 diferente, enquanto que cada painel corresponde a
um tamanho de rede. A curva vermelha corresponde ao Jmax e as curvas azuis são 〈J〉 na
vizinhança de Jmax. Painéis C–D: scaling das avalanches para sinapses lentas no ponto
J = Jmax; Painéis E–F: scaling das avalanches para sinapses lentas no ponto J = Jmax.
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Figura 55. Distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo KTz
logístico em rede de Barabási-Albert. Painéis A–C: avalanches para redes de tamanho
N = 400 com sinapses lentas e rápidas; Painéis D–F: scaling das avalanches para sinapses
rápidas no ponto J = Jmax.
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Figura 56. Distribuição cumulativa dos tamanhos de avalanches, F(s), do modelo KTz
logístico em rede de Barabási-Albert com sinapses lentas. Painéis A–B: ruído livre; painéis
D–F: ruído proporcional. Todos os painéis: scaling das avalanches para sinapses lentas no
ponto J = Jmax.
