Many assignment problems cannot be solved to optimality in real-time. The existing literature tends to focus on the development of handcrafted heuristics that exploit the structure of a particular assignment problem. We instead seek a general-purpose approach that can automatically learn such heuristics.
I. INTRODUCTION
A recurring problem in autonomy is that of assigning agents to tasks. Assignment problems appear throughout domains such as logistics, robotics and defence. The wellknown linear assignment problem can be solved in cubic time [1] . However, in general, solving assignment problems to optimality is computationally infeasible for many applications and so heuristics are often employed to find near-optimal solutions.
The development of a heuristic usually requires expertknowledge to exploit the problem structure in some way such that near-optimal solutions can be found efficiently. However, if the problem description changes slightly, a previously derived heuristic may no longer be appropriate.
Rather than handcrafting a separate heuristic for every assignment problem, we explore a general-purpose learning approach. Given a description of an assignment problem, such a learning approach automatically explores the problem description and builds a black box solver. The black box solver can then be queried for fast, near-optimal solutions to specific problem instances.
Deep neural networks (DNNs) are characterised by initially requiring significant compute, but can be queried efficiently at runtime. Over the last decade, DNNs have been used to produce state-of-the-art results across diverse domains such as computer vision [2] , machine translation [3] and game playing [4] . More recently, DNNs have been used to automatically generate heuristics solutions for classic combinatorial optimisation problems such as the travelling salesman problem [5] , [6] .
A DNN approach requires two fundamental components: an architecture and a learning algorithm. The architecture describes how data flows from the input to the output of the DNN. As the data is processed, it interacts with the DNN's internal parameters. These parameters are tuned by the learning algorithm.
The most well-known architectures in deep learning are usually unsuitable for assignment problems due to issues regarding parameter-sharing and permutation equivariance. In this work, we present a customised architecture that can be applied without alteration to a large class of assignment problems.
The structure of this work is as follows. After giving a brief background on DNNs, we present a class of assignment problems which we refer to as "bipartite" assignment problems. From this class, we derive the well-known weapontarget assignment (WTA) problem [7] . The WTA problem is NP-complete [8] and is used to demonstrate the validity of our approach. In Sections III and IV we describe our proposed architecture in depth. We detail practical learning algorithms for training our architecture in Section V. In Section VI, we empirically demonstrate the effectiveness of our approach on non-trivial instances of the WTA problem. We conclude with a baseline comparison against a well-tuned genetic algorithm and show that our approach can generalise to larger problem instances than those seen in training.
II. BACKGROUND

A. Deep Neural Networks
A deep neural network (DNN) takes a multi-dimensional input and processes it through a composition of differentiable layers parameterised by θ. The most well-known layer is the feedforward layer F , which is composed of an affine mapping followed by a differentiable nonlinearity. Assuming vector input x,
where θ w k is a weight matrix for layer k, θ b k is a bias vector for layer k and σ(·) is an elementwise differentiable nonlinearity such as tanh(·).
As each layer is simply an affine mapping followed by a differentiable function, the output of the DNN is differentiable with respect to all of its internal parameters θ. If an appropriate loss function L is supplied, the DNN's parameters can be iteratively improved using the gradient
The feedforward layer is just one of the many common layers employed in modern deep learning architectures. Other popular layers include the convolutional layer [2] and the recurrent layer [9] . These layers share the differentiable properties of the feedforward layer, and so their internal parameters can also be improved with gradient descent.
B. Deep Learning for Combinatorial Optimisation
There has been growing interest in using deep learning for combinatorial optimisation. Vinyals, Fortunato, and Jaitly [10] introduced a novel architecture called Ptr-Net for learning approximate solutions to geometric problems such as the computation of convex hulls and Delaunay triangulation. Bello et al. [5] combined Ptr-Net with reinforcement learning to find near-optimal solutions to well known combinatorial optimisation problems such as the travelling salesman problem (TSP) and the knapsack problem. Deudon et al. [6] also applied reinforcement learning to the TSP, but instead use an attention-only mechanism (as opposed to the recurrence mechanism of Ptr-Net). Using a similar approach to Bello et al. [5] , Mirhoseini et al. [11] optimised device placements for computational graphs. Their work demonstrated that DNNs can be directly translated from abstract, deterministic problems, to real-world, stochastic problems with little alteration.
C. Assignment Problems
There is no universal definition for what formally constitutes an assignment problem. However, the formulation we present is general enough to capture many of the most wellknown assignment problems.
Definition 1: An assignment problem is composed of a set of problem instances I, a set of constraints C and an objective function J. A problem instance X ∈ I describes a realisation of a particular assignment problem for N agents and M tasks indexed by i and j respectively. We encapsulate a mapping from agents to tasks with a binaryvalued assignment matrix Y ∈ {0, 1} N ×M . If agent i is assigned to task j, then Y i,j = 1. Otherwise, Y i,j = 0. A set of additional constraints C may be placed on Y . Let the set of all constraint-satisfying assignment matrices be given by
An objective function can then be defined by J : I × Y → R. The solution to an assignment problem instance is an optimal assignment matrix Y * that globally optimises J for fixed X .
Assignment problems can rarely be solved by exhaustivesearch. For example, if a particular assignment problem mandates that each agent select a single task (but a particular task may be selected by more than one agent), then there are M N possible agent-task assignment matrices. If an effective lower-bounding strategy can be derived, then branch and bound can be used to can greatly speed up an exhaustive search. However, such methods may still scale poorly with increasing N and M . There may also be many assignment problems that do not have an obvious lower bounding strategy.
We are especially interested in difficult assignment problems that have the following qualities:
• No practical lower bounding strategy -which prevents the application of branch and bound. • A computationally expensive objective function Jwhich prohibits the use of a random search method such as a genetic algorithm (GA).
• Problem instances that require high dimensional representation -so that it is difficult to manually derive a good heuristic.
Many assignment problems are at-least NP-Complete (for example, the quadratic assignment problem, the weapontarget assignment problem, the generalised assignment problem etc.). Therefore, it is unrealistic to expect that we can always find the optimal solution efficiently for large problem instances. Instead, we are willing to accept near-optimal solutions if they can be found efficiently.
D. Bipartite Assignment Problems
We do not want to limit our deep learning approach to one particular assignment problem. The motivation behind using deep learning is that it is general purpose and can easily be adapted to new problems (at least in principle). However, it is unrealistic to design a DNN that can handle any assignment problem according to the extremely general definition given in Definition 1. Therefore, we define a particular class of assignment problems called bipartite assignment problems (BAPs).
A BAP is an assignment problem that can be represented by a bipartite multigraph. A bipartite graph is a graph where every edge connects vertices from two disjoint sets (which, in our context, is the set of agents and the set of tasks). The term multigraph implies that more than one edge may exist between two vertices. Each agent and each task has an associated vertex. Edges between agents and tasks can be added to numerically describe a particular agent-task pair. We prohibit agentagent edges and task-task edges (as this would invalidate the bipartite property). We can also store information at each vertex. Such information can be used to describe properties of a particular agent or task. Finally, we allow for the notion of a global state that is shared across all agents and tasks. Such a global state may affect the objective and so should be taken into account when computing the assignment matrix for a given problem instance.
A large number of assignment problems are BAPs (e.g. the linear assignment problem, the weapon-target assignment problem). We note that there are many assignment problems that cannot be represented by bipartite multigraphs (most notably, the quadratic assignment problem, which requires a directed edge between every agent-agent pair). However, we believe BAPs are general enough to allow for many interesting customised assignment problems.
We now present a definition of BAPs that is more amenable for deep learning.
Definition 2: A bipartite assignment problem (BAP) is an assignment problem with problem instances that can be represented by the tuple X = A, T, P, E , where, • A ∈ R N ×|A| , is an agent property matrix, where each row A ∈ R |A| is a vector of information specific to each agent. • T ∈ R M ×|T | , is a task property matrix, where each row T ∈ R |T | is a vector of information specific to each task.
• P ∈ R N ×M ×|P | , is an agent-task pairwise threedimensional array, where the element P i,j ∈ R |P | is a vector that describes how agent i interacts with task j. • E ∈ R |E| , is an environmental context vector that contains any additional information that is shared across all agents and tasks.
E. The Weapon-Target Assignment Problem
The WTA problem was first formally stated by [7] and is loosely modelled on a military engagement. We assume a battle scenario with a fleet of weapons (or agents) and a set of targets (or tasks). The objective is to minimise the expected surviving values of the targets. Each weapon-target pair has a kill probability p i,j = P(target j is destroyed by weapon i | Y i,j = 1) and each target has positive value v j > 0.
The objective function J WTA assumes that the killprobabilities p i,j are independent of one another. Therefore, the probability that a given target survives is given by the product of conjugate probabilities i (1−p i,j ) Yi,j . The WTA problem requires that we find the optimal assignment matrix Y * such that
(2)
For our constraints C WTA , we assume that each weapon can be assigned to a single target (but a single target can be assigned to an arbitrary number of weapons). Therefore,
Using Definition 2, we can verify that the WTA problem is a BAP as its instances can be represented by the tuple X = A, T, P, E , where,
• A is unused (|A| = 0). • T is reduced to an M entry vector, where each element represents the value of the j th target. That is, for task j, T j = v j and so |T | = 1. • P is reduced to an N × M matrix, where each element P i,j ∈ [0, 1] represents the kill-probability that agent i will destroy target j if it is assigned to it. For each agent-task pair, P i,j = p i,j and so |P | = 1.
The WTA problem is well-known to be NP-complete and so probably cannot be solved exactly in polynomial time [8] . Lower bounding strategies can be used to find exact solutions for medium-sized instances (e.g. 20 agents and 20 tasks), but no exact algorithms exist for finding real-time solutions to large problem instances (e.g. 100 agents and 100 tasks). There are well-known heuristics for finding nearoptimal solutions to the WTA problem [12] . These heuristics are known to generate fast solutions within a few percentage points of optimality. Therefore, despite being NP-complete, the WTA problem is essentially solved for practical purposes. Our deep learning approach is not necessarily designed to compete with existing heuristics for the WTA problem. The WTA problem is instead a benchmark to illustrate how our approach can be applied to a practical, non-trivial example.
III. NEURAL ARCHITECTURE
A. Array Conversion
Our DNN is to take a problem instance X = A, T, P, E ∈ I as input and return a valid assignment matrix Y ∈ Y. We first convert X to a three-dimensional array X ∈ R N ×M ×|X| , where |X| = |A|+|T |+|P |+|E|+1. X can be indexed by i and j to view information for a particular agent-task pair.
For a given i and j, the first |A| entries correspond to agent-specific properties, the next |T | entries correspond to target-specific properties, the next |P | entries correspond to agent-task pairwise information, the next |E| entries correspond to any contextual information that is consistent across all agents and tasks, and the final element 1 infeasible i,j is a binary indicator equal to unity if assigning agent i to task j would invalidate one of the problem constraints according to C.
B. Embedding
We first process X through an embedding layer E. The embedding layer is simply a feedforward layer that projects the last dimension of X into some other dimension R |E| , where (typically) |E| > |X|. That is, we apply a feedforward layer parameterised by θ E elementwise to every X i,j as follows:
and so E(X) ∈ R N ×M ×|E| .
C. Main Body
The main body of our DNN is a composition of S stacks, where each stack contains many operations stacked together. From the output of the embedding layer, we have a vector representation in R |E| for every possible agent-task pair. It is necessary to exchange information across these vector representations to make informed decisions about which agent-task pairs should be included in the assignment matrix Y . We use so-called "communication layers" to facilitate the exchange of information across agent-task pairs, which we discuss at length in Section IV.
There are three distinct operations within each stack: 1) Feedforward operation: Generalises the feedforward layer in the same way as the embedding layer. The input to the feedforward operation is a matrix of vectors, where each vector represents a particular agenttask pair. The feedforward operation applies the same parameterised feedforward layer to every agent-task vector in parallel. 2) Communication operation: A communication layer is a matrix-to-matrix function that has a number of special properties (as will be discussed in Section IV). The communication operation takes a vector of matrices, and applies the same (possibly parameterised) communication layer to every matrix in parallel. 3) Transposition operation: Swaps the first two axes of a three-dimensional array. For example, if the array has dimensions N ×M ×η (we use η to notate an arbitrary dimension length), then after transposition, the array has dimensions M × N × η. Each stack is then composed of three sections in series: task-wise communication, agent-wise communication, and independent processing. 1) Task-wise communication: For each agent, perform computations over all available tasks. We assume the input has dimensions N × M × η and apply a communication operation. 2) Agent-wise communication: For each task, perform computations across all agents. We first apply a transposition operation to convert the array dimensions to M ×N ×η and then apply a communication operation. We then apply a second transposition operation to convert the resultant array back to dimensions N ×M ×η (where η may not necessarily be equal to η as a result of the communication operation). 3) Independent processing: After both rounds of communication, additional computation can be performed on each agent-task pair independently by applying an arbitrary number of feedforward operations in series (we use two feedforward operations in this work).
D. Inference
Assume that the final stack outputs an array with dimensions N × M × η, where η is arbitrary. We use a feedforward operation to map the array into R N ×M ×1 and then remove the redundant final dimension to yield Y ∈ R N ×M .
Before performing inference, we need to "mask out" infeasible agent-task pairs. During inference, we will use softmax operations to derive probability distributions over agent-task pairs. If we can drive infeasible agent-task pairs to large negative values, then the resulting probabilities that these agent-task pairs will be included in Y is zero (assuming finite computational precision). It is then impossible for an agent-task pair with probability zero to ever be included in the final assignment matrix Y . To mask out infeasible agenttask pairs, we take our temporary output, Y ∈ R N ×M and apply the operation
elementwise to every i, j pair, where β is a very large positive constant.
We now describe two methods for constructing Y : simultaneous construction and greedy construction.
1) Simultaneous Construction: In the special case that each agent must choose a single task (but each task can be selected by an arbitrary number of agents), we can use simultaneous construction (SC). We first apply a softmax operation to each row of Y to yield a probability mass function (PMF) over tasks for each agent. We can then construct an assignment matrix simultaneously across all agents using one of two methods: 1) Deterministic: For each agent, select whichever task has the highest value given by the agent's PMF. 2) Stochastic: Sample a task according to each agent's PMF over tasks. The deterministic method is usually preferable for use at test-time. However, when training by RL (specifically when using a policy-based method as we do), the stochastic method is required to estimate the direction of the policy gradient.
It is clear that, if each agent is to select a single task (and each task can be selected by an arbitrary number of agents), that using simultaneous construction will always return a feasible assignment matrix. However, if the problem constraints are more sophisticated, the above approach may result in an infeasible assignment matrix.
2) Greedy Construction: Rather than simultaneously assigning all agents to tasks in a single round, we can use a greedy construction (GC) to incrementally build Y . To use GC, we first need to extend the DNN input X to include an additional binary indicator variable 1 assigned i,j , which is equal to unity if agent i has already been assigned to task j. From this newly defined X, we apply the rest of the architecture as before. We will usually require that if 1 assigned i,j = 1, then 1 infeasible i,j = 1 as that particular agent-task pair has already been selected.
From the output, we flatten out Y to yield Y ∈ R NM . This new vector, Y consists of scalars for each agenttask pair. We can then apply a softmax operation over the entire vector to yield a PMF over every possible agent-task pair. We can then select an agent-task pair according to this PMF either deterministically (by taking the argmax) or stochastically (by sampling). After each agent-task selection, it is then necessary to update the new binary indicators variables 1 assigned i,j and 1 infeasible i,j to reflect the new state of the system. With this new state, we query the DNN again and add another agent-task pair to the assignment matrix. We continue this process until all agent-task pairs are infeasible ( i j 1 infeasible i,j = NM), at which point we return Y .
IV. COMMUNICATION LAYERS
We employ communication layers to exchange information across a set of vectors arranged as the rows of a matrix. In this work, we define a communication layer as follows.
Definition 3: A communication layer C is a function that maps from one matrix to another such that the following properties are satisfied:
1) Row maintenance. The number of rows at the output is equal to the number of rows at the input. 2) Row dependence. There exists a Z ∈ R u×v (where u and v are arbitrary) such that
. . .
where Z ∈ R 1×v is the th row of Z. 3) Row equivariance. If p(Z) is a permutation of the rows of Z, then C(p(Z)) = p(C(Z)) (7) for all p and Z. 4) Differentiability. C(Z) is differentiable with respect to input Z. That is, ∇ Z C(Z) exists. Row maintenance is used to assert that the number of objects under consideration (e.g. agents or tasks) is invariant. The row dependence property asserts that computation is performed across the entire matrix Z and that the rows of Z are not treated independently. Row equivariance requires that an equivalent result should be returned regardless of the row permutation of Z. Finally, differentiability is required to allow gradients to flow backwards through the DNN during backpropagation.
The choice of communication layer is a matter of user preference. We present two communication layers that have shown promising results in our experiments: pooling and attention.
A. Pooling
Pooling computes a scalar statistic ζ column-wise across the rows of a matrix input. With input Z ∈ R u×v , the resulting row vector ζ ∈ R 1×v is
We then duplicate and concatenate ζ with Z to yield C pooling (Z) ∈ R u×2v :
Our use of pooling is strongly inspired by [13] , in which the mean is used to enable communication among cooperative agents. In keeping with [13] (as well as [14] and others), we use the mean ζ(·) = μ(·) as our pooling scalar statistic.
B. Attention
Given a set of vectors, an attention mechanism can be applied to extract relevant information. Attention mechanisms are popular in deep learning and are especially prevalent in domains such as natural language processing (NLP) [3] . In the context of NLP, each word in a sentence may be represented by a vector. In order to perform machine translation, attention can be used to query which words are relevant for the purpose of providing the next word in a translated sentence. Our use of attention as a communication layer is inspired by [6] , in which attention is used to automatically generate heuristics for the travelling salesman problem.
Canonically, attention uses an external decoder to extract information from a set of vectors. Here, we use a variant called self-attention, where each vector uses its own decoder to make queries about the other vectors undergoing computation.
Given input Z ∈ R u×v , self-attention first applies three feedforward layers in parallel to produce queries Q ∈ R u×ψ , keys K ∈ R u×ψ and values V ∈ R u×ϕ . We then apply the soft-attention mechanism as described by [3] :
The scaling factor 1 √ ψ is used to counteract the vanishing gradient problem. For further discussion, see [3] .
As in [3] , we use multi-head self-attention to perform many attention queries in parallel. Rather than creating a single Q, K and V from Z, we instead use h heads:
We then concatenate the self-attention heads together:
where H = attention(Q , K , V ) (12) and so H ∈ R u×ϕ and so C attention (Z) ∈ R u×hϕ .
V. LEARNING ALGORITHMS
We consider two families of learning algorithms: supervised learning (SL) and reinforcement learning (RL). SL assumes we have access to some potentially expensive f (X ) that returns the optimal assignment matrix Y * for any X . SL then trains the DNN to approximate f (X ). RL (specifically policy-based RL), evaluates a particular realisation of θ and then approximates the gradient in the direction of expected objective to update θ . In our experience, SL is easier to implement and is more likely to find Y * . RL, however, is more general and can be used to solve problems without requiring a pre-existing method for computing Y * .
A. Supervised Learning
Here, we describe the use of supervised learning (SL) when combined with simultaneous construction (SC). Recall that, with SC, we apply a softmax operation to each row of Y to yield a probability mass function (PMF) over tasks for each agent. Let P i,j ∈ (0, 1) be the probability that agent i selects task j and let Y * i,j ∈ {0, 1} indicate whether the agent i selects task j according to the optimal assignment matrix Y * . We then define the cross-entropy loss L SL as:
The expectation is taken uniformly over all problem instances X ∈ I. In practice, we estimate the gradient of L SL using samples and use stochastic gradient descent to minimise L SL .
B. Reinforcement Learning
RL view problems from the perspective of Markov Decision Processes (MDP). A classical MDP consists of a finite set of states S, a finite set of actions A, a reward function R : S × A × S → R, transition probabilities P : S × A × S → [0, 1] and an optional discount factor γ ∈ (0, 1].
An MDP is a discrete-time process with the following event loop (here, we just consider a single agent MDP). At time-step t, the agent observes its state s t ∈ S. The agent then consults a stochastic policy π(a t |s t ) which returns a probability distribution over possible actions. The agent samples an action a t ∼ π(a t |s t ) and transitions to a new state s t+1 with probability P(s t+1 |s t , a t ) as described by P. Upon transitioning to state s t+1 , the agent receives a reward r t (s t , a t , s t+1 ) according to R. This process repeats either indefinitely or until the agent reaches a terminal state.
We define the return R t = tfinal−t τ =0 γ τ r t+τ as the sum of discounted rewards experienced from time-step t until the end of the episode at time-step t final . In RL, the objective is to find the optimal policy π * that maximises the expected return π * = max π E [R 1 ], where the expectation is taken over the starting state distribution and accounts for all stochasticity in both the policy and the state transitions.
Although it is possible to use RL in combination with simultaneous construction, we found that better results were obtained when using greedy construction (GC). With GC, we can naturally consider the construction of an assignment matrix as an MDP. At each time-step t, an agent selects a task according to some notion of state. Here, the state is simply the evolving problem description X (that is updated to reflect all current assignments 1 assigned i,j and infeasible pairings 1 infeasible i,j after every new assignment is made). We then define a simple reward function that is always equal to zero unless the assignment matrix is complete at which point, the objective J is evaluated and returned as a reward. By complete, we mean that no further assignments can be made without invalidating one of the problem constraints according to C. We generally assume that the assignment matrix is complete if and only if i j 1 infeasible i,j = NM. By collecting many states, actions and rewards, we can iteratively improve our DNN using one of many possible RL algorithms. For this results in this work, we used a policy-based RL algorithm called advantage actor-critic (A2C) [15] with generalised advantage estimation (GAE) [16] . Due to space constraints, we do not discuss A2C-GAE in this work. For readers unfamiliar with A2C and GAE, high quality open-source implementations can be found at https://github.com/openai/baselines [17] .
VI. EXPERIMENTS
We applied our neural architecture to non-trivial instances of the WTA problem with N = M = 20. We followed the modelling assumptions of [12] by sampling p i,j uniformly from [0.6, 0.9] and v j as random integers from [25, 100].
We trained our neural architecture with both SL and RL. For both learning algorithms, we experimented with both of the communication layers presented in Section IV. Thus, we trained four variants in total: pooling with SL (P-SL), attention with SL (A-SL), pooling with RL (P-RL) and attention with RL (A-RL). Table I details For our SL experiments, we created a training dataset with 200,000 optimal examples consisting of X , Y * pairs. For both learning algorithms, we generated an additional 1,000 optimal examples for evaluation and a final 1,000 optimal examples for testing. The evaluation dataset was used to determine the best parameters θ * from each training run. The test dataset was then used to make conclusions about how well each trained DNN generalised to problem instances that were not seen during training or evaluation. Optimal assignment matrices Y * were generated using the minimum cost flow construction heuristic from [12] and optimality was asserted by branch and bound.
Throughout our experiments, we adopted many of the current best practices from deep learning. We normalized the inputs to our DNN using the previously stated modelling assumptions. We added batch normalisation after every layer [18] . We used the Adam update rule [19] with an exponentially decaying learning rate instead of vanilla stochastic gradient descent. We included skip connections for our pooling-based architectures [13] and residual connections for our attention-based architectures [20] .
For all of our nonlinearities, we used the rectified linear unit σ(·) = relu(·). For P-RL, we batched together 10 problem instances for each parameter update. For the other variants, we batched together 20 problem instances for each parameter update. For GAE, we set γ = 1.0 and λ = 0.99 (see [16] for an explanation of λ). Good hyperparameters were found by random search.
All experiments were run in Python and TensorFlow on an Ubuntu 16.04 machine with six Intel(R) Core(TM) i7-8700K CPUs @ 3.70GHz and an Nvidia GTX 1080 GPU.
Our primary metric of interest is the optimality gap og, which we define as:
During each training run, we tracked the mean optimality gap over the evaluation dataset. We evaluated our DNNs on the evaluation dataset every 100 parameters updates when training with SL and every 50 updates when training with RL. To ensure reproducibility, we performed 50 training runs for each communication layer/learning algorithm combination. For each training run, we saved the DNN parameters θ * that minimised the mean optimality gap over the evaluation dataset. Table II displays the average number of parameter updates required to find θ * for each variant. Table III and empirical cumulative distribution functions (CDFs) are plotted in Fig.  1 .
We found that the attention-based architectures outperformed the pooling-based architectures in terms of expected objective. The SL-based architectures were able to find optimal assignment matrices for the vast majority of problem instances in the test dataset. By contrast, the RL-based architectures were rarely able to find the optimal assignment matrices, but tended to have more reliable performance across the entire test dataset (see Fig. 1 ). We consider A-RL to be our most impressive variant, as it was able reliably generate near-optimal solutions for the entire test dataset and did not require any optimal demonstrations to train.
A. Baseline Comparison
We compared our approach with a well tuned genetic algorithm (GA). A GA is a simple derivative-free technique that combines random search with biologically-inspired heuristics. GAs provide a suitable comparison to our approach because they are also black-boxes that do not require any human knowledge to find heuristic solutions. Unlike many other optimization paradigms, GAs can be easily applied in non-convex settings with integer variables, which make them ideal for many assignment problems. A key difference between our approach and the GA is that, once trained, our approach can instantaneously finds near-optimal solutions for new problem instances, where the GA must start from scratch for every new problem instance. We used a high-quality GA implementation from the Pygmo library [21] . The Pygmo library automatically parallelises the GA to run on all available cores (12 in our case) and has an efficient backend written in C++. We applied the GA to the test dataset and documented its performance. We gave the GA access to all available computational resources and benchmarked its performance for various time limits (up to 10 seconds). We found that the best performance was achieved with a population size of 512, with the rest of the settings unchanged from the default values recommended by Pygmo. To ensure fairness, we averaged our metrics over four independent test runs. Our results are reported in Table  IV and empirical CDFs are plotted in Fig. 1 .
The GA was unable to outperform A-RL on any of the observed metrics and had a worse mean optimality gap than any of our variants. Significant compute was required for the GA to even be competitive. For example, with a 10 second time limit, the GA (GA-10) performed approximately 3×10 6 objective function evaluations for each individual problem instance. Our approach however, produced better quality results in less than 50ms without any online objective function evaluation. In fact, throughout the entire training process, our approach performed fewer objective function evaluations than GA-10 performed for each individual problem instance. For example, the best A-RL parameters were found after less than 1.8 × 10 5 objective function evaluations on average.
B. Scalability
Our experiments so far have been limited to WTA problem instances with N = M = 20. We wanted to verify that our approach is not severely limited by increasing N and M . Table V displays query-times for various values of N = M . Each time is averaged over 100 random queries. Even in the worst case with A-RL and N = M = 128, an assignment matrix is returned in just over two seconds. A-RL was the slowest to query because the attention mechanism scales quadratically with input size (as opposed to linearly when using pooling). In addition, we used RL in conjunction with greedy construction, so N calls to the DNN are required to compute Y (where simultaneous construction only requires a single call).
A key feature of our approach is that the parameters θ are not explicitly conditioned on N or M . Therefore, we can apply a pre-trained DNN to variable N and M without alteration. To demonstrate this feature, we trained A-RL on a randomised WTA training dataset with N = M = 10. We refer to this approach as A-RL-10. We then applied A-RL-10 to the original test dataset with N = M = 20 without any additional training. The test results are reported in the final column of Table III and the CDF is plotted in Fig. 1 .
Surprisingly, A-RL-10 matched A-RL across a number of metrics while also being much faster to train. A similar number of parameter updates were required, but each update only took 0.12 seconds, as opposed to 0.42 seconds previously. Therefore, A-RL-10 was able to generate good results on the test set with less than 10 minutes of training.
VII. CONCLUSIONS
We presented a deep learning approach for automatically learning heuristics for BAPs. We showed that our approach can generate fast, near-optimal solutions for non-trivial instances of the WTA problem. We demonstrated that our approach returns faster, better quality results with significantly less compute than a well-known black box method. Finally, we showed that our approach can generalise to larger assignment problems than those seen during training.
For future work, we intend to apply our approach to other BAPs that are more difficult and less well-understood than the WTA problem (such as those with the qualities outlined at the end of Section II-D). In addition, we intend to further explore the deep learning literature for other communication layers that we have not yet experimented with.
