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: ugm in gy a 7h &u mmimi) iu h  th e  *.&o. ih c<w^Ti«Q
BY ADAM h.  f fkU.m 
WW^ICAL SOLUTIONS OF A PARTIAL DIFFgRKmAL SgjüATIÛB
Th# au b jao t o f  tb# i#  th e  num erical In te g ra tio n  o f the  P a r t ia l
D il f e r e n t ia l  Equation i
^ ‘^ -4  f o r
In p a r tio u la r»  the oaae p ■ 1 la  d e a l t  e l th  under the  oond itiona  i 
f ( 0 , t )  -  I f(x » 0 ) -  Og fo r  % ^1 I •  0
Alao, ae v e ra l o th e r oaaea a re  t r e a te d  in  o rd er to  b rin g  out vmrioua aapee ta  o f  
the  technique# uaed. The oeae p ■■ *1 ia  t r e e ta d  in  o rd e r to  o b ta in  ooapariaona 
w ith known ena ly tiom l a o lu tio n a . In th e  oaae p -  0 th e  teohniquea a re  e n t i r e ly  
l in e a r  and one method o f in te g ra tio n  uaed demanda th e  in  vara ion o f a tri-K iiagona] 
m atrix . O ther valuea o f p a re  ohoaan in o rdar to  I l l u s t r a  te  v arious aapeeta of 
th e  s t a b i l i t y  theory and dem onstrate th e  g e n e ra li ty  o f the methoda.
In the  f i r s t  chapter#  an a n a ly t ic  approach ia  adopted and th e  equstic  
la  c l a s s i f ie d  by i t s  n o n - lin e a r i ty  «nd by the f a c t  th a t  i t  ia  P a ra b o lic . The 
equation ia  n o n -lin e a r  in  the sense th a t  i t  oon taina a p roduct o f th e  dependant 
v a r ia b le  and a p a r t i a l  d e r iv a t iv e . Theee observe tiona  determ ine th e  approach to  
the num erical s o lu t io n . In th i s  ch ap te r an a ttem pt ia  made to  f in d  a n a ly t ic a l  
so lu tio n s  bu t i t  appears th a t  such so lu tio n s  a re  only u se fu l fo r  h igh ly  a p e o ia lii 
i n i t i a l  and boundary c o n d itio n s . -ven wnen such so lu tio n s  e a ls t#  trtsy a re  usual! 
im p lic i t  and very unw ieldy. The exception to  th i s  i s  th e  case  p •  -1  ehicfa can
-  2 -
be seen to  have a e io p le  a n a ly t ic a l  so lu t io n  i
f ( x , t )  "  *  tan  (TT /4  ♦ ~  ♦ t )
fod^Buitebls boundary and i n i t i a l  c o n d itio n s .
In the  second c h a p te r , th re e  num erical method# o f in te g ra tio n  are 
d iscussed  in  d e t a i l .  These are  i
1. A sim ple e x p l ic i t  method.
2 . A a e e i- e x p l io i t  method eh ich  re q u ire s  a sp e c ia l  s ta r t in g  procedure. The
method uaed i s  known as th e  Dul^ort-Franas 1 method.
) .  An im p lic i t  method based oh th e  ee ll-k n o en  Crenk-Bicolaco techn ique. This
method reduces to  the  so lu tio n  o f s e ts  of sim ultaneous n o n -lin ea r  equation# 
The s t a b i l i t y  of the thre<3 method# ia  d e a lt  w ith e m p iiie a lly  by com­
parison  w ith the  l i n a t r  heat-con duo tio n  aqua tion . The r e s u l t s  ob ta ined  may be 
s ta te d  b r ie f ly  as fo l lo e e .
1. Bor the e x p l ic i t  method ee must have •
(&:)*
2. f o r  th e  D uPort-ffankel method #
C #  I f ^ 7 0 .
5 t / ( ^ x ) ^  i s  u n re s tr ic te d .
) .  For the Crank-Kicoleoi method i
fP  ? 0 ,
providing th a t  the param eter r  used to  combine the  forward d iffe re n c e  and
-  3 -
baokwsrd d if fe re n c e  re p re se n ta tio n s  o f  i s  g re a te r  tb sn  i«  ^t  and ox  a re
the  e tep*lengthe in  t ,  z  re s p e c tiv e ly . The second method i s  found to  e x h ib it  
th e  phenomenon o f in co n sis ten cy  u n le ss  S t /  Sx i s  kept sm a ll. T runcation  e r ro rs
and the trea tm en t o f the s in g u la r i ty  a re  mentioned b r ie f ly  in  th is  o h a p ts r . The
main p o rtio n  o f th e  ch ap ter i s  devoted to  th e  development o f the  Crsnk-N ioolscn 
sim ultaneous equations end methods f o r  the  so lu tio n  o f th o se  eq u a tio n s . I t e r s t iv i  
methods f o r  the s o lu tio n  of the equations a re  t r e a te d  in  d e t a i l .  E x p l ic i t  analy t: 
methods f o r  th s  so lu tio n  o f the equations a re  ignored , s in c e  they a re  clumsy to  
programme. Two i t e r a t i v e  p rocesses a re  g iven . One i s  an ex tension  of New tom- 
Raphson i t e r a t io n  and the o th e r  i s  a g e n e ra lis a tio n  o f d i r e c t  fu n c tio n a l i te rs t io x  
Three se p a ra te  methoda a re  in v e s t ig a te d  fo r  the  g en era tio n  o f  f i r s t  approximationi 
f o r  the i t e r a t i v e  p ro ce sse s . These a re  •
(a )  The e x p l ic t  f o r s u ls  mentioned e a r l i e r .
(b ) The Newton Backward D ifference e z trÿ o ls t io n  form ula.
(c )  Use o f f ( x , t  -  S t )  as a f i r s t  approxim ation to f ( x , t ) .
«In th e  th i r d  c h a p te r , the  main r e s u l t s  are  p resen ted  and d iscu ssed .
I t  i s  found th a t  the em p irica l s t a b i l i t y  theo ry  given in  th s  second ch ap ter g ives 
agreement w ith  the numeric&l r e s u l t s .  The D uFort-Frankel method i s  seen to  g iv e  
in co n sis ten cy  f o r  values o f ^ t / (  &x)* h igher than those allow ed fo r  s t a b i l i t y  in  
th e  sim ple e x p l ic i t  method. The num erical r e s u l t s  o b ta in ed  by th e  e x p l i c i t  and 
Grank-hiooIson methods a re  found to  ag ree f a i r l y  c lo s e ly . The Crsnk-N icolson 
method g iv es good agreement w ith  th e  a n a ly t ic a l  so lu tio n  f o r  p » -1 ; u su a lly  the 
agreement i s  muoh c lo s e r  than  1 The Mew ton-Raphson i t e r a t i v e  method i s  found 
to  I be much su p e rio r  to  the d i r e c t  i t e r a t i o n  process and i t  i s  found th a t  extreme 1;
•  4 •
f a s t  oonvergence nay be o b ta in ed  by making the  param eter r  Ju s t g re a te r  than 
At the end o f the o h ap te r , a review o f the in v e s tig a tio n  ia  given and some 
oonoluaions o f  a g en e ra l n a tu re  a re  drawn#
The appendieee co n ta in  a b r i e f  account o f the programmée uaed and 
aome of the  num erical r e a u l te  o b ta in ed , a# w ell aa a a b o r t l i a t  o f the  books foui 
u se fu l in  the so lu tio n  o f the problem.
2 wish to  thank a l l  th e  s t a f f  o f th s  Computing 
Lt>boratory f o r  t h s i r  h e lp  w ith  th i s  th e s i s .  I  
am p a r t ic u la r ly  g r a te f u l  to  Dr. G illeo  f o r  h is  
a s s is ta n c e  and e n o o u r e m a o t .
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NUMERICAL SULüTIOKü QF A PARTIAL DIFM EfimTlAL FCjiFATl vH
C hapter 1
1#1 . In tro d u c tio n
The development o f high apeod d i g i t a l  eonputera during th e  lo a t  
twenty y ee ra  haa made p o aa ib la  th e  e o lu tio n  o f  many d i f f i c u l t  problème in  
num erical an a ly a ia#  in  p a r t i c u l a r , th ese  problème which invo lve  ted io u s  
p ro ceasin g  o f  la rg e  amounts o f  d a ta .  The a o lu tic n  of P a r t i a l  D if f e r e n t ia l  
E quations by num erical methoda, u su a lly  lead s t> the trea tm en t o f  la rg e  
numbers o f v a r isb lo a  and th e x e fo re , th i s  f i e l d  wee one o f the f i r s t  to  under­
go e x ten s iv e  in v e s t ig a t io n .  To begin w ith , much re se a rc h  wao done on th e  
s o lu t io n  o f  l in e a r  P a r t i a l  D iffé ra i t l a l  E quations. T his w«a due to  two 
th in g s .  F i r s t l y ,  th e  Bmtbematic<l technique^ re q u ire d  bad been developed 
to  a high degree in  the  y ea rs  im & ediately pdor to# and during  th e  war. Two 
main to p ic s .  S ta b i l i t y  and M atrix  I te r a t io n  bad been s tu d ie d  fo r  sons tim e . 
Secondly , th e  prt^bleos which a ro se  were u su a lly  l in e a r  o r  could  be s u i ta b ly  
l in e a r i s e d ,  iiowever, work has been done on:D n-lin*& r e q u a tio n s , fo r  example 
by Blench and a ls o  by Crank and M icolsan . In  g e n e ra l ,  a tte m p ts  to  so lv e  non­
l in e a r  equations have developed on a sem i-em p irica l approach to the  im p o rtan t 
q u es tio n  o f  s t a b i l i t y .  Fbr exam ple, th e  P a r t i a l  D if f e r e n t ia l  ?quation  i
b t
may be w ritte n  in  th e  form •
ô t bX '  6 % ^
and th is  may be t r e a te d  v ia  i t s  s im i la r i t y  to  th e  b ea t-co n d u c tian  equation  
w ith  d if fu s io n  c o n s ta n t
-  2 -
TtAi eem i-em pirlom l approaob y ie ld s  r é s u l t a  ehioh are  u s e fu l  b u t n o t r ig o ro u s  
and i t  i a  used in  th e  problem d e a l t  w ith h e re .
1 . 2 . S f t w e n t  qS PToblwB
be e ia h  to  f in d  num erical s o lu t io n s  to  the  P a r t i a l  D if f e r e n t ia l
Equation i
A
w ith  the c o n d itio n s  i
f (z tO )  •  o , 0 ^ x é  \ %
f ( 0 #t)  •  ki Oéit^oOf  where k f  o%
" 0 # .
In t h i s  in v e s t ig a t io n  we s h a l l  take
b *
k .  2 ,
c "  1 ,
p * 1.
excep t when i t  i s  n ecessa ry  to  check p a r t ic u la r  p o in ts  in  th e  theory • Hence 
th e  fo llo w in g  values o f th e  param eters w i l l  a lso  be uaed i
p •  1 P ■ 2
k "  -2  and k * -2  
C "  —1 o ■» —1
These v a lu es  o f  th e  param eters a re  chosen f o r  convenience in  checking by
hand. %be reason  f o r  th e  cho ice  o f n e g a tiv e  v a lu es f o r  k  and c w i l l  emerge
•  5 -
la te r#  The oaae p « - l i s  also sea ted  f o r  a p e o la l I n i t i a l  and boundnxy 
oondi tie n s#
1 ' ) '  A n ely tloa l Dlccuafiioo
To begin w ith , ee observe th a t  th e  equation  i s  n o n - lin e a r  and doe# 
n o t c o n ta in  mixed p a r t i a l  d e r iv a tiv e s#  N ext, ee  examine th e  c h a r a c te r i s t i c s  
o f the  equation# The c h a r a c te r i s t i c s  a re  g iven  by th e  a u x i l ia ry  equa tion  i
f*  •  0 etiare ^  ^
th a t  i s  A "  0 ( tw ice )  f o r  a l l  x ,  t# p .
Hence th e  equation  i s  o f p a ra b o lic  type f o r  a l l  v a lu es o f  x and t  
s in c e  i t  has only one r e a l  c h a r a c t e r i s t i c .
S ince th e  eq u a tio n  i s  n o n - l in e a r ,  i t  cannot be reduced to  s im p ler 
form as i s  th e  oaae w ith c e r ta in  l in e a r  sad  q u a s i l in e a r  equations#
The absence o f mixed d e r iv a t iv e s  such as in tro d u c e s  th e0 X4#
p o s s ib i l i t y  o f  e x p l i c i t  m ethods, f o r  i f  ^  i s  re p la c e d  by (B ^-l)f^^  and 
by ( E ^ - l ) f ^  then  ^  exi,resaed  as fo llo w s •
- [ f 6 t  * u  ♦  l y  t ( x  ^ \ \ ) .  t ( x x  *  l y
and th i s  l a s t  ex p ressio n  in v o lv es sim ultaneous d e te rm in a tio n  c l  two unknowns 
^ tv l^ a n d  ^ + l t * l ) i n  the  s o lu t io n  o f th e  equation  a t  tim e t+ 1 .
* i /
I t  i s  worth m entioning t h a t  a n a ly t ic a l  s o lu t io n s  can be g iven  under 
s p e c ia l  circum stances#
4Th# «quatiOD 1#
àmf
Ce now look f o r  s o lu t io n s  o f  th s  form
fU » t )  -  x(»)tC*)
” *•* XT' -  x V x " T
whsrw th s  dashes denote d i f f e r o n t i s t io n  w ith  r e s p e s t  to  th e  independent v e r is b l  
R earranging g iv e s
T * D-1How * fUDOtiOD of t  a lone  and XrX*^  i s  a fu n c tio n  of z  alone#
Uenoe, each o f th e se  fu n c tio n s  eq u a ls  soae constan t#  T hat i s
x’'*^  X" -  -  o<:
where ^  i s  some a r b i t r a r y  c o n s ta n t.
In  th e  case  p » 0 we have sim ply s o lu t io n s  o f the  form i
which may be f i t t e d  to  s u i t a b le  boundary oond it i e n s .  
In  the  oaae p ■ 1 we h^ve i
X" -  I
and th e se  may be in te g ra te d  d i r e c t ly  to  g ive i
2
X •  — "g" ♦ Ax e  B, 
T - (octeo)
where A, B, C a re  c o n s ta n ts  o f  in te g ra tio n #
5Umo# th«  « o lu tia n  o t  t h i s  fozB 1# i
♦  A* ♦  B)
'( * * * )  "  •  ' ‘ ■ (xV a;)—
The c o n d itio n  ^ f  I •  0  g iv es  A * - p i .
f ( . . o  .  .  ■^) ♦ P)
T his SOSlysis shows th a t  i f
f  (SfO) •  ÔL »  ♦ B
2
than th s r s  i s  s  s o lu t io n
f ( x , t )  -  _
( « ^ t- l )
% is  s o lu t io n  w i l l  hsvs a s in g u la r i ty  a t  t  ^  u n isse  oL < O .
I t  i s  n o t p o ss ib le  to  f i t  s  s o lu t io n  o f t h i s  ty p e  to  th s  i n i t i a l  
o o n d itio n a  g iven in  th s  problem  oo n sid ersd  here#
I t  i s  o f  i n t e r e s t  to  look f o r  s o lu t io n s  o f th e  equation  •
which e re  o f  the  form f ( x , t )  •  g (x -v t)  where v i s  a c o n s ta n t and g i s
some inunction to  be determ ined . S o lu tio n s  o f th i s  type are  s im i l s r  to
t r a v e l l in g  wave s o lu t io n s  o f  the l in e a r  wsv@ eq u a tio n . %e now seek  to  
determ ine th e  form o f  g . We have
ba
•  6 •
where  ^ -  * -  v t  and the  dmeh deno tes d i f f e r e n t ia t io n  w ith  r e s p e c t  to  t  
Also
-  f i t )à X*
S u b s ti tu t in g  in  the  p a r t i e l  d i f f e r e n t i a l  equation  g iv es  i
•vg • •  g*g"
Mow
Benoe,
^  ( lb * )  t *b#r# p ■ * • .
-n»  -  *“ K ^
th a t  Is p(g^ ^  ♦  <r) ■ 0 .
T h arsfo v st p •  0 o r  *  *  4* "  0*
But p "  0  j u s t  g iv e s  th e  sim ple s o lu t io n  i g •  c o n s ta n t 
The o th e r  s o lu t io n  i s  •
* *  *" 4g "  °
o r
Mow suppose n V 1# 
Then
T herefo re O T * • »o
w 1 * p + o ,th u .  T s i jy  1
where Cj^  i s  an a r b i t r a r y  ooNrstant.
-  7 -
S u b s t i tu t in g  p -  ^  glvMi •
■ < t e --------------------------  X-  A l ,
Tb#r*for#
 i l i .
#b*r# Og 1# an o th e r a r b i t r a r y  o o n a ta n t.
Noe
__________& L
<(n ^ lT '^ 4  -  " l )
may be expreeaed in  terme o f elem entary  funoticxia f o r  ep e o ic l valuea o f  n< 
He now co n s id e r  aome o f  tb eee  a p e o la l  ao lu tiona*
( a )  The oaae n ■ ü
Ce bave
•a VK* * 0**
Thia leada to  th e  e o la tio n
f U . t )  .  ^  kg .
(b )  Tha oeo# n ■ 1
Here we o b ta in
m s  m
that !■ ▼ lo g f  ♦ P •  Oj
where ia  an a r b i t r a r y  o o n atan t.
T herefo re r
•   ^ + o,(o , -  V lo*  a )
where Og la  an a r b i t r a r y  o o n a tan t.
P u t u •  o^ •  Y log g . da •  dg. g •  g -(a -c ^ ) /v ^
T herefo re
This I s t t s r  I n t s g i s l  Mjr bs rsduosd* by s i s p l#  t r s n 8 ib r w tia n s «  to
/ ' , - qJ - d ,
Thia in te g r a l  ia  o f  tn e  aame form aa th e  & x p o n en tia l* In teg ra l
s  i ( * )  •  I * > 0 .
I n té g ra le  o f th ia  type o f te n  appear in  n o n - lin e a r  p ro o len a . The a n e ly t io a l  
e o la tio n  f o r  n » l cannot be t&ben f u r th e r .
(o ) The oaae n » ^ l
In th ia  o*ee we have
where and o^ are arb itrary oonatanta.
~  9 -
T h srv fo rs
|[ +  « '
In te g ra  t in g  give#
_ 2 ten  x/ O g  ( i f  ^ ^ O ) .
W ithout lo e s  o l G e n e ra lity  ee ney p u t " J y^
then  - I
-  ^ 1  ten "^  n/K^ •   ^ ♦ o^ .
Thue
4i A j  •  -  mhw* K. -
T herefo re  #/K^ ■ ten  (Kg -  E )
Thia expreeeion  f o r  g i a  a ia p le  end e x p l i c i t .
(d )  The oaae n ■ 2
The g e n e ra l expreaeion  reduoea to i
where o^ end Og a re  a r b i t r a r y  oonatan ta
.  10 -
■ •  tjÇ •  log (t -  e^g)
Uenoe
-  .JL. •  _JU W  (v -  o .g ) " t + o_ o 1
Thia form ula g iv es  g im p l ic i t ly  as a fu n o tio n  o f z and t .  The u ae fh ln ese  o f  
th ia  a p s o ia l  a n a ly t io a l  approaob ia  aa v e re ly  r e a t r lo t a d ,  a inoa  we muet have t
f ( » ,0 )  •  g ( x ,0 ) .
In e f la e t»  th e se  so lu tio n #  a re  only s u i t a b le  f o r  h ig h ly  apeol& liaed  i n i t i a l  
valuea# and in  genera l#  i t  ia  im possib le  to  f i t  boundary o o nd itiona  which 
oo n ta in  a d e r iv a t iv e .  However# i t  ia  o f  i n t e r e s t  to  n o te  th a t  the  problem 
examined h ere  can be r e la te d  to  an o th e r problem which haa been s tu d ie d  in  
aome d e t a i l .  The eq u a tio n  i
^
may be w ritte n  in  the  form i
* r s è î 7  h  ^  • f o r n ^ l
Employing th e  change in  th e  dependant v a r ia b le  d e fin ed  by f"^^^  -  u g iv e s  i
■ ^  I _ i _ _  )(-B+1) 3 t  7>K* '  '
R M ulta  * r«  g iv sn  by R loh tqyer (•«« r . f . r a n o . )  f o r  tb# n o n -U n .a r  oquetlon  i
% ■ &  <•’>
using  th e  xbethod which haa J u s t  been d iaouasod ( fo r  s u i ta b ly  ohoaen i n i t i a l
-  I l -
v a lu ea ) and th e  th e o r e t ic a l  anawera a re  compared w ith  thoae found by means 
o f  a l in e a r is e d  Crank-diioolaon method. The agreem ent ia  found to  be good.
1 . 4 . G eneral Kotea
We may observe th a t  the  equation  under in v e s t ig s t io n  bears a s tro n g  
reaem blanoe to  the l in e a r  d if fu s io n  eq u a tio n  i
•  - B Where k ia  a c o n s ta n t.
The reaemblerioe ia  e x p lo ite d  l a t e r .
In th e  num erical tre a tm e n t, ce re  has been taken  to ensure th a t
f ( z#0 ) l a  never z e ro . The reason  fo r  ^ i a  la  ee fo llo w s .
The equation  t
-  À.JS  
f  A t
may be w ritte n  in  th e  form i
^  * *  * (* ) )  
where g (x )  ia  an a r b i t r a r y  fu n o tio n  o f  z .
I f  f ( z , t )  ia  aero f o r  acme x , t  then  log f  tak es  th e  value  -  in  o th e r  words 
ft s in g u la r i ty  o cc u rs . In o rd e r  to  avo id  such a p o s s i b i l i t y # K and o a re  
chosen to  be n o n -aero .
The num eriopl s o lu t io n  to th e  problem was found u s in g  th e  E ng lish
E le c t r ic  Ki)P 9 D ig i ta l  Computer. The programming language uaed sea  A lgol.
~ 12 -
C hapter 2
2 . 1. Review of G eneral Teohniauee
The ch o ice  o f method# o f so lv in g  th e  g iven equation  i s  determ ined 
by th e  f a c t  th a t  th e  eq u a tio n  i a  p a ra b o lic  and n o n - l in e a r .  The g en e ra l 
p o s it io n  may beaimnmriaed b r ie f ly  as fo llo w s .
E l l i p t i c  and h y p erb o lic  p a r t i a l  d i f f e r e n t i a l  eq u a tio n s a re  extrem e 
types b u t oan u su a lly  be so lved  by w e ll-d e fin e d  m«rthoda. E l l i p t i c  eq u a tio n s 
have no r e e l  o h a re o te r ia t io a  end in  g en era l#  such equa tions e re  so lved  by 
im p l io i t  m ethods. At th e  o th e r  extreme# h y p erb o lic  eq u a tio n s have r e a l  d ia t ln o  
o b o ra o te r ia t io a  and can eftem  be so lv ed  co nven ien tly  u sing  one of th re e  methods 
P a ra b o lic  eq u a tio n s oannot be so lved  u sin g  the method o f c h a r a c te r i s t i c s  b u t 
can u s u a lly  be so lv ed  by e x p l i c i t  o r  im p l io i t  methods.
Many o f th e  methods which have been uaed f o r  l in e a r  eq u a tio n s may 
be extended to  n o n - lin e a r  e q u a tio n s . An ex ten s iv e  account o f e x p l i c i t  and 
im p l io i t  methoda ia  g iven  by E iohtm yer in  oonnaction  w ith th e  l in e a r  h ea t oon- 
duotion  equa tion  and some o f th e se  methoda may e a o ily  be adapted  to  n o n - l in e e r  
problem s. Here we s h a l l  use tn re e  met^ioda# two e x p l i c i t  and one im p l ic i t .
From tim e to  tim e in  t  he in v e s tig a tio n #  com binations o f  th e se  methods w i l l  be 
uaed . As we have no ted  e a r l ie r #  p u re ly  e x p l i c i t  methoda a re  ev a iih b ie#  a in ee  
th e  equation  does n o t co n ta in  any mixed p a r t i a l  d e r iv a t iv e s .  In  th e  f i r s t  
in s ta n c e  we s h a l l  sim ply g iv e  th e  re p re s e n ta t io n s  used# and d ea l w ith  th e  
d e t a i l s  l a t e r .
-  13 -
( • )  E x p U o lt Method
0 fIn th i s  method me re p la c e  by th e  f i n i t e  d if fe re n c e
0  *
expression
(E^ -  l ) f  
& »
*nd A by
2
X l £ _
( b  % )*
where 1^ end S ^ have th e  u su a l meanings and b t  snd 6 x a re  th e  s te p -la q ^ h s
in  t  and x r e s p e c t iv e ly .  In  th o se  re p re s e n ta t io n s  we have ignored  h ig h e r  
d if f e re n c e s .  Benoe th e  equation  i
^
i s  rep la ce d  by
(E* -  i ) f  -  f** U l I )
( k  : ) *
and i t  i s  oonvmiant to « r i t .  6 •  S V (   ^%) «
(b )  y e m i-Ix u llo it  M» t^hod
The method used here  i s  (hie to  U ifo rt and F ren k el and i s  an
d fad ap tio n  o f R ichardson 'a  F o rm u la . In th i s  method, ^  i s  re p re se n te d  by ■
i f t . t f D -  6 . t - i )
2,5 t
•  14 -
and — r  la  re p re se n te d  by
: + l *  ~ * *+l ~ ^ x . t - 1  * % - l . t
( 8  : ) *
again  igno ring  h ig h e r d if fe re n o e e .
The q u a n t i t ie s  in  th e  s u f f io e s  re p re s e n t s te p s  o f ^  t  end S  x . The 
o r ig in a l  equ a tio n  now beoomeo t
^ x t^ l  * * x t - l  * ^ ^ t  " ^x# t+ l "
where e •  a t  as b e fo re .
( & , ) *
T his method i s  s e m i-e x p lic i t  e inoa i t  r e q u ire s  a s t a r t in g  p rocédure. In 
o rd e r  to  e v a lu a te  i t  i s  n ecessa ry  to  know f^^  and f ^ ^ T h i s  means
th a t  i f  f  i s  g iven  f o r  a l l  % then f  _ must be c a lc u la te d  by some o th e rX fU
process b efo re  g oan be found from th e  DuFortmFrenke 1 method. The 
i.bove f o n u l a  may be p u t in to  the  more e%&ggtstive form  i
^ x m  "  "  ^ x t - l  *  * x - l$ )  *  ^ x t - l ) / ( l  ♦ 2 s ) .
(o )  Cr«mk-Wioolson Im plic i t  Msthod
I f  h ig h e r d lf fa re n o e s  a re  ignored  we have
-  m f^ S  I  t
usin g  f fo rs a rd  d i r f s m o s  w p rM s ia n  f o r  Ô^ t
-  15 •
and
*  t
0 tualng  a backward d if fe re n c e  ex p ressio n  f o r  —  .o #
The second o f tbeee ex p ressio o a  may be w ritte n  as i
by o p e ra tin g  on both  s id e s  o f th e  eq u a tio n  w ith
We now in tro d u c e  e number r  such th a t
06  r  61
end form a l in e a r  oo ab in a tio n  o f th e  two re p re s e n ta tio n s  as fo llo w s •
( l - r ) ( E ^ - l ) f  -  ■ ( l - r ) f ’* S * f  
-  ,  r  E ,(fP  S* f )
Adding the  eq u a tio n s g ives i
(E ^ - l ) f  -  m(r ♦  (X -*)) * f
T his s iv e s  us the  w ell known Crenk-l\iioolson form ula.
2. 2 .  B ep resen ta tio n  o f  ixm tidap C ondition
The boundary oonditiam  | x«i "  ^  may be in c o rp o ra te d  as 
fo llo w s . Ig n o rin g  term s o f  h ig h e r o rd e r
^  ■ ' . - n
2 g %
— 16 —
I f  th e  %-axle ie  d iv id ed  in to  s te p s  o f  oquel le n g th  then  i f  % » 1 i s  th e  
■th poin t»  we o u s t in tro d u o e  s  v i r t u e l  p o in t o u ts id e  x •  1 fit whioh f ( x , t )  
i e  re p re se n te d  by f _ H a n o e  e t  th e  boundsry we have i
th a t  i s
^m fl# t •  ' * n - l , t
Thia en ab les  us to  f in d  5 ^  f  f o r  a l l  x in  th e  form ulae d e riv ed  above.
2.3 . The [in su larity
In  th e  ix d tia l o o n d itio n a  g iven  fo r  th e  problem , a s in g u la r i ty
ooours a t  X "  0 # t  "  0 .  In  th e  neighbourhood o f x -  0 , t  •  0 , th e  f i n i t e
d if fe re n c e  re p re s e n ta tio n  i s  o f  d o u b tfu l v a lu e . The d i f f i c u l t y  may be 
avoided  in  two ways, bo th  o f  whioh a r e  d eso rib ed  h e re . The f i r s t  method 
u t i l i s e s  th e  ohange o f v a r ia b le s  to  X,T g iven by i
X ■ x t* ^  T •  t ^
Then the equation
I t  - (».t)
i s  transfo rm ed  to
1  I t  -  ± 2 t
a AT a T x  T ?
whioh i s  s t i l l  p a r b o lio .
~ 17 ~
In  th e  new eye t e a ,  th e  p o in t x <■ 0 , t  » 0 beoomee th e  l in e  T -  0 . Ih e
l in e  t  "  0 beoomee th e  p o in t e t  i n f in i t y  on T ■» 0 .  The boundexy l in e
X "  0 beoomee the  l in e  X » O. In  e f f e o t ,  the o r ig in  hee been t r  fine formed 
in to  a  l i n e .  The e in g u le r i ty  in  f  then  beoomee a g rad u e l change. On T » 0  
we have fo r  th e  i n i t i a l  valuea
f * ( x ,o )  ^  ♦  i  4 X  -  0
o r
♦ i i j i  m 0  where n(x) •  f (X, 0 ) .
The d i f f i c u l t i e s  invo lved  in  t h i s  appro#oh a re  obv ious. Hot only 
i s  the  new equation  more eom plioated  then  th e  o r ig in e l  eq u a tio n , b u t th e  so lu t;
o f  th e  o rd in a ry  d i f f e r e n t i a l  eq u a tio n  f o r  the i n i t i a l  v a lu es  i s  n o t a  t r i v i a l
problem . Even when r e s u l t s  have been o b ta in ed  f o r  th e  transform ed e q u a tio n , 
a d i f f i c u l t  in te rp o la t io n  p rocess has to  be c a r r ie d  o u t in  o rd e r  to  g iv e  v a lu e  
o f  f  on a re o ta n g u la r  g r id  in  th e  o r ig in a l  %-t p la n e .
The second method in v o lv es  th e  use  o f  a f in e  mesh n ea r th e  s in g u la r i  
and tran sfo rm atio n  to  a c o a rs e r  mesh when th e  e f f e c t s  o f  th e  s in g u la r i ty  a re  
s u f f i c ie n t ly  am all. The c h ie f  drawback in  th i s  approach i s  th a t  i t  invo lves 
a change in  mesh le n g th s , which may be inoonoven ien t.
2.4* TruncfitiOTi Qrror a^ (% a ^ b il |ly
B efore proceed ing  w ith  th e  d isc u ss io n  o f  s t s b i l i t y  fo r  the  non-line#]
•  Id •
o&ü* 1% 1# n#o#e#a%y to  rov iov  S O m  s ta n d a rd  r e s u l t s  fo r  the  l i s e s r  oss# 
p -  u . I t  i s  eonvenlen t to  oonslder th e  l i n e s r  d i l iu e io n  equation  in  th e  
fo re  •
w ith  i n i t i a l  and boundary o o n d itlo n s  as b e fo re , k la  e c o n s ta n t VE.\to«ueed
»• ^f o r  th e  purposee o f  s n s ly a ie .  ^
In  th e  s t a b i l i t y  d lscu ee io n  o f  l in e a r  P a r t ia l  D if f é r e n t ie l  Rquetione 
two techn iques a re  w idely  u sed . In  the  f i r s t  o f th e s e  i t  i s  assumed th a t  th e  
e r r o r  a t  any tim e oen be expanded in  a F o u rie r s e r ie s  in  %. That i s
Sinoe the  equation  i s  lin e a r#  i t  i s  p o ss ib le  to  d ea l w ith the  
above s e r ie s  term  by term  and look fo r  s t a b i l i t y  co n d itio n s  fo r  eaohjft -  
component. This method i s  extrem ely conven ien t f o r  l i n e a r  equa tions w ith 
i n i t i a l  values a lv e n . however, t h i s  approach i s  u n su ita b le  when the  boundary 
c o n d itio n s  invo lve d e r iv a t iv e s . For problems which in v o lv e  a d e r iv a t iv e  in  
some sim ple way, i t  i s  u su a lly  p o s s ib le  to  app ly  S B trix  techniques» be now 
in d ic a te  how th is  l a t t e r  method nay b s  ap p lied  by oo n ald arin g  b r ie f ly  the 
F x p l ic i t  Forward D iffe ren ce  rap reae o ta  t io o .
ftie  E x p lic i t  Forward D iffe ren ce  form ula fo r  th e  l in e a r  d if fu s io n  
equation  i s
(B^ -  l ) f « k s S ^ f  where a •  
end k la  th e  c o n s ta n t intr.>duoed e a r l i e r .
-  19 •
I t  l a  oonvoniant to  re - in tro d u o a  tha  a u b a o rip ta  whiob war# dropped 
p re v io u a ly . We have i
Tbla aydtem o f equation#  may be expreeaed oonoiaely  in  the  fo llow ing  m atrix  
form ula t
where
^ I t
f t 1 o ■ 02 —t 0
" n t 0
B i s  tb s  m a trix .
1 -  2 k s k a
k a 1 » 2 k k a
k a
B i s  in  f a c t  a t r l - d la g u n a l  m a trix .
be now suppose th a t  each ^  i s  s u b je c t  to  e r r o r  f^
Then
and
T h erefo re ^ ♦ 1
1 * 2 k a k a 
2 k  a  1 -  2 k a
•  20 •
A lso , ## suppose th a t  h  haa n d ia t ln o t  v ec to rs  u^ . . . .  u^ .
üie may w rite
-  " A
where a . , a . . .  a s reo œ ia tan to .1 2  B
T his expansion i s  the  m atrix  eq u iv a le n t o f th e  xo u r le r  Expansion done
e a r l ie r .
how
^ ♦ 1  '  **
-  ♦ (^2)**aÜ2 ♦  —  +
Where X ., X _ . . .  X e re  th e  l a t e n t  ro o ts  o f  B.1 2  n
Mow
-  °
t  «2P
can only be tru e  i f  IX^l < 1#
The e r r o r  la  bounded i f  IA 1^ * 1 .
Hence the  prooess i s  s ta b le  i f  th e  moduli o f  th e  l a te n t  ro o ts  o f  b a re  
le s s  th e n , o r  equal to  u n i ty .  Hie l a t e n t  ro o ts  of B a re  g iven  by
) b  •  M  1 -  0 .
I t  may be shown by eo n a id e ra tio n  o f th e  ro o ts  o f  ths c h a r a c te r i s t i c  
equation  o f B th a t  the co n d itio n s  fo r  s t a b i l i t y  a re  i
k ? 0 ;  # k j ( i .
~ 21 -
S im ila r  d isouasiana  may be produced fo r  the  o th e r  two form ulae 
given p rev iow ely . Here we e h a l l  merely mummeriee th e  r e s u l t*  o b ta in e d .
For th e  DuPort^Pr^nke1 fo rm u le , th e  s t a b i l i t y  o o n d itio n a  a re  t
k > 0 ,  a u n re a t r io te d .
Pbr th e  CrenkW#icolaon p ro cess th e  s t a b i l i t y  o o n d itio n a  e re  i
k >0, 
•  “ ^ 2 T î = f e r  f * '  u -  '  '  * '
a u n r e s t r ic te d  fo r  r  i l
where r  i s  the param eter in tro ih joed  e a r l i e r  in  th e  d ia e u ss io n .
The tru n c a tio n  e r r o r  involved  in  the  th re e  r e p re s e n ta t io n s  may
r 2be examined by w ritin g  o u t th s  a e r ie s  fo r  S. and X in  f u l l .
This g iv e s  I
(E ^ - l) f  -  I StD^ ♦ ^  f
S ^ f -  ^ ( S x ) *  D* + (Sx)* *2 +lbj  f
T t
Using th e se  a e r ie s  i t  may be shown th a t  fo r  th e  E x p lic i t  Forward D iffe ren ce  
form ula
( ' ti f " ^ .....
Thus th e  tru n c a tio n  e r r o r  f o r  th e  E x p lic i t  Forward D iffe ren ce  Formula i s  t
0 (St) + o\(Sx)^3
-  22 -
I f  we Qhooee eo th e t
k S t  1C T  " t
th«n th«  a jra t* . la  a ta b la  m d  tb a  tru n c a tio n  e r r o r  la  o \ i^ z )  J .  A ppU osticn
c 2o f e e r ie #  f o r  end à ^  to  th e  B uF ort-F renkel form ule show# th e t  the e r ro r  
i s  I
e ■ 0 (S t)  ♦ o [ (S x )^ ]  ♦
An in te r e s t in g  f e a tu re  émargés from th i s  ans ly s i s  o f  the tru n c a tio n  
e r r o r  f o r  the  D u fo r t- f re n k s l method. The term  i
appear# in  th e  e r r o r  e x p re ss io n . A f i n i t e  d if fe re n c e  re p re s e n ta tio n  i s  s a id  
to  be o o n e ia te n t w ith  th e  oorreapending  j l i f l e r e n t i e 1 eq u a tio n  i f  the tzu n o û tio  
e r r o r  tende to  se ro  a a S t  and Sx  ten d  to ae ro . I t  i s  c le a r  th a t  in  t h i s  metho 
co n s is te n cy  demands th a t  S t tends to  aero f a s t e r  then  S x . C e r ta in ly , we must 
\ ^ <  1 . I f  th i s  i s  n o t  t r u e  and0 X
'  c x '  •  co n s t
S t , S x ^ o
then th e  f i n i t e  d if fe re n c e  re p re s e n ta tio n  i s  c o n s is te n t  w ith an eq u a tio n  o f 
th e  form t
T t  •  ♦ (oonat) 1 ^ - 0
and th i s  eq u o ti n i s  h y p e rb o lic . The p r a c t ic a l  outcome o f  th i s  behaviour 
i s  th a t  th e  r a t i o  ^  must be kwpt sm a ll. In f a c t ,  th i s  d e s tro y s  some o f  the
advantage of u n r e s t r ic te d  s t a b i l i t y .
~ 2) -
F in a l ly ,  f o r  th e  Crenk-Hioolaon fo rm ula , i t  may be ahown th e t  by 
ualng th e  aB seaeriee  aa b e fo re , th e  tru n c a tio n  e r ro r  ia  g iven fay i
e -  0 (S t)  ♦ o î(S * )^ ]
Although th e  uae o f trunoR ted a e r ie e  may inv Ive aome e r r o r  u n le ss  X t  amd x 
a re  taken to  be v an ish in g ly  sm e ll, in  th i s  c# ae , i t  avo ids th e  p o s s ib i l i t y  o f 
in c re a s in g  sp u rio u s s o lu t io n s .  In c reas in g  apuriouo o o lu tio n a  aomatimea appec] 
when the  f i n i t e  d if ie re n o e  re p re s e n ta t io n  o f a d i f f e r e n t i a l  equation  in c lu d es  
d if fe re n c e s  o f  h ig h er o rd er than  th e  oorreaponding d e r iv a t iv e s  in  th e  d i f f *  
e r e n t i s l  eq u a tio n .
In the  p e a t ,  a ttem p ts  to  t r e a t  th e  s t a b i l i t y  o f n o n - lin e a r  P a r t i a l  
D if f e r e n t ia l  E quations by r ig o ro u s  a n a ly t ic a l  methods have g e n e ra lly  f a i l e d .  
However, i t  i a  o f ten  p o ss ib le  to  develop an em p irica l model f o r  s t a b i l i t y  by 
s u i ta b le  l in e a r i s a t io n  o f th e  eq u a tio n  under in v e s t ig a t io n .  This i s ,  in  fa c t ,  
th e  procedure adopted h e rs , but b e fo re  th i s  i s  d e a l t  w ith , a more r ig o ro u s  
d isc u ss io n  o n l s t a b i l i t y  i s  p resen ted  f o r  the E x p l ic i t  Forward D iffe ren ce  
form ula.
The f i n i t e  d if fe re n c e  scheme i s  i
* f
Let f  . b e  the  t r u e  s o lu t io n  o f  the above eq u a tio n . Let g . b e  the X f t  x , t
rounded s o lu t io n .
We d e fin e
* * , t  * * x , t  * *% ,t 
Then „ p _ ,
,  f . , %
f t  » * x , t .
-  24 -
D ropping s u b s c r ip ts  and s u b tra c t in g  tha second sq u a tio n  from tb s  f i r s t  g iv es  i
(S ^ - l)e  * s  *
Mow, i f  p i s  a p o s i t iv e  in te g e r  we have i
♦ f ® * V  ♦ . . .  ♦  ♦  f
and we may denote th e  r ig h t  hand s id e  o f  th i s  by B ( f ,g ) .
Henoe
2 _ . vC 2
U n fo rtu n a te ly , th e re  seems to  be no wsy in  which t h i s  p a r t i s l  d if fe re n o s  
equation  may be e i th e r  so lv ed  o r s im p lif ie d . This se rv es  to  show thm t th e  
e r r o r  v a r ie s  from p o in t  to  p o in t in  s  com plicated  way.
We now tu rn  to  the  e m p iric a l d isc u ss io n  o f s t a b i l i t y .  I t  hos already 
been n o ted  th a t  the equa tion  under c o n s id e ra tio n  b ea rs  a o trong  resem blance to  
th e  l in e a r  d if fu s io n  eq u a tio n  i
i L X .  à *  6 ,2
f o r  which s t a b i l i t y  c r i t e r i a  have been d e riv ed  r ig o ro u s ly . Tho obvious 
approach i s  to  re p la c e  k by f*  in  th e  a p p ro p r ia te  ex p ressio n s on th s  under­
s ta n d in g  t h a t  i t  may be necessary  to  chooss th e  param eters s  sad  r  p sssim lm t- 
io a l ly  in  o rd e r  to  ensu re  s t a b i l i t y  fo r  a l l  v a lu es o f f^  l ik e ly  to be 
encountered  in  th e  s o lu t io n  o f  th e  problem . When th i s  la  done th e  fo llow ing  
r e s u l t s  emerge.
-  25 -
For th« Korwrd Differ «mo# formula
f®> 0 ,  
f®m< è
f o r  the  D uFort-Frcnkel method
f®> 0
I b r  th e  Crenk-M iooleon method
0,
" f o r  Of: *
e u n r e s t r ic te d  f o r  i ^ r  f l .
Hoe en in te r e s t in g  p o e e ib i l i ty  emerges i f  p i s  odd and f  ta k e s  n e g a tiv e  
v u lu sa . Under th o se  o ircu n sto n ccs  th e  l in e a r is e d  theo ry  su g g ests  th a t  a l l  
th re e  methods a re  u n stab le*  O therw ise we should hope to  f in d  s t a b i l i t y  i f  
a and r  a re  ci oeHn s u ita b ly  w ith  g iven  i t s  maximum value  in  th e  in  equal i t i e  
Of c o u rse , i t  must be em phasised th a t  th e  l in e a r  model ia  only r e a l ly  meaning­
f u l  in  reg io n s  where f^  v a r ie s  so  slow ly th a t  th e  n o n - lin e a r  equation  behaves 
l ik e  a l in e a r  d if fu s io n  eq u a tio n .
The tru n c a tio n  e r r o r  invo lved  a t  ench s te p  in  th e  in te g ra t io n  o f  
th e  n o n - lin e a r  equa tion  may be mined by methods s im i la r  to  th o se  used 
f o r  th e  l in e a r  c a se .
For tb#  E x p lic it  Forward D iffe ren ce  R ep resen ta tio n  we have i
,P Ç 2
— 26 —
Expanding tho l e f t  hand a id e  by T aylo r a e r ie s  g iv es  i
( V I »  -  A j i
and in  th s  r ig h t  <hannd a id e  expansion o f  ^ ^ f  g iv e s  i
By s u b s t i tu t in g  th e se  ex p re ss io n s  in  th e  f i n i t e  d if fe re n o s  re p re s e n ts t io n  
*e f in d  t t i s t  tne  tru n e a tio n  e r r o r  s  i s  g iven by t
B ................
This ex p ress io n  sLnws th a t  S a a u s t  bs kep t sm all i f  th e  f a o to r  f^  in  th s
second term  i s  la rg e .  In  th e  n o n - l in e a r  oaae i t  ia  n o t p o s s ib le  to  choose s
in  a s p e c ia l  way in  o rd e r  to  sake th e  prédom inant term s in  the tru n c a tio n
e r r o r  o f th e  fo u rth  o rd e r .
In  th e  DuFbrt-Plranksl re p re s e n ta t io n
2 S t (t S *
By app ly in g  th e  same tech n iq u es  as b e fo re , we f in d  t h a t  th e  tru n c e tic n  e r ro r  
e  i s  g iven by i
^ ................
•  27 -
Again th e  phenomenon o f in o an eie ten o y  mpp#Are. W hile  ^ t  end è z  may both 
be em ail enough to  makv the  t i r e t  two terme in  th e  expreeeion  f o r  e 
n e g l ig ib le ,  th e  r a t ic  may be la rg e  enough to  make th e  behav iour
o f the  th i r d  term  a ig n i f io a n t .  In  ooaea where th ia  ooour , th e  DuFort- 
F rankel re p re s e n ta tio n  would be o o n e ia te n t w ith
■ H  -  "  â '
The Crenk-h ioo leon  r e p re s e n ta t io n  ia  i
( * .- 1 )  ,  ( « ,  ♦ ( l - r ) )  t * S ' l  t
The tru n c a tio n  e r r o r  i a  found to  be •
In  th ia  method th e  r e p re s e n ta tio n  i s  c o n s is te n t  b u t ,  as  u s u a l ,  th s  tru n o a tii  
e r r o r  may vary s ig n i f i c a n t ly  as f^  changes.
T his concludes th e  d isc u ss io n  o f s t a b i l i t y  and tru n c a tio n  e r r o r .
/
2 ' 5* Treetm ent o f the  Crenk-h loo  Ison hethod in  G eneral
The d e t a i l s  o f  th e  two e x p l i c i t  methods a re  t r i v i a l  as f a r  as 
programming i s  oonoem ed. The advantage o f e x p l i c i t  methods l i e s  in  th e  
f a c t  th a t  each s te p  in  th s  c a lc u la t io n  only re q u ire s  th e  ev a lu a tio i. o f  
an a r i th m e tic  ex p ress io n .
•  2ü -
On th e  o th e r  hand, tf^e Crank-Miooleon im p l ic i t  method in vo lves 
th e  s o lu t io n  o f sim ultaneous n o n - lin e o r  eq u a tio n s f o r  p ^ 0 . The U rsnk- 
M loo  Ison IbZQula ssy  be w ri tte n  in  th e  form i
-  ' < ^ 1  •  ' . f  *  I
Sinoe th e  r ig h t  hand s id e  o f th i s  equ a tio n  i s  nlvays leiovn i t  nay be rep lco ed  
by oi  The eq u a tio n  may be reduced  to  a
^xtrf-l * **^x t+ l ^ ^ x v lt^ l * ^ i^ t  ^  ^ X -lt 'f l^  *  '^ x t• 9 * ~  f »
S u b s ti tu t in g  y f o r  f^^^^  f o r  convenience g iv es
For any vu lu e  o f t  tr .e rs  a re  a  suoh eq u a tio n s  in  a  q u a n t i t i e s  o f th e  ty p e  
henoe we have to  so lv e  a  eq u a tio n s in  m unkEkoens w ith  the s p e c ia l
co n d itio n  f  » f  . a t  th e  bouncUry, though th ia  l a s t  c o n d itio n
i s  j u s t  a com putational d e t a i l .
I f  p i s  an in te g e r ,  then th e  ty p ic a l  eq u a tio n  i s  s im ila r  to  a 
polynom ial w ith  one undeterm ined o o e f f lc ie o t .
At th i s  p o in t  we may c o n s id e r  v a rio u s  ways o f hand ling  th e  sim ultané 
eq u a tio n s which appear in  th e  Crank-wiicolaon method. Tho f i r s t  p o s s ib i l i t y  
i s  the  use  o f  l in e a r i s a t io n .  This teo*nique has been used su o o eeefu lly  in  
th e  so lu t io n  o f the P& r t i a l  D i f f e r e n t ia l  Equation •
-  29 -
The l ln a e r i s a t io n  la  c a r r ie d  ou t @a fo llo w s , using  T aylor S a r la s  i
i t  P i f a l  /  ; D t
t  f  % $
2where te rn s  o f o rd e r  (S t )  have been n e g le c te d . The s o lu t io n  o f  th s  
a is u lts n e o u s  l in e a r  eq u a tio n s may then be e f fe c te d  by s ta n d a rd  m atrix  
m ethods. This method i s  n o t used here  fo r  th e  fo llow ing  re a so n s . F i r s t l y ,  
th e  tru n c a te d  T aylor a e r ie s  in tro d u ces  sd c iitio n a l e r r o r  and in  some oases 
th e  l in e a r i s a t io n  may d e s tro y  th e  advantage of u n r e s t r lo te d  s t a b i l i ty *  
seco n d ly , l in e a r  methods have been t r e a te d  ex h a u s tiv e ly  and th e  o b je c t  o f  
t h i s  in v e s t ig a t io n  ia  to  r e ta in  th e  n o n - l in e a r i ty  fo r  as long as p o a a ib le .
Another method fo r  the so lu t io n  o f n o n - lin e a r  ay e teas  u ses  a 
g e n e ra l is a t io n  o f  Mewton-Raphaon I t e r a t i o n .  I f  the  system  o f eq u a tio n s i s
f l ( : )  -  0
Where x ia  th e  v ec to r  o f  unknowns Éj# then i f  each fu n c tio n  i s  w e ll-b e ­
haved in  th e  neighbourhood o f x^ th e re  e x is ta  an I t e r a t i v e  prooess i
*n -  V l  -  ( 'n . l ) f ( 'm - l )
In t h i s  p rooeae , f  i s  the v e c to r  whose elem ents e re  th e  and
whioh ia  j u s t  the  Jacob ian  m atrix  o f th e  This procesu msy be shown
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to  be oonve rg^n t, W t ee avo id  i t  htrre beobuee re p e a te d  c a lc u la t io n  o f the
m a trix  i e  u n d esirab le*  In  the problem  oonaidered  here f  la  a t r i -  % X
d iag o n al m atrix  b u t even f o r  th ia  sim ple form o f m a tr ix ,e x to t  in v ersio n  i s  
n o t t r i v i a l  and the use  o f  a a u b - i te r» t io n  fo r  the in v e rs e  only com plica tes 
p ro t^ t mming.
Vs now co n s id e r a th i r d  approach to  the  s o lu t io n  o f  th a  sim ultaneoi 
n o n - lin e a r  eq u a tio n s o f  the  Crsak-M icolson method. In t h i s  method i t  i s  
assumed th a t  the  undeterm ined c o e f f ic ie n t  ♦ ^x-lte>l^ th e  ty p ic a ly t
oquotion  i
can be found app rox im ata ly . T his means th a t  we re q u ire  some p rocess f o r  
g e n e ra tin g  approxim ate values f o r  a l l  th e  Assuming th a t  approxim ate
values o f  f^^^^ can be found f o r  a l l  x and th a t  p i s  an in te g e r ,  we a re  
faced  w ith  the s o lu t io n  o f  s e t s  o f polynom ial eq u a tio n s . I t  i s  tem pting to 
c o n s id s r  th e  use  o f e x p l i c i t  form ulae f o r  tho so lu t io n  o f th ese  polynom ials 
in  th e  oases p ■ 1, 2 , 3 , b u t t h i s  id e a  may be r e je c te d  f o r  two reaso n s .
F i r s t l y ,  a n a ly t i c a l  form ulae f o r  p -  1 , 2 , 3 g iv e  a l l  the  ro o ts  
o f  the  equa tion  and th is  in v o lv es s e le c t io n  o f  the **oorrect” r o o t .  F van 
when th i s  can be done lo g ic a l ly ,  f u r th e r  oom plioaticn  has been In troduced  
in to  th e  programming, and th i s  i s  u n d e s ira b le . The d i f f i o u l ty  emerges a t  
once in  th e  sim ple osee p •  1 where th e  r e s u l t in g  q u a d ra tic  eq u a tio n s  have 
s o lu t io n s  o f th e  type i
-  b Z b -  dso
-  ) i  ~
u s in g  s ta n d a rd  n o ta tio n  fo r  tha c o e f f i c i e n t s .
Secondlyt u s in g  th e  improved values f o r  i t  w i l l  be n ecessa ry
then  to  s a t  up th e  sim ultaneous equat ie n s  ones more u sin g  th e  improved value 
f o r  th e  undeterm ined c o e f f i c ie n t .  C le a r ly , th e re  i s  no advantage to  be 
ga in ed  by so lv in g  th e  eq u a tio n s  e x s o tly  a t  each s ta g e .  I t  i s  a c tu a l ly  e a s ie r  
to  use  i t e r a t i v e  methods f o r  the  s o lu t io n  o f the  eq u a tio n s and th i s  evTsroach 
i s  developed in  th e  n ex t s e c t io n .
2 . 6 .  I t . r . t l Y .  ..thodrn  f o r  th o  CTWk-<Hool»<»
In th i s  s e c tio n  ee c o n s tru c t s d e ta i le d  seheme f o r  th e  programming 
o f  th e  Crank-M icolscn method, bu t b e fo re  d ea lin g  with the  g e n e ra l case  ee 
f in d  i t  in s t r u c t iv e  to  look a t  th e  ca se  p * 0 . The c a se  p « 0  i l l u s t r a t e s  
sim ply many of th e  p o in ts  eb ioh  emerge in  th e  g e n e ra l c a s e . For p « 0  th e  
P a r t i a l  D if f e r e n t ia l  rq u a tio n  i s  l in e a r  and th e  Crsmk-Kloolson scheme becomes
-  .( rK ^  ♦  X -  r ) S
Thus ee have a s e t  o f s im ultaneous l in e a r  eq u a tio n s fo r  f ^  and t h i s  s e t  may
be expressed  in  m a trix  form a s  Ax « b where x i s  the  v e c to r  o f unknowns f
and A i s  th e  m atrix
1
- r e
-  r  »
1 2 r  s - r e
- r e
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A i s ,  in  f a c t ,  a t r l - d ia g o n a l  m a trix  and ia  oXao aymmatrio i f  boundary 
values a re  s p e c if ie d .  A may be w r i t te n  in ih e  fo ra  i
A •  D ♦ u
where D i s  a d iag o n a l m a trix  and u i s  e m atrix  w ith  sexoa on i t s  p r in c ip a l  
d ia g o n a l. Then we have i
(D 4- u jx  ■ b 
o r  Ihi 4> ux •  b
Mow we co n s id e r the  i t e r a t i v e  m a trix  scheme re p re se n te d  by i
♦  “ n  "  ®
T his may be w r it te n  in  th e  torm i
and we n o te  th a t  th e  in v e rse  o f  D i s  o b ta in ed  sim ply by in v e r tin g  i t s  non- 
m erocelem ents. A lso , i f  x i s  th e  a o tu s l  s o lu t io n  o f  Ax « b then
X -
We now d e fin e  6  « x -  x , where & i s  j u s t  th e  e r r o r  a t  th e  n th  i t e r a t i o nn n n
Sy s u b tr s o tin g  x^^^ from x we have t
:  -  *h+l -
That i s
Continued a p p lic a tio n  o f  th i s  1 a t  r e la t io n s h ip  g iv e s  i
£ . . .  -
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and 1# th e  e r r o r  in  th e  i n i t i a l  approxim ation to  %. I f  D~*u bee ■ 
d i s t i n c t  l a te n t  ro o t#  ^ end corresponding  l a t e n t  v ec to rs  u .I D  i i • • •
then  i t  i s  p o s s ib le  to  w r i te
^  -  • i “i  ♦ V a  * —  V .
where s ^ , . . .  e^  a re  oonstw nts
T his c iv aa  :
»  « y ,  » . . .  *  • , » , )
. -  ( - i r * ( . , A  . . . . .  , \ i » . . )
Obviously t th e  c o n d itio n  f o r  th e  convergence of the i t e r q t l v e  scheme i s  th a t
-1A CX f o r  a l l  i#  f lu l t ip ly in g  u by I)* g iv e s  i
0
J5ELL ZJU L1 4  2 r  s
1 4  2 r  s
\ -■ S -tJ U L . 1 4 2 r  s 0
and th e  ro o ts  o f  I D*^u -  À l )  m 0 may be found s n s ly t io s l l y  and i t  emerges 
th a t  th e  co n d itio n s  fo r  convergence o f th e  i t e r a t i v e  procese e re  s ,  r  20# 
These c o n d itio n s  a re  always s a t i s t i e d .  An im portan t f e a tu re  concern ing  r
-  54 •
cany be eeen . The e r r o r  i#  determ ined by the  r a t e  a t  vhioh the elem ent#
o f f e p p r o e o h  #ero . The u o n -sero  elem ents o f  c o n s is t  o f
p roduots which depend on th e  magnitude o f
r ,X J L(1 + 2 r  s )
Mow i f  0 < r  them
( l  ♦ % %  s  ) ^  ( 1 4  2 s J
Thus we expect f a s t e r  convergence o f  th e  i t e r f  t io n s  f o r  r  < 1, a lthough  tf  e 
Crsnk«4fio o lso n  s t s b l l i ^  c o n d itio n  demands th a t  r  f o r  umr es t r ic e d  
s t a b i l i t y .  % e  ty p ic a l  eq u a tio n  in  th e  l in e a r  case  i s  i
(1  ♦ 2 r
In  th e  i t e r a t i v e  prooess co nsidered  here we know th e  f a c to r
approxim ately  end we w ish to  f in d  improved velu  s  o f  f^^^^ lo r  a l l  x .
C le a r ly , in  o rd e r  to  do t i i i s ,  we have to  so lv e  sim ple l in e a r  eq u a tio n s o f  
th e  type i
" a  "  ®
where th e  dash denotes approxim ate v e lu e s , «easy apply  Kewton-Aaphson i t e r s t l  
to  each eq u a tio n  in  tuxn g iv in g
-  z j r )  -
•  55 •
■ t “ ‘ L i  *  ‘ î - i >  *  / '
r  deno tes th e  r t h  i t e r e t i o n .  I t  1# q u i te  c le a r  th a t  ee msy re p la c e  the  
dseh by ( r )  to  g iv e  th e  i t e r a t i v e  prooeas i
.  [ b ( . W  .  . w  ) . . ]  / .
T his i a  Ju s t th e  same r e s u l t  as we o b ta in e d  e a r l i e r  u sing  m a trix  n o ta t io n .
The s i ^ i f i c a n t  d if fe re n c e  i s  th a t  we have d e a l t  w ith  each eq u a tio n  in d iv ­
id u a l ly ,  and th e  i t e r a t i v e  p rocess m erely c o r r e c ts  one c o e f f ic ie n t  in  th s  
l in e a r  r e la t io n *  This idea  i s  th e  b a s is  o f  th e  method used in  th e  g e n e ra l 
n o n - l in e a r  oaae. The tech n iq u e  i s  w orthw hile as long a s  th e  term  to  be 
c o rre c te d  ia  f a i r l y  sm all oompared to  d s i in  I t a ly  Miown term s and term s oon- 
ta in in g  th e  i t é r â t  d q u a n t i ty .  That th ia  co n d itio n  i s  reaso n ab le  oan be 
seen e t  once from the form o f th s  s im ultaneous e o u s tlo n s .
bs now co n s id e r th e  d e t a i l s  o f th s  i t e r a t i v e  proosea used  to  so lv e  
th e  C rsnk-h ioo lson  sim ultaneous e q u a tio n s . The b ^ s ic  s te p s  in  th e  process 
may bem uaasrised as fo llo w s . Assume th a t  i
( a )  There i s  some gystm etic  prooedure f o r  f in d in g  s  f i r s t  appruxim ation 
to  f ^ ^ ^  f o r  a l l  X.
(b ) be t r e a t  each equation  o f  th e  type i
3, * 2  a T r " ' !  -  # r
a s  an equation  in  th e  unknown y ,  w ith th e  c o e f f ic ie n t  ( f )
>
determ ined by th e  f i r s t  approx im ation .
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(0 )  Eaoh equation  In y may b# prooaeamd by soma method to  o b ta in  a o lo a s r  
approx!mstiom to  sash
(d ) The o lo ae r approxim ation nay be used to  red e term in e  each unknown 
c o e f f ic ie n t  o f th e  Ibrm
(a )  S teps ( b ) ,  (o ) and (d ) a re  re p e a te d  u n t i l  th e  su c c e ss iv e  approxim ations
d i f f e r  by le s s  than  some p re sc r ib e d  amount. This i s  th e  b a s is  of the
im p l ic i t  method. The d e t a i l s  of th e  progremming o re  d e a l t  w ith l a t e r ,  
be now g ive  d e ta i le d  c o n s id e ra tio n  to  s te p s  (a )  to  ( e ) .
*•
a # 2 s  r
and drop a l l  s u f f i s s e ,  be a re  now co n s id e rin g  th e  s o lu t io n  b) i t e r a t i o n
o f eq u a tio n s o f  th e  type i
y ♦ a y ^ ^  -  sby^ — » 0 
Tec i t e r a t i v e  p ro cesses  f o r  the s o lu t io n  o f th i s  eq u a tio n  su g g est them selves 
im oedt&ely.
( a )  Mevtcn-Rsphscn i t e r r t i o n .
(b ) Simple fVffiotional i t e r a t i o n .
S ince th e  above eq u a tio n  may be w r i t te n  in  many d i f f e r e n t  fnrm s, any one o f  
whioh oan be t r e a te d  by th e  two methods in d ic a te d  above, we s h a l l  sim ply 
choose two forms which a re  easy  to  h an d le .
(1 )  In th e  bewton-Rmphson form ula
y .* !  "  ^
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*h«no« f ' t r )  .  1 + .( ,+ 1 ) ,®  -
(2 )  In  th e  fu n o tio n a l I t e r a t i o n  prooeee the equa tion  ia  w r i t te n  in  th e  
t o n  I
y ( l  4  ey^ •  eby*^^) •  c <  
and f o r  th e  i t e r a t i v e  prooeee we ta k e  i
Thia d e a l t  w ith  aeeumption ( e ) .
There a re  two im portan t o o n a id e ra tic n a  f o r  s te p  ( a ) .  F l r a t ly ,
g iven  a  reaso n ab ly  good approxim ation  to  th e  i t e r a t i o n  must oonverge
I
Secondly t a  p ro cess f o r  g e n e ra tin g  good approxim ati « s  to  f ^ ^ ^  must be
found f o r  la rg e  ## T his l a s t  p o in t  ia  one which can only  be in v e s t ig a te d
n u m erica lly . The q u es tio n  o f convergence o f  the  i t e r a t i o n s  i s  examined 
in  some d e t a i l  below#
Suppose g (x )  hae no po le  which co in c id e s  w ith a ro o t  o f f ( x )  -  0 .
I f
h (x )  « X -  g (x )  f ( x )  
then  a^y ro o t  o f  f ( x )  "  0  s a t i s f i e s  x » h (x ) . I f  x^ ia  a ro o t o f  f ( x )  •» 0
and i f  g (x )  i s  a n e ly t i s a l  and n o n -se ro  in  the  neighbourhood o f  x^ then
x^ ie  th e  only  r o o t  o f
h ( x )  -  X -  g ( x ) . f ( x )  
in  th ia  neighbourhood o f  x^ . T h is su g ^esta  th e  p o s s ib i l i t y  o f  orioosing
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g (x )  #o th a t  ••quano*
‘ i .X  -  * ( * i )
oonverge# to  prov ided  th e t  th e  i n i t i e l  p o in t i e  e u l f io i e a t ly  o loee
to  z^« In f e e t ,  i t  may be ehovn th a t  the oonditiQB
l h '( « j )  1
i e  s u f f i c i e n t  to  en su re  th e  e x is te n c e  o f  some neighbourhood o f  in  which
* i4 l  "* converges.
I t  msy e ls e  be shown thm t convergence i s  more ra p id  f b r  sm a lle r  
h*(z^} I . C le a r ly  i t  would be an ajvm ntsge to  make h*(z^) “ 0 . When
t h i s  i s  so , th e  sequence -  h (x ^ ) ls  s a id  to  have second o rd e r convergence
We may apply th e se  r e s u l t s  to  th e  two i t e r a t i v e  methods o u tlin e d  e a r l i e r .
In  th e  Mewton-Kaphson form ula we have •
»(«) - « - ftfZ)
. I L Ü C i & i  
f f  • (* )]*
whence h*(x^)  •  f(x^)f**(x^) •  0
[ t ^ ) V
assum ing f ' t x ^ )  ^  0 .
T herefo re
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The aeeumption f  *(x^) ^  0  i e  th e  secse me eeying thmt f ( s )  au e t n o t have
# rep ea ted  ro o t  a t
Thia d ieouaeion  ahoee th a t  tho HeetoD«Rapheon method i e  Üeoond 
O rder in  g e n e ra l, end henoe th e  p a r t  leu  1e r  KewtonWiapheon prooeee u sed  
here  i s  bsoond O rder. I f  f*(%^) •  0 ,  th a t  i s  i f  th e re  i s  s  re p e a te d  ro o t
o f f ( x )  a t  x^t then  ia  in d e te r a ix a te .  Thus f o r  eq u a tio n s w ith
re p e a te d  o r  n e a rly  eq u a l ro o ts  th e  Meeton-Raphson prooess i s  i l l - e m d i t i o n e d  
In th e  d i r e s t  i t e r s  t io n  ee have i
y. (1 ♦ «jf® -  . 69,,®* )0*1 ,1  ^ ._ P  _ P -1
and here
h(y) -   y( l 4ey^-aby'^ )
th e re fo re  .
b ' ( , )  .  y (£ B L -L i& lriQ >
(l*#y -  )
I f  X. ia  a ro o t o f  the equation  re p re se n te d  by th ia  i t e r a t i v e  prooeee i
then h ' ( x ^ )  ^ 0 excep t in  p a th o lo g ie» ! oeaea and hence th e  prooess i s
f i r s t  o rd e r . A lso, t h i s  process i s  w e ll-c o n d itio n e d  fo r  m u ltip le  r o o ts .
To sue up th ia  a n a ly t ic ^ !  d isc u ss io n  o f th e  two I t e r a t i v e  methods #e may 
say th a t  a lthough  th e  convergence o f th e  Meeton-Rapheon process i s  o f  
h ig h e r  o rd e r tnan th e  d i r e c t  i t s  r a t io n , i t  Is  a r lth m e tlo B lly  more com plicités]
— —
and aom atisaa l i l - e o n d i t lo n a d .  R oraovar, In  th a  o l r a o t  prusaaa th a  num erator
ia  oonatan t a t  eaoh s ta g e  in  the  i t e r a t i o n  and th i s  f a c t  i s  extrem ely o on -
v a illen t fo r  hand os lou is  t io n s .  I t  i s  a ls o  u s e fu l  in  machine com putation s in c e
th e  q u a n tity  need only he found once f o r  each x and t .  The q u estio n  o f  th s
e x is te n c e  o f r e a l  ro o ts  o f  the q u ê tio n s oannot be d e a l t  w ith in  advsncs. Ths
only  c o n tro l ie  to  ensure th a t  i r . i t i a l  approxim ations a re  reesoneb ly  good.
c 2The use o f  sc  e le r e t iv e  dev ices such a s  A itken *s o p rocess and i t e r a t i v e  
methods o f th i r d  o r  h ig h er o rd e rs  in tro d u o ee  icore pow erful convergence a t  tb s  
c o s t  o f  sim ple programming and has been avoided h e re . I t  ia  conceivab le  t r s t  
such tech n iq u es e re  u s e fu l  f o r  la rg e  values o f  G.
At t h i s  p o in t i t  i s  m r t h  m entioning th a t  i f  the  equation  had been
q u s s i - l in e a r  and i f  in s te a d  o f  f^  ttxexe bed been soma e x p l i c i t  fu n c tio n  o f
X end t ,  then th e  s o lu t io n  o f th e  system  o f equa tions whioh emerges in  th s  
C rank-h ioo lson  method would have been much ea s ie r*  In f a c t ,  such a system  
cou ld  be handled by i t e r a t i v e  m atrix  CAfthods. Thia i s  a  b r ie f  in d ic a t io n  o f 
th e  in c re a se  in  com plexity in tro d u ced  by having a n o n - lin e e r  f a c to r .
F i r s t  approxim ationa fo r  use in  th e  C renk-R ieolson method may be 
g e n e is te d  in  th r e e  ways i
1* By ceens o f the e x p l i c i t  form ula. This method ia  id e a l  f o r  u se  when
te s t in g  th e  convergence o f  th e  i t é r a t i o n s , s u b je c t  to  th e  s t a b i l i t y
r e s t r i c t i o n s  on th e  e x p l i c i t  fo rm ula.
2* By u s in g  an e x tra p o la tio n  form ula. The most conven ien t form ula ia  th e
Sewton Baokvcrd D iffe ren ce  form ula i
— 41 —
In  t h i s  fo rm ais i s  e s tim a ted  from s knowledge o f  ^ x t - 1*
m t-9* .........t
binoe th e  convergence o f  th ia  form ula i s  g e n e ra lly  poor, i t  i s  enough 
to  take j u s t  s fe e  term s in  the s e r i e s .  No g re a t  advantage i s  g a ined  
by co n s id e rin g  d if fé re n c e s  h igher then th e  th i r d  o r  fo u r th .  This form ula 
p rov ides an indépendant means o f  te s t in g  th e  C rank-R ioolson method. I t  
i s  f r e e  from th e  s t a b i l i t y  res tr ie tlo m m  o f e x p l i c i t  fo rm u las, b u t  i t  i s  
c le a r ly  s  poor approxim ation when compared w ith  s ta b le  e x p l i c i t  r e p re s e n t­
a t io n s .
) .  The s im p le s t method i s  to  approxim ate f  . .  by f  • o b v io u s ly , t h i s  methodxyvi V
re q u ire s  e pow erful i t e r a t i o n  p ro c e s s .
There i s  ano ther way o f  looking  a t  th s  i t e r a t i v e  scheme used  h e re . The 
scheme msy be seen to  be s  p a r t i c u la r  c a se  o f  th e  g e n e ra lis e d  Kewton-Rapbson 
i t e r a t i o n  when th e  Newton-Raphaom process i s  ap p lied  to  the  eq u a tio n s  in a iv -  
1 d u a lly . The g e n e ra lis e d  Newton-Raphson procese which was b r i e f ly  mentioned 
ei^rXier i s
V l  n
Where
X i s  th e  V ector o f  unknowns
f ( x )  ie  th e  v e c to r  o f  eq u a tio n s
f*^ i s  th e  in v e rse  o f the Jacob ian  m atrix  o f  f  (x )
X i s  a o lo a e r  approxim stion  to  th e  ro o ts  o f f ( x )  than x prov ided  th a t  nvA n
f* ^  oan bo found s u f f i c ie n t ly  c lo s e ly  and sscuming good i n i t i e l  a p p ro x ln e tio n s .
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There le  r e e l ly  no p o in t in  f in d in g  f*^  by exao t method# e in o e  need
only be « o lo a e r  epprom im etlon. I t  i a  more in  keeping w ith  the  s p i r i t  o f  
i t e r a t i o n  to  use  s  good approxim etian  to  f*^« T h is p o in t i s  s im ila r  to th s
ans «S disouaaed e a r l i e r  reg a rd in g  th e  exao t s o lu t io n  of th s  in d iv id u a l 
eq u a tio n s by e x p l i c i t  e n a ly t i e a l  fo rm u les; such an spproaeh i s  u su a lly  
lab o rio u s  w ithou t g iv in g  any marked advan tages. The s p e c ia l  form o f  th e  
sim ultaneous eq u a tio n s in  tn CrsnkmNioolson method allow s s  c o n s id e ra b le  
s if lq ^ lif io s tio n . The m atrix  f^  la  a c tu a l ly  t r i - d ia g o n a l  in  form . Assuming
th a t  th e  o f f-d ia g o n a l e n t r ie s  a re  sm all compared w ith  th e  d iag o n a l e n t r i e s ,  
i t  should  be p o s s ib le  to  epproxim ate f* ^  by where i s  th s  m a trix  o f
d iag o n al e n t r i e s .  The aohens may s t i l l  converge su o o sa s fu lly  even when th i s  
c o n d itio n  i s  n o t s a t i s f i e d ,  s in c e  we a re  n o t in te r e s te d  in  f in d in g  to
a h igh  degree o f p re c is io n  by i t e r a t i o n ,  i s  on ly  re q u ir e  th a t  th s  Newton- 
Raphson p ro cess  g iv e s  su c c e ss iv e  approx im atians which in c re a s e  in  acou raay . 
T h is i s  j u s t  th e  scheme which has been used  in  t h i s  in v e s t ig a t io n .  The poss­
i b i l i t y  o f  u sin g  0*^in t h i s  wsy makes th e  ado p ticn  o f  a n o n - lin e a r  approach
worthw(>ile. The advantages to  be g a in ed  by r e ta in in g  the  n o n - l in e a r i ty  and 
u s in g  the  Hewton-Raphscm i t e r a t i o n  method a re  q u ite  sle*xr. They a re  as 
fo llo w s I
(a ) There a re  no l in e a r  approxim ations a t  an e a r ly  s ta g e  in  th e  computation^ 
While we have in tro d u ced  an approxim ation in  th s  form e  f*^ i t
xaatters le s s  t ia  convergent i t e r a t i v e  p rocssa  where th e re  ia  no e x p l i c i t
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tn m o a tio n  « r ro r  in v o lv ed . The only e lg n if lo e n t  drnebeck in  tb le  
epprox iaB tlon  i s  th e t  th e  r a t e  o f oonvergenee be e l lg b t ly  le e e .
(b ) The e t ro %  oomvergenee o f th e  Newton-Aephaon i t e r a t i o n  avoid» the 
ex ac t In v era io n  o f  m a trio ea . The mein d laadven ta^e  in tro d u ced  by 
n o D -lln ea r i t e r a t i o n  1» th a t  th e re  i a  aone Inorei^ee in  the  com plexity  
o f  th e  protremmlng#
T hia ooDoludea th e  diaoua io n  o f i t e r a t i v e  aehemea fo r  the a o lu tio n  
o f  th e  Crank«Kleolaon a lB iltan e o u a  e q u a tio n a .
-  44 •
C hapter )
) . l .  G eneral
In th ia  c h a p te r , th re e  aepeo ta  o f  the  problem a re  dlaoueaed* Thia 
a a c tio n  d ea le  with th e  p r a c t ic a l  d e ta i l#  o f  the  in v e e tig a t io n . The n ex t 
aeo tio n  con tain#  a aummary o f th e  num erical r t a u l t a  o b ta in ed . In th e  l e a t  
aeo tio n  the  r e a u l ta  a re  d iacuaaed  in  d e t a i l  and acme g en e ra l fe a tu re #  a re  
examined.
In th e  rrogram cing o f  th e  method# d iacuaaed in  C hapter 2 , the 
approach #aa ex p erim en ta l. The o b je c tiv e*  o f th e  study  «ere  aa fo llo e a  i
( a )  To f in d  num erical ao lu tio n #  o f  the  problem uaing th e  th re e  form ulae 
developed e a r l i e r  and to  t e a t  th eae  fo rm u lae  in  aa many eaya aa poaalbl<
(b ) To t e a t  th e  uaefu lneaa  o f  th e  em p irica l a t a b i l l t y  th e o ry .
(c )  To compare a num erical a o lu tio n  e i t h  an a n a ly t ic a l  a o lu tio n .
In th e  f i r a t  pro&f#mme, th e  aim ple e x p l i c i t  method #ae meet an iaed  
and ao lu tio n #  «ere  found f  o r the  caae p •  1 fo r  verioua value# o f S and fo r  
o th e r  value* o f  p and 8 « i th  d i f f e r e n t  i n i t i a l  e u n d itio n a . Thia e a ta b lia h e a  
a t a b i l l t y  cond ition#  and enable# ua to  pro^aom e th e  o th e r  t«o method#. A# 
aoon aa a t  b i l i t y  co n d itio n #  « ere  e a te b lia h e d , the r e a u l ta  o f  th e  e x p l i c i t  
method «^re uaed to  a t a r t  th e  DuFort-fYankel fo rm ula. The D uFart-lY enkel 
method «aa in v e a tlg a te d  f o r  v e rio u a  value# of S t / ( S x )  bmt could  n o t be run
« ith  p odd and n e g a tiv e  fu n c tio n  value# a inoe no a ta b le  a t a r  t in g  procedure
«aa known. F in a l ly ,  th e  Crank-N icolaon method ««a In v e a tig a te d  under a wide
v a r ie ty  o f  circum atnnoea. The a t a b i l l t y  th eo ry  fo r  th ia  method «p# checked
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I d  o o n sid e rab le  d e t a i l ,  f o r  d i f f e r e n t  valuoe o f p  and verioua lu n o tio n  
value# . The two I t e r e t i v  prooeaee# were programmed end compared. A 
aim ple method f  r  apeeding up convergence near th e  a in g u la r i ty  waa a ttem p ted . 
Thia co n a ie ted  o f uaing  th e  r e a u l t  o f  the c u r re n t I te r a t io n  fo r  (m -l)th  
equation  to  c o r r e c t  th e  term  f^^^ in  th e  arth eq u a tio n . A ll th re e  i n i t i a l
approxim ation procedure# were examined in  f a i r  d e t a i l .  The programmée were 
te a te d  w ith  aa many c<>atbinationa o f the param eter# a ,  p and r  ea p e a a ib le .
%e now con a id er in  d e t a i l  the  met od whereby th e  a n a ly t ic a l  a o lu tio i
waa o b ta in e d . In  th e  f i r a t  c h a p te r  verioua a n a ly t ic a l  ao lu tio n #  were diaouaa<
and &ere found to  be too com plicated  to  progren&e q u ic k ly . However, i t  waa 
found th a t  th e  caae p * -1  g ive# a aim ple a n a ly t ic a l  a o lu t io n . I t  may be 
v e r i f ie d  b y  d i f f e r e n t ia t io n  th a t  a a o lu tio n  o f i
' ■ H -  *"
1.
-  «  t « ( - n / 4  + » + t )  
w ith th e  i n i t i a l  eo n d itio n a
f ( x , 0 ) •  t  tan(TV /4 ♦ i )  
and w ith  tiae*v«xying  boundexy conditional
: # t)  -  t  ta r .(n  / 4  ♦ t )
f ( l , t )  -  d t a n ( Tr/ 4  + #  + t )
The main C rank-hioolaori programme waa adapted  te  ao lve th ia  equation
* #6  -
jy making th e  fo llow ing  e e e e n t ia l  m o d ifio a tian a  i
V f  I1 . The boundsry co n d itio n  | ■ 0  waa removed.
2 . The programme waa ad ju a te d  to  c a lc u la te  f (x#0)  f o r  p o in ta  i s  0 3 x ^ 1  
ua ing  th e  expieaaiam
i  t «  ( TT/4 ♦  I )
and to  uae th eae  valuee aa i n i t i a l  d a ta .
3* The boundary valuea f ( 0 , t )  and f ( l , t )  were a i n i l a r l y  c a lc u la te d  and 
impoaad a u to m a tic a lly .
The r e a t  o f  th e  progaeame waa l e f t  a u b a ts n t ia l ly  i n t a c t ,  and e v i ta b le  valuee 
o f a and r  were uaed aa in p u t .  A rrangenanta were made to  p r in t  ou t th e  
c a lc u la te d  th e o r e t i e a l  a o lu tio n  b ea id e  th e  num erical a o lu t io n ,  o b ta in ed  by 
i t e r a t i o n .  The valuea o f x and t  were a u ita b ly  r e s t r i c t e d  in  o rd e r , to  avoid 
th e  d ia c o n tin u ity  which appeara a t
T i / 4  +  i  +  t  -T T /2
in  th e  th e o r e t ic a l  a o lu t io n .  Bucb a prooeaa aa we have ju a t  deao ribed  
aaaumaa th a t  th e  a o lu tio n  o f th e  P a r t i a l  D i f f e r e n t ia l  E quation  i a  u n iq u e , 
g iven  th e  i n i t i a l  and boimdary eo n d itio n a  m entioned. The eonpariaon  o f  the  
th e o r e t ic a l  and num erica l a o lu tio n a  ia  im p o rtan t in  th ia  a tudy , a in ce  th e  
main problem haa no a n a ly t i c a l  a o lu tio n  and d i f f i c u l t  fe a tu re e  auch aa 
a in g u la r i t i e a  and tru n c a tio n  e rro rs  have n o t been adequate ly  handled . Alao, 
i t  ia  o f  i n t e r a a t  to  aee how w e ll th e  Crank«Nieolaon method worka when i t  
ia  f r e e  from th e  e f f e c ta  o f  the  a in g u la r i ty  and the  a t a b i l l t y  can be checked 
in  i a o la t i c n .
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3 .2 .  Suapflo o f R eaulta
In  th ia  a a c tio n  w# aummaria# th e  q u a l i ta t iv e  f in d ln g a  o f th e  
in v e a tig a tio B . Rum arioal r e a u l ta  a re  given in  th e  Appendix, and th e  
verioua  aethoda end teehn iquea a re  compared in  d e t e i l  th e re .
For th e  aim ple e x p l i c i t  method, the  a t a b i l l t y  eo n d itio n a  e re  
found to  be in  accord  w ith  thoee euggacted by th e  em p ir ic a l theory  • For 
f ( x , t ) > 0  a t a b i l l t y  ia  o b ta in ed  p rovided
fa  f o r  p •  1
F6r valuee o f f ( x , t )  leae  than a e ro , th e  a t a b i l l t y  co n d itio n
ho Ida i f  p ia  on even in te g e r .  For n eg a tiv e  valuea o f f ( x , t )  and p * 1 , 
th e  num erical a o lu tio n  ia  v io le n t ly  une ta b le .  I t  i a  found th a t  when the  
a t a b i l l t y  co n d itio n  ia  n o t e e t i e f i e d  than I n a t e b l l i t y  oeoura .
The D uFcrt*Frankel #ethod g ivea  aome r e a u l ta  which d ie  ag ree  
cona idereb ly  w ith t^ioae o b ta in ed  by th e  o th e r  two math ode. V io len t in*  
a t a b i l l t y  i a  n o t found to  ap p ear, b u t th e  num erica l r e a u l ta  a re  found to  
d i f f e r  q u ite  co n a id ereb ly  f o r  la rg e r  valuea o f a .
In  th e  Crenk-N Icclaoo method i t  ia  found th a t  th e  a t a b i l l t y  
eo n d itio n a  a re  th e  aame aa th o a e  o b ta in ed  e m p ir ic a lly , namely
0
'zTi - f e y "  O ' '
For r > | ^  th e  method ia  found to  g iv e  a t a b i l l t y  fo r  a l l  th e  valuee o f a
%
examined. convergence o f  th e  I t e r a t i v e  prooeaa i s  p a r t ic u la r ly  good
* 4d •
f o r  values o f s ju s t  g r e a te r  then  Of th e  th re e  oiethod# ueed to  g en e ra te  
f i r s t  approxlm stions f o r  the  i t e r a t i v e  p rocesaea , the  e x p l i c i t  foxm ila i#  
the  b e a t, assuming th a t  i t  la  uaed s ta b ly .  I t  ia  a lao  found th a t  the Newton- 
Raphacrn i t e r a t io n  convergea much f a s t e r  than the d i r e c t  i t e r a t io n  and th a t  
the  d i r e c t  i t e r a t io n  process f a i l s  to  converge f o r  la rg e  values o f a .  The 
a ttem p t to  speed up th e  convergence o f the i t e r a t io n s  ia  only s l ig h t ly  aucoei 
f u l .  The comparison of a n a ly t ic a l  and num erical r e s u l t s  f o r  the  case  p» - 1 
shows th a t  the g en e ra l i t e r a t i v e  scheme i s  rea so n ab le . The r e s u l t s  ob ta ined  
fo r  v a rio u s  values o f  p with the e x p l i c i t  and Crank-i^icolson methods show 
f a i r  agreem ent, and a re  in  accord  w ith  th e  em p irica l s t a b i l i t y  theory as 
f a r  as they  a re  in v e s t ig a te d .
3 .3 . D iscussion of R e su lts  and C m e ra l CopQlueKpa
The main r e s u l t s  wnich emerge from the in v e s t ig a t io n  a re  q u ite  
a tre ig h tfo rw P id #  they a re  l i s t e d  below.
1 . The em p irica l s t a b i l i t y  theory  g ives a good p ic tu re  o f the s t a b i l i t y  
o f  the th re e  methods uaed .
2 . The D uFort-Prankel method ia  awkward to  programme and g ives u n re lk b le  
r é s u l t a t  the  o th e r  two methods a re  in  good agreem ent when uaed under 
s ta b le  c o n d itio n s .
3. The a n a ly t ic a l  so lu t io n  and the num erical a o lu tio n  f o r  p«*1 a re  in  
good agreem ent, o onaidering  t h a t  the i n i t i a l  valuee o f f ( x , t )  a re  
rep re se n ted  by only a few p o in ts  along the x -a x ia .
-  4 9  -
now d iscus#  # few aoro g e n e ra l po in ts*  In th e  f i r s t  p lace  * i t  
may be asked why im p l ic i t  loethods a re  used a t  a l l  when a aim ple e x p l ic i t  
method i s  a v a i la b le .  I t  ia  t tu e  th a t  lo r  sm all va lues o f  p the e x p l i c i t  
method ia  much s im p le r , but f o r  h igher values o f  p and lax g er fu n c tio n  values 
th e  s t a b i l i t y  co n d itio n
<1
beooaee too r e s t r i c t i v e .  The Crenk-Nioolson method ia  e a s i ly  arranged  to  
avoid  t h i s  s t a b i l i t y  r e s t r i c t i o n .  The c h ie f  drawback encountered in  the use 
o f the  Cra n k-NlooIson method i s  the  d i f f i c u l t y  o f g en e ra tin g  f i r s t  approx­
im ations fo r  la rg e r  values of s .  In  o rd e r to f in d  f i r s t  app rox iice tions, i t  
i s  n ecessa ry  to  use  e iU ie r  f ( x « t -  S t )  o r  the Newton Backward D iffe rence  R*r- 
caila. I t  i s  a ls o  e s s e n t i a l  to  uae a value of r  ju a t  g rei^ ter than  d in  o rd e r 
to  o b ta in  ra p id  convergence. There i s  an in c id e n ta l  advM .tsge in  using  the 
im p l ic i t  method f o r  a problem with a d is c o n tin u i ty  such aa we have h e rs .
A fte r  one s te p  S t  o f the  exp lic itm etinod , only one fu n c tio n  value  has changed 
and u su a lly  many s te p s  must be considered  b efo re  a l l  th e  iu n c tio n  v a lu es  a re  
vary ing  w ith tim e. In the  i t e r a t i v e  meUtod, th e  d is c m t ln u i ty  baa tim e to  
propOgSte b e fo re  the  i t e r a t io n s  a to p  and th e  boundary c o n d itio n  has tim e to  
take e f f e c t .  For th i s  re a so n , i t  i s  a d v isab le  to work to  a f a i r l y  h igh  p re -  
c ie ta  when using the  iaq > lio it method with rwpid convergence, o th erw ise  slow 
^  p ropagation  of th e  d is c  n t in u i ty  ooourc ms w ith  the ex p lic it method.
I t  i s  found th a t  th e  Gn n k -k ico lso n  method running tim es fo r  the 
two i t e r a t i v e  p rocesses a re  frbout the  s* me. This i s  n o t  s u rp r is in g , s in c e
— —
the  a r ith m e tic  Involved In the  d i r e c t  I te r a t io n  i#  auch leee  than th a t  
re q u ire d  in  th e  Nemton-Rapbaon method, although  the  l a t h r ,  being second 
o rd e r , comve,gee much more q u ic k ly . The te c  e f fe c ta  roughly balance  as 
f a r  as time o f running i s  concerned , bu t the hevton-Raphson method i s  miob 
s u p e r io r  f o r  lazge s .
The c lo se  agreem ent o f  th e o r e t ic a l  and num erical r e s u l t s  fo r  the  
ca se  P --1 , shoes th a t  the  CrankmNicolson method i s  very s u i ta b le  fo r  prob­
lems which co n ta in  no s in g u la r  i n i t i a l  c o n d itio n s . The f a c t  th a t  only a 
few p o in ts  Hre taken to re p re se n t f ( z , t )  means th a t  th e  com putation in  w e ll-  
behaved oases need n o t be ex cess iv e  in  o rd e r to #  iv e  a reaso n ab le  d e o c rip tio n  
o f f ( x , t ) .
An h te re s t in g  p o s s ib le  method f o r  the  g e n e ra tio n  o f  I n i t i a l  approx­
im ations has n o t been d e a lt  w ith h ere  b u t i s  mentioned fo r  com pleteness.
The fundam ental idea  i s  to u se  the  e x p l i c i t  method t o  s t a r t  the D uIbrt-F ranke] 
process to  o b ta in  approxim ations fo r  f ( x , t+  b t ) .  A fte r  f ( x , t+  S t )  has been 
found by i t e r a t i o n  i t  may be u sed , tc ^ e th e r  w ith  th e  i n i t i a l  c o n d itio n s , to  
s t a r t  the  DuFort-Vr^nkel method ag a in . S ubsequently , only th e  values of 
f ( x , t )  found by th e  C rank-hlcolaon method need be used to  g iv e  the  n e x t f i r s t  
approxim ation by in s e r t io n  in  the  D uFort-l'rankel form ula. In th i s  way, i t  
may be p o ss ib le  to  have the u n r e s t r ic te d  s t a b i l i t y  o f  th e  Ju F o rt-P ran k e l 
p rocess w ithout allow ing in c o n s is te n cy  to  develop .
F in a l ly ,  we mention a problem which emerged in  the  in v e s t ig e t io n
* ’t i  1ivAl and which has n o t been d e a l t  w ith . I t  was fom. when f ( x , t )  was n e -
' f  '/   ^ g s t iv e  and p was an odd in te g e r ,  th a t  th e  Vf^rious a&ethods s v a i le b le  were
— —
u n s ta b le .  A th e o re t ic a l  In v e a tlg e tlo n  of f i n i t e  d if fe re n c e  method# ehoae
Pth a t  a l l  auch method# re q u ire  f  to  be p o s i t iv e .  Ib u s , a t  p re s e n t,  th e re  
appears to  bo no f i n i t e  d if fe re n c e  technique fo r  the s o lu t io n  o f  ca ses  where 
i s  n e g a tiv e .
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DIAGRAM FOR CRANK-4iIC0LS0K MHTIIOD
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d e c la re  m ,n ,a ,b , j
-xiA.
read  in  d a te ;  funoticm  
v e lu e s , e , b , j
n i"0
i
c a lc u la te  1 s t  approx. (o ld  ) 
to  a l l  ro o ts  from knowledge 
o f p rev ious f a c t i o n  v alues
Bt*0
-----_4------- ---- j ..........  .......
old^t«view^ 1 mi-iOH-1 Iiqprcved value o f  mth
f o r  a l l  m fu n c tio n  v alue  hy i t e r a t i o n
No Is  mm#?
No
Tes
I "  ” * * . K  ^
f o r  a l l  m?
Me
Yes
I s  n»b?
Tea
F in i ih
The boundary co n d itio n s  a re  in c lu d ed  in  th e  b lo ck s .
APPKMDZX 2
A ll ttin  r e iu l t #  a re  fo r  th e  I n i t i a l  ecd boundezy co n d ltlo n o  :
f ( 0 ,« )  -  2 .0
f(X (0 ) ■ 1 .0  t w O i M i X
excep t f o r  the  o#ee p •  - I ,  when th e  i n i t i a l  end boundery 
eonditloiM i er«  thoee deeo ribed  in  th e  te x t ,  Xn e l l  the  C renk- 
Niooioon r e s u l t#  th e  Meeton-Rspheou Itere tiO D  i s  c a r r ie d  o u t to  
& p re c is io n  o i’ 10**^ »
E x p l ic i t  Method p a  1*0 a u  0«2if
2.000 1.0001 .0 0 0 1.000 1.0001 .000
1.240 1 .000 1.0002.000 1 .000 1.000
1.0581.3952.000 1.000 1 .000 1 .0 0 0
1.1292.000 1.014 1.000 1.000
1.0382 .000 1.003 1 .000
1.0681.5822.000 1.011 1 .0 0 2
1.614 1.0061.2952.000 1.100 1.023
1.131 1.0382 .000 1.014
1.661 1.161 1.0262.000 1.055
1.396 1.1892.000
1.0572.000 1.215 1.095
E x p l ic i t  Method P  B  2 8 B  0.1
0 1 2 3 4 3 .
0 I 2.000 1.000 1.000 1.000 1.000 1.000
1 2.000 1.100 1.000 1.000 1.000 1.000
2 2.000 1.197 1.010 1.000 1.000 1.000
3 2.000 1.2W5 1.028 1.001 1.000 1.000
4 2.000 1.361 1.052 1.004 1.000 1.000
5 2.000 1.422 1.081 1.008 1.000 1.000
6 2.000 1.470 1.112 1.015 1.001 1.000
S x p l io l t  Method P B 3 6 a  0 * 0 3
Sx
Esa
1 .0 0 0 1.0002.000 1 .000 1 .0 0 0 1.000
1.050 1.0002.000 1.000 1.000 1.000
1.0031.1022.000 1.000 1.000 1 .000
1.156 1.0072.000 1.000 1.000 1.000
1.209 1.0152.000 1.000 1.000 1.000
1.262 1.024 1.0012.000 1.000 1.000
1.0361.312 1.0022.000 1.000 1.000
Du F o rt-F ran k # l Method P -  1 s a 0 *24.
\ S x 0 1 2 3 4 5
0 2.000 1.000 1.000 1.000 1.000 1.000
1 2.000 1.373 1.078 1.000 1.000 1.000
2 2.000 1.477 1 .127 1.025 1.000 1.000
3 2.000 1.531 1.200 1.042 1.008 1.000
4 2.000 1.581 1.244 1.078 1 .014 1.005
5 2.000 1.609 1.297 1.101 1.030 1.009
6 2.000 1.640 1.329 1.137 1.041 1.021
7 2 000 1 . 65e 1.368 1.160 1.063 1.030
8 2.000 1.679 1.393 1.193 1.078 1.049
9 2.000 1.692 1.423 1.215 1.102 1.062
10 2.000 1.708 1.442 1 .244 1.120 1.085
Du 7 o rt*F ranko l Metnod p B X 8 B 0 * 4 8
\-S x 0 1 2 3 4 5
0 2.000 1.000 1.000 1.000 1.000 1.000
1 2.000 1.605 1 .199 1.029 1.000 1.000
2 2.000 1.643 1.335 1.099 1.014 1.000
3 2.000 1.681 1.392 1.178 1.049 1 .014
4 2.000 1.709 1 .444 1.228 1.096 1.049
5 2.000 1.732 1.481 1.277 1.140 1.096
6 2.000 1.748 1.515 1.319 1.191 1.143
7 2.000 1.764 1.543 1.362 1.237 1.195
8 2.000 1.778 1.572 1.400 1.286 1.243
9 2.000 1.792 1.598 1.439 1.330 1 .294
ID 2.000 1.805 1.625 1.474 1.376 1.340
Du P o r t-P ra n k e l Method p a l 8 a 0*96
\^ X
0
0 1 2
1.000
3 4 5
1.0002.000 1.000 1.000 1.000
1 2.000 1.940 1.460 1.175 1.046 1.014
2 2.000 1.815 1.703 1.324 1.123 1.061
3 2.000 1.805 1.628 1.517 1.246 1.159
4 2.000 I . 8I 3 1.637 1.492 1.426 1.316
5 2.000 1.827 1.665 1.539 1.477 1.542
6 2.000 1.844 1 .707 1.611 1.595 1 .557
7 2.000 1.868 1.760 1.709 1.638 1.622
8 2.000 1.901 1.833 1.746 1.702 1.680
9 2.000 1.944 1.859 1.799 1.753 1.743
IX) 2.000 1.946 1.893 1.839 1.809 1.792
Crank«4^ioolson llathod Newton^Raphaon I t e r a t i o n
p a l  a a 0#22#. r a 0#75
\ s x 0 1 2 3 4 5
No. o f
Iterationsraoulrad.
0 2.000 1.000 1.000 1.000 1.000 1.000 0
1 2.000 1.197 1.027 1.004 1.000 1.000 4
2 2.000 1.338 1.075 1.014 1.003 1.001 3
3 2.000 1.437 1.130 1.031 1.007 1.002 3
4 2.000 1.506 1.185 1.053 1.013 1.005 3
5 2.000 1.556 1.235 1.079 1.023 1.011 3
6 2.000 1.595 1.280 1.106 1.036 1.018 2
7 2.000 1.625 1.320 1.134 1.050 1.028 2
8 2.000 1.649 1.355 1.162 1.067 1.040 2
9 2.000 1.669 1.386 1.169 1.086 1.055 2
10 2.000 1.687 1.413 1.215 1.105 1.072 2
C rank-Nloolaon Method Newton-Raphaon I t e r a t i o n
p a l  a a 0#48 r a 0*75
% 0 1 2 3 4 5 So. o tItarationanQ uirad .
0 2.000 1.000 1*000 1*000 1.000 1.000 0
1 2.000 1.324 1.074 1.017 1.004 1.002 6
2 2.000 1.494 1*180 1.055 1.016 1.008 5
3 2.000 1.587 1.274 1.106 1.0)9 1.022 4
4 2.000 1.643 1-349 1.161 1.070 1.045 3
5 2.000 1.68) 1*408 1.214 1.108 1.076 3
6 2.000 1*712 1.456 1.26) 1.149 1.11) 3
C rank-N ioolaon Method Newton-Raphaon I t e r a t i o n
p a 2 a m 0ml r  ■ 0#75
0 1 2 3 4 5
No. o f
I t e r a t io n *
re q u ire d .
0 2.000 1.000 1.000 1.000 1.000 1.000 0
X 2.000 1.098 1.006 1.000 1.000 1.000 2
2 2.000 1.191 1.020 1.001 1.000 1.000 2
3 2.000 1.274 1.040 1 .004 1.000 1.000 3
4 2.000 1.345 1 .064 1.008 1.001 1.000 3
5 2.000 1.404 1.092 1 .014 1.002 1.000 3
6 2.000 1.452 1.121 1.022 1.003 1.001 3
C rank-N ioolson Method Newton-Raphaon I t T a t i o n
p a 3 a a 0 .0 5  r  a 0*73
0 1 2 3 4 5
No. o f  
I te r a t io n #  
re q u ir e d .
0 2.000 1.000 1.000 1.000 1.000 1.000 0
1 2.000 1.052 1.002 1.000 1.000 1.000 2
2 2.000 1.105 1.006 1.000 1.000 1.000 2
3 2.000 1.158 1.012 1.001 1.000 1.000 2
4 2.000 1 .211 1.020 1.001 1.000 1.000 2
5 2.000 1.265 1.051 1.002 1.000 1.000 2
6 2.000 1.512 1.045 1.004 1.000 1.000 2
C rank-N ioolaon Mathod Hewton-Raphaon I t e r a t i o n
p B —1#0 a m 0*24> r  a 0*33
0 1 2 3 4 5
No. o f  
I to r a t io n s  
ro g u irsd .
0 0.583 0.675 0.787 0.927 1.110 1.362 0
X 0.589 0.682 0.795 0.938 1.125 1.384 1
2 0.595 0.689 0.804 0.949 1.140 1.406 1
3 0 .601 0.696 0.813 0.961 1.156 1.428 1
4 0.607 0.704 0.822 0.973 1.172 1.451 1
5 0.613 0.711 0.832 0.985 1.188 1.475 1
6 0.619 0.719 0.841 0.997 1.205 1.499 1
A n a ly tic a l S o lu tio n
P a — 1 # 0  8 a 0 »2Jlf
0 1 2 3 4 5
0 0 .583 0 .675 0 .787 0.927 1.110 1.362
1 0.589 0 .682 0.795 0.938 1.124 1.382
2 0.595 0 .689 0 .8 0 4 0.949 1.140 1.404
3 0.600 0.696 0.813 0.960 1.155 1.426
4 0.606 0 .703 0.822 0.972 1.170 1.449
5 0.613 0.711 0 .831 0 .984 1.186 1.472
6 0.619 0.718 0.840 0.996 1.203 1.496
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