Abstract. Based on a well-known discrete bifurcation problem (the discretized Euler buckling problem) displaying a highly complex bifurcation diagram, we show how to find fast, global access to the distribution patterns of classical branch-invariants (symmetry groups, nodal properties, stability characteristics), without actually computing the complex diagram. At the core of our method is a symbolic dynamics based labeling system, which can be viewed itself as a (non-classical) global invariant and from which all the classical invariants can be derived. Based on results from the theory of Brownian bridges an approximate sequence of these integer-labels can be obtained very fast, in fair agreement with the measured quantities. Similar labeling systems have been used in other problems, so we argue that our method will be useful for a wider range of boundary value problems displaying spatial complexity characterized by a mixture of regular and random patterns.
1.
Introduction. There has been a great recent interest during the last several years in boundary value problems (BVPs) exhibiting complicated spatial structure. The examination of these BVPs is typically motivated by certain engineering structures [33, 36] , or by biological applications, ranging from DNA coiling [4, 29, 30, 37] 520 E. KAPSZA AND GY. KÁROLYI AND S. KOVÁCS AND G. DOMOKOS through polipeptide chains [32, 39] to filamental (micro)organisms [15, 16] . The spatial complexity of these structures manifests itself in complex bifurcation diagrams illustrating the possible equilibrium configurations as a function of the parameters of the problem in question [8, 27] . Most typically, when the bifurcation diagram shows a very complicated structure, containing a large number of equilibrium branches, it is very difficult to find all the solutions, or, even to make sure that all solutions are found. In such cases it is very important to find a way to characterize the solution branches, since it might shed light on the overall structure of the bifurcation diagram [38] .
In this paper we present a method for the fast, global access to distribution patterns of branch-invariants on a highly complex bifurcation diagram associated with a two-point boundary value problem (BVP). Invariants are quantities or objects which do not change as we move along the branches of the bifurcation diagram. Classical examples are symmetry groups, number of nodes (i.e., internal zeroes, which are invariants for second order problems), and stability characteristics. These invariants carry important information about the solutions of the BVP and can help not only to understand and classify the global solution structure but also to compute it efficiently [38] . Nodal properties (the multi-dimensional generalizations of internal zeroes) play a key role in understanding the solution structure of some PDE problems [21, 22] . In second-order problems the invariance of the nodes (internal zeroes) is an elementary fact: the number of nodes can change only if the independent variable and its first derivative vanish simultaneously, which, in turn, identifies the trivial solution via unique dependence on initial data. Similarly, the invariance of the symmetry properties follows from elementary bifurcation theory: if the solution loses (part of) its symmetry group, its image under the lost subgroup must co-exist together with the solution with full symmetry. For more details on the invariance of nodal properties we refer to [5] , on symmetries with bifurcations to [13, 14, 20] , and on stability to [27] .
In very complex bifurcation diagrams the identification of invariants on each branch may be out of reach. However, global distribution patterns for the invariants can still be of valuable aid when trying to understand the global structure of solutions. In this paper we propose a method to construct such approximate patterns by a very fast algorithm. Complicated diagrams with a large number of solution branches are characteristic of problems displaying spatial complexity. Although there is no generally accepted definition for this phenomenon, it is well understood that the main driving force behind spatial complexity is the chaotic dynamics of the corresponding initial value problem (IVP), which is the standard map in our case [8, 27] . Chaotic behavior displays a mixture of random and regular features, and so does the bifurcation diagram of a spatially complex BVP. In order to capture both features, we applied two fundamental tools: the first one is an integer-based labeling system [7, 27] based on symbolic dynamics [19] . This system assigns a constant length array of integers to each branch in such a way that the integers describe the physical shape in an approximate sense. This labeling is unique in the sense that no two branches can have the same label and one branch carries one label. As we show later, the idea of labels originates from a special limit, when all BVP solutions approach degenerate homoclinic or heteroclinic orbits. The peculiarly ordered label sequence is responsible for the regular patterns of the diagram. However, the sequence is complete only at infinite value of the control parameter, and at finite values only fragments are realized. As the second tool, we used Brownian bridges as models to find which fragments are most likely to appear at finite parameter values: this approach accounts for most of the random characteristics of the computed patterns. We note that a model similar to our second approach (Brownian bridge) has been applied to predict random properties of the standard map [2] , but for low values of the stochasticity parameter.
Although the two approaches (deterministic label sequence and Brownian bridges) are seemingly far apart, their combination produces a very good approximation of the numerical simulations on the modeled complex system.
We derive all our results for the discretized Euler buckling problem, investigated earlier [6, 7, 8, 27] . The original, continuous BVP was solved completely by Euler [10] . Section 2 describes Euler's results from the point of view of global branch invariants and defines some histograms which we use to display distribution patterns for those invariants. Section 3 describes the discretized problem and shows the associated histograms. As opposed to the simple, regular patterns of the classical Euler problem, the discretized version proves to be vastly more complex, displaying an abundance of equilibrium branches on the bifurcation diagram. As indicated above, the complexity of this problem originates in the chaotic dynamics of the associated IVP, which is (under a linear transformation) identical with the standard map [28] . One can observe this phenomenon more generally: the chaoticity of the underlying IVP can result in high spatial complexity, i.e. in large number of branches in the bifurcation diagrams [25, 26] . In this paper we define a tool which can be useful in understanding such spatially chaotic BVPs. Section 4 introduces the integer-based labeling system, and shows how the labels are connected to the invariants. In section 5 we introduce a statistical hypothesis for the integer labels and show how to derive approximate histograms with a very fast algorithm. Section 6 summarizes the results, compares the histograms obtained by different methods and discusses how this method could be applied to other BVPs.
2.
Euler's problem and the invariants. Euler's classical beam buckling problem describes the buckling of a slender, inextensional, elastic rod of length L, with endload P [10, 31] . The deformed shape is represented by a plane curve (x(s), y(s)), parameterized by the arclength s ∈ [0, L], see Fig. 1 . Assuming that the rod is inextensible and unshearable, and denoting the flexural rigidity by EI, the equilibrium conditions may be reduced to the following ordinary differential equation (ODE) in the slope α = arctan(dy/dx):
where derivation is with respect to arclength. We take zero moment boundary conditions:
(2) Henceforth we set Λ = P L 2 /(EI), and use the dimensionless arclength s/L. We can rewrite (1) as a system of first-order equations by introducing the dimensionless auxiliary variable y = −α /Λ:
where derivation is with respect to dimensionless arclength, and the boundary conditions are y(0) = y(1) = 0. (4) Equations (3) and (4) can be solved exactly using Jacobian elliptic functions. For each fixed load n 2 π 2 < Λ < (n + 1) 2 π 2 , in addition to the trivial solution α ≡ 0, there are n pairs of buckled states containing 1, 2, . . . , n half waves, respectively, which may be uniquely characterized by their initial angles α k (0) with 0 < α n (0) < . . . < α 2 (0) < α 1 (0) < π, so the bifurcation diagram can be uniquely represented on the [α(0), Λ] plane (see Fig. 2 ).
The most important invariants associated with the branches of the bifurcation diagram are the following:
Number of nodes.
Since (1) is a second-order equation, each solution branch is uniquely characterized by the number Z of internal zeroes (nodes): Z could change only if tangency of the rod to the y = 0 line occurred, however, this would violate uniqueness for the ODE.
Number of negative eigenvalues.
As we can observe, the buckled states emerge in a series of standard pitchfork bifurcations, each one increasing the number E of negative eigenvalues of the potential energy function's Hessian ('degree of instability') by one. Since the trivial solution at Λ = 0 is stable, we start with E = 0 on the lowest nontrivial branch.
Symmetry group.
The trivial solution is invariant under the 4-th order dihedral group D 2 , generated by a reflection to the x = 1/2 axis and a π-rotation (flip) around the midpoint (x, y) = (1/2, 0). Buckled modes of odd order inherit the reflection, modes of even order the flip symmetry [8, 31] . In order to visualize the (rather simple) distribution patterns of the above listed invariants, we introduce special histograms defined at some fixed λ and N .
In case of the first two invariants, the horizontal axis of the histograms enumerates the solutions in order of increasing α(0). The plots based on these definitions are displayed in Fig. 3 . The first two plots, Z(i) and E(i), are monotonically descending 'staircases', displaying that as we approach the α(0) = π solution at constant Λ, the modes have less and less internal zeroes and less and less negative eigenvalues. The plot G(i) for the symmetry properties appears as a line regularly oscillating around 0, displaying that reflectionand flip symmetric solutions follow each other in an alternating order, with no asymmetric solutions between them. Note that for this simple BVP the Z and E histograms give a unique representation of all solution branches. We will use exactly the same plots to characterize the much more complex bifurcation diagram of the discrete problem.
3. The discretized problem and its invariants. The semi-implicit Euler method applied to (3) with step size is written as
with y i rescaled to y i / , and with λ = Λ 2 . It defines an area-preserving map and is perhaps the simplest recursive algorithm for numerical solution of the initial value problem associated with (3). (Note that the map obtained by the normal Euler method, in which y i rather than y i+1 appears in the the right hand side of the first equation of (5), does not preserve area.)
However, (5) not only provides a mathematical discretization of (3); it also describes a discrete mechanical model of the Euler-rod, consisting of N rigid links each of length = 1/N connected by linear torsional springs of stiffness EI/ at 
not only provide approximations to the exact solutions of the continuum BVP (3,4), but are themselves exact solutions of the discrete mechanical problem with N links. Equation (5) is well-known in another context as the standard map, which has been variously used to model the dynamics of a particle in a time-varying potential [28] , a ball bouncing on a vibrating table [24] , and atomic structures in condensed matter physics [1] . Indeed, after the linear transformation
(5) becomes the standard map
The standard map in the form (8) has been extensively studied (e.g. [3, 17] and references cited above) and, as an IVP, is known to possess chaotic solutions for sufficiently large K (for an explicit proof of this in the context of Smale's horseshoe map see [24] , cf. [18] ). Besides the approximations of the buckled states of the continuum model, the discrete model produces vast numbers of other solutions called 'parasites' in [8] . These solutions are most dramatically demonstrated in the (α 0 , λ) bifurcation diagram. From Fig. 5 , showing the case N = 4, it is immediately apparent that the discrete problem has a multiplicity of solutions appearing in (secondary) pitchfork bifurcations from the primary branches and in saddle-node bifurcations, none of which occur for the continuous model. The figure is normalized by plotting λ rescaled by N 2 /π 2 , so that the buckling loads would be 1, 4, 9, . . . for the continuum problem. All solutions of the N = 4 problem (up to λ = 10) are shown in Fig. 5 and some of the buckled shapes of the mechanical discretization are also shown. Note the contrast to the simple solution branches for the continuum BVP (1-2). Figure 6 shows a more striking bifurcation diagram for the N = 12 element case. Note that the appearance of such parasitic [23] or spurious [12, 34] solutions is not unique for this problem. One cannot hope to understand such a vastly complex diagram in all details, however, global patterns might be of considerable interest. Following our previous line of thought, we plot the same three histograms for the discrete problem as we did for the continuous one. The plots, displayed in Fig. 7 , tell a good deal about the abundant solution structure. Figure 7a shows that the parasites are not ordered according to their number Z(i) of internal zeros, in sharp contrast to the continuous problem. One might have expected that parasites with k internal zeroes are 'close' to the (k + 1)-st primary branch, but this is not the case. Similarly, Fig. 7b shows that the number E(i) of negative eigenvalues is a non-monotonic function of the serial number i of the solutions (and of α 0 ). We can also observe that there are a large number of stable solutions associated with E(i) = 0, again, in sharp contrast to the single stable solution of the continuous problem. Observe the self-similar distribution pattern for stable solutions. Figure 7c demonstrates that the vast majority of the discrete solutions is neither reflection nor flip symmetrical, this is shown by the large jumps on the histogram for G(i). The distribution pattern of symmetrical solutions appears to be rather complicated. If we compare these three plots with Fig. 3 , we can see the radical difference between the discrete and the continuous model. In fact, in contrast to the continuous model, the classical branch invariants used for the discrete model do not give a unique labeling of all branches: we find solution branches on the bifurcation diagram with precisely the same invariants. This is the consequence of the large number of solutions in the discrete problem, and of the strict limits on the number of possible values the invariants can take on. Also, the production of the histograms for the discrete model is rather computation-intensive, one has to identify all solutions and their invariants. Our goal is to explain the histograms of the discrete model and to find a very fast algorithm to predict them approximately. Our first step is to introduce an integer-based labeling system, which is a new type of branch-invariant itself, and gives a unique labeling of all solution branches. We show that this non-classical invariant is the extension of the concept of symbolic dynamics for boundary value problems.
4. The integer labels and their connection to the invariants. Although the bifurcation diagrams of the discrete problem display increasing complexity as λ increases, the key to the explanation lies in the analysis of the λ → ∞ limit. Physically, λ → ∞ can be achieved either by taking the load P to infinity, or by letting the bending stiffness EI go to zero. The latter limit corresponds to a linkage with inelastic, frictionless hinges, the equilibria of which are readily classified: all links align with the line of action of the force, but each can be either in tension or compression independently of the others. This observation allowed us to introduce a unique integer labeling of the branches based on their shape [27] . This system is reminiscent of the concept of symbolic dynamics widely used in dynamical systems theory. First, a coordinate system of the variables α and y is introduced as the phase space of (5) viewed as an initial value problem. One point in this phase space describes the exact position of a link, whereas a sequence of N points, i.e. a finite trajectory of (5), gives full information on the shape of the linkage. We define a partition of this phase space by cutting it into stripes of width π parallel to the y axis, and assigning a unique integer number to all stripes (see Fig. 8 ). We describe a trajectory by the sequence of integers associated with the stripes that the trajectory visited. Hence we obtain the shape of the linkage only in the following approximate sense: we get no information on the y coordinates, and we get the α coordinates only up to an accuracy π. In other 
It turns out that this labeling is unambiguous in the λ → ∞ limit: since the linkage is flat (y i = 0), we have α i = k i π, meaning that the points corresponding to the link positions are exactly in the middle of the stripes on the y = 0 axis. Thus at infinite load we have a unique description of all solutions by the labels based on the symbolic dynamics introduced for our boundary value problem.
In Ref. [27] we were able to extend the labels for finite load values based on the concept of Lyapunov exponents. We showed that in case of two solutions with slightly differing initial angles α 1) the deviation between the subsequent elements' angle increases exponentially along the links:
This exponentially increasing deviation is closely related to the chaoticity of the standard map: it turned out [27] that the Lyapunov exponent is (log λ) for λ 1. The consequence of this exponential deviation is that most typically, when moving on the bifurcation diagram from left to right from branch to branch, the labels' last element changes by one: the last link angles will change most rapidly, and the point corresponding to them in the phase space will get first to the neighboring stripe as α 0 is changed. Paying careful attention to odd and even N (thus to the signs of the c i entries), lead to the label sequence shown in Tables 1 and 2 for odd and even N , respectively, see also Ref. [27] . At infinite λ the label sequence is complete, whereas there are (typically infinite) gaps in the hierarchy at finite load. One has to pay attention, however, to the fact that branch labels can be identified only at sufficiently high λ values [27] .
This general scheme is illustrated for the already discussed example of N = 4 in Table 3 , where the 4-digit branch labels are shown for all 52 solutions found at λN 2 /π 2 = 10, cf. Figure 5 . The label sequence of Table 3 is based on direct measurement of the equilibrium shapes, which does not necessarily coincide with the labels of the same branches at infinite λ. That is why we find solutions with [1, 1, . . . , 1, −1, −1] [1, 1, . . . , 1, −1, 0] [1, 1, . . . , 1, −1, 1 Table 2 . The hierarchy of C label sequences for linkages with even number of elements for increasing α 0 . the same measured labels (e.g., branches 5 and 6 in Table 3 ); of course, their labels are different based on their shape at infinite λ, but the actual finite λ is not high enough. In [27] we found an upper estimate for the critical λ for each branch above which the labels will not change, hence their label can be measured directly from their shape.
We call two labels close neighbors if no further branches can appear between them as λ → ∞. Based on the general enumeration scheme we can recognize immediately such 'close neighbors' on this list: e.g. (2,3,4,5), (13, 14, 15) , (30,31,32,33,34), (39, 40, 41, 42, 43) . If two subsequent labels are not close neighbors, we might expect a finite or an infinite number of new branches emerging between them with increasing λ. Typically at least 90-95 % of the labels following each other differ only in the last entry, so they are close neighbors. Most of the rest 5-10 % differ in other entries according to the general scheme, hence we have good reason to believe that they already reached the critical λ above which the measured label is the same as that at infinite λ. This leaves only an insignificant portion of branches where the measured labels might be different from the label at higher λ. -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  -2 -3 -3 Table 3 . Label sequence for the N = 4 linkage at λN 2 /π 2 = 10. Top rows show the serial number of solutions, under it the labels are shown.
The described label hierarchy creates an order between the numerous BVP solutions. Our next goal is to extract the classical branch invariants from the labels. The number Z of nodes (internal zeroes) can be derived in most cases. For this purpose we introduce the delta labels, derived from the c i labels defined by (9) :
Delta labels give a rough estimate of the relative rotation in the hinges. Thus, if the delta label changes sign along the links, the relative rotation α i+1 − α i changes sign also. Consequently, the bending moment changes sign, so, based on (5), y must change sign, i.e. we have a node. This identification of nodes is unambiguous as long as there is no zero entry in the delta label. In the latter case it is still possible to tell the number of internal zeroes from the label hierarchy: the number of nodes can only change when the last element of the delta label is zero. Hence in all other cases we know the number of internal zeroes, and only those cases remain ambiguous where the last entry of the delta label is zero. Nevertheless, most delta labels do not have zero as last entry, so in most cases we are able to tell Z(i) based on the label. This is illustrated in Figure 9 , for the i = 8 and i = 17 solutions of the N = 4 linkage at λN 2 /π 2 = 10 (cf. Figure 5 and Table 3 ). For the i = 8 solution the delta label does not include a zero, so the number of nodes is unambiguously Z(8) = 2, in the second case we obtain 0 ≤ Z(17) ≤ 1.
The number E of negative eigenvalues is easily derived from the parity of the c i labels: even c i indicates a link in tension, thus stable, odd c i indicates a compressed, unstable link, so we have E = a symmetric solution will be invariant under these group actions, i.e. for reflectionsymmetric solutions we have
and for flip-symmetric solutions we get
It is more surprising to observe that the inverse is also true: if a solution's delta label satisfies (11) or (12) then the solution itself is reflection or flip-symmetric, respectively. To prove this claim we assume the opposite, i.e. that the solution is not symmetrical. Its image under the given symmetry operation has to exist, however, the delta label corresponding to this image will be identical with the original delta label since we assumed the label to be symmetrical. However, from Ref. [7] we know that each label corresponds to precisely one branch, so our assumption was incorrect and the original claim is true. Figure 11 illustrates two symmetrical solutions with the corresponding delta labels. 5. Statistical hypothesis and the fast algorithm for approximate histograms. In this section we propose Brownian motion as a model for the IVP (5) and Brownian bridges as models for the BVP (5,6). We use statistical measurements to justify these models and apply the models to predict the approximate label sequences. Here the main difficulty is that although we know the exact label sequence at λ = ∞, at finite λ only fragments of this sequence appear, and we do not know exactly in what way the length and distribution of these fragments depend on λ.
We start with a brief review of Brownian motion. Heuristically, Brownian motion is a nowhere differentiable random walk (in the d-dimensional Euclidean space), the (infinitesimal) steps of which can be viewed as independent random variables with identical distribution. In our application we have only an approximation of Brownian motion, in the following sense:
1. The steps are not infinitesimal, but finite, with length 1/N . As N → ∞, they become infinitesimal. 2. The steps are not random, however, if the initial condition α 0 is regarded as a random angle with uniform distribution on [α 0,1 , α 0,2 ], the subsequent α i values converge with λ → ∞ to random variables with the same distribution. 3. The steps are not independent, however, correlation decays exponentially. We perform statistical checks to verify the above listed assumptions. Brownian motion, also called Wiener process is defined mathematically as follows [9] : Definition 5.1. Let (Ω, F, P) be a probability field with F being a σ-algebra above the set Ω with probability measure P. Then the Wiener process is defined as W : [0, ∞] × Ω → R, which has independent increments with zero mean normal distribution, and which has probability one to be continuous.
(The condition that W has independent increments means that for 0 = t 0 < t 1 < t 2 < . . . < t n (n ∈ N) we have that W ti − W ti−1 (i = 1, 2, . . . , n) are independent random variables. The condition that the increments has zero mean normal distribution means that P(
That W has probability one to be continuous can be formulated as P(t → W t continuous) = 1.) We use the Donsker theorem [9] to check the convergence of our initial value problem to the Wiener process in sense of properties 1-3:
independent random variables with zero mean and 1 mean deviation, and S
Note that in case of t = 1 this is the central limit theorem. We first check whether the conditions of the Donsker theorem are satisfied. We pick the initial angle α 0 randomly with equal probability from a connected interval [α 0,1 , α 0,2 ] with y 0 = 0. After n steps we measured the distribution of the angle α n , and found that it is uniform on [−π, π]. Hence the angles can be considered to be the random variables x i of the Donsker theorem. Note that the larger the force λ and n becomes, the shorter interval of the initial α 0 is necessary to achieve the uniform distribution of α n . In particular, after only five steps (n = 5) and for λ = 50 the χ 2 statistics shows a uniform distribution at significance levels 95 % and 99 %, see Fig. 12a . This takes care of approximation 2.
The empiric correlation
i=0 α i+s , indicates how independent the subsequent angles are. We get independence for R n = 0, and we indeed found very small values for the correlation; in particular, for n = 6000, s = 3, and λ = 5, we found R 6000 (3) ≈ 0.01, which is sufficiently small to consider the angles of subsequent links independent. The increase of the load λ does not change the correlation significantly (see Fig. 12b ). Increasing delay s makes the correlation converge to 0.01 exponentially fast if n is large enough, see Fig. 12c . This takes care of approximation 3. These measurements indicate that the conditions of the Donsker theorem are reasonably well fulfilled. Hence a trajectory of the initial value problem with initial conditions α 0 and y 0 can be considered a walk of fixed step-sizes with randomly chosen directions in two dimensions, that is, it is-after normalizing with the deviation-well approximated with a Wiener process. We further strengthen this hypothesis by showing how certain characteristics of Wiener processes are satisfied by linkages when viewed as an initial value problem.
Let S * n denote the sum S n of random variables normalized by deviation and √ n. Then it is known [11] that for any continuous function φ : R 2 → R, if S * n converges to some X as n → ∞, then φ(S * n ) converges to φ(X). If we choose φ to be the absolute value of its argument, and the distance of the n-th hinge from the fixed support as the random variable x i of the the Donsker theorem, then we expect the distribution of this distance to be 2Kx exp(−x 2 /n), where n is the length of the linkage, K is the number of trials, and x is the distance. We found a very fast convergence for a linkage of n = 250 elements with λ = 200, see Fig. 13a . The same convergence occurred when only one component, (y n ), was observed: it also converged to the one-dimensional Brownian motion (cf. 13b).
We also used two special limit theorems for random walks to check the validity of our model for the initial value problem associated with linkages. One such result is the arcsine theorem [11] :
where
is the number of step in which zero was last crossed, Γ n = {j ∈ {1, 2, . . . , n}|(y j−1 − y j )/2 > 0} is the total number of steps above zero.
Measuring these distributions we found again a very good agreement for λ = 100 and n = 100. Another limit theorem, with which we found perfect numerical agreement is as follows [11] : where L n is the number of zero crossings, Φ(x) is the standard Gaussian distribution.
In conclusion, all statistical checks support that the initial value problem is wellapproximated by a Brownian motion, that is, by a random walk of fixed step-size in two dimensions. However, the original linkage problem is a boundary value problem, which means that if we want to approximate it with a random walk, we have to restrict the random trajectories to those fixed at both ends. This leads, in fact, to the concept of Brownian bridges [9] :
For Brownian bridges, the property that the increments are independent remains valid, while their distribution becomes a Gaussian with zero mean and deviation t(1 − t). This deviation was also checked numerically, and good agreement was found in case of the solutions of the boundary value problem: measuring the y k coordinates of the linkage normalized by √ N at a fixed step k ∈ {1, 2, . . . , N}, we found the expected deviation σ 2 = k(N − k)/N 2 = t(1 − t) with t = k/N . According to (5), as y k has Gaussian distribution, the angle differences α k − α k−1 also have the same distribution, which, in turn, implies that the delta labels (10) also have Gaussian distribution. This is checked in Fig. 14 We also need an estimation for the number of solutions at fixed parameter values N and λ. In case of N = 2, there are exact results for the critical λ values, where the individual equilibrium branches appear on the bifurcation diagram [27] . It was found that the branches appear approximately at λ cr ≈ (2k − 1)π with k = 1, 2, . . ., and at these values four new branches appear in the α 0 ∈ [0, π] interval. Hence it is a good estimate to say that we have S 2 (λ) = 4k solutions at λ = 2kπ. Extending this approximation for all non-integer k, we have S 2 (λ) ≈ 2λ/π. Observing that the number of solutions increases exponentially with the length of the linkage, we arrive at the estimation that the number of solutions is
which is quite well supported by numerical evidence. Now we have all tools to derive approximate label sequences. By applying the Brownian bridge model (which we verified above) we assume that at a fixed λ the distribution of the i-th delta label entry d i is Gaussian with deviation i (N − i) . Based on this statistical hypothesis and the label hierarchy (described in Tables 1  and 2 ) we can construct a simple algorithm (operating with integers) which delivers an approximate label sequence at a fixed λ. This algorithm consists of the following steps:
• The maximal possible distance from the load line can be determined for the i-th rigid link: y i,max = min{i, N − i}. • We calculate the maximal possible moment acting at the spring: M max = λy i,max . Since the moment is proportional to the angle difference of the subsequent links, the delta labels cannot exceed d i,max = int (Λy imax /π).
• We create the label hierarchy according to Tables 1 and 2 
• We order the labels by the assigned probabilities P(
) and we pick the first S N (λ) elements of this sequence and order them according to the label hierarchy (Tables 1 and 2 ). Here S N (λ) is the estimated number of solutions according to (13) . ¿From this artificial sequence we can extract all the classical invariants based on the considerations and formulae in section 4, and thus we are able to plot the approximate histograms, which are displayed in Fig. 15 . The qualitative agreement between Figs. 7 and 15 shows that the most important features of the exact diagram are captured in the approximation: 'mixing' of solutions with different values of Z and E, self-similar patterns for stable solutions, rare occurrence of symmetrical solutions among non-symmetrical ones, etc. The challenging mixture of regular and random patterns is adequately mirrored in the approximate histograms.
6. Summary and comparison of results, other applications. The main goal of this paper was to give a fast method for the approximate computation of distribution patterns of branch invariants. The motivation and results could be summarized as follows:
Spatially complex boundary value problems are very hard to compute directly. Due to the chaoticity of the underlying IVP the bifurcation diagrams display a mixture of regular and random patterns. Our goal was to find a simple model explaining these mixed patterns via a combination of two fundamental tools:
1. Instead of the application of non-unique classical invariants we found a novel, non-classical invariant, which is based on the concept of symbolic dynamics, to characterize uniquely the branches on complicated bifurcation diagrams. This unique labeling defines a full, regular hierarchy at infinite value of the control parameter. This hierarchy accounts for the regular patterns of the classical invariants, such as the number of nodes, the number of negative eigenvalues of the potential energy function's Hessian, and the symmetries. 2. We used the close analogy with Brownian bridges to explain the random-like statistical properties of the patterns. The Brownian model predicted which finite fragments of the infinite sequence are most likely to appear at finite values of the control parameter.
The combination of the two tools resulted in a fast and accurate approximation algorithm. We applied this fast approximation to the understanding of complex diagrams associated with the discretized Euler problem and we found that the approximate diagrams match the true ones very well on the qualitative level. The algorithm underlying the approximation is derived from schemes (the label hierarchy and the Brownian bridge model) which might prove to be useful in other BVPs, displaying spatially complex behavior.
Although the same algorithm could not be applied to other BVPs without some modification, we believe that the fundamental ideas are useful. In many elasticity problems the system is non-integrable and the bifurcation diagram is highly complex. In several problems of this kind the integer labeling system proved to be very useful, cf. [25, 26] . In other problems the random approach has been used successfully [35] . Although all our presented results are specific to the described problem, certain generalizations are rather straightforward. In particular, the mechanical genaralization of the problem seems to be accessible: if we investigate linkages with various boundary conditions, consisting of unequal, possibly compressible links, coupled by nonlinear springs, the same tools can be applied and similar qualitative behaviour can be expected. These mechanical generalizations define a certain class of maps, however, it is not clear whether and to what extent our results apply to discrete boundary value problems not contained in this class. acknowledged. GyK is indebted to the Thomas Cholnoky Foundation for the Dr. Imre Korányi Fellowship.
