Abstract-A method for ultrasonic synthetic aperture imaging using finite-sized transducers is introduced that is based on a virtual source (VS) concept. In this setup, a focused transducer creates a VS element at its focal point that facilitates the use of synthetic aperture focusing technique (SAFT). It is shown that the performance of the VS method may be unsatisfactory due to the distortion introduced by the diffraction effects of the aperture used for creating the VS element. A solution to this problem is proposed that consists of replacing the classical SAFT by the extended synthetic aperature focusing technique (ESAFT) algorithm presented in our earlier works. In ESAFT, the full geometry of the VS is modeled, instead of applying the simplified point source approximation used when VS is combined with classical SAFT. The proposed method yields a substantial improvement in spatial resolution compared to that obtained using SAFT. Performance of the proposed algorithm is first demonstrated on simulated data, then verified on real data acquired with an array system.
I. Introduction C onventional B-mode imaging, which is widely implemented in ultrasound array systems, suffers from the fact that lateral resolution depends on the depth in the image. The fixed focus principle used in such systems provides the best resolution only for the thin slice of the image containing echoes from the aperture's focal zone. This limitation can be quite severe in certain high-frequency applications in which only limited depth focal zones are obtained for relatively large apertures.
For slowly moving or stationary objects, the synthetic aperture focusing technique (SAFT) can be applied, which yields transmit and receive dynamic focusing with a uniform resolution [1] , [2] . In practical implementations of SAFT imaging, there is a trade-off between the size of the transducer element and the requirement concerning signalto-noise ratio (SNR) in the received signal. Using a larger transducer element improves the SNR, but at the same time it reduces the quality of the reconstructed image because a large transducer introduces diffraction effects that remain uncompensated in classical SAFT schemes.
An elegant solution to this problem was presented by Passman and Ermert [3] , who proposed a technique that involves treating the focal point of the transducer as a virtual source (VS) for synthetic aperture processing. In their formulation, distortion due to the diffraction effects of a large transducer aperture are supposed to be minimized by forming the VS in the vicinity of the transducer's surface. A VS created by a focused transducer is assumed to produce approximately spherical waves in the region of interest (ROI) beyond the focal zone over a certain aperture angle. The virtual source technique (VST) has been investigated by Frazier and O'Brien [4] , who examined its performance in terms of lateral resolution, sidelobe levels, spatial sampling rate, and SNR for images created at lower frequencies. An extension of the VST was proposed in [5] in the form of the all point transmit and receive focusing based on transmit synthetic focusing combined with receive dynamic focusing with a linear array transducer.
The results reported in this paper extend previous work concerning the VST by examining diffraction effects encountered when forming a VS. The result of this examination indicates that diffraction effects encountered in the vicinity of VS cannot be neglected because they impair the performance of classical SAFT algorithms that have been proposed for the VST. To solve this problem, we are proposing a new, improved version of the VST involving the extended synthetic aperture focusing technique (ESAFT) that was presented in our earlier work [6] , [7] . We also compare the lateral resolution of the improved VST to that which can be obtained when the ESAFT is used directly to the aperture creating the VS.
The reminder of this paper is organized as follows: In Section III, the concept of VS is introduced. A theoretical background on spatial impulse responses is presented in Section IV. This background is needed for a further analysis of virtual sources, given in Section V. In Section VI, the imaging problem is reformulated as a reconstruction problem, and the ESAFT algorithm is presented. Section VII presents numerical results obtained from simulations and measurements. Conclusions are presented in Section VIII.
II. Synthetic Aperture Imaging
A common practice in sonar as well as in nondestructive evaluation (NDE) of materials is to coherently compound ultrasonic data from several different acquisitions, usually involving spatial diversity, to form images with enhanced lateral resolution. Typically, spatial diversity is achieved by moving either a transducer or an array aperture a short distance in a straight line between each acquisition. A postprocessing scheme then is applied to the data to achieve all point focusing in certain ROI. Spatial movement of the transducer (or the aperture) creates a synthetic aperture, and the techniques involved in the imaging process are often referred to as synthetic aperture imaging (SAI). A number of algorithms have been proposed performing SAI both in time domain [8] and frequency domain [9] .
SAFT, which is a widely used SAI method, achieves all point focusing in receive, either in time domain by delayand-sum operations or equivalently in frequency domain. SAFT assumes that the source transducer emits a spherical wave, transmitting all energy from a single point. It also assumes a diffraction-free, small, receiving transducer, so that the acoustic energy reflected from a scatterer arrives at the receiver in only one time instant. These assumptions are valid in farfield and require a small size transducer if the ROI is located close to the transducer. However, a small, active area also means low acoustic energy output, limiting ultrasound penetration into the inspected medium and decreasing the SNR.
III. Virtual Sources
The concept of VS involves using a focused transducer to create a virtual source element located in the transducer's focal zone. The element is assumed to be a pointlike source of spherical waves within an aperture angle θ, see Fig. 1 . The beam emitted from the element is assumed to be approximated as an inverse of the beam before focal zone, and the aperture angle is defined by simple geometry as:
where L is the transducer width and z f is the focal distance [4] . If the spherical wave assumption is correct, this would be beneficial for the SAFT algorithm, as the assumptions on point-like transducer and spherical wave propagation would be met. To further investigate the properties of the waves emitted from a VS element in time domain, we will introduce the concept of spatial impulse responses.
IV. The Spatial Impulse Response
If particle velocity at all points at the surface of a finitesized transducer takes the form of Dirac pulse, the pressure wave created at different observation points in space will take the form of finite-length pulses, depending on the position of the point and the geometry of the transducer. The respective pulse shapes are determined by the spatial impulse response (SIR) characteristic for each observation point r.
The pressure p(r, t) can be expressed as a surface integral over transducer's transmitting active area S t [10] . If we assume that the normal velocity v n (t) at the transducer surface is space independent, this integral can be written as [11] :
Using this integral, we can define the spatial impulse response related to the geometry of the transmit aperture, the transmit SIR h t (r, t):
so the pressure can be expressed as:
Assume a point reflector with the elementary surface s e at the observation point r. In the same way that the transmit SIR relates the geometry of the aperture to the emitted pressure at r, the similarly defined receive SIR, h r (r, t), relates the point reflector to the total incident pressure at the aperture. In many cases, the same aperture is used in transmit and receive, and thus for an isotropic medium h t (r, t) = h r (r, t).
The transmit and receive SIR relates normal velocity on the transducer surface, v n (t), through the reflection from a point scatterer, to the total incident pressure back on the surface again, p (r, t). To relate these quantities to the electric input and output signals, y i (t) and y o (t) we need the transducer's transmit and receive electrical impulse responses h et (t) and h er (t) [12] :
The whole pulse-echo system is summarized using this impulse response notation in Fig. 2 . Now, if we define the double path SIR:
and the double path electrical impulse response (see [6] for details): and combine those with (5), we get the complete expression of the imaging system from the electrical input signal to the received output signal:
For simple geometries, such as a point or line, the SIR can be calculated analytically from (3), but for more complex geometries, the SIRs have to be calculated numerically. See [13] and for more details on calculating and sampling SIRs for different geometries. The double path electrical impulse response can be obtained from the measurements in a suitable setup.
V. Properties of a Virtual Source
General features of the VS were already characterized in Section III. The most important feature is the ability of the VS to emit spherical waves desired for the efficient implementation of SAFT. In this section, we present simulated results illustrating spatial characteristics of the acoustic field generated by a VS. All results are generated by the simulations of a thin strip transducer with a center frequency of 3 MHz. Both straight and concave (focused) strips were simulated. More details concerning the simulations can be found in Section VII-A. Fig. 3 shows the maximum amplitude of the axial pressure as a function of distance for three different transducer geometries, two straight strips (4-mm and 32-mm long), and a 32-mm concave strip. The concave strip forms a VS element with aperture angle θ = 30
A. Axial Pressure of a Virtual Source Element
• , (1). For a simple transducer geometry, such as a flat disc or line strip, the pressure amplitude in farfield should decrease inversely proportional to the distance r [10] . For the VS obtained from the concave strip, the pressure amplitude, as expected, has a very distinct maximum in the focal zone. But in the region beyond the focal zone, it declines even more rapidly than 1/r. It is apparent that, at the distances where targets would be located, well beyond the virtual source element, the pressure amplitude is similar to that from much smaller, unfocused aperture, in this case only 4 mm. This property of the VS is highly undesired in terms of the penetration into medium and the resulting SNR. It is evident that the increased aperture size, which resulted in the desired divergent beam facilitating the use of the SAFT algorithm, did not yield the expected increase of pressure level in the ROI.
B. Spatial Impulse Responses of a Virtual Source Element
The assumptions in the standard SAFT algorithms about point-like transducer and spherical wave propagation is equivalent to assuming that the SIR for all observation points in the ROI is a delta-pulse. This is required by SAFT methods, as they compensate only for the different distances to observation points.
Example presented in Fig. 4 illustrates the shapes of SIRs of the simulated VS in different regions.
The VS was formed by a 32-mm strip transducer focused to a VS element with 30
• aperture angle. Please note that, for clarity, the electrical impulse response of the transducer elements are omitted. Three impulse responses presented in Fig. 4 were calculated for the following points: in the focal zone, beyond the focal zone (distance 3z f ), on the axis of the transducer, and off-axis at a distance of 3z f . It is apparent that the SIR takes the delta-pulse form in only the focal point. In all other points the SIR has a considerable length, both on and off-axis. They are longer the further the observation point is from the focal zone and the further it is off the axis. Moreover, it is obvious that the pulse length will be proportional to the aperture size. In the most interesting region where the targets are expected, beyond the virtual source element, the deltapulse approximation cannot be applied. This means that the classical SAFT will perform poor in that region.
Summarizing the simulations, we have shown that there are two serious deficiencies of the VST related to the diffraction effect of a focused aperture. First, the pressure level beyond the focal zone will be much lower than expected. Second, well pronounced diffraction effects in that zone may impair SAFT performance. Relating to the example in the previous section, even though the wide strip focused to a VS element yields a much wider beam beyond the focal zone than the smaller strip, it suffers from very pronounced diffraction effects, making image reconstruction difficult. Despite the wider beam, there will not be a higher axial pressure at the ROI (Section V-A) nor better performance after delay-and-sum SAFT processing (Section VII-D).
VI. The THE ESAFT Algorithm
The ESAFT algorithm, presented in our earlier work [6] , is designed to compensate for the diffraction effects of an imaging system using the spatial impulse responses. The algorithm, which is based on a discrete matrix model of the imaging system results in a linear spatiotemporal filter.
A. Two-Dimensional Model of an Imaging System
In the monostatic SAI, data is acquired from a transducer operating in pulse-echo mode. The transducer is Let the K × 1 vector y l denote one such noise-free Ascan response at transducer position T l . Using superposition, it can be expressed as a sum of echoes from all scatterers in the ROI:
where h (T l , x n , z m ) is the double path SIR from the point at T l to o (x n , z m ), see (6) . Using this notation, it is possible to form the K × M matrices:
Fig. 8. Simulation results for the 4-mm transducer. Standard SAFT, without VS (top left), standard SAFT, using VS (top right). ESAFT, without VS (bottom left), and ESAFT using VS (bottom right)
.
for all combinations of transducer positions l and columns in O. Now the SIR matrix P can be constructed as:
After stacking both the data y and the image o into column vectors, the model of the imaging system can be expressed in this compact matrix notation:
where e is a vector with additive noise. It is worth noting that a similar model can be developed for multistatic SAI, it is only a matter of reorganizing the SIR matrix P. The ESAFT method described in the next section is applicable to the multistatic case as well. In this work, measurements were performed using the monostatic approach, due to limitations of the available acquisition equipment.
B. Image Reconstruction
Focusing in the ESAFT algorithm is formulated as a linear reconstruction problem.
Define the reconstruction filter K so that the estimate of the reconstructed imageô: minimizes the reconstruction error (o −ô) in the mean square error sense, that is:
If both o and e are assumed to be Gaussian, mutually uncorrelated random vectors with covariance matrices C o and C e , respectively, (15) takes the form:
Taking the derivative of (16) and equating it to zero yields the reconstruction filter [12] : The main advantage of this method is its ability to reconstruct images acquired using any transducer geometry provided that the respective SIRs included in the matrix P are known. ESAFT yields good performance even for larger apertures. The results and comparison presented in Section VII-D can serve as a good illustration of this property.
In the presentation of the ESAFT algorithm in the previous sections, there are two requirements for the method to be applicable: scatterers need to be small and the medium they are located in needs to be homogenous. Well defined boundaries between different media, such as those encountered in the inspection of a solid in immersion, do not pose a problem. See [12] for more details of calculating SIRs for observation points in an immersed solid.
VII. Results

A. Experimental Setup
Experiments and simulations were performed to evaluate the effect of using VS combined both with time domain delay-and-sum SAFT and with ESAFT. A linear rectangular array with center frequency of 3 MHz was used in the experiments. The array consisted of 32 elements with width 1 mm that were bridged to form a variable sized aperture. Each array element was geometrically focused in elevation (y-direction in Fig. 5 and Fig. 6 ) at a depth of 80 mm. As long as targets only are present at this distance range and the ROI is in the xz-plane (y = 0), the array can be approximated as a thin strip. The array's double path electrical impulse response and its Fourier transform are shown in Fig. 7 .
The shortest aperture used in experiments consisted of 4 elements, and the longest included 16 elements. The aperture lengths were determined by the limitations of the acquisition system in focusing mode. The elements in the focused apertures were excited with pulses delayed to obtain focusing in the x-direction needed to form the VS elements.
Two steel wires with diameter 0.3 mm, separated by a distance D = 3 mm, were used as targets. The targets were immersed in water at a distance of 80 mm from the array. The measurements and simulations were performed both for unfocused apertures and for the apertures focused to form a VS element at 28 mm. Data was acquired in a B-scan mode, as described in Section VI-A. The trans- ducer was shifted along the x-axis so that the wire targets were perpendicular to the motion. The spatial sampling distance used was 1 mm, equal to twice the wavelength of the ultrasound in water. Ultrasonic signals were sampled at 40 MHz and converted using an 8-bit analog-to-digital converter.
Simulated and measured data was processed with standard delay-and-sum SAFT. Linear interpolation between samples was used in the SAFT implementation. No apodization was applied to the synthetic aperture. The synthetic aperture consisted of 24 measurements for most of the data sets, but it was allowed to vary to find the best possible performance of the method. Measured and simulated images also were reconstructed using the ESAFT method according to (14) and (17).
B. Simulations
Simulations were done for a measurement setup identical to that described in the previous section. All simulations were done using the DREAM (Discrete REpresentation Array Modeling) toolbox [13] . The combined electrical impulse responses and excitation pulse (see Section IV) used in the simulations were measured from the real system.
The results are displayed in Figs. 8 to 11 in which results of simulating the following four different configurations are presented: standard SAFT used with an unfocused real aperture, standard SAFT with a VS element, ESAFT used for processing of an unfocused real aperture, and ESAFT used with a VS element. The intensity images represent Results presented in Figs. 8 to 11 illustrate the problem indicated in Section V-the VST does not perform well due to the diffraction effects of a large aperture creating the VS. For the small aperture (4 mm), the impact of focusing is not very apparent. This is due to two reasons. First, the approximation with a point source is quite realistic. Second, focusing is rather inexact with only four array elements. For the larger aperture (16 mm), however, the difference is much more notable. The point source assumption is not valid any longer for the planar aperture, making the standard SAFT algorithm inefficient. With focusing, however, the two targets can be distinguished easily in both Figs. 10 and 11. The model-based ESAFT method performs well both for the plane and focused real aperture. It accurately compensates the diffraction effects, and both targets can be identified easily. The result obtained with a VS and ESAFT is supreme in terms of resolution (sharper peaks) and the level of background noise.
C. Measurements
Measurements were performed using the setup and the array described in Section VII-A. The RF signals were sampled at 40 MHz with an 8-bit A/D converter. The results from the measurements and postprocessing are shown in Figs. 12 to 15 .
The measurement results are in good agreement with the simulations. For the small aperture, there is small or no benefit from the VS approach. For a larger transducer, the use of a VS element substantially improves the results yielded by the SAFT algorithm. The model-based ESAFT algorithm is affected only slightly by the size of the transducer, as it models the complete transducer geometry, without the point source approximation used in SAFT.
D. Impact of Transducer Size
To evaluate lateral resolution of all tested methods, similar measurements were repeated for a single target. The 3 dB width x 3dB of the single target profile is used as the resolution measure. In Fig. 16 the x 3dB width for SAFT and ESAFT, with and without focusing to a VS element, is plotted as a function of transducer size.
It is evident that the VST can yield a substantial performance improvement for the SAFT algorithm. The ESAFT algorithm offers a higher resolution for any transducer size, focused to a VS or not, as the method compensates for the transducer geometry. The SAFT algorithm used without the VST offers a resolution about half the transducer size, a result that is in agreement with theory [2] .
It appears that the larger apertures actually provide a better resolution for ESAFT than the smaller. A larger aperture in this measurement also means a larger aperture angle for the VS, as the distance to the focal zone is the same. The wider beam provides more angular information in the B-scan, as the target is illuminated by a larger number of successive scans. The ESAFT algorithm is able to use this extra information for the image reconstruction, hence the improved resolution.
VIII. Conclusions
The use of the VST for synthetic aperture imaging with classical time-domain SAFT algorithm and the recently proposed ESAFT algorithm have been studied. In Section V it was shown that the acoustic field emitted from a VS element may take the form far from the spherical wave. Neither does the echo reflected from a scatterer located in the ROI beyond the focal zone take the form of a delta-pulse.
Simulations and measurements have confirmed that, although the use of the VST yields a substantial increase in the performance of the SAFT algorithm, the resulting lateral resolution still may be unsatisfactory. Further improvement in the resolution can be obtained by replacing the classical SAFT with ESAFT that is capable of compensating for the diffraction effects produced by realistic VS elements.
Results of the simulations and measurements have shown that processing the ultrasonic data obtained from a VS setup with ESAFT yields superior results in terms of both lateral resolution and background noise level. However, similar performance can be obtained even when ESAFT is directly applied to the array aperture used for creating the VS.
