Abstract-We propose an uncoordinated medium access control (MAC) protocol, called all-to-all broadcast coded slotted ALOHA (B-CSA) for reliable all-to-all broadcast in vehicular networks. Unlike unicast coded slotted ALOHA, in B-CSA each user acts as both transmitter and receiver in a half-duplex mode. The half-duplex mode gives rise to a double unequal error protection (DUEP) phenomenon: the more the user repeats its packet, the higher the probability that this packet is decoded by other users, but the lower the probability for this user to decode packets from others. We analyze the performance of B-CSA over the packet erasure channel for a finite frame length. In particular, we provide a general analysis of stopping sets for B-CSA and derive an analytical approximation of the performance in the error floor (EF) region, which captures the DUEP feature of B-CSA. Simulation results reveal that the proposed approximation predicts very well the performance of B-CSA in the EF region. Finally, we compare the proposed B-CSA protocol with carrier sense multiple access (CSMA), the current MAC mechanism in vehicular networks. The results show that B-CSA is able to support a much lager number of users than CSMA with the same reliability.
I. INTRODUCTION
Reliable vehicular communications (VCs) is presently one of the most challenging problems of communication engineering. Its deployment will enable numerous applications, such as intelligent transportation systems and autonomous driving, as well as improve traffic safety. VCs entails a number of challenges, e.g., high mobility networks with rapidly changing topologies and a large number of users, poor channel quality, and strict reliability and delay requirements. These challenges require new ideas and designs at the physical (PHY) and the medium access control (MAC) layers.
The current status of VCs is summarized in the standard [1] and is usually referred to as 802.11p. The PHY and the MAC layers in 802.11p are based on the Wi-Fi protocol that works well for low mobility networks. In the context of VCs, the PHY layer is mainly criticized for not being able to cope with M. Ivanov, F. Brännström, and A. Graell i Amat are with the Department of Signals and Systems, Chalmers University of Technology, SE-41296 Gothenburg, Sweden (e-mail: {mikhail.ivanov, fredrik.brannstrom, alexandre.graell}@chalmers.se).
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time-varying channels [2] . 802.11p uses carrier sense multiple access (CSMA) as the MAC protocol. It does not require any coordination and is shown to work well for networks with a small number of users, large amounts of information to be transmitted at each user, and no delay constraints. Under these conditions, CSMA can provide large throughputs [3] . In vehicular ad hoc networks (VANETs), however, the number of users is large, the amount of information to be transmitted is rather small, and there are hard deadlines for accessing the channel. In such scenarios, CSMA fails to provide a reliable channel access. Furthermore, the high user mobility prohibits the use of acknowledgements in VANETs, and thereby methods for mitigating the hidden terminal problem.
The other uncoordinated MAC protocols that have been proposed for VCs can be roughly divided into two classes: i) CSMA-based protocols, that try to improve its performance by adjusting the load by means of power control [4] or transmission rate control [5] . However, they retain the drawbacks of the original CSMA. ii) self-organizing protocols, predominantly based on time division multiple access, which are advantageous for overloaded networks [6] , but cannot guarantee high reliability. These protocols require a learning phase, which increases the channel access delay. Moreover, transmission errors during this phase render such protocols unusable.
Recently, a novel uncoordinated MAC protocol, called coded slotted ALOHA (CSA), has been proposed for a unicast scenario [7] , [8] . It uses the idea of the original slotted ALOHA [9] together with successive interference cancellation. The contending users introduce redundancy by encoding their messages into multiple packets, which are transmitted to a base station (BS) in randomly selected slots. The BS buffers the received signal, decodes the packets from the slots with no collision and attempts to reconstruct the packets in collision exploiting the introduced redundancy. One of the main differences between CSMA and CSA it that the former tries to avoid collisions, whereas the latter exploits them.
In this paper, we propose a novel MAC protocol for all-toall broadcast in VANETs based on CSA, which we call allto-all broadcast CSA (B-CSA). We consider a scenario where users periodically broadcast messages to the neighboring users and listen to the other users. Thus, each user acts as both transmitter and receiver. In particular, each user is equipped with a half-duplex transceiver, so that a user cannot receive packets in the slots it uses for transmission. 1 The half-duplex mode gives rise to the double unequal error protection (DUEP) property: the more the user repeats its packet, the higher the chance for this packet to be decoded by other users, but the lower the number of available slots to receive and, hence, the lower the chance to decode packets of others. This introduces a key difference with respect to unicast CSA. Most works on CSA focus on the asymptotic regime, i.e., infinite frame length. Only the work by the authors [10] and [11] considered the analysis of CSA in the finite frame length regime. The stringent latency constraints of VCs, however, require the use of short frames, which cause the appearance of an error floor (EF) in the performance of B-CSA. We thus analyze the performance of B-CSA for a finite frame length over the packet erasure channel (PEC). The use of the PEC is justified in that it provides a simplified model of the fading channel [12] , [13] which allows for a tractable analysis. Moreover, as we will show, the all-to-all broadcast communication with half-duplex operation can be modeled as a PEC. The finite frame length analysis in this paper extends and refines the work by the authors in [10] . In particular, we provide a general analysis of stopping sets for B-CSA over the PEC and derive an analytical approximation to the performance in the EF region. The proposed analysis is able to capture the DUEP feature of B-CSA. Furthermore, the analysis is general and applies also to unicast CSA. The derived analytical approximation shows good agreement with simulation results for low-to-moderate channel loads and can be used to optimize the parameters of B-CSA. Finally, we compare the optimized B-CSA with CSMA, currently adopted as the MAC protocol for vehicular networks. The results show that B-CSA significantly outperforms CSMA for channel loads of interest and that it is more robust to channel erasures due to the inherent time diversity.
II. SYSTEM MODEL
We consider a VANET where users are arbitrarily distributed on a 2-dimensional plane as shown in Fig. 1 . All users are equipped with a half-duplex transceiver. Every user has a certain transmission range, e.g., the circle in Fig. 1 shows the transmission range of user A. The set of users from which user A receives packets is denoted by U. Without loss of generality, we assume that U consists of m users. The users in U are called the neighbors of user A. As an example, the neighbors of user A are marked with gray in Fig. 1 . In this paper, we focus on the performance of a single user (user A in Fig. 1 ), also referred to as the receiver. From the network perspective, the performance of B-CSA depends only on the users in U. The rest of the users are ignored as user A cannot receive packets from them.
We assume that time is divided into frames of duration t frame . During each frame each user has a single message, but the user sends multiple packets in that frame, each packet containing a copy of the same message. Frames are divided into n slots of equal duration t slot and the users are assumed to be both frame-and slot-synchronized. The synchronization can be achieved by means of, e.g., Global Positioning System (GPS), which provides an absolute time reference for all users. We assume that U remains unchanged during t frame but may vary over frames. There are two types of packets in VCs, namely decentralized environmental notification messages (DENMs) [14] and cooperative awareness messages (CAMs) [15] . DENM packets are sent if requested by a higher-layer application, e.g., in case of an emergency. On the other hand, CAM packets are sent periodically every t frame seconds. In this paper, we consider transmission of CAM packets, which fits naturally the framed structure of B-CSA. We assume that all packets have duration t pack , which depends on the packet size d pack , transmission rate r data , and duration of the preamble added to every packet t pream , i.e., t pack = t pream + d pack /r data . In addition, t slot = t pack + t guard , where t guard accounts for timing inaccuracy. The parameters used in this paper are taken from the PHY layer in [1] and are given in Table I to motivate the numbers of slots n used in Section VI.
The transmission phase of the B-CSA protocol is identical to that of unicast CSA [7] , and is briefly described in the following. Every user draws a random number l based on a predefined probability distribution, maps its message to a PHY packet, and then repeats it l times in randomly and uniformly selected slots within one frame, as shown in Fig. 2 . Such a user is called a degree-l user. Every packet contains pointers to its copies, so that, once a packet is successfully decoded, full information about the location of the copies is available.
The main difference of the proposed B-CSA protocol compared to unicast CSA is that every user is also a receiver. Whenever a user does not transmit, it buffers the received signal. The received signal buffered by user A in slot i is where a j is a packet of the jth user in U, h i,j is the channel coefficient, and U i ⊂ U is the set of user A's neighbors that transmit in the ith slot. We assume the channel coefficients to be independent across users and slots and identically distributed such that Pr {|h i,j | = 0} = ǫ and Pr {|h i,j | > 0} = 1 − ǫ, i.e., ǫ is the probability of a packet erasure. We refer to such a channel as a PEC. The ith slot is called a singleton slot if it contains only one (non-erased) packet. If it contains more packets, we say that a collision occurs in the ith slot. Decoding proceeds as follows. First, user A decodes the packets in singleton slots and obtains the location of their copies. Using data-aided methods, the channel coefficients corresponding to the copies are then estimated. After subtracting the interference caused by the identified copies, decoding proceeds until no further singleton slots are found.
The system can be represented by a bipartite graph and can be analyzed using the theory of codes on graphs [7] . In the graph, each user corresponds to a variable node (VN) and represents a repetition code, whereas slots correspond to check nodes (CNs) and can be seen as single parity-check codes. In the following, the terms "users" and "VNs" are used interchangeably. A bipartite graph is defined by G = {V, C, E}, where V, C, and E represent the sets of VNs, CNs, and edges connecting them, respectively. The number of edges connected to a node is called the node degree. One of the most important parameters of a graph is the VN degree distribution
where λ l is the probability of a VN to have a degree l (i.e., the probability that the user transmits l copies of its packet) and q is the maximum degree. We define a vector representation of (1) 
is the number of degree-l VNs in G. The total number of VNs in G is denoted by ν(G) and the total number of CNs is denoted by µ(G).
As reliability is one of the most important requirements in VCs, in this paper we focus on the broadcast packet loss rate
wherew is the average number of users that are not successfully decoded by user A, termed unresolved users. Note that the PLR gives the probability that a user's message is not successfully received within a frame and does not refer to the copies sent by the user. 3 We define the channel load as the ratio of contending users and the number of slots, i.e., g = (m+1)/n. (When unicast is discussed, the channel load is calculated as g = m/n, since the receiver is not contending.)
III. INDUCED DISTRIBUTION AND PACKET LOSS RATE
For transmission over a PEC, we showed in [10] that the performance of unicast CSA can be accurately predicted based on an induced distribution (ID) observed by the receiver. The fact that users in B-CSA cannot receive in the slots they use for transmission can also be modeled as packet erasures. Therefore, its performance can also be analyzed by means of the ID. In this section, we derive the ID in the general case of B-CSA over the PEC. To this end, we first find the degree distribution after the PEC and then the degree distribution perceived by user A.
A. Induced Distribution
For B-CSA over the PEC, three different graphs can be defined. The first one is the original graph, denoted byG, that contains the edgesẼ = {e i,j : ∀ i, j ∈ U i }. We call its degree distribution the original distribution (the one used by the users for transmission) and denote it byλ(x). The original graph corresponds to that of unicast CSA [7] and its distribution is in the hands of the system designer.
The PEC induced graph, denoted by G, includes only the edges e i,j ∈Ẽ, for which |h i,j | = 0. In other words, G is obtained fromG by removing the edges corresponding to the erased packets. The VN degree distribution of the PEC induced graph is called the PEC ID and is denoted by λ(x). The graph G is what a base station in unicast CSA would observe after the PEC. However, only part of this graph is available to user A due to the half-duplex operation. Assuming that user A selects degree r, we denote its available subgraph by G (r) and call it a broadcast induced graph. G (r) can be obtained from G by removing the r CNs corresponding to the slots where user A transmits and their adjacent edges. We call the degree distribution of this graph the broadcast ID and denote it by λ (r) (x). The number of check nodes in the broadcast induced graph, n (r) = µ(G (r) ) = n − r, is called the induced frame length. For the example in Fig. 2(a) ,G, G, and G (r) are shown in Fig. 2(b) and (c) .
We now derive the PEC ID. Let a user from the set U repeat its packet l times. Each copy of this packet is erased with probability ǫ. Hence, its degree in graph G is k ≤ l with probability
Averaging over the original distributionλ(x) leads to the PEC ID
which can be written in the standard form (1), where
Note that λ l is the fraction of users of degree l after the PEC. Assuming that user A selects degree r, another user that has degree l after the PEC is perceived by user A as a degree-d user if its non-erased transmissions take place in l − d slots that are also selected by user A, which occurs with probability
observed by user A can be written as
is the fraction of users of degree d as observed by user A if it selects degree r. Clearly, the broadcast ID depends on n, as opposed to the original and the PEC IDs. The IDs in [10, eq. (5)] and [16, eq. (3) ] are a special case of (4) when r = 0 and ǫ = 0, respectively.
Example 1. For the original distributioñ
the PEC ID for ǫ = 0.01 is λ(x) = 0.00005 + 0.0099x + 0.49x 2 + 0.019x
The broadcast IDs depend on n. For n = 20, the broadcast IDs are
for receiver degree 2 and 4, respectively. For n = 100, the corresponding broadcast IDs are
△
The coefficient in front of λ l in (4) can be written as
i.e., it tends to zero as n → ∞ if l > d. Since l ≥ d, it can be shown that for any finite r, λ
, as Example 1 illustrates. This means that the effect of the broadcast nature of communications is negligible if the number of slots is large enough. However, when the number of slots is small, which is the case in vehicular networks, the difference between the PEC ID and the broadcast ID is significant, especially if r is large.
B. Packet Loss Rate
Let p (r) d denote the probability that a user with degree d in the broadcast induced graph G (r) is not resolved by a receiver of degree r. We refer to p 
are the average number of total and unresolved users of degree d in G can be approximated based on the broadcast ID in the next section. The probability that a degree-r receiver cannot resolve a user is called the average PLR and can be obtained by averaging (9) over the broadcast ID as
The probability that the original degree-l user is not resolved by a degree-r receiver can be obtained as
by reversing the operations in (3)-(4) . Finally, the broadcast PLR in (2) is obtained as
From the equations above it is clear that the performance of a B-CSA system depends on both the receiver and the transmitter degrees. We call this property DUEP and formalize it in the following lemmas.
Lemma 1. For a given original distributionλ(x) and any
Proof: We prove the lemma by contradiction. Assume that the opposite holds, i.e.,p
This implies that a degree-r receiver can improve its performance by ignoring (r ′ − r) randomly selected slots, which cannot be true, as ignoring the slot information is the worst possible way to use the slot. This leads to a contradiction.
Lemma 1 describes the DUEP from the receiver perspective. The DUEP from the transmitter perspective is that p
Proof: We denote the degree-d PLR at the ℓth decoding iteration as a function of n by p (r) d (n, ℓ). According to the analysis in [7] , [17] ,
where ξ ℓ is the probability of not removing an edge at the ℓth decoding iteration. This probability is obtained recursively as [7, Sec. III]
where the prime denotes the derivative and ξ 0 = 1. (13) asserts that there exists an n such that
for any θ > 0. It is easy to show from (14) that ξ ℓ < 1 for g ≤ 1 and any ℓ ≥ 1. Hence, ξ (15) there exists an n such that p
d at any iteration. Remark 1. In practice, it is sufficient that n ≫ q to guarantee p
Simulation results suggest that the inequalities p
if l ′ > l also hold. However, we do not have a proof for these inequalities.
IV. FINITE FRAME LENGTH ANALYSIS
From (9)- (12) it follows that the degree-d PLR p only depends on the distribution λ (r) (x) and the induced frame length n (r) seen by the receiver. The nature of these parameters is immaterial for the performance analysis. The receiver can be a user in a broadcast scenario that sees the broadcast ID λ (r) (x). Alternatively, it can be thought of as a BS in a unicast scenario in which the contending users use λ (r) (x) as the original distribution with the frame length n (r) . Therefore, for the sake of simplicity, in this section we consider a unicast scenario, we omit superscript (r) and analyze p d in (9) for frame length n and an arbitrary distribution λ(x) used to generate graph G.
For n → ∞, the typical performance of CSA exhibits a threshold behavior, i.e., all users are successfully resolved if the channel load is below a certain threshold value, which can be obtained via density evolution (DE) [7] . The threshold, denoted by g * (λ), depends only on the degree distribution λ(x). The finite frame length regime, however, gives rise to an EF in the PLR performance of CSA. This EF is due to stopping sets in the graph G. In this section, we first define stopping sets and analyze their contribution to the PLR. We then identify the stopping sets that contribute the most to the EF and propose an analytical approximation to the performance in the EF region.
A. Stopping Sets and Their Contribution to Packet Loss Rate
Since erased packets are accounted for in the ID, the only source of errors in the considered model is represented by the harmful structures in the graph G. For example, when two degree-2 users transmit in the same slots (see Fig. 3(b) ), the receiver is not able to resolve them. Such harmful structures are commonly referred to as stopping sets [18] .
Definition 1. A connected bipartite graph S is a stopping set if all CNs in S have a degree larger than one.
We say that a stopping set S has profile v(S) and contains ν(S) VNs and µ(S) CNs. For example, for S 3 in Fig. 3(c) , the graph profile is v(S 3 ) = [0, 2, 1, 0, . . . , 0], where the number of zeros in the end depends on q, ν(S 3 ) = 3, and µ(S 3 ) = 2.
Stopping sets are referred to as "loops" in [19] . However, stopping sets do not necessarily form a loop if degree-1 users are present, as in Fig. 3(a) , (c), (h), and (i). On the other hand, if there are no degree-1 users, all stopping sets create cycles (or loops) in the graph, as in Fig. 3(b) , (d), (f), and (g).
Since the graph G and its profile v(G) are random, the average number of unresolved degree-d users in (9) can be expressed using stopping sets as
where A is the set of all possible stopping sets for given n and m, w ′ (S, G) is the number of stopping sets S in a graph realization G, v d (S) is the number of degree-d VNs in S, and E x { · } denotes the expectation over random variable x. The averaging in (16) can be done in two steps as
where
is the average number of stopping sets S in graphs with a particular profile v(G).
From the definition of a stopping set it follows that, for a given profile v(G), the number of stopping sets can be expressed as
is the number of ways to select VNs needed to create S in a graph with profile v(G) and
is the number of ways to select µ(S) CNs out of n CNs. γ(S) in (18) is the probability of the selected VNs to be connected to the selected CNs so that S is created. γ(S) can be written as the ratio of the number of stopping sets S that the selected VNs can create over the total number of graphs they can create, i.e., γ(S) = c(S)
where c(S) is the number of graphs isomorphic with S that the selected VNs can create [20, p. 4] . Unfortunately, deriving a closed-form expression for this constant does not seem to be straightforward. However, it can be found numerically according to its definition, as demonstrated in the following example.
Example 2. To find c(S), we need to enumerate all combinations of connecting the VNs in S to the CNs in S so that the resulting graph is isomorphic with S.
Consider stopping set S 5 in Fig. 3 (e) . All possible graphs that are isomorphic with S 5 are shown in Fig. 4 . Hence, c(S 5 ) = 3. △ δ(S, G) in (18) is the probability that the other m − ν(S) VNs are connected to CNs in such a way that another stopping set S ′ ⊃ S is not created. 4 It does not have a closed-form expression in general. However, it can be lower-bounded by the probability that none of these VNs is connected to the selected CNs. For a user of degree d, the probability of not being connected to the selected CNs is (
, which together with the expression for the binomial coefficient gives
where x + = max (0, x) and n ≥ q+µ(S) (since the inequality n ≥ d + µ(S) has to hold for any d). A looser lower bound can be obtained additionally assuming that all these VNs have degree q,
where the last step follows from the inequality log(x) ≥ 1 − 1/x for x > 0. From (23) it follows that, for large n (n ≫ q +µ(S)) and low channel loads (n ≫ qµ(S)m), δ(S, G) ≈ 1. By setting δ(S, G) = 1 in (18), substituting the result into (17) and brining the expectation inside the summation, we obtain the upper bound given bȳ
where α(S) = E v(G) {α(S, G)}, which can be expressed as [10] 
The upperbound in (24) can be seen as a union bound, in which the occurrences of stopping sets are no longer exclusive events. (17) ) can be calculated exactly as
Example 3. For the distribution λ(x)
Finally, by using the properties of the binomial distribution, we can obtain the exact expression for the PLR in (10) as
which corresponds to the well known expression for the PLR of slotted ALOHA. △
B. Dominant Stopping Sets and Error Floor Approximation
Identifying all stopping sets and calculating the corresponding γ(S) in a systematic way for an arbitrary n is not possible in general. We therefore determine stopping sets that contribute the most to the PLR for low channel loads, i.e., in the EF region. It is clear that, for low channel loads (n ≫ m), stopping sets with a small number of nodes are more likely to occur. We therefore focus on stopping sets with few CNs. Furthermore, to reduce the number of considered stopping sets, we define minimal stopping sets as follows.
Definition 2. A stopping set S is minimal if removing any subset of its VNs (together with their edges) results in a graph that is not a stopping set.
For low channel loads, when µ(S) ≪ n, the contribution of a non-minimal stopping set S ′ ⊃ S to the PLR is smaller than that of S. Hence, we consider minimal stopping sets only. Simulation results in Section V justify restricting to minimal stopping sets only.
We run an exhaustive search of minimal stopping sets with µ(S) up to five. All minimal stopping sets with µ(S) ≤ 3 are shown in Fig. 3 . For µ(S) ≤ 4, an exhaustive search yields 31 minimal stopping sets with the corresponding parameters given in Table II , where the first nine rows correspond to the stopping sets in Fig. 3 . We remark that the most dominant stopping sets presented in [10] are a subset of the stopping sets in Table II . For µ(S) = 5, the there are 111 minimal stopping sets (not included in this paper).
Constraining the set of the considered stopping sets in (24) to minimal stopping sets with µ(S) ≤ 4 and combining it with (9) gives the following approximation of the degree-d PLR in the EF region
where A 31 is the set of 31 minimal stopping sets in Table II with α(S), β(S), and γ(S) given in (25), (20) , and (21), respectively. Since the considered stopping sets include VNs of degrees up to four, the approximation in (28) can only be used for d ∈ {1, . . . , 4}. If the PLR for larger degrees needs to be estimated, the set of considered stopping sets should be extended.
We remark that, in practice, distributions with large fractions of low-degree VNs are most commonly considered since they achieve high thresholds. For instance, the soliton distribution [21] , for which g * (λ) = 1, has λ 2 = 0.5 and λ 3 = 0.17 (and λ 0 = λ 1 = 0). Moreover, IDs for B-CSA and/or the PEC have high fractions of users of low degrees. We therefore conclude that the approximation in (28) is accurate for estimating the average performance of most CSA systems of practical interest. This is supported by extensive numerical simulations, some of which are presented in the next section.
V. NUMERICAL RESULTS
In this section, we first present different aspects of the B-CSA performance for the distributions in Example 1. We then show how the proposed EF approximation can be used for the optimization of the original distribution.
A. Induced Distribution and Packet Loss Rate
In Fig. 5 , we show the simulated PLRs p
(solid lines) for the system described in Example 1. Fig. 5(a) shows the PLR for users of different induced degrees and illustrates the DUEP property. Lines with circles show p
for the distribution in (7) and lines with diamonds show p (4) d for the distribution in (8) and d = 1, . . . , 4. It can be seen that for a given distribution, the larger the transmitter degree d, the better the performance, as Lemma 2 states. Fig. 5(b) shows the simulated PLRp
for the original transmitter degree l. As it can be seen from the figure, for a given l, the receiver with a smaller degree r has better performance in accordance with Lemma 1. On the other hand, for a given r, the transmitter with a smaller degree l has worse performance. The rationale behind the DUEP is that the chance of a user to be resolved by other users increases if the user transmits more, but at the same time the chance to resolve other users decreases.
We remark that the curves forp simulation results in Fig. 5(b) , which confirms the correctness of (11) and the derived IDs. The analytical EF approximations demonstrate good agreement with the simulation results for low to moderate channel loads. This justifies the approximation in (28) and the use of minimal stopping sets. It can also be seen that the approximations for d = 1, 2 are more accurate than those for d = 3, 4 since the stopping sets in Table II contain mostly users of low degrees. Fig. 6 shows the dependency of the EF on the frame length for the distributions in (5) and (6) , which correspond to ǫ = 0 and ǫ = 0.01, respectively, in the unicast scenario. It can be observed that without channel erasures (green curve), the EF decays exponentially with n. When erasures are present (red curve), the performance first decays exponentially for small n and then approaches the value predicted by DE (black dot) as n grows. For n 10 3 , the finite frame length is the main cause of the EF, whereas for n 10 3 the PEC is the dominant factor causing the EF. In this case, increasing n does not improve the performance. Markers show simulation results, which agree well with the analytical approximation.
B. Error Floor Approximation
Finally, in Fig. 7 we show how the proposed EF approximation compares with the DE results for large n. The solid lines show the PLR lim n→∞ p d (n, ∞) obtained via DE (13) for the distribution in (6) and d = 1, . . . , 4 in the unicast scenario. The proposed EF approximation (28) for n = 10 7 is shown with dashed lines and agrees well with the DE curves. The lower the degree, the larger the range of channel loads for which the agreement is good. We remark that in all considered examples, the proposed analytical EF approximation always underestimates the PLR. This can be improved by including more stopping sets in (28).
C. Distribution Optimization for All-to-All Broadcast Coded Slotted ALOHA
In this subsection, we concentrate on the broadcast scenario and discuss the optimization of the degree distribution for finite frame lengths using the proposed EF approximation. To this end, we constrain the original distribution to have the form λ(x) =λ 2 x 2 +λ 3 x 3 +λ 4 x 4 +λ 8 x 8 . Such distributions have a good performance in the unicast scenario [7] and are typical for low-density parity-check codes [22, p. 397] .
Ideally, we would like to minimize the PLR around the values of g at which the PLR curve switches from the waterfall region to the EF region. However, analytical tools to predict the PLR at such channel loads are missing. The proposed EF approximation (28) is accurate only for low to moderate channel loads. If the EF approximation is the only optimization objective, the optimal distribution is alwaysλ(x) = x 8 . However, such a distribution has g * (λ) = 0.54, hence, bad performance at channel loads of interest. Here, we use a linear combination of the broadcast PLR in (12) and the threshold as the optimization objective, which corresponds to scalarization of a multidimensional objective function [23, Ch. 4.7] .
For notational convenience, we write the broadcast PLR in (12) asp(λ) to highlight that it depends on the distributioñ λ and formulate the following optimization problem
where η is a weighting coefficient. We numerically solve this optimization problem 5 by using the EF approximation (28) to calculatep(λ) for different values of η and obtain the EF vs. threshold tradeoff shown in Fig. 8(a) . The corresponding optimal distributions are shown in Fig. 8(b) . As it can be seen from Fig. 8(a) , the optimal distributions around g * = 0.85 provide relatively high threshold for relatively low EF values (≈ 10 −5 ). We pick the distributioñ
and use it in the next section when we compare B-CSA with CSMA. the definition of the channel load for B-CSA, i.e., g = (m + 1)/(t frame /t slot ) = (m + 1)/n. The PLR for user j is defined as
where η i,j ∈ {0, 1, 2} is the number of packets of user i successfully received by user j over the time interval [t 0 , t 0 + t frame ). To estimate the performance, we introduce a time offset t 0 = 2t frame in order to remove the transient in the beginning of the contention. As the performance does not depend on the particular user, without loss of generality, we select user j = 1. The performance of CSMA for different values of ǫ, κ, and the frame lengths in Table I is shown in Fig. 9 . We can observe that the performance of CSMA degrades as n increases due to the increase of sensing overhead. Furthermore, for a given n, increasing κ reduces the achievable throughput but improves the performance at low channel loads. The PLR curves approach the value ǫ κ for g = 0, hence, the number of repetitions can be predicted based on ǫ and the required reliability.
A. Carrier Sense Multiple Access vs. All-to-all Broadcast Coded Slotted ALOHA
Even though the reliability requirements are not specified in [1] and depend on the particular application, for the sake of comparison we assume that the broadcast PLR of interest is in the range 10 −2 − 10 −3 . From Fig. 9 it follows that for CSMA, κ = 2 provides good performance for the PEC with ǫ ≤ 10 −2 . For B-CSA we select the distribution in (29). The broadcast PLR of the two protocols is shown in Fig. 10 for n = 172 and n = 315 (see Table I ). Simulation results for B-CSA and CSMA are shown with solid and dashed lines, respectively. The dash-dotted lines show the broadcast PLR obtained using the approximation (28). The figure shows that the protocols react differently to the increase of the frame length: The CSMA performance degrades when n increases whereas the performance of B-CSA improves as n grows large. This gives an extra degree of freedom when designing a B-CSA system, as increasing the bandwidth will decrease the packet duration and, hence, increase the number of slots. Moreover, B-CSA is robust to packet erasures for any channel load as opposed to CSMA, which suffers significantly at low channel loads. We also point out that standard CSMA with κ = 1 fails in providing the required level of reliability over the PEC with ǫ = 0.01 (see Fig. 9 ).
It can also be seen from Fig. 10 that B-CSA significantly outperforms CSMA for medium to high channel loads. For example, for ǫ = 0, B-CSA achieves a PLR of 10 −3 at channel loads g = 0.68 and g = 0.73 for n = 172 and n = 315, respectively. CSMA achieves the same reliability at g = 0.36 and g = 0.32 for n = 172 and n = 315, respectively, i.e., B-CSA can support approximately twice as many users as CSMA for this reliability. When erasures are present, the gains are even larger. For ǫ = 0, CSMA yields better PLR than B-CSA for low channel loads only (g 0.3). Moreover, CSMA shows better performance for heavily loaded networks (g > 0.84). However, in this case both protocols provide a poor reliability (PLR of around 0.4), which is unacceptable in VANETs.
VII. CONCLUSION AND DISCUSSION
In this paper, we proposed a novel uncoordinated MAC protocol, called B-CSA, for all-to-all broadcast of periodic messages in VANETs. Furthermore, we analyzed its performance over the PEC for finite frame length and proposed an accurate analytical approximation of the PLR performance in the EF region. The proposed analytical approximation can be used to optimize the degree distribution for CSA in the finite frame length regime. The analysis shows that B-CSA is robust to packet erasures and is able to support a much higher number of users that can communicate reliably than the state-of-the-art MAC protocol currently used for VANETs.
In order to guarantee high reliability over the PEC, the PHY layer and the MAC protocol of a communication system should offer a certain level of time diversity. For protocols that do not exploit collisions, such as CSMA, increasing time diversity leads to channel congestion at low channel loads. Hence, exploiting collisions is inevitable for systems that require high reliability for high channel loads over the PEC. B-CSA is an elegant way of utilizing collisions. The obtained gains come at the expense of increased computation complexity that a system designer should be ready to pay if they wants to satisfy the stringent requirements of VCs.
