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Abstract
We study the existence of hamiltonian cycles in plane cubic graphs G having
a facial 2−factor Q. Thus hamiltonicity in G is transformed into the existence
of a (quasi) spanning tree of faces in the contraction G/Q. In particular,
we study the case where G is the leapfrog extension (called vertex envelope
in (Discrete Math., 309(14):4793–4809, 2009)) of a plane cubic graph G0. As
a consequence we prove hamiltonicity in the leapfrog extension of planar cubic
cyclically 4−edge-connected bipartite graphs. This and other results of this
paper establish partial solutions of Barnette’s Conjecture according to which
every 3−connected cubic planar bipartite graph is hamiltonian. These results
go considerably beyond Goodey’s result on this topic (Israel J. Math., 22:52–56,
1975).
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1
1 Introduction and Preliminary Discussion
Hamiltonian graph theory has its roots in the icosian game which was introduced by
W.R. Hamilton in 1857. However, Kirkman presented his paper “On the presentation
of polyhedra [13]” to the Royal Society already in 1855; and it was published in 1856.
The early development of hamiltonian graph theory focused to a large extent
on planar cubic graphs; and there are good reasons for this course of development.
For, in 1884, Tait conjectured that every cubic 3−connected planar graph is hamil-
tonian [15]. And Tait knew that the validity of his conjecture would yield a simple
proof of the Four Color Conjecture. On the other hand, the Petersen graph is the
smallest non-planar 3−connected cubic graph which is not hamiltonian, [14]. Tait’s
Conjecture was disproved by Tutte in 1946, who constructed a counterexample with
46 vertices [17]; other researchers later found even smaller counterexamples. However,
none of these known counterexamples are bipartite. Tutte himself conjectured that
every cubic 3−connected bipartite graph is hamiltonian [18], but this was shown to
be false by the construction of a counterexample, the Horton graph [11]. Barnette
proposed a combination of Tait’s and Tutte’s Conjectures that every counterexample
to Tait’s Conjecture is non-bipartite.
Barnette’s Conjecture [1] Every 3−connected cubic planar bipartite graph is hamil-
tonian.
This conjecture was verified for graphs with up to 64 vertices by Holton, Man-
vel and McKay [10]. The conjecture also holds for the infinite family of graphs
where all faces are either quadrilaterals or hexagons, as shown by Goodey [9]. With-
out the assumption of 3−connectedness, it is NP-complete to decide whether a
2−connected cubic planar bipartite graph is hamiltonian, as shown by Takanori,
Takao and Nobuji [16].
For a more detailed account of the early development of hamiltonian graph theory
we refer the interested reader to [2].
Given the fact that the existence of hamiltonian cycles is an NP-complete problem
(in rather special classes of graphs), one has to develop ad hoc proof techniques
depending on the class of graphs, whose members are being shown to be hamiltonian.
As for the terminology used in this paper we follow [3] unless stated explicitly
otherwise. In particular, the subset E(v) of E(G) denotes the set of edges incident
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to v ∈ V (G).
Next, we state some definitions.
Definition 1 A cubic graph G is cyclically k−edge-connected if at least k edges must
be removed to disconnect G either into two components each of which contains a cycle
provided G contains two disjoint cycles, or else into two non-trivial components. The
cyclic edge-connectivity of G is the maximum k such that G is cyclically k−edge-
connected, denoted κ′c(G).
Definition 2 Let C be a cycle in a plane graph H. The cycle C divides the plane into
two disjoint open domains. The interior (exterior) of C is the bounded (unbounded)
domain and is denoted by int(C) (ext(C)). By treating parallel edges as a single edge,
we say a cycle C
′
is inside of C if int(C
′
) ⊆ int(C). Moreover, a cycle C is said to
contain a vertex v inside (outside) if v ∈ int(C) (v ∈ ext(C)). If
int(C) ∩ V (H) 6= ∅ 6= ext(C) ∩ V (H),
then C is said to be a separating cycle in H.
Remark.
1. Two edges e = xy and e
′
= xy are called parallel edges if the digon D defined
by e and e
′
has no vertices inside. If two different triangles T1, T2 have an
edge in common, then they have no other edge in common (because of our
understanding that parallel edges are treated as a single edge), unless there is
ei = xy ∈ E(Ti), i = 1, 2, such that 〈e1, e2〉 defines a digon with some vertex
inside.
2. Given a 2−connected plane graph, we do not distinguish between faces and their
face boundaries. Observe that in planar 3−connected graphsH , the face bound-
aries are independent from any actual embedding of H in the plane or sphere.
Definition 3 Given a graph H and a vertex v, a fixed sequence 〈e1, . . . , edeg(v)〉 of the
edges in E(v) is called a positive ordering of E(v) and is denoted by O+(v). If H is
imbedded in some orientable surface, one such O+(v) is given by the counterclockwise
cyclic ordering of the edges incident to v.
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Definition 4 Let H be an eulerian graph with a given positive ordering O+(v) for
each vertex v ∈ V (G). An eulerian trail L is an A−trail if {ei, ej} being a pair of
consecutive edges in L implies j = i ± 1 (mod deg(v)). – As a consequence, in an
A−trail in a 2−connected plane graph any two consecutive edges belong to a face
boundary.
Definition 5 Suppose H is a 2−connected plane graph. Let F(H) be the set of faces
of H. The radial graph of H denoted by R(H) is a bipartite graph with the vertex
bipartition {V (H),F(H)} such that xf ∈ E(R(H)) if and only if x is a vertex in the
boundary of F ∈ F(H) corresponding to f ∈ V (R(H)).
Let U ⊆ V (H) and let T ⊂ F(H) be a set of bounded faces. The restricted radial
graph R(U, T ) ⊂ R(H) is defined by R(U, T ) = 〈U ∪ T 〉R(H).
Definition 6 Let G be a 2−connected plane graph and v be a vertex of G with
deg(v) ≥ 3. Also assume that a sequence 〈e1, . . . , edeg(v)〉, ei = uiv, i = 1, . . . , deg(v)
is given by the counterclockwise cyclic ordering of the edges incident to v.
(i) A truncation of v is the process of replacing v with a cycle Cv = v1 . . . vdeg(v)v1 and
replacing ei = uiv with e
′
i = uivi, for i = 1, . . . , deg(v) in such a way that the
result is a plane graph again. A plane graph obtained from G by truncating all
vertices of G is called truncation of G and denoted by Tr(G).
(ii) The leapfrog extension of the plane graph G is Tr(G∗) where G∗ is the dual of G;
we denote it by Lf(G). Alternatively and more formally, the leapfrog extension
Lf(G) of a plane graph G is (G ∪ R(G))∗. In the case of cubic G, it can be
viewed as obtained from G by replacing every v ∈ V (G) by a hexagon C6(v),
with C6(v) and C6(w) sharing an edge if and only if vw ∈ E(G); and these
hexagons are faces of Lf(G).
Since every edge of Lf(G) lies in a cycle of Lf(G), therefore Lf(G) is 2−connected
for every connected plane graph with at least two edges.
Theorem A ([6, Theorem 3]) If G is a simple 2−connected plane graph, then Lf(G)
is 3−connected.
Theorem B ([6, Theorem 25]) A plane cubic graph G is the leapfrog extension of
a cubic plane graph G0 if and only if G has a facial 2−factor Q, and all other face
boundaries of G are hexagons.
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Theorem C ([6, Corollary 15]) If G is a cyclically 4−edge-connected planar cubic
graph of order n ≡ 2 (mod 4), then Lf(G) is hamiltonian.
We note in passing that others speak of vertex envelope, or leap frog construction,
or leap frog operation, or leap frog transformation (see e.g. [6, 7, 12, 19]).
Definition 7 Let H be a 2−connected plane graph and let U ⊆ V (H) and let T ⊂
F(H) be a set of bounded faces. We define a subgraph HT of H by HT =
〈
∪F∈TE(F )
〉
.
If for every x ∈ V (H) \ U ,
∣∣{F ∈ T : x ∈ V (F )
}∣∣ = 1
2
degH(x) and if R(U, T )
is a tree, then we call T a quasi spanning tree of faces of H, and the vertices in
U (V (H) \ U) are called proper (quasi) vertices. If U = V (H), then T is called a
spanning tree of faces.
We observe that if H is a plane eulerian graph with δ(H) ≥ 4 having an A−trail
Tε, then Tε defines uniquely a quasi spanning tree of faces as follows (see [5, pp.
V I.71− V I.77]). Starting with a 2−face-coloring of H with colors 1 and 2, suppose
the outer face of H is colored 1. Then Tε defines in every v ∈ V (H) a 1−splitting or a
2−splitting thus defining a vertex partition V (H) = V1∪˙V2 (Tε defines a k−splitting
in every v ∈ Vk). Now, the set of all faces colored 2 defines a quasi spanning tree of
faces T with V1 being the set of all quasi vertices of T . Conversely, a (quasi) spanning
tree of faces T defines uniquely an A−trail in HT .
The aforementioned relation between the concepts of A−trail and (quasi) spanning
tree of faces is not a coincidence. In fact, it had been shown ([5, pp. V I.112−V I.113])
that
• Barnette’s Conjecture is true if and only if every simple 3−connected eulerian
triangulation of the plane admits an A−trail.
We point out, however, that the concept of (quasi) spanning tree of faces is a
somewhat more general tool to deal with hamiltonian cycles in plane graphs, than
the concept of A−trails. Below we shall prove the existence of (quasi) spanning trees
of faces in plane graphs H derived from plane cubic graphs having a facial 2−factor
(rather than being bipartite - which implies the existense of three facial 2−factors),
provided the cubic graphs satisfy some extra conditions. In this context we also want
to point out that every simple 4−connected eulerian triangulation of the plane has
a quasi spanning tree of faces, whereas it is an unsolved problem (see [5, Conjecture
V I.86]), that every simple 4−connected eulerian triangulation of the plane admits an
A−trail.
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Finally observe that we did not include figures in proofs. Instead we elaborated
arguments to such an extent that the reader himself/herself may draw such figures
easily (and in a unique way) as he/she sees fit. We also wish to point out that
this paper is the result of extracting those results and their proofs of [4] which appear
correct to all four of us; they have not been published yet. On top of it, the first author
of this paper succeeded in developing additional results and their proofs, basing his
contribution on the unpublished work [4] of the second and forth author. Moreover,
we relate some of the results of this paper to the theory of A−trail, as developed
in [5].
2 Hamiltonian cycle from quasi spanning tree of
faces
In what follows
G always denotes a 3−connected cubic planar graph having a facial 2−factor Q (i.e.,
a 2−factor whose cycles are face boundaries of G), together with a fixed imbedding
in the Euclidean plane; we denote the set of face boundaries of G not in Q by Qc.
In general, when we say that a face F is an X−face, we mean that F ∈ X . Let H
always denote the reduced graph obtained from G by contracting the Q−faces to single
vertices; i.e., H = G/Q. (H)
Suppose H has a quasi spanning tree of faces T with proper vertex set U . Then
HT has a unique A−trail which can be transformed into a hamiltonian cycle CG of
G such that the Q−faces of Q corresponding to the vertices in U are in Q∩ int(CG),
whereas the faces of Q in Q ∩ ext(CG) correspond to the quasi vertices. Moreover,
the face of G corresponding to the outer face of H lies in ext(CG).
Conversely, suppose CG is a hamiltonin cycle of G with outer Q
c−face in ext(CG)
such that no two Qc−faces sharing an edge are both inside of CG. Let U ⊂ V (H) be
the vertex set corresponding to Q−faces in int(CG). Also, let T be the set of faces
of H corresponding to Qc−faces in int(CG). Since every pair of Q
c−faces in int(CG)
has no edge in common by hypothesis, CG can be transformed into an A−trail of
HT . Now it is easy to see that T is a quasi spanning tree of faces of H whose quasi
vertices correspond to the Q−faces in ext(CG).
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We summarize the preceding considerations in our first result.
Proposition 1 ([4, Proposition 1]) Let G,Q, and H be as stated in (H). The reduced
graph H has a quasi spanning tree of faces, T , with the external face of H not in T
if and only if G has a hamiltonian cycle C with the external Qc−face outside of C,
with all Q−faces corresponding to proper vertices of T inside of C, with all Q−faces
corresponding to quasi vertices of T outside of C, and such that no two Qc−faces
sharing an edge are both inside of C.
Example 2.1 In Figure 1, a 3−connected cubic planar graph G0 is given with a facial
2−factor Q0 = {v0v1v6v7v0, v2v3v24v25v2, v4v5v13v14v4, v8v9v18v19v8, v10v11v12v10, v15v16
v17v22v23v15, v20v21v26v27v20}. The hamiltonian cycle C0 = v0v1 . . . v27v0 (thick lines)
satisfiies all conditions in Proposition 1 except the last one; there are two Qc0−faces
inside of C0 sharing the edge v11v16. As one sees in the reduced graph H0, the set of
faces corresponding to the Qc0−faces inside of C0 do not define a quasi spanning tree
of faces of H0.
G0
sv0
sv1
sv2
s
v3
sv4
sv5
s
v6
sv7 s
v8
sv9
sv10
s
v11
sv12
sv13
sv14 sv15
sv16
s
v17
sv18
s
v19
sv20
sv21
sv22
sv23
sv24
sv25
sv26
sv27
H0
su1
s
u2
su3
s
u4
su5
su6
su7
Figure 1: A hamiltonian cycle C0 = v0v1 . . . v27v0 in G0 and its corresponding trail
u1u2u3u1u4u5u3u6u4u7u6u2u7u1 in H0.
We return now to our general considerations. Suppose all Qc−faces of G are either
quadrilaterals or hexagons, while the Q−faces are arbitrary. Suppose the reduced
graph H has a triangle T that contains at least one vertex in int(T ), such that int(T )
does not contain a separating digon nor a separating triangle.
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We shall successively simplify the inside of the triangle T , while preserving the
property that there is no separating digon inside of T , but allowing the presence of
separating triangles inside of T , but with the following requirement. In what follows
we delete loops (but not multiple edges) which may arise when contracting a triangle
T
′
⊂ T (such loop may arise when e ∈ E(T
′
) is a multiple edge). Also, when speaking
of a digon or triangle T
′
not being a face, we mean that T
′
contains at least one vertex
in int(T
′
).
Let A be the set of all separating triangles in H . Define a relation 4 on A in the
following way. T2 4 T1 if and only if int(T2) ⊂ int(T1), for every T1, T2 ∈ A. This
relation is a partial order.
Suppose T1 and T2 are distinct elements of A and T2 4 T1. We say T2 is a
direct successor of T1 if there is no triangle T3 ∈ A distinct from T1 and T2 such that
T2 4 T3 4 T1.
Note that by planarity, every separating triangle is a direct successor of exactly
one triangle.
At all steps in the simplification of the inside of the triangle T , we shall require
that no triangle T1 has three distinct direct successors T2, T
′
2, and T
′′
2 . We define the
invariant property for T to be such that there is no separating digon inside of T , and
no triangle inside of T has three distinct direct successors.
The following theorem is of a more technical nature and is key to the subsequent
results.
Theorem 2 ([4, Lemma 1]) Let G,Q, and H be as stated in (H) and let T ⊂
H be a triangle containing at least two vertices inside. If T satisfies the invariant
property, then it is possible to select a triangular face T
′
such that int(T
′
) ⊂ int(T )
and |V (T ) ∩ V (T
′
)| ≤ 1, and contract T
′
to a single vertex such that T still satisfies
the invariant property.
Proof. Let D be the set of all separating triangles T
′
inside of T such that no triangle
inside of T
′
is separating. That is, T
′
has no direct successors. Observe that D ⊂ A,
and T
′
∈ D corresponds to a sink in the Hasse diagram of (A,4). We have two cases.
Case 1. There exists a triangle T1 ∈ D whose interior contains at least two vertices.
Set T1 = v1v2v3v1.
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In this case, v1 has at least two distinct neighbors v4 and v5 inside of T1. For if
v1 has no such neighbors, then v1 belongs to a triangle inside of T1 that has an edge
v2v3 parallel to the corresponding edge of T1, contrary to the assumption that there
is no separating digon inside of T (since T satisfies the invariant property). And if
v1 has precisely one such neighbor v4 inside of T1, then for v4 ∈ N(v1) \ {v2, v3}, the
triangle v2v3v4v2 ⊂ int(T1) is separating, contrary to the choice of T1 ∈ D.
We may then choose v4 and v5 so that v2, v4, v5 are consecutive neighbors of v1,
and contract the triangle T2 = v1v4v5v1.
Claim 1 By contracting T2, the triangle T still satisfies the invariant property.
SetH
′
= H/T2. We note that inH
′
, the triangle T1 will not contain any separating
digon inside since such a digon would derive from a separating triangle, contrary to
the choice of T1 ∈ D.
Next we show that after the contraction of T2, the triangle T1 has at most two
direct successors in H
′
.
In H
′
however, there may appear separating triangles in int(T1). Such triangles
derive from quadrilaterals Q1 = v1v4v6v7v1, Q2 = v1v5v8v9v1, and Q3 = v4v5v10v11v4
inH , which contain some vertices inside except v4, v5. Note that v7 6= v5, v6 6= v2 6= v7,
v8 6= v4 6= v9, and v11 6= v1, respectively; otherwise we would have a separating digon
or a separating triangle in int(T1) ∩H , contradicting the choice of T1 ∈ D.
The quadrilaterals of the same type as Q2 are of two kinds: first, the interior of Q2
contains v4 (in which case v9 = v2), or else Q2 does not contain v4 in which case it may
not have chords v1v8 or v5v9 inside; otherwise, there was a separating triangle inside
of T1, again a contradiction to the choice of T1 ∈ D. This implies that for all such
quadrilaterals Q∗2 and Q
∗∗
2 containing v4 we have either Q
∗
2 ⊂ Q
∗∗
2 or Q
∗∗
2 ⊂ Q
∗
2, and
the same holds for quadrilaterals not containing v4. Hence, let Q
′
2 be the quadrilateral
not containing v4 but with all other quadrilaterals of its kind contained in int(Q
′
2);
and let Q
′′
2 be the quadrilateral containing v4 and with all quadrilaterals Q2 of its
kind contained in int(Q
′′
2).
The analogous properties hold for the quadrilaterals of the same type as Q1, but
these are of only one kind, namely the interior of Q1 containing v5, otherwise v7 = v2
and we have the chord v2v4 resulting in a separating triangle inside of T1, contradicting
the choice of T1 ∈ D. Let Q
′
1 be the quadrilateral of the same type as Q1 containing
v5 and with all quadrilaterals of the same type as Q1 contained in int(Q
′
1).
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The analogous properties also hold for the quadrilaterals of the same type as Q3,
but these are again of only one kind, namely the interior of Q3 does not contain v1,
since they are contained in the triangle T1. Let Q
′
3 be the quadrilateral not containing
v1 but with all quadrilaterals of the same type as Q3 contained in int(Q
′
3).
That is, Q
′
1, Q
′
2, Q
′′
2 , and Q
′
3 are the respective outermost quadrilaterals of its
respective kind.
Let TQ ⊂ H
′
be the triangle deriving from the quadrilateral Q ∈ {Q
′
1, Q
′
2, Q
′′
2 , Q
′
3}
after contraction of T2 to the single vertex v
∗ where Q
′
1 = v1v4v
′
6v
′
7v1, Q
′
2 = v1v5v
′
8v
′
9v1,
Q
′′
2 = v1v5v
′′
8v
′′
9v1, and Q
′
3 = v4v5v
′
10v
′
11v4.
We show that TQ′
2
4 TQ′
1
and symmetrically, TQ′
3
4 TQ′
1
and TQ′
3
4 TQ′′
2
.
Suppose int(Q
′
2) * int(Q
′
1). Since v5 ∈ int(Q
′
1)∩V (Q
′
2), we have two possibilities
for v
′
8.
(1) v
′
8 = v
′
6.
In this case v
′
7 ∈ int(Q
′
2), since int(Q
′
2) * int(Q
′
1) and thus v
′
9 ∈ ext(Q
′
1).
Therefore, the quadrilateral v1v4v
′
6v
′
9v1 contains properly Q
′
1, contradicting the
choice of Q
′
1.
(2) v
′
8 = v
′
7.
In this case there is a separating triangle in int(T1)∩H which is either v1v5v
′
7v1
or v1v
′
7v
′
9v1; this contradicts the choice of T1 ∈ D.
Thus, int(Q
′
2) ⊆ int(Q
′
1). Therefore, TQ′
2
4 T
Q
′
1
. Since v1v5 ∈ E(Q
′
2) and
v4v5 ∈ E(Q
′
3), we conclude by a symmetrical argument that TQ′
3
4 TQ′
1
; likewise,
we conclude that T
Q
′
3
4 T
Q
′′
2
.
Now consider Q
′
1 and Q
′′
2 . In general, we have {v1, v2, v5, v
′
6} ⊆ N(v4). We have
two possibilities for v
′′
8 as we had with respect to v
′
8 above.
(1) v
′′
8 = v
′
6.
In this case there is a separating triangle in int(T1) ∩ H ; this contradicts the
choice of T1 ∈ D.
(2) v
′′
8 = v
′
7.
In this case since v
′′
9 = v2, we have a separating triangle v1v2v
′′
8v1 in int(T1)∩H ;
this cotradicts the choice of T1 ∈ D.
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Thus, at most one of Q
′
1 and Q
′′
2 exists.
Therefore,
• if T1 has exactly one direct successor TQ in H
′
, then TQ ∈ {TQ′
1
, TQ′
2
, TQ′′
2
, TQ′
3
};
• if T1 has two direct successors in H
′
, then they are either T
Q
′
2
and T
Q
′′
2
, or T
Q
′
2
and TQ′
3
;
• the above relations T
Q
′
2
4 T
Q
′
1
, T
Q
′
3
4 T
Q
′
1
, T
Q
′
3
4 T
Q
′′
2
and the fact that at most
one of Q
′
1 and Q
′′
2 exist preclude that T1 has three or more direct successors in H
′
.
Note that every triangle deriving from a quadrilateral of the same type as Q2 not
containing v4, or every triangle deriving from a quadrilateral of the same type as Q3
has at most one direct successor deriving from a quadrilateral of its type.
Every triangle deriving from a quadrilateral of the same type as Q2 containing v4
has at most one direct successor deriving from either a quadrilateral of its type or a
quadrilateral of the same type as Q3.
Every triangle deriving from a quadrilateral of the same type as Q1 containing
v5 has either at most one direct successor (deriving from either a quadrilateral of its
type or from a quadrilateral of the same type as Q2 or from a quadrilateral of the
same type as Q3) or at most two direct successors deriving from two quadrilaterals,
one of the same types as Q2 not containing v4 and one of the same type as Q3.
Thus, T still satisfies the invariant property. This finishes the proof of Claim 1
and thus finishes the consideration of Case 1.
Case 2 The interior of every member of D contains precisely one vertex.
In this case, there is a triangle T1 (possibly T1 = T ) satisfying the invariant prop-
erty and such that either it has one direct successor T2 ∈ D or it has two direct
successors T2, T3 ∈ D.
Note that in this case, there exist at most two separating triangles in int(T1)∩H .
Subcase 2.1 E(Ti)∩E(Tj) = ∅ for i, j ∈ {1, 2, 3}, i 6= j, and thus |V (Ti)∩V (Tj)| ≤ 1
since we treat parallel edges as a single edge.
11
In this subcase, if a triangle inside of T1 shares an edge with Ti, then it is a face
boundary due to the invariant property with respect to T1, i = 1, 2, 3. By contracting
any triangle inside of T2, we will not create a new separating digon, since such a
digon would derive from a separating triangle T0 distinct from T1 and T3 in H , and
|V (T0) ∩ V (T2)| = 2. Thus, T1 has three distinct separating triangles in H , contract-
ing the choice of T1.
Note that if a quadrilateral Q ⊂ H shares two edges with T2, then the contraction of
any triangle inside of T2 will not transform Q into a separating triangle or a separat-
ing digon. (∗)
Let v0 be the single vertex inside of T2 = v1v2v3v1. We must again consider
quadrilaterals Q1 = v1v2v4v5v1, Q2 = v1v3v6v7v1, and Q3 = v2v3v8v9v2 which contain
at least one vertex inside other than v0, and such that {v1, v2, v3} ∩ {v4, . . . , v9} = ∅.
This equation derives from (∗) above and from the invariant property.
Claim 2 There cannot exist simultaneously four quadrilaterals Qi, 1 ≤ i ≤ 3, and
Q
′
1 = v1v2v
′
4v
′
5v1 where v4−i ∈ int(Qi) and v3 /∈ int(Q
′
1).
Starting with fixed Q1, we consider all possibilities for Q2 vis-a-vis Q1.
Suppose v6 = v5. Then the triangle T
∗ = v1v5v7v1 is separating. Since T2 ⊂
int(T ∗), and T2 is a direct successor of T1 by the choice of T1, we have T
∗ = T1. Thus,
v1 is a vertex of T1 and v1 /∈ int(Q3).
Suppose v7 = v4. Then, an analogous reasoning yields T1 = v1v4v5v1 and the same
conclusion as above holds (v1 /∈ int(Q3)).
Suppose v6 = v4. Then v8 = v5 (since for v8 = v4 we also have v9 = v7 and the
digon v4v7v4 which is separating); and v9 = v7. So T1 = v4v5v7v4, and either
i) the quadrilateral Q
′
1 would be inside the triangle v1v2v7v1 which is a face (since it
shares an edge with T2), and this is impossible; or
ii) v
′
5 would be inside of the triangle v1v5v7v1 which is a face (because T2, T3 are the
only direct successors of T1), and this is a contradiction again; or
iii) v
′
4 = v7 = v9 and v
′
5 = v5 = v8. Since the quadrilateral Q
′
1 = v1v2v
′
4v
′
5v1 contains
some vertex inside, we have a separating triangle other than T2, T3 which is
impossible (v1v
′
4 is a chord of Q
′
1).
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Claim 2 now follows.
Therefore, by a symmetrical argument, we may assume without loss of generality
that either there is no quadrilateral Q1 containing v3 in its interior or no quadrilat-
eral Q1 not containing v3 in its interior such that after identifying v1 and v2 a new
separating triangle arises.
The contraction of the triangle v0v1v2v0 creates only a sequence of triangles with
pairwise containment involving the new vertex v1 ≡ v2, apart from the triangle T3,
thus preserving the property that no triangle has three direct successors. Having
shown at the begining of this subcase that the contraction of v0v1v2v0 does not create
a separating digon, we now conclude that the invariant property is being preserved.
Subcase 2.2 T2 shares one edge with T1. Without loss of generality E(T1)∩E(T2) =
{v1v3}.
In this subcase without loss of generality v1v2 /∈ E(T3); otherwise, we had a
separating digon in int(T1).
Consider the quadrilateral Q1 = v1v2v4v5v1 with int(Q1) \ {v0} 6= ∅ and v3 /∈
int(Q1).
If v3 = v5, then in H , either the triangle v2v3v4v2 ⊂ T1 is separating (because
there is no separating triangle inside of T2), or the digon v1v3v1 ⊂ T1 is a separating
digon. In either case we have a contradiction. Hence, v3 6= v5.
If v3 = v4, then the triangle v1v3v5v1 is separating and because of T2 4 v1v3v5v1 4
T1, we have T1 = v1v3v5v1; thus in this case, contracting the triangle v0v1v2v0 will not
transform Q1 into a direct successor of T1 in H
′
. Therefore assume that v3 6= v4.
The contraction of the triangle v0v1v2v0 creates only a sequence of triangles with
pairwise containment involving the new vertex v1 ≡ v2, apart from T3, thus preserving
the invariant property.
Subcase 2.3 T2 shares the edge v1v3 with T3, and E(T1) ∩ E(Ti) = ∅, i = 2, 3.
In this subcase, every quadrilateral Q1 = v1v2v4v5v1 containing v3 in its interior
also contains T3. So the contraction of v0v1v2v0 yields two sequences of triangles with
pairwise containments involving v1 = v2: one sequence containing v3 inside and the
other sequence not containing v3 inside, again preserving the property that no triangle
has three direct successors.
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Theorem 2 now follows.
The proof of Proposition 3 below is somewhat more detailed than the proof in [4].
Proposition 3 ([4, Proposition 2]) Suppose G is a 3−connected cubic planar graph
with a facial 2−factor Q. Assume that the faces not in Q are either quadrilaterals or
hexagons, while the faces in Q are arbitrary. Suppose the reduced graph H = G/Q
satisfies the invariant property, and that the outer face of H is a triangle. If H has
an odd number of vertices, then H has a spanning tree of faces that are triangles, and
so G is hamiltonian.
Proof. Let T be the outer face of H . Apply Theorem 2 repeatedly to contract
triangular bounded faces inside of T to single vertices while preserving the invariant
property. Each step reduces the number of vertices by two, so this number remains
odd until we are left with just the outer face T . We claim that the union of the
triangle corresponding to the innermost face T0 inside of T involving all three vertices
and the triangles contracted in this process forms a spanning tree of faces T . Now,
V (H) \ V (T ) ⊂
⋃
F∈T −T0
V (F )
guarantees that T covers all of V (H), and T is connected.
If T is not a spanning tree of faces, then there exists a set of triangle {T1, . . . , Tk}
of members of T such that |V (Ti) ∩ V (Tj)| = 1 if j = i ± 1, counting modulo k,
and V (Ti) ∩ V (Tj) = ∅ otherwise. Assume Ti0 is the last contracted triangle in the
contraction process of the Ti’s. Thus by contraction of Ti for all 1 ≤ i 6= i0 ≤ k, Ti0 is
being transformed into a digon. This contradicts the selection of Ti0 by Theorem 2.
Proposition 3 now follows.
We note in passing that by using Lemma 9 below, Theorem C is a special case
of Proposition 3. Let G be the graph as stated in Theorem B. Then H = G/Q is a
simple triangulation of the plane. Thus, by Proposition 3 and Theorem B, we have
the following corollary.
Corollary 4 Let G0 be a simple 2−connected cubic planar graph of order n ≡ 2 (mod 4).
Then the leapfrog extension of G0 is hamiltonian.
Note that G has an odd number of faces if n ≡ 2 (mod 4) where n is the order of G.
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Lemma 5 Let H be a plane graph with the outer face T = v1v2v3v1 such that every
face of H is a digon or a triangle. Suppose that H is 4−connected and that there is
a vertex v0 of degree 4 inside of T which belongs to 4 triangles at most one of which
shares an edge with T . If v0v4v5v0 and v0v6v7v0 share no edge with each other nor
with T where O+(v0) = 〈v4, v5, v6, v7〉, then the graph H
′
resulting from removing v0,
identifying v4 with v5 and identifying v6 with v7, satisfies the invariant property.
Proof. Since H is 4−connected, H has no separating digon nor a separating triangle.
Note thatH
′
has no separating digon; otherwise, H has a separating triangle, which is
a contradiction. We show that every triangle in H
′
has at most two direct successors.
We first observe that there cannot exist simultaneously two quadrilaterals Q =
v0v4v8v6v0 and Q
′
= v0v5v9v7v0 with int(Q) ⊂ H, int(Q
′
) ⊂ H , each containing a
vertex inside other than v5, v7, and {v4, v5, v6, v7} ∩ {v8, v9} = ∅. Otherwise, v8 = v9,
in which case there is a separating triangle v4v7v8v4 in H , which is a contradiction.
Thus, without loss of generality, suppose Q
′
does not exist.
There may, however, appear separating triangles inside of T in H
′
. Such triangles
derive from the following quadrilaterals. Let TQ ⊂ H
′
be the triangle deriving from
the quadrilateral Q ⊂ H .
• Q1 = v4v5v8v9v4 containing some vertex inside but not containing v0, v6, v7 such
that {v0, v6, v7} ∩ {v8, v9} = ∅.
• Q1′ = v4v5v8′v9′v4 containing v0 inside and {v6, v7} ∩ {v8′ , v9′} = ∅.
• Q2 = v6v7v10v11v6 containing some vertex inside other than v0 such that
{v0, v4, v5} ∩ {v10, v11} = ∅.
• Q2′ = v6v7v10′v11′v6 containing v0 inside and {v4, v5} ∩ {v10′ , v11′} = ∅.
• Q3 = v0v4v12v6v0 containing v7 and at least another vertex inside.
• Q3′ = v0v4v12′v6v0 containing v5 and at least another vertex inside.
By an analogous argument (see the non-existence of Q
′
above),
H cannot contain two quadrilaterals Q2′ and Q3 simultaneously, and it also cannot
contain two quadrilaterals Q1′ and Q3′ simultaneously. (∗)
Otherwise, H contains a separating triangle, which is a contradiction.
15
No quadrilateral Q ∈ {Q1, Q1′ , Q2, Q2′ , Q3, Q3′} contains a chord inside; other-
wise, there would be a separating triangle inside of T , which is a contradiction. This
implies that for all such quadrilaterals Q∗ and Q∗∗ of the same type as Q, we have
either Q∗ ⊂ Q∗∗ or Q∗∗ ⊂ Q∗. So let Q
′
be the quadrilateral of the same type as Q
containing all quadrilaterals of its type, for each Q ∈ {Q1, Q1′ , Q2, Q2′ , Q3, Q3′}.
Note that Q
′
2 ⊂ Q
′
3 ⊂ Q
′
1′
, and symmetrically, Q
′
1 ⊂ Q
′
3′
⊂ Q
′
2′
. (∗∗)
Now we have to consider the following cases.
Case 1 There exist the quadrilaterals Q
′
3 and Q
′
3′
simultaneously.
In this case, by (∗), the graph H has no Q
′
1′
nor Q
′
2′
. Thus by (∗∗), T has two
direct successors TQ′
3
and TQ′
3
′
in H
′
. Every triangle deriving from a quadrilateral
of the same type as Q1 (or symmetrically, of the same type as Q2) has at most one
direct successor deriving from a quadrilateral of its type. Every triangle deriving from
a quadrilateral of the same type as Q3 (or symmetrically, of the same type as Q3′ )
has at most one direct successor deriving from either a quadrilateral of its type or a
quadrilateral of the same type as Q2 (or of the same type as Q1). Thus in Case 1, H
′
satisfies the invariant property.
Case 2 There exists the quadrilateral Q
′
3 but no Q
′
3
′ .
In this case, by (∗), there is no Q
′
2′
. Thus by (∗∗), T has at most two direct
successors: they are either T
Q
′
1
and T
Q
′
1
′
or T
Q
′
1
and T
Q
′
3
. Every triangle deriving
from a quadrilateral of the same type as Q1 (or symmetrically, of the same type as
Q2) has at most one direct successor deriving from a quadrilateral of its type. Every
triangle deriving from a quadrilateral of the same type as Q1′ has at most one direct
successor deriving from either a quadrilateral of its type or a quadrilateral of Q3 type.
Every triangle deriving from a quadrilateral of the same type as Q3 has at most one
direct successor deriving from either a quadrilateral of its type or a quadrilateral of
the same type as Q2. Thus in this case, H
′
satisfies the invariant property.
Case 3 T has no Q
′
3 nor Q
′
3′
.
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In this case, by (∗∗) we have Q
′
1 ⊂ Q
′
2′
and Q
′
2 ⊂ Q
′
1′
. So T has at most two
direct successors in H
′
. Every triangle deriving from a quadrilateral of the same type
as Q1 (or symmetrically, of the same type as Q2) has at most one direct successor
deriving from a quadrilateral of its type. Every triangle deriving from a quadrilateral
of the same type as Q1′ (or of the same type as Q2′ ) has at most one direct successor
deriving from either a quadrilateral of its type or a quadrilateral of the same type as
Q2 (or symmetrically, of the same type as Q1). Therefore also in Case 3, H
′
satisfies
the invariant property.
Lemma 5 now follows.
In the case of H having an even number of vertices, we are now able to find a
quasi spanning tree of faces in H provided H has a degree 4 vertex.
Proposition 6 Consider G and Q as in Proposition 3. Suppose that the reduced
graph H = G/Q is 4−connected and that the outer face of H is triangular. If H has
an even number of vertices, and such that there is a vertex of degree 4 inside of the
outer face of H, then H has a quasi spanning tree of faces which are triangles, and
so G is hamiltonian.
Proof. Note that the graphs H under consideration satisfy the invariant property in
a more restricted way (since by κ(H) = 4, the graph H has no separating digon nor
a separating triangle). Let T = v1v2v3v1 be the outer face of H and let v0 be a vertex
of degree 4 inside of T . By the hypothesis (no separating digon nor a separating
triangle and |V (H)| is even), v0 cannot be incident to multiple edges unless K4 spans
H and without loss of generality, v0v3 is a multiple edge. In this exceptional case
the two tringular faces v0v1v3v0 and v0v2v3v0 define a quasi spanning tree of faces
of H with the quasi vertex v0. Therefore, in what follows we may assume that the
vertex v0 belongs to 4 triangles at most one of which shares an edge with T . Set
N(v0) = {v4, v5, v6, v7} and O
+(v0) = 〈v4, v5, v6, v7〉.
Select two triangles involving v0 that do not share an edge with each other nor
with T , say v0v4v5v0 and v0v6v7v0.
Let H
′
be the graph obtained from H by removing v0, identifying v4 with v5, and
identifying v6 with v7.
Clearly, H
′
has an odd number of vertices and by Lemma 5, H
′
has the invariant
property. Thus by Proposition 3, H
′
has a spanning tree of faces T
′
all of which
are triangles. It is easy to see that the union of v0v4v5v0 and v0v6v7v0 with the
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corresponding faces of T
′
in H forms a quasi spanning tree of faces T in H and v0 is
a quasi vertex of T .
Since every simple 4−connected eulerian triangulation of the plane has at least four
vertices of degree 4, the following is an immediate corollary of Propositions 3 and 6.
Corollary 7 Every simple 4−connected eulerian triangulation of the plane has a
quasi spanning tree of faces.
Example 2.2 The 3−connected triangulation of the plane of Figure 2 below has no
quasi spanning tree of faces.
H
tv1 tv3
t
v2
t
v4
tv6tv5
t
v12
tv10tv8
t
v0
tv7 tv11
t
v9
Figure 2: A 3−connected triangulation H of the plane without quasi spanning tree of faces.
On the contrary, first assume that T is a spanning tree of faces in H. For every
degree three vertex v0 and vi, 7 ≤ i ≤ 12, there exists precisely one triangle in T
containing vi. Without loss of generality, {v0v4v5v0, v1v7v5v1} ⊂ T . Then v1v5v8v1 /∈
T , so v1v2v8v1 or v2v5v8v2 ∈ T . Since T has no quasi vertex, and because two faces
in T share no edge, therefore v2v5v9v2 /∈ T and as a consequence v4v6v11v4 /∈ T .
Again since T has no quasi vertex, v1v4v12v1 /∈ T and so v1v3v12v1 or v3v4v12v3 ∈ T .
Therefore, {v3v4v11v3, v3v6v11v3} ∩ T = ∅ (otherwise, there is a cycle of faces in T ).
Thus, there is no face contatining v11 in T , which is a contradiction. By a similar
argument one can show that H has no quasi spanning tree of faces, observing that
quasi vertices must have even degree and thus without loss of generality, v5 would be
a quasi vertex; and as a consequence, v4 and v6 must be proper vertices.
Corollary 7 implies a result on hamiltonicity in planar cubic bipartite graphs.
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Theorem 8 Let G be a bipartite cubic planar graph with the following properties.
(i) In the natural 3−face coloring of G with colors 1, 2, 3, two of the color classes
(without loss of generality, color classes C1 and C2) contain hexagons only.
(ii) The contraction of the faces in color class C3 is 4−connected.
Then G is hamiltonian.
Lemma 9 Let G be a simple cubic planar graph and let Q be the set of faces in
Lf(G) corresponding to the faces of G. Then,
κ
′
c(G) = κ(Lf(G)/Q).
Proof. Let H = Lf(G)/Q. Note that by Definition 6 (ii), the reduced graph H is
a triangulation of the plane and every edge of H corresponds to a unique edge of G,
and vice versa; and every vertex of H corresponds to a unique face of G, and vice
versa. Note that G and H can be drawn in the plane in such a way that f ∈ V (H)
lies in int(F ) where f corresponds to the face F ∈ F(G), and such that ff
′
∈ E(H)
crosses the corresponding edge e ∈ E(bd(F )) ∩ E(bd(F
′
)) ⊂ E(G) precisely once.
Suppose that X ⊂ V (H), |X| = k, is a minimal vertex cut in H . Since H is a
triangulation of the plane, the induced subgraph 〈X〉H is a cycle C = f1f2 . . . fkf1 such
that int(C)∩V (H) 6= ∅ 6= ext(C)∩V (H). Denote some vertices fk+1 ∈ int(C)∩V (H)
and fk+2 ∈ ext(C) ∩ V (H).
Denote by vivj ∈ E(G) the edge corresponding to the edge fifj ∈ E(C), 1 ≤ i, j ≤
k. Then, Y = {vivi+1 | 1 ≤ i ≤ k − 1} ∪ {v1vk} separates in G the face boundaries
whose corresponding vertices in V (H) lie in int(C) from the face boundaries whose
corresponding vertices in V (H) lie in ext(C). Thus, Y is a cyclic edge cut of G and
therfore, κ(H) ≤ κ
′
c(G). By an analogous argument we obtain κ(H) ≥ κ
′
c(G); hence,
κ(H) = κ
′
c(G).
In the graph G as stated in Lemma 9, color the faces in Q with color 3. Then by
Theorem 8 and Lemma 9, we obtain the following corollary.
Corollary 10 Let G0 be a cyclically 4−edge-connected bipartite cubic planar graph.
Then the leapfrog extension of G0 is hamiltonian.
Again let G be the graph as stated in Theorem B. Then H = G/Q is a simple tri-
angulation of the plane. Thus by applying Lemma 9 and Proposition 1, we conclude
that Corollary 7 implies Corollary 10.
19
We note in passing that these results are the best partial solutions of Barnette’s
Conjecture, so far.
Theorem 11 Suppose all Qc−faces of G are either quadrilaterals or hexagons, while
the Q−faces are arbitrary. Assume the outer face of the reduced graph H obtained
from G by the contraction of the Q−faces is a triangle T , and assume that T and
every triangle in H has an even number of vertices in its interior. If every direct
successor in H contains no separating digon, then H has a spanning tree of faces that
are triangles, yielding a hamiltonian cycle for G.
Proof. Considering H , let P be a maximal chain of (A,4) and T1 be the smallest
element of P. Therefore, int(T1)∩ V (H) 6= ∅ but contains no separating triangle nor
a separating digon. Thus, T1 satisfies the invariant property. The graph H can be
modified by applying Theorem 2 repeatedly to int(T1) to become H1 while preserving
the invariant property. Each step reduces the number of vertices in int(T1) by two;
so this number remains even until int(T1) ∩ V (H1) = ∅. Let all triangles involved
in the contraction process so far, belong to T which is generated inductively. Now
define A1 and the partial order (A1,41) analogously, noting that T1 /∈ A1.
Since T1 now misses an even number of vertices, every triangle in H1 still has an
even number of vertices in its interior. Now repeat the above process for maximal
chains in (A1,41) and their smallest elements. Continue this way until T has no
direct successor.
By applying Theorem 2 to int(T ) and putting the contracted corresponding tri-
angles of H into T , the graph H can thus be further modified until T contains no
vertices in its interior. Now we select the innermost face of T which corresponds to a
triangle T0 ⊂ H .
Starting with T0 and V (T0) ⊂ V (H), we grow a spanning tree of faces in H inside
of T , recursively, by involving the triangles in H corresponding to the triangles in T .
This completes the proof of Theorem 11.
We note in passing that in [6], hamiltonicity in the leapfrog extension of a plane
cubic graph was studied from a different point of view.
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