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SUMMARY
This thesis examines two topics at the intersection of mathematical decision-making
and healthcare. The first part addresses a problem of designing optimal policy in ranking
and selection. The second part critiques the standard mathematical measure of outbreak
severity in epidemiology, proposes a more accurate measure, and discusses how to design
an effective prevention policy.
Chapter 2 of this thesis deals with the multinomial selection problem (MSP), a problem
in ranking and selection. MSPs arise when designing a protocol to select the most effective
drug or treatment from among multiple alternatives. The objective of MSP is to find a
stopping policy for repeated independent trials, each of which reports a winner among
competing alternatives, that has low expected cost and high probability of correct selection
(PCS) of the best alternative. In 1959, Bechhofer, Elmaghraby and Morse formulated the
problem as minimizing the worst-case expected number of trials, subject to a lower bound
on PCS and upper bound on the maximum number of trials, over all probability vectors
outside an indifference zone. For the case of two alternatives, we prove that if one employs
a particular probability vector known as the slippage configuration, then a linear program
always finds an optimal stopping policy.
Chapters 3 and 4 discuss the basic reproduction number, a standard measure of poten-
tial disease spread. A proxy for the computationally intractable expected fraction of the
population to be infected, it is intended to be less than one if the outbreak will die out, and
to exceed one if the outbreak will become pandemic. It has long been used to predict the
urgency and efficacy of proposed interventions by public health organizations which must
determine the best use of limited resources. However, traditional homogeneous contact
models have been largely replaced by more accurate heterogeneous contact network mod-
els. We prove that in shifting to heterogeneous contact models, the reproduction number
loses its crucial theoretical properties. It cannot be used to approximate the scale of the
xii
epidemic, does not provide a threshold, and lacks a fundamental monotonicity property.
Its worst-case inaccuracy is infinite. We propose to replace the reproduction number by an
approximation of the expected fraction of population infected. We prove that accurate ap-
proximation is computationally feasible. We conduct a case study of a fine-grained spatial
network model of the ongoing cholera outbreak in Yemen. We find that the reproduction
number neither aids in assessing severity, nor identifies the important factors that affect the
outbreak
One of the main motivations behind studying the spread of diseases is to mitigate their
impact. Resource scarcity makes developing good prevention strategies a challenging op-
timization problem. In Chapter 5, we tackle the problem of minimizing disease spread on
a contact network subject to a limited immunization budget. We present a stochastic pro-
gramming formulation to design an intervention and discuss its computational complexity
and approximability. On a more practical side, we evaluate the performance of such inter-
vention against alternatives studied in the literature. We conduct this evaluation on three
real contact networks and find that our approach significantly outperforms the alternatives.
Moreover, the discrepancy is especially pronounced in the most dangerous cases of highly




The healthcare industry is one of the largest and fastest growing industries in the world. In
2018, in the US alone, 17.7% of gross domestic product was related to health care spending
[1]. This amounts to a staggering figure of almost 3.5 trillion dollars. Improved decision-
making in healthcare has the potential to save significant amounts of money [2]. More
importantly, it can save and improve people’s lives. Optimization/Operations Research
already has made solid contributions to medical decision-making. In turn, medical appli-
cations have inspired the development of new methodologies and solution techniques [3].
In this thesis, we continue this fruitful collaboration by applying optimization techniques
to obtain optimal policies in two areas of public health. In the first part of this thesis, we
deal with finding an optimal policy for a problem in ranking and selection with possible
applications to clinical trials. In the second part of the thesis, we explore mathematical epi-
demiology. We critique the standard measure of outbreak severity, provide an alternative,
and study optimal targeted prevention policies.
1.1 Ranking and Selection
Ranking and selection procedures are statistical techniques for comparing a set of alterna-
tives, under the assumption that they are not all the same [4]. Sequential selection pro-
cedures are often used by the simulation community for output analysis [5]. Their allure
comes from the fact that sequential sampling can provide statistical insights in much fewer
expensive simulation runs than traditional methods. In a similar vein, our interest comes
from the problem of designing clinical trials. Clinical trials are extremely expensive, with
a median cost of around 19 million dollars [6]. Furthermore, they can require large sam-
ple sizes and can lack power to evaluate drug efficacy [7]. Finally, classical clinical trial
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designs can needlessly assign patients to ineffectual treatments, endangering their health
[8]. A lot of these issues can be alleviated by pursuing a fully sequential study design. In
a sequential approach, the trials can stop as soon as sufficient evidence of comparative ef-
ficacy is obtained, thus eliminating unnecessary costs and risks. Recently, there has been a
resurgence of such approaches, especially from the angle of very related contextual bandit
problems [9, 10] Deciding on optimal stopping point for such problem is the focus of the
second chapter of this thesis.
More specifically, we work on the multinomial selection problem, specified precisely
in the next chapter. There are many problem setups in ranking and selection with different
notions of ‘best’ alternatives, assumptions on the available comparison, and constraints on
the selection policy. We chose to work in a very clean setting with minimal assumptions.
Informally, alternatives compete in sequential independent trials and we get to observe the
winner of the trial. Our goal is to choose the alternative with the highest chance of winning
within some given confidence (e.g. at least 95%) in the smallest (expected) number of
trials. The problem was posed more than 60 years ago [11] and since then, many stopping
policies have been proposed [12, 11, 13, 14]. Recently, [15] constructed a policy obtained
by solving a linear program, which has the potential to be truly optimal. [16] proved that
for two alternatives, with appropriate inputs, this LP based policy guarantees the required
confidence. In this work, we demonstrate that in the same setting it is also truly optimal.
I.e. we prove that the policy generated by LP with appropriate parameters does indeed
minimize the worst case expected number of trials.
1.2 Epidemiology
The second part of this thesis is devoted to another topic relevant to health policy: epi-
demiology. Historically, infectious diseases have been the leading sources of human death
and suffering [17]. For instance, Spanish flu alone caused about the same number of ca-
sualties as both World Wars combined [18]. Humanity has been fighting some infectious
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diseases, such as malaria, flu, measles, and tuberculosis for centuries. Meanwhile, there is
also a constant threat of newly emerging diseases such as Wuhan Coronavirus, Zika, and
Ebola. Given the danger, it is important that our mathematical and computational models
of these outbreaks be functional. We address this issue in Chapters 3, 4 and 5. In chapter
3, we examine the basic reproduction number, one of the main measures of the danger of
a potential outbreak. We expose its theoretical deficiencies, critique its applicability, and
propose a better alternative. In the following chapter, we complement our theoretical find-
ings with a large fine-scale case study of the current cholera epidemic in Yemen. Finally,
in Chapter 5, we discuss how to prevent the spread of disease using targeted interventions.
Mathematical models of infectious disease can be traced back all the way to 18th cen-
tury [19]. Since the beginning of the 20th century, there has been a lot of development in
the realm of compartmental models [20, 21]. These models aim to describe the dynamics
of the disease as it is transmitted through a population. Perhaps the most famous example
is the Kermack-McKendrick differential equation model [20]. The original model can be
derived as a limit of a stochastic process and has age stratification. We employ a slightly
simplified SIR model to illustrate important concepts. Suppose each member of the popula-
tion belongs to one of the three compartments: susceptible (S), infectious (I), or removed










, where β is the transmitting contact rate and γ is the rate of recovery, with the initial
conditions I + S + R = 1 and I = ε, R = 0. Note that the dynamics of the system





If R0 > 1, then initially dIdt > 0, i.e. the number of infected will increase and there will be
an outbreak. Otherwise, if R0 < 1 we have dIdt < 0, i.e. the number of infected decreases
and there is no outbreak. This ratio, called the basic reproduction number, has a physical
meaning – it can be thought of as the number of direct infections caused by an initially
infectious person in an otherwise completely susceptible population.
These old models are a bit too crude and often don’t produce useful epidemiological
insights [22]. To address this issue, there has been a significant development of more so-
phisticated models [23]. For instance, newer network models attempt to capture more com-
plex transmission dynamics, stochasticity of the underlying processes, and heterogeneous
mixing of the susceptible population. Some authors have reported empirical shortcomings
of R0 in this new setting [24]. Nevertheless, public health organizations still use R0 to
obtain qualitative and quantitative guidance and inform their policy decisions [25, 26, 27].
We attempt to remedy this situation by conclusively demonstrating that it is a poor measure
of epidemic spread potential. We explore theoretical properties of R0 and prove that the
assumed threshold property is invalid in network models. Moreover, it can be arbitrarily
inaccurate as a predictor of the size of the potential outbreak. Meanwhile, we propose
a much more straightforward measure, the expected fraction of population that will get
infected, and demonstrate that it can be approximated efficiently to arbitrary accuracy.
The reproduction number’s lack of desirable theoretical properties does not rule out the
possibility that it might be useful for models that occur in practice. We test this possibility
by studying a large-scale ongoing epidemic. We chose a large-scale epidemic to comple-
ment previous assessments conducted on small scale outbreaks and networks [28]. One of
the largest current infectious disease outbreaks is the ongoing cholera epidemic in Yemen.
Since 2016, it caused over a million reported cases and thousands of deaths. We build
a very high-resolution network model of Yemeni population and waterway network. The
resulting network has over 25 million nodes and 1013 edges. After calibrating the model
using historical data, we investigate the performance of R0 as a predictor. We find that
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the basic reproduction number neither aids in assessing the severity of the outbreak nor
identifies important factors that affect disease spread.
Finally, in the last chapter, we investigate the topic of outbreak prevention. We study
how to design a targeted intervention on a network to minimize the expected spread of
infection. The approaches in the literature come from many different perspectives and are
all heuristic [29]. The most common approaches are based on minimizing various network
parameters, for instance, the aforementioned basic reproduction number (or equivalently
average vertex degree) [30, 31]. In contrast, our goal is to design a policy that is truly opti-
mal for the objective of minimizing the expected number of infections. To do so, we devise
a stochastic programming approach that rapidly converges to the true optimum. We dis-
cuss the issues of its theoretical tractability and perform computational experiments on real
contact networks. We find that the approach is feasible for small networks. Furthermore,
in practice it can significantly outperform the alternatives proposed in the literature.
1.3 Contributions
There are two recurring themes in this thesis. The first one, healthcare, motivates the
problems. The second one is the pursuit of optimality. When both lives and large sums of
money are at stake, it is important that the solutions be the best possible or at least have
a guarantee on their closeness to optimality. It is even more important that optimality be
measured against the correct goal. This theme permeates throughout this work. For the
multinomial selection problem, we deal with a concrete finite optimal policy, rather than
with an unbounded one that is optimal in some asymptotic regime. In epidemiology, we
argue for using a correct metric to measure the potential disease spread. For preventive
measures, again we focus on targeted intervention that truly minimizes the impact of the
disease. Overall, we hope this work helps to demonstrate the importance of proper goals.
In conclusion, our contributions can be summarized as follows. In the context of rank-
ing and selection, we prove that LP based policy is optimal for two alternatives. This
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partially resolves a 60-year-old question. In the context of epidemiology, we demonstrate
the deficiency of measuring outbreak severity usingR0, the basic reproduction number. We
prove that for network models, an arbitrarily small R0 can lead to a large disease outbreak.
And at the other extreme, an negligible outbreak can have an arbitrarily large R0. We offer
an alternative to R0, namely, the expected fraction of the population to be infected, for
which R0 at best is merely a proxy. We prove that the expected fraction infected is compu-
tationally practicable, despite its being ]P-hard to compute exactly. As to practical public
health policy, we show that in the case of the cholera epidemic in Yemen, knowing R0
does not provide any meaningful insights about the scope, size, and danger of the outbreak.
Furthermore, R0 is insensitive to important epidemiological factors, such as long-distance
disease transmission. Finally, we develop a policy based on stochastic programming that
converges to the truly optimal targeted intervention. We test it on real world contact net-






OPTIMAL SOLUTION TO THE MULTINOMIAL SELECTION PROBLEM FOR
TWO ALTERNATIVES
2.1 Introduction
The multinomial selection problem (MSP) is to select the best out of k ≥ 2 competing
alternatives. There is an unknown probability vector p = (p1, . . . , pk) ∈ P , where P ≡{
p ∈ (0, 1]k :
∑k
i=1 pi = 1
}
. The alternatives compete in successive independent trials.
Each trial is won by one alternative, with alternative i having probability pi > 0 of winning.
Without loss of generality, let p1 ≤ p2 ≤ . . . ≤ pk, with the understanding that this ordering
of the pi is not known during the trials. Alternative pk is called the best, or most probable.
A long-standing research goal of the field is to find a policy that conducts the minimum
expected number of trials, subject to identifying the best alternative with high probability
and an upper bound on the maximum allowed number of trials. As stated, the problem is
poorly posed because, for example with k = 2, any finite upper bound u, and any δ > 1
2
,
it is impossible to succeed with probability ≥ δ for the probability vector pi = 12 + ε(−1)
i
for ε > 0 sufficiently small. [32] provided a workable formulation of the problem which
has become standard. For ρ > 1 define the indifference zone to be
Zρ ≡
{






The idea is that ρ is the smallest difference worth detecting. Given ρ > 1, Bechhofer’s
formulation is to minimize the worst-case expected number of trials subject to given lower
and upper bounds, respectively, on the PCS and maximum number of trials. The worst case
is taken over all probability vectors not in Zρ. The principal result of this chapter is the
resolution of this problem for k = 2.
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Numerous policies have been proposed over the past 60 years, beginning with those of
[12] and [11], which determine a fixed number of trials for given ρ and PCS bound. [13]
and [33] propose dynamic stopping rules, ones that decide whether or not to continue after
each trial, based on the trial outcomes so far. [34] develops a dynamic stopping rule based
on the difference between the largest and second-largest numbers of wins, which for k = 2
is a gambler’s ruin problem. [14] propose the first hybrid policy, a combination of those
in [13] and [34]. [35] introduce the idea of curtailment, which is to improve on a static
policy by stopping when the maximum allowed number of additional trials could not affect
the outcome. [36] propose a partially curtailed version of Bechhofer’s original policy. [37]
applies additional curtailment to this policy. [38] propose a truncated and curtailed version
of the policy in [33] and compute parameter values for it in [39]. [40] refines curtailment
and the sampling concept of [13], and later with Hsu develops a hybrid policy in [41]. [42]
propose the AVC (all vector comparisons) policy for cases where the winning alternative
has a largest numerical measure, which employs bootstrapping to increase efficiency; [43]
experimentally compare AVC with other policies. [44] present new policies for both small
and large sample sizes. [45] and [46] compare several policies and provide more accurate
parameter values than computed previously. [47] propose a novel policy that is designed
to be practical when the number of alternatives is potentially very large. [15] formulate
a family of linear programming models with the following property: For given k, ρ > 1,
upper bound u, PCS lower bound ζ , and probability vector p 6∈ Zρ, the optimal solution to
a member of the family specifies a policy that minimizes the expected number of trials for
the vector p, subject to the upper and lower bounds, or determines that no feasible stopping
rule exists. This method was the first to generate randomized policies, which are easily
shown to be necessary for optimality in some cases. For completeness here, we include an
equivalent LP model in the Appendix (Section A). An associated integer program in [15]
finds the analogous deterministic policy.
The LP formulation of [15] begs the question of which probability vector p to employ.
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The natural candidate for the role of p is the so-called slippage configuration, defined by
pk
pi
= ρ ∀1 ≤ i ≤ k−1. [48] introduce the slippage configuration and prove it has minimum
PCS over all probability vectors not in Zρ, for the policy in [11]. The slippage configura-
tion has since been proved to have minimum PCS, over all probability vectors outside the
indifference zone Zρ, for many specific policies (see the survey in [42]). Recently a gen-
eral result for k = 2 has been obtained. Define a policy to be sane if, upon termination,
it selects an alternative with the most wins. Then the slippage configuration has minimum
PCS (outside Zρ) for all sane policies when k = 2 [16].
Let p be the slippage configuration and letQp denote the policy output by the LP. When
k = 2, the PCS of Qp for all other vectors p
′ 6∈ Zρ is at least ζ . Hence Qp is a valid policy
with respect to the PCS condition. We will prove that Qp is an optimal policy. For now,
we clarify the obstacle that must be overcome to prove optimality. The LP only minimizes
the expected number of trials for the vector p. There is no guarantee that the worst-case
expected number of trials of Qp (outside Zρ) occurs at p. What if the expected number of
trials of Qp on some other vector p
′ is much worse? If so, there might be a different policy
Q
′ that costs more than Qp on p, but costs less on p
′ , and hence has better worst-case cost.
2.2 Definitions and elementary properties
Definition 2.2.1. A state w = (w1 . . . , wk) is a nonnegative integer vector denoting that
after
∑k
i=1wi trials alternative i has won wi times. We write [w] for the vector containing
the entries of w in nondecreasing order, and Π(w) for the set of all distinct permutations
of w. For example, |Π(w)| = k! iff the entries of [w] are strictly increasing.
Definition 2.2.2. A policy Q is a decision rule which at the end of each trial, chooses
whether to terminate or run another trial. A policy must be neutral, that is, symmetric with
respect to reordering the alternatives, because it has no prior knowledge of the probability
vector p. Upon termination the policy decides which alternative to select.
For a policy Q and a probability vector p, the probability of correct selection, denoted
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PCSQ(p), is the probability that Q selects alternative k for a given p. Another measure of
interest is EQ [w;p], the expected number of additional trials Q would run with p starting
from w, conditioned on Q reaching w. Thus EQ [0;p] is the expected number of trials Q
runs with p.
En route to proving the main result, we reduce the set of policies to be considered to
those with certain properties. These entail some additional definitions.
Definition 2.2.3. A policy is deterministic if it chooses to terminate deterministically given
the outcomes of the trials that have already been run. Otherwise the policy is randomized.
The policy is sane if, upon terminating at state w, it selects alternative j only if wj = [w]k,
that is, it never selects an alternative that does not have the most wins. The policies that do
not do this are insane.
It follows from neutrality that every sane policy, upon termination, selects with equal
probability among the alternatives with the largest number of wins.
Definition 2.2.4. A state w is terminal if the probability is strictly positive that Q will
terminate at w. A state w is reachable if the probability is strictly positive that Q will reach
w. A state w is traversable if the probability is strictly positive that Q will choose to run a
trial at w. We write TQ for the set of terminal states of Q.
Definition 2.2.5. A policy is bounded if ∃u such that the policy never runs more than u
trials. A policy is (strongly) bounded in expectation if (∃u such that) ∀ p ∈ P , EQ [0;p] is
finite (is at most u).
Definition 2.2.6. A policy is Markovian if its termination rule is only based on the current
state. Denote the conditional probability that a Markovian policy Q terminates at state w,
given that it arrives at w, as Q(w).
It follows that every reachable state of a Markovian deterministic policy is either ter-
minal or traversable, but not both. To illustrate the notation, the neutrality of a Markovian
policy Q can be expressed as Q(w) = Q([w]) ∀w.
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Theorem 2.2.1. For all sane policiesQ there exists an equivalent sane Markovian random-
ized policyQ′ in the sense that for all probability vectors p and states w, P (arriving at w)
and P (terminating at w|arriving at w) are the same in both policies. And hence PCSQ (p) =
PCSQ
′
(p) and EQ [0;p] = EQ
′
[0;p] for all p ∈ P .
Proof. For a non-Markovian deterministic policy Q and w ∈ TQ, let ψ (w) be the number
of paths (sequences of states) leading to w that can happen in Q. Let φ (w) be the number
of paths that lead to termination at w. Let Q′ be a policy with TQ′ = TQ and new termi-
nation rule as follows: Q′(w) = φ (w) /ψ (w) ∀w ∈ T (Q′) independent of other possible
terminations.
For a non-Markovian randomized policy Q and w ∈ TQ, let j ∈ Jw index the paths
leading to w, and let ψj (w) be the probability that path j reaches w, i.e., if path j is




P (not stopping at wi|we reached wi by taking the path w1, . . . ,wi−1,wi)
. Let qj (w) be the probability that Q terminates at w conditioned on arriving at w via the
path ψj . Let Q′ be a policy with TQ
′





independent of other possible terminations.
Therefore, in most of what follows, it will suffice to consider only Markovian policies.
Definition 2.2.7. A randomized policyQ is equivalent to a mixture of deterministic policies
if there exists a probability measure µ on the set of deterministic policies, Ω, such that Q is
equivalent to making an initial choice Q′ ∈ Ω according to µ and then running the policy
Q′.
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Theorem 2.2.2. Every sane policy is equivalent to a mixture of countably many determin-
istic Markovian sane policies.
Proof. Denote |w| ≡
∑k
i=1wi. By Theorem 2.2.1 there exists a sane Markovian policy
Q equivalent to the given policy. Construct a mixture equivalent to Q inductively using a
function mix as follows. The idea of the construction is to iteratively peel off a fraction of
a deterministic policy from Q without adding more randomness to what remains of Q.
Begin procedure mix Let m be the smallest integer such that |w| = m and 0 <
Q(w) < 1. Let q1 = min {Q(w) : |w| = m,Q(w) > 0}. Define a deterministic policy Q1
as follows:
Step 1. Q1 is identical to Q for all states w with |w| < m.
Step 2. For all w such that |w| = m, if pw ≥ q1 make w terminal. Otherwise make w
not terminal.
Step 3. For all n = m + 1,m + 2, . . . inductively classify states w as terminal or
not according to the following rule: For all w such that |w| = n and there is a positive
probability of being reached with Q1 given the classification of states v : |v| ≤ n − 1, if
Q(w) ≥ q1 make w terminal, otherwise make w not terminal.
Step 4.




1−q1 , if Q1(w) is defined
Q(w) , otherwise
End procedure mix













with probabilities (1− q1) q̄i rather than q̄i. The new
randomized policy Q̄1 is what remains of Q after peeling off Q1. Set Q = Q̄1 and iterate.
At each iteration of this procedure we add at most one deterministic policy per state of
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Q with randomized termination rule. Therefore the mixture is countable. Furthermore, by
construction this mixture of deterministic policies is equivalent to Q.
Corollary 2.2.1. Every sane randomized policy for which only a finite number of states
have a randomized termination rule is equivalent to a mixture of finitely many deterministic
Markovian sane policies.
Proof. Let Q have n states with randomized termination rule, that is, |w : 0 < Q(w) <
1| = n. Using the construction above, Q is equivalent to a mixture of at most n + 1
deterministic policies.
The converse to Corollary 2.2.1 is false. For instance, let Q be a policy for two alterna-
tives which stops as soon as each alternative has won at least one trial. Let Q′ be a policy
which never stops. Run Q with probability 1
2
, otherwise run Q′. In the randomized policy




Corollary 2.2.2. Every bounded sane randomized policy Q is equivalent to a mixture of
finitely many bounded sane deterministic Markovian policies.
Proof. A bounded randomized policy has finitely many states with randomized termination
rules and every policy in its deterministic mixture has to be bounded.
Theorem 2.2.3. There exists a sane deterministic policy strongly bounded in expectation
which cannot be expressed as a mixture of bounded sane deterministic policies.
Proof. Let Q be the sane policy for two alternatives which terminates if one of the alterna-
tives has won 2 more trials than the other. By elementary probability we haveEQ [0;p] ≤ 4.
However, any state of the form (i, i) is reachable and the policy never terminates at (i, i).
Therefore any component of the mixture that occurs with positive probability must be able
to run more than 2i trials for any i and hence must be unbounded.
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For any policy Q strongly bounded in expectation, the probability of correct selection
PCSQ gets arbitrarily close to 1
n












Definition 2.2.8. Probability vectors not in Zρ are called permissible.
The least favorable configuration (LFC) for Q is the permissible probability vector p with
the smallest PCSQ(p).
The slippage configuration is defined by
∑k
i=1 pi = 1,
pk
pi
= ρ, ∀i = 1, . . . , k − 1. That
is, all alternatives except the best one have the same probability, and that probability is the
largest possible which makes p permissible.
[16] proved that, for all sane Markovian policies bounded in expectation with k = 2
alternatives, the LFC vector is the slippage configuration. In the remainder of this paper we
prove that for two alternatives there is a class of policies such that EQ [0;p] is maximized
at the slippage configuration for all p /∈ Zρ. Furthermore, the linear program of [15] run
at the slippage configuration produces policies in this class, which therefore minimize the
worst case EQ [0;p] subject to satisfying all of the input requirements.
2.3 Holey and unholey policies
Everything from here on is restricted to the case of k = 2 alternatives. As illustrated
in Figure 2.1, Markovian policies for k = 2 can be readily visualized in 2 dimensions.
The two elements (w1, w2) of state w define the horizontal and vertical components. For
example, neutrality is equivalent to reflective symmetry across the diagonal w1 = w2.
Definition 2.3.1. A deterministic policy is not curtailed if it has a traversable state w whose
terminal descendants all make the same selection or are equally likely to choose either of
the alternatives. A mixture of deterministic policies is not curtailed if one or more of its





Figure 2.1: Example of a policy. All red states are terminal. All white states are
traversable. Unreachable states are not shown. u and v are terminal but not holes as
they have untraversable successors in at least one direction. w is a hole as both w + (1, 0)
and w + (0, 1) are traversable.
(Definition 2.3.1 is worded ambiguously as to whether or not either all descendants
must make the same selection or all must choose randomly. By the symmetry of neutrality
the two choices are equivalent.)
Definition 2.3.2. A terminal state w = (w1, w2) in a deterministic policy is a hole if
there exist strictly positive integers m1,m2 such that µ1 = (w1 +m1, w2) and µ2 =
(w1, w2 +m2) are traversable. A policy with a hole is holey; a policy without holes is
unholey.
It follows from neutrality that if a terminal (w1, w2) with w1 ≤ w2 is not a hole, then
either (w1, w2 + n) and (w2 + n,w1) are not traversable for all n ≥ 1, or (w1 + n,w2) and
(w2, w1 + n) are not traversable for all n ≥ 1, or both. For example, see Figure 2.1.
A policy that is not curtailed is obviously suboptimal with respect to EQ[0,p] for all
p. Moreover, it is obvious how to alter such a policy so that it is better for all p. Holes
turn out to be more complicated. Intuitively a holey policy should be suboptimal. Consider
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for example the policy that terminates if an alternative has four wins but also terminates
at w : [w] = (1, 2) (See Figure 2.2). It seems stupid not to run a test at (1, 2) but to run
one at (1, 3) because the PCS at the latter is larger. Additional information at the former
should therefore be more valuable than at the latter. Unfortunately, the simple alteration
that makes (1, 2) traversable and (1, 3) terminal can fail to work. That alteration changes
both the PCS andEQ[0,p]. Worse, the changes vary with p because p affect the probability
of reaching these states. The following conditions for suboptimality are therefore limited,
and the corresponding alteration depends on p.
(1,2)
(1,3)
Figure 2.2: Policy that terminates if an alternative has four wins but also terminates
at w : [w] = (1, 2).
Theorem 2.3.1. Suppose a deterministic, sane, and curtailed Markovian policy Q is holey.
Suppose further that Q has finite number of terminal states and each terminal state w has
finite number of non-terminal states on its positive diagonal
Dw := {u : u = w + n (1, 1) , n ≥ 1} .
Then for any probability vector p ∈ P there exists a Markovian sane curtailed policy with
the same PCS but strictly lower expected number of trials at p.
Proof. The proof is by induction on the maximum number of non-terminal states on the
diagonals of holes.
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Suppose that for each hole w in Q, at least one of the states on Dw is terminal and
the rest are either terminal or unreachable. By definition of a hole, there exists m such that
v = [w]+(0,m) is non-terminal. However none of the paths from v can cross the diagonal
D[w] and hence the policy never changes its decision if run from v, making the policy not
curtailed.
Suppose the result holds for all policies with at most at most n non-terminal states on
the diagonals D[w] of each hole [w]. Let Q be a policy with at most n + 1 non-terminal
states on the diagonals of its holes. Let [w1], [w2], . . . , [ws] be the holes that have exactly
n+ 1 non-terminal states on their diagonals.
Let ri be positive integers such that [vi] := [wi] + ri (1, 1) are non-terminal for all
i ∈ {1, 2 . . . , s}. Let P (w) be the probability of correct selection conditioned on being at
a state in Π (w), and ψ (w) be the probability of reaching Π (w) for the given p. By a small
abuse of notation, letE (Π (w)) be the expected number of number of additional steps until
termination conditioned on being at Π (w) for the given p by running a sub-policy Qw.
Define a non-Markovian randomized policy R as follows: make states Π (vi) terminal
with probability ρi; independently with probability αi make Π (wi) non-terminal and run
Q[vi]’s from them; otherwise the policy is the same as Q. By Theorem 2.2.1 there exists a
Markovian policy R′ equivalent to R. We have that:
PCSQ (p)− PCSQ′ (p) =
s∑
i=1




ρiψ (vi) (P (vi)− P (wi))
EQ[0;p]− EQ′ [0;p] = −
s∑
i=1




ρiψ (wi)E (Π (vi))
For each i there are two possibilities: ψ (vi) /ψ (wi) ≤ 1 or ψ (vi) /ψ (wi) > 1. In the
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first case set αi = ψ (vi) /ψ (wi), ρi = 1; otherwise αi = 1, ρi = ψ (wi) /ψ (vi). This
way we get PCSQ (p) = PCSQ′ (p) and EQ[0;p] = EQ′ [0;p]
There must exist a component in the mixture of R′, call it R̄, which happens with posi-
tive probability and corresponds to the following: For each i such that ψ (vi) /ψ (wi) ≤ 1,
Π (wi) are holes and have at least one less non-terminal state along their diagonals, namely
Π (vi). For each i such thatψ (vi) /ψ (wi) > 1, Π (wi) are non-terminal but Π (vi) are
terminal. The latter, if they are holes, have strictly fewer non-terminal diagonal successors
than states in Π (wi). The rest of the states w correspond to the event that possible termina-
tions introduced by the shifted sub-policiesQvi did not happen. Therefore R̄ only has holes
with at most n diagonal successors and by the inductive hypothesis there exists a policy R̂
which has the same PCS as R̄ but strictly lower expected number of trials at p. Let Q′ be
a policy which is the same as R′ except for running R̂ instead of R̄. This happens with
positive probability and hence Q′ has the same PCS as Q but a strictly smaller expected
number of trials. Finally, by construction Q′ is curtailed.
One can generalize a hole in a natural way for k ≥ 3 alternatives by looking at non-
terminal states along any two directions. However, the proposition doesn’t work with this
definition. For k ≥ 3 even if all w + n1, n ≥ 0 are terminal, the policy is not prevented
from reaching states that make a different selection.
Corollary 2.3.1. If a deterministic, bounded, sane and curtailed Markovian policy Q is
holey then for any given probability vector p ∈ P there exists a bounded sane curtailed
Markovian policy with the same PCS but strictly lesser expected number of trials at p.
Proof. Bounded policies have finite number of non-terminal states along the diagonals of
their holes.
Lemma 2.3.1. Let a Markovian bounded deterministic policy Q be at least one of the
following: insane, holey or not curtailed. Then for all probability vectors p 6∈ Zρ, there
exists a bounded, sane, unholey and curtailed policy Q′ such that,
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PCSQ (p) ≤ PCSQ′ (p)
EQ [0;p] ≥ EQ′ [0;p]
and at least one of these inequalities holds strictly.
Proof. If the policy is insane, we can keep the same expected number of trials but achieve
better strictly better PCS by making it sane.
If the policy is not curtailed then we can keep the PCS constant and strictly lower
the expected number of trials by terminating at the non-terminal states whose terminal
descendants all make the same selection.
If the policy is holey then we can strictly lower the expected number of trials by Theo-
rem 2.3.1.
We remark that Lemma 2.3.1 is false if Q′ is required to be deterministic. A counterex-
ample is given in the appendix (Section B).
Theorem 2.3.2. Let a Markovian bounded deterministic policy Q be sane, curtailed and
unholey. Let w be a terminal state with maximal |w|. Then |w| is odd.
Proof. Suppose a policy Q runs at most n trials. Let [w] = (w1, w2) be a terminal state
such that |[w]| = n. Since [w] is terminal, at least one of its two predecessor states
(w1 − 1, w2) , (w1, w2 − 1) must be traversable. If w2 ≥ w1 + 2 then by maximality of
|w| both successors of both predecessor make the same decision as [w] and hence the pol-
icy is not curtailed. If w1 = w2, neutrality and maximality of |w| imply that making both
predecessors terminal would not change the decision probability. Therefore, w2 = w1 + 1
and the policy runs at most an odd number of trials.
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Theorem 2.3.3. Let a bounded Markovian deterministic policy Q be sane, curtailed and
unholey. Then for any pair of distinct terminal states [w], [v] ∈ TQ, w1 6= v1 and w1 <
v1 ⇒ w2 ≤ v2. Hence these inequalities impose a strict total order on all [w] ∈ TQ.
Proof. Let w = [w] and v = [v]. State v is not a hole because Q is unholey. Hence (i)
v + (0, n) is not traversable ∀n ≥ 0, or (ii) (v2, v1) + (0, n) is not traversable ∀n ≥ 0.
If w1 = v1 then by symmetry assume w2 > v2. Since w is reachable it has a traversable
immediate predecessor u, possibly u = (w1 − 1, w2) or u = (w1, w2 − 1) (or both). We
will show that both possibilities contradict curtailment.
Case u = (w1−1, w2) traversable: If (i)then by u1 < v1, u2 ≥ v2, policyQ cannot cross
the main diagonal (n, n) : n ≥ 0 starting from u, and so u being traversable contradicts
Q being curtailed and sane. (Geometrically, u is to the left and at least as high as v, so
Q can’t cross the upward ray from v. By sanity, Q must cross the main diagonal to select
alternative 1 instead of 2.) Similarly, if (ii) then by u1 < v2, u2 ≥ v1, policy Q cannot cross
the main diagonal from u, contradicting curtailment or sanity.
Case u = (w1, w2 − 1) traversable: If (i) there is an immediate contradiction because
u1 = w1 = v1 and u2 = w2 − 1 ≥ v2. If (ii) we have u1 = w1 = v1 ≤ v2 and
u2 = w2 − 1 ≥ v2 ≥ v1. As in the previous case, policy Q starting at u cannot traverse
(v2, v1) + (0, n) : n ≥ 0 to get past the main diagonal, so by curtailment and sanity of Q
we have a contradiction with the traversability of u.
So far we have proved w1 6= v1. For the rest of the proof, suppose w1 < v1 but w2 > v2
as depicted in Figure 2.3. Again, at least one choice of u = (w1−1, w2) or u = (w1, w2−1)
is traversable. However, neither choice of u can cross either of the rays defined by (i) or
(ii), a contradiction.
Corollary 2.3.2. Let a bounded deterministic Markovian policy Q be sane, curtailed and
unholey. Let [w] = (w1, w2) , w1 6= w2 be traversable. Then [w] + (1, 0) is traversable.









Figure 2.3: Two possibilities for terminal states to block u from changing its decision.
At least one of the green or blue sets of dots must be terminal as [v] is not a hole. On the
left w1 < v1 and w2 > v2. On the right w1 = v1 and v2 < w2
it suffices to prove that state [w] + (1, 0) is not terminal. Suppose to the contrary it is
terminal. Then by Theorem 2.3.3 no state [w] + n(0, 1) : n ≥ 1 can be terminal. Since [w]
is traversable, by induction all states [w] + n(0, 1) : n ≥ 1 are traversable. Then Q is not
bounded, a contradiction.
A consequence of Theorem 2.3.3 and Corollary 2.3.2 is that the set of terminal states of
bounded, sane, unholey and curtailed policies form monotonic step functions and the poli-
cies are defined by them and the bounded region between them. This geometric property is
a key step towards our main result, and might be generalizable to higher dimensions.
2.4 Slipping to optimality
We will prove optimality at the policy for the slippage configuration pSC by gradually
changing a policy for an arbitrary vector p 6∈ Zρ to one for pSC while monotonically
changing the expected number of trials. Whenever p is replaced by pSC , the policy be-
comes more likely to move towards the main diagonal from states (w1, w2) with w1 < w2
(above the main diagonal), and more likely to move away from the main diagonal from
states with w1 > w2 (below the main diagonal) because pSC1 > p1. The proof would be
easier if the policy were always more likely to move towards the main diagonal, because
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more trials are needed to achieve a desired PCS from states near the diagonal. Instead,
changing the policy has an asymmetric effect about the main diagonal. Fortunately, as the
next lemmas show, the benefit above the diagonal outweighs the disbenefit below the di-
agonal because pSC1 < pSC2. Then, protected by the geometric property from Theorem
2.3.3, we find how to sequence the gradual changes from p to the slippage vector pSC and
maintain monotonicity.
Lemma 2.4.1. Let a bounded deterministic Markovian policy Q be sane, curtailed and
unholey and p be a probability vector outside the indifference zone. As before let EQ[w,p]
be the expected number of additional steps taken by policy Q until termination, condi-
tioned on being at a state w for the vector p. Then for any w+1 = (w,w + k + 1) ,w
−
1 =
(w + k + 1, w) ,w+2 = (w + k, w + 1) ,w
−
2 = (w + 1, w + k) wherew, k are non-negative
integers w+2 ,w
−








































Proof. The proof is by induction on m, where
∣∣w+2 ∣∣ = max{|v| : v ∈ TQ}−m.
The base case m = 1 is immediate. Suppose the result holds for m − 1. Let v+1 =
(w,w + k + 2), v+2 = (w + 1, w + k + 1), v
+
3 = (w + 2, w + k) and v
−
1 = (w + k + 2, w),
v−2 = (w + k + 1, w + 1), v
−
3 = (w + k, w + 2). See Figure 2.4. There are two cases, de-
pending on whether w+1 ,w
−
1 are terminal or not.






















































































The first term is non-negative as p > (1− p). The other terms are non-negative by the
inductive hypothesis applied to v+3 and v
−
3 by Corollary 2.3.2.
If w+1 ,w
−
1 are non-terminal, then the proof of inequality 2.1 is the same as above and
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2 , and v
−
3 which are non-terminal by Corollary
2.3.2.
Lemma 2.4.2. Let a bounded deterministic Markovian policy Q be sane, curtailed and
unholey and p be a probability vector outside the indifference zone. Then for all non-
terminal w = (w1, w2) with w1 ≥ w2 we have E [w′,p] ≤ EQ (w,p], where w′ =
w + (1,−1).
Proof. The proof is again by induction on m, where |w| = max
{
|v| : v ∈ TQ
}
− m. If
w′ is terminal, the result holds trivially. Furthermore, if w1 = w2 + 1 then the result holds
by Lemma 2.4.1. Otherwise, let v3 = w + (0, 1),v2 = w + (1, 0) = w′ + (0, 1) and
v3 = w
′ + (1, 0). Then for all vi, (vi)1 ≥ (vi)2 and hence, by the inductive hypothesis
E(v3) ≥ E(v2) ≥ E(v1)
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For w and w′, looking at the next step we get:
E [w,p]− E [w′,p] = (1 + (1− p)E [v3,p] + pE [v2,p])
− (1 + (1− p)E [v2,p] + pE [v1,p])
= (1− p) (E [v3,p]− E [v2,p]) + p (E [v2,p]− E [v1,p])
≥ 0
Lemma 2.4.3. Let a bounded Markovian deterministic policy Q be sane, curtailed and
unholey. Let p be a probability vector outside the indifference zone. Let s be the slippage
probability vector. Let S be a set of ’slippery’ states in Q such that if w ∈ S then Π (w) ⊆
S and for all integers i > 0 and j > 0, w+ (i, j) ∈ S. At a slippery state, we use s instead
of p. Suppose Q′ is a sane policy with TQ
′
= TQ and suppose w is a state such that all of
its successors are slippery in Q. Suppose the set of slippery states in Q′ is S ∪Π (w). Then
EQ [0;p], the expected number of trials run by Q, does not exceed EQ
′
[0;p], the expected
number of trials run by Q′.
Proof. Proof If w is terminal, the result is immediate. Otherwise, let ψ (w) be the prob-
ability of reaching states in Π (w) (it is the same in Q and Q′). Let k = |w2 −w1|. Let
v+1 = [w] + (0, 1),v
−
1 = [w] + (1, 0),v
+
2 = [w] + (1, 0),v
−
2 = [w] + (0, 1). Then the
difference in expectations is:
EQ
′
[0;p]− EQ [0;p] = ψ (Π (w)) p− s











+ ψ (Π (w))
p− s









































≥ 0. If the RHS is negative
then changing s to p will keep the inequality valid. Otherwise, we have that p > s, so
changing s to p will increase the LHS and decrease the RHS and, as they are both positive,
the inequality will also be preserved. Therefore:
EQ
′
[0;p] ≥ EQ [0;p]
Theorem 2.4.1. Let a bounded deterministic policyQ be sane, curtailed and unholey. Then
over all p = (1−p, p) outside the indifference zone, EQ [0;p] is maximized at the slippage
configuration.
Proof. Start with Q and an empty set of slippery states S = ∅. Then repeatedly add a state
w to S with |w| maximal among states not yet in S, which addition by Lemma 2.4.3 does
not decrease the expected number of trials. Since Q is bounded, after a finite number of




[0;p] = EQ [0; s] ≥ EQ [0;p]
These conditions (with the hole generalization discussed above) are not sufficient for
this theorem for k ≥ 3 alternatives. For instance, any policy which terminates as soon as
more than two alternatives have each won at least one trial but is otherwise reasonable will
minimize its expected number of trials at the slippage configuration.
Theorem 2.4.2. For two alternatives let Q̄ be the policy defined by an optimal solution
to the LP of [15] with the following parameters: the minimum required PCS value ζ , the
indifference zone parameter ρ, the upper bound u on number of trials, and the slippage
configuration pSC for ρ. Then Q̄ has the minimum possible worst-case expected number of
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trials, where the minimum is taken over all policies with upper bound u and PCS at least ζ ,
and the worst case is taken over all probability vectors outside the indifference zone defined
by ρ.
Proof. By Theorem 2.2.1 it is sufficient to prove that Q̄ is optimal among the set of Marko-
vian policies. By the correctness of the formulation [15] we have that Q̄ is sane and runs
at most u trials. Together with [16] it also has the required PCS guarantee. By Corollary
2.2.2, Q̄ is a mixture of finitely many sane Markovian deterministic policies. From Lemma




EQ̄ [0;p] = EQ̄ [0;pSC ] ,
as the expectation of every policy in its mixture is maximized at the slippage configu-
ration. Therefore, any policy Q satisfying the upper bound on the number of trials u and
the PCS requirement for the given ρ we have:
EQ̄ [0;pSC ] ≤ EQ [0;pSC ] ≤ max
p/∈Zρ
EQ [0;p]
The first inequality follows from the optimality of Q̄ for the LP with the vector pSC
over all policies Q with bounds u and ζ .
2.5 Conclusions
The resolution of the multinomial selection problem for k = 2 alternatives given here il-
lustrates the usefulness of game-theoretic concepts and linear optimization in a different
field of study. Extending the result to k ≥ 3 alternatives would seem to require both a
different conception of holeyness, and a more general theorem than in [16] on the slippage
configuration. Although it is straightforward to verify that the slippage configuration satis-
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fies the first-order Kuhn-Tucker conditions, achieving the latter does not appear to be easy.
At the least it requires the additional condition that the policy be invariant to permuting the
alternatives, e.g., that it not know to terminate as soon as the best alternative has the most
wins.
Another natural open question is whether or not the integer programming model corre-
sponding to the LP [15] always finds an optimal deterministic policy for k = 2. By enumer-
ation and brute-force grid search we have verified an affirmative answer to this question for
budget limits up to 12. However, the counterexample to Lemma 2.3.1 in Section B shows






BASIC REPRODUCTION NUMBER: THEORETICAL ANALYSIS
3.1 Introduction
Mathematical models of contagion have been used to forecast the likely pattern of disease
spread during an outbreak and to inform policy [49, 50, 51]. Classical models divide the
population into compartments based on their role in disease transmission, e.g., susceptible,
contagious but asymptomatic, contagious and symptomatic, removed. In the classical mod-
els, contacts between individuals are spatially homogeneous in the sense that an individual
is equally likely to interact with any other individual in the population.
For these models, the reproduction number (R0) is the standard summary measure of
pandemic risk [52]. R0 is essentially the expected number of people who would be infected
directly by a newly infectious person in an otherwise completely susceptible population. R0
has the crucial property in these models that if R0 < 1, the disease will die out on its own.
If R0 > 1 the disease will spread to epidemic levels within the population. It has been
used by health organizations both as a summary statistic for the potential spread of the
epidemic and to inform public health interventions [25, 26, 27, 53, 54]. There have been
some criticisms of R0 in spatially homogeneous models [55, 56] regarding the difficulty
of its computation and its amenability to precise definition. Nonetheless, R0 remains the
standard measure for these models.
More recent models incorporate networks of contacts to account for the non-homogeneous
structure of real social interactions. For example, an individual is quite likely to be in phys-
ical proximity to several family members, co-workers, and friends, yet quite unlikely to
interact with 99% of the people living within a 1-mile radius. The reproduction number
has been employed as a summary measure for such models. In general, it is calculated
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efficiently by directly counting secondary cases generated by a patient zero [57, 58, 59, 60,
61].
However, the reproduction number lacks both theoretical and empirical justification
for contact network models, and several concerns about its usefulness are reported in the
literature. It does not seem to have a clear relationship to the final size of the outbreak in real
networks [28, 62]. Nor is it clear thatR0 provides a threshold for epidemic-level contagion.
It has been observed that it might not be a sufficient condition for a large outbreak [63, 64].
Thus its predictive power is questionable. R0 has also been criticized as being ambiguous
and difficult to compute, there being no prototypical patient zero in a non-homogeneous
model [65, 24, 66, 67, 68].
In this chapter, we substantiate these concerns by demonstrating grave theoretical de-
ficiencies of the R0 measure for network models, and we propose a practicable alternative
measure.
Our theoretical analysis explicates the mathematical reasons why the reproduction num-
ber is problematic for network models. When disease propagation is not homogeneous, R0
loses fundamental properties that give it predictive power in homogeneous models. We
prove that R0 does not have a threshold property in either direction. That is, R0 > 1
is neither a sufficient nor necessary condition for an epidemic outbreak. Moreover, the
magnitude of R0 can have an arbitrarily unreliable relationship to the size of the outbreak.
Fortunately, there is a good alternative to the reproduction number. Although the exact
expected value of the fraction of population that will be infected is computationally in-
tractable, we prove it can be efficiently approximated with high probability to any specified
level of accuracy.
3.2 Theoretical Analysis
For clarity, we present a simple epidemic model on a graph. The exposition here extends
straightforwardly to more general models.
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Each member of the population is represented by a node v ∈ V of a directed graph
G = (V,E). An edge (v, u) ∈ E in the graph G represents the possibility that v may
expose u to the disease. An epidemic is modeled as a stochastic process that evolves on G
in discrete time steps indexed by t = 0, 1, 2, . . .. At each time step t, each node is in one
of three states: Susceptible (S), Infectious (I), and Removed (R). Initially, during step
t = 0, one or several nodes are infectious, and the rest are susceptible. Every node v that
is infectious at step t causes its neighboring susceptible nodes to become infectious at step
t+1 with probability p. To be precise, if v is infectious during step t, u is susceptible during
step t, and (v, u) ∈ E, then with probability p, independent of other edges in E, v causes
u to be infectious in step t + 1. By independence, if a susceptible node u is connected
by edges from k infectious nodes at time t, then u will become infectious at time t + 1
with probability 1 − (1 − p)k. In this simple model, nodes stay infected for exactly one
time step, and then become removed. Our case study in the subsequent chapter employs a
more complex model, in which p varies depending on the edge and the time spent in the
infectious state, which itself is also variable.
Suppose the graph starts with one infectious node s at time t = 0. Let S(t), I(t) and
R(t) be respectively, the number of susceptible, infectious and removed nodes at time t.
Write R(∞) for the number of removed nodes after the process ends. The basic reproduc-
tion number is defined as the expected number of secondary cases produced by a single
typical infection in a completely susceptible population [52]. For this model, assuming
that the initial infected node is chosen uniformly at random, the basic reproduction number










where δ (v) is the out-degree of a vertex.
We now state computational properties of R(∞). In some ODE models (in particu-
lar, the one obtained from the spatially homogeneous model, e.g. Reed-Frost under an
appropriate fluid limit), one can directly compute the expected final epidemic size from a
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given R0 [52]. However, for non-homogeneous network models, R(∞) has a more severe
level of computational complexity than the notorious NP-complete problems. Computing
E[R(∞)] even in the simple epidemic graph model above is #P − hard [69], correspond-
ing to counting the number of solutions to an NP-complete problem. Even computing the
probability that a particular node in a graph will get infected is #P -hard [70]. No known
method of computing a #P − hard value in polynomial time is known, and moreover it is
very unlikely that such a method exists [71].
As a consequence, there is no known computationally tractable way to determine the
expected final size of an epidemic from R0 as defined here, nor from any other definition
of R0 that is known to be polynomial-time computable.
Fortunately, for any public health policy purpose, the exact expected number of people
infected need not be computed. A close approximation suffices. Indeed, we argue that it
would be pointless to compute a value to within much greater precision than the accuracy
of the input data. Theorem 3.2.1 assures that the sample average of multiple independent
simulations well-approximates the expected number of infections with high probability.
The proof, which relies on a concentration inequality, is given in Appendix C.
Theorem 3.2.1. Let G = (V,E) be the contact network of an epidemic model. For any
ε > 0 and δ > 0, one can compute, in time bounded by a polynomial in n, a value R̂ such
that
P
(∣∣∣R̂− E [F ]∣∣∣ > ε) < δ.
For instance, suppose the actual expected fraction of the population to become infected
is 0.15, according to the input data. Then a sample average of 3000 simulation trials is
guaranteed to be precise within a factor of 1.09, i.e., in the range [0.137, 0.163] with prob-
ability more than 95%. There are similarly derived bounds on the required number of runs
for other estimates such as the probability a particular individual or group is infected, or
the distribution of outbreak size in a locality. (The method proposed in [66] can be proved
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to produce a good approximation, along the lines of Theorem 1, but would require orders
of magnitude more trials because it estimates the entire time stream, R(t) for all t.)
One could hope thatR0 gives a coarse but useful approximation. One of the key features
of the reproduction number is that it is supposed to have the following threshold property:
when R0 > 1 the epidemic will spread; when R0 < 1 the epidemic will die out. To
be precise, define R0 to have the threshold property if the following is true: Introduce
n0 = o(n) infected individuals to a disease-free population of size n; if R0 > 1, the
expected number of people infected E[R(∞)] ≥ αn for some α > 0, as n → ∞; if
R0 < 1 then E[R(∞)] < αn for all α > 0 as n → ∞. Equivalently, define F to be the
expected fraction F of population that becomes infected, F = E[R(∞)/n]. Then R0 has
the threshold property if
1. R0 > 1⇒ F = Ω(1)
and
2. R0 < 1⇒ F = o(1) .
A counterexample to part 1 of the threshold property, that R0 > 1 leads to a large
epidemic, is straightforward to construct. For instance, one can just look at a line or grid
graph as was done in [52]. In both of those, as we add nodes to the graph, the expected
number of infected people is bounded above by a constant. Therefore F will go to 0.
We now assert a stronger property. Given a graph G and an epidemic on G with R0 >
1, there is a graph Ĝ such that the same epidemic on Ĝ has larger reproductive number
R̂0 > R0 but smaller (relative) final epidemic size, i.e. F̂ < F . The proof is given in the
Appendix.
Theorem 3.2.2. Let G = (V,E) be a graph. Let H be another graph obtained by con-
necting two copies of G with an extra edge (chosen appropriately). Suppose epidemic
process on G with transmission probability p ∈ (0, 1) has basic reproduction number R0
and expected fraction of infected E[F ]. Then the epidemic process on H with transmission
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probability p has basic reproduction number RH0 > R0 and expected fraction of infected
E[FH ] ≤ 1+p
2
E[F ] < E[F ].
That R0 > 1 is not a sufficient condition for a disease outbreak is a consequence of
a more fundamental failure of a monotonicity property. Consider two networks with the
same pathogen but different basic reproduction numbers R10 and R
2
0 respectively (due to
different mixing patterns). If R10 > R
2
0, then one would desire that on average, the first
epidemic would have a larger proportion of infected than the second one. However, this is




Figure 3.1: Construction of a graph that has higher R0 than any given graph G, but
much lower F . R0 has increased, as for unchanged duplicated vertices it stays the same
and we added an edge. F has decreased as the spread to G′ is conditioned on traversing the
edge (u, u′).
Suppose we have a graphG with basic reproduction numberR0. Construct a new graph
G′ by taking two copies of G and connecting them via an edge at some node. See Figure
3.1.
Now we have two copies of the original graphs plus an extra connection. This makes
R0 of the new graph slightly higher than that of the original one. However, the expected
fraction of people has decreased as invading both copies relies on transmission through the
new edge. Details are given in the Appendix.
Next, we prove that no finite value of R0 ensures part 1 of the threshold property. For
anyR, however large, and any ε > 0, however small, there exists a graph for whichR0 ≥ R
and F ≤ ε.
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Theorem 3.2.3. Let G = (V,E) be a graph. Let H comprise m copies of G connected
by m − 1 extra edges (chosen appropriately). Suppose epidemic process on G with trans-
mission probability p ∈ (0, 1) has basic reproduction number R0 and expected fraction
of infected E[F ]. Then H has edge density slightly more than G, yet the same epidemic
process on H has basic reproduction number RH0 > R0 and expected fraction of infected
E[FH ] ≤ 1+p
m(1−p)E[F ]. Moreover, R
H
0 →∞ as m→∞.
The choices of the extra edges and the necessary calculations are given in the Appendix.
Lest the reader be concerned that the construction in Theorem 3.2.3 may be pathologically
unrealistic, Figure 3.2 displays a real population distribution whose topology is similar to
that of H .
Figure 3.2: Example of a real population distribution along a line. The Russian popu-
lation in its Asian regions closely follows the Trans-Siberian Railway. The numbers in the
legend are densities in units of people per square kilometer ([72]).
The counterexample to part 2 of the threshold property, that R0 < 1 ought to imply a
negligible epidemic, is a bit more involved.
Theorem 3.2.4. Let R0 < 1. There exists a sequence of graphs Gn = (Vn, En) with |Vn| ≥
n, p∗ ∈ (0, 1) and F > 0, such that epidemic processes with transmission probability p∗
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have basic reproduction numbers Rn0 ≤ R0, and their fractions of population infected, Fn,
satisfy E[Fn] ≥ F for all n.
H
Figure 3.3: Construction of a graph that for arbitrarily low R0 has constant F . This
is a member (n = 28) of a sequence of graphs with arbitrarily low fixed R0 that always
have at least F fraction of infected. H is a well-connected central component with constant
degree vertices (to keep R0 from growing). A bounded fraction of blue vertices is added to
H to get R0 as low as required.
The construction relies on creating a sequence of graphs with a large, relatively densely
connected component and weakly connected/disconnected outlying nodes. The central
component has to be dense enough to make the spread relatively likely but not so dense
that R0 grows arbitrarily large. In our construction, all vertices in the connected compo-
nent have the same degree and relatively uniform structure, giving the so-called expander
property. See Figure 3.3.
Calculations in the Appendix prove that for any fixed ρ > 0, our constructed contagion
network has basic reproduction number R0 = ρ, but has an expected outbreak size propor-
tional to the population size. In other words, as the population size n→∞ the fraction of
infected Fn → F > 0.
Theorems 3.2.3 and 3.2.4 prove that the basic reproduction number can wildly overes-
timate or underestimate the final size of the epidemic. It can be wrong by more than any
constant factor in predicting the size of the epidemic and, furthermore, cannot even fore-
cast whether there will or will not be an epidemic in the first place. This concludes our
theoretical critique of applying R0 to contact networks.
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3.3 Conclusions
Our theoretical analysis demonstrates that there are epidemic processes for which R0 ≥ 1
is neither a sufficient nor necessary condition for a large outbreak. Furthermore, R0 should
not be used to estimate the size of the outbreak, for it can perform arbitrarily poorly as
an approximation. According to Theorem 1, it can vastly overestimate the extent of an
outbreak: there are cases with arbitrarily large R0, but in which asymptotically 0% of the
population is exposed. According to Theorem 2, it can vastly underestimate the danger
of an outbreak: for any ε > 0, there are cases with R0 < ε but in which the expected
number exposed grows in proportion to the population size. These results explain and
extend criticisms of R0 reported in the literature.
As inhomogeneous network models replace homogeneous models of disease transmis-
sion, there cannot be a perfect replacement for the reproduction number. This is because
exact computation of the expected fraction infected is inherently too complex (#P −hard).
We have proved that the sample average of fraction infected is a close approximation to the
expected fraction infected, with high probability. Therefore we propose that the sample
mean should be used instead of R0. This computationally practical measure will provide
more accurate forecasts of disease spread. Hence is will help identify the most threatening
disease outbreaks, and evaluate the impacts of different potential interventions.
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CHAPTER 4
CASE STUDY OF THE YEMEN CHOLERA EPIDEMIC
4.1 Introduction
Poor worst-case performance of a mathematical procedure does not necessarily imply poor
behavior in practice. It could be that our theoretical analysis depends on rare or unrealistic
cases. This calls for an empirical analysis to complement the theoretical one. Compu-
tational studies in the literature that investigate deficiencies of R0 have been on small to
medium scale real networks and various artificial networks. We perform a large scale case
study on the present cholera epidemic in Yemen. The contact network model has more than
25 million nodes and 1013 edges. We find that R0 is quite inaccurate as a predictor of the
eventual disease spread over a range of data estimates. Furthermore, focusing on R0 can
mask important factors that affect the spread of the epidemic.
4.2 Case study
The examples in the previous Chapter were carefully constructed to get the desired prop-
erties. Perhaps real-world contact topologies do not exhibit such aberrant behaviour. To
investigate whether the theoretical failings of R0 extend to practical situations, we have
developed a model of the current cholera outbreak in Yemen. Our model is substantially
larger than other networks models for which R0 has been scrutinized.
Destruction of infrastructure and sanitation systems led to the start of a cholera epi-
demic in October 2016 [73]. It seems that before appearing in Yemen, this originally South
Asian strain caused outbreaks in East Africa [74]. Since then, it has become the largest
cholera epidemic in recent history. There have been over a million reported cases and more
than 2000 deaths.
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The outbreak involves a large population that includes heterogeneities relevant to dis-
ease transmission: population density, socioeconomic differences, and geographic features.
Therefore, this is a case where R0 might perform poorly as a metric for epidemic descrip-
tion, as opposed to a small uniform population at a school or workplace.
We investigate whether we can use the basic reproduction number to inform us about
the size of the epidemic, perhaps not exactly but at least with some accuracy. Another
property we investigate is whether relying on the reproduction number as a major summary
statistic obscures other disease parameters that play a more important role in describing the
epidemic.
4.2.1 Model overview
We built the contact network model based on detailed demographic data. Each node in
the network represents either a person or a water source. Nodes representing people are
strongly connected to their local water sources. They are also weakly connected to distant
water sources representing the possibility of long-distance travel. Water sources are con-
nected between each other by two-way edges if they represent reservoirs or wells, and by
one-way edges if they represent naturally flowing water, like creeks and rivers.
The disease progression in people follows the SEIR model. Susceptible individuals can
get infected through exposure to Vibrio cholerae either by drinking contaminated water or
eating contaminated food. They then become exposed, infected but not infectious while
the disease incubates. Afterwards they progress to an infectious stage, during which they
can add infectious bacteria to the local water source. Finally, they become removed from
the population under consideration by either recovering or dying. See Figure 4.2.
Water sources may be contaminated in two ways. People who are infectious can con-
taminate water sources. Also, bacteria can seep to a nearby reservoir or well, or to a down-
stream river. The flow of the epidemic is simulated as a stochastic process on the network











Figure 4.1: Contact network Example of the contact network for a an approximately 4
km2 region of Raymah Governorate. Blue nodes and links represent water sources and
their connections. Orange nodes represent people.
4.2.2 Results
The model was calibrated against WHO surveillance data at the country level [75]. We
used the data up to February 2nd 2018, the final date of detailed WHO reports. Overall, a
large fraction of simulation sample paths match the historical pattern of the epidemic. See
Figure 4.3. Details on data sources, parameter values, network construction, simulation
and validation are given in Section 4.3.
The basic reproduction number, calculated from simulations, was 3.05. This is within
general bounds estimated for previous outbreaks. However, as with other outbreaks, R0
does a poor job at summarizing the scale of the epidemic in Yemen. Knowing R0 does not
seem to add any extra information. One also would be hard pressed to make any predictions
about the outbreak sizes based on the the relative magnitude of R0. See Table 4.1.
In our simulations, R0 is sensitive to some parameters in a representative manner. For
instance, significantly increasing the rate of water source access in the model results in a
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Figure 4.2: Diagram of the cholera model. People can be Susceptible to cholera, Exposed,
Infectious or Removed (immune to infection and not part of the epidemic process). Black
arrows represent state transitions. Susceptible people get infected by exposure to bacteria
in the water. After an incubation period, they transition from Exposed to Infectious state.
Cholera bacteria are shed into the water supply by Infectious people. There is a natural rate
of bacterial decay that removes them from the environment.
Figure 4.3: Example of a simulated (left) vs reported (right) disease spread. Large num-
bers of infections occur in densely populated urban areas around the capital of Sana’a and
western parts of the country. Due to the model not accounting for population movements,
the simulated epidemic has fewer infections in the main refugee destinations: Hajjah and
Amran.
significant increase in R0 and correspondingly significant increase in the number of infec-
tions. However, R0 is almost completely insensitive to the effect of other parameters. See
Figure 4.4. All parameters of the model were kept the same except for the probability of
contaminating a distant water source (via long distance travel). Doubling this parameter
caused a negligible change in R0 but resulted in more than a factor of 5 increase in F . This
aligns with genomic evidence suggesting that recent outbreaks start from a single introduc-
tion followed by continuous local spread [79, 74]. This indicates that R0 does not have the
sensitivity one would require from a good summary statistic.
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Table 4.1: Cholera outbreaks, their R0 and affected population
Outbreak Cases (thousands) R0 F Source
1. Angola 2006 82 5.90 0.41% [76]
2. Bangladesh 1991 235 4.40 0.22% [77]
3. Yemen 2016 1055 3.05 3.73% [75]
4. Haiti 2010 809 1.55 8.1% [78]
5. Zimbabwe 2008 99 1.15 0.80% [57]
Figure 4.4: Final epidemic sizes for varying probabilities of distant infections. Increas-
ing probability of distant infection by a factor of 2 results in a significant increase in the
final epidemic size but has negligible impact on R0.
4.3 Cholera Outbreak Model Specifications
Section 4.2 has given an overview of our simulation model and its validation tests. This sec-
tion specifies our model, data sources, and validation tests. We intend to provide sufficient
detail here to enable other researchers to replicate our results.
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4.3.1 Contact network
We created a large directed graph to represent Yemen. The network has two types of
nodes: people and water sources. There are 24 million people nodes. A water source node
represents a well, river, or reservoir that could be used for drinking water.
The water sources and their connections were created using data from [80] and [81]. We
partitioned the country into a grid of 100m by 100m squares. Of these 5× 107 squares, we
retained those that have a river (based on [81]) or at least one person (based on [80]). We
reasoned that any grid square that supports a nonzero population must have a water source.
The network has a water source node for each retained grid square. There are 1,241,661
water source nodes of which 740,091 correspond to squares containing a river.
There is a directed arc from Water source u to water source v if all of the following
conditions are met:
• u and v are within distance mW , the maximum water spread radius.
• There is no water source node w between u and v.
• If both u and v are river nodes, v has to be downstream of u.
People are placed into the grid squares based on data from [80]. People nodes have a
strong two-way connection to the water source in their grid square. This represents people
being able to contaminate their local water sources and get infected by accessing water
from their closest water sources. People nodes also have weak one-way connections to
all other water sources. This represents people traveling and contaminating distant water
sources.
4.3.2 Disease progression and transmission
Each person node can be in of the four stages according to the SEIR model. The durations
of disease stages are uniformly distributed random variables with ranges shown in Table
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4.2. Number (concentration) of bacteria represents the level of contamination. Bacteria
have a uniformly random lifespan Bd between 7 and 14 days.
Disease can spread each day in one of the following ways:
• Infected people add bacteria to their closest water source with probability ph
• Infected people add bacteria to a distant water source with probability pd. The distant
water source is chosen among all water sources with probability proportional to the
number of people at that water source.
• Bacteria in the contaminated water source infect healthy people adjacent to it with
probability pwnb/K + nb, where pw is rate of contact with the water source, nb is the
concentration of bacteria in the water reservoir, K is the half saturation constant. K
represents the concentration of bacteria that yields 50% of the maximum chance of
infection.
• Bacteria at water source u can multiply and seep over to the nearby connected water
source v with probability ps/d(u, v), where ps is probability of spread and d(u, v) is
the distance between water sources.
4.3.3 Simulation
We initially introduce a random infected person within 10 km of of Sa’ana’a city center
[73]. This person starts in Infectious stage with randomly generated duration. The simu-
lation runs are restarted until an epidemic occurs, i.e., disease spreads to enough (> 100)
people.
Conditioned on the epidemic occurring, the simulation continues to run one day at a
time. Each day the disease spreads according to the stochastic process outlined above. At
the end of each day people advance in their disease stage or enter new stages.
The simulation runs for 497 days, to mimic the time from the first reported cholera case
in Sa’ana until the last day of detailed WHO reports. We terminate the simulation early if
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Table 4.2: Simulation parameters
Parameter Description Value Source
mw maximum radius of water contamination 1 km calibrated





pw probability an infectious person infects local




pd probability an infectious person infects dis-




K half saturation constant 20 units calibrated
ps multiplier for probability of bacteria spread-




Ed duration of the exposed stage 1− 5 days [82]
Id duration of the infectious stage 4− 7 days [83]
Bd lifespan of the bacteria 7− 14 days [83]
the disease dies out, i.e., if there are no people in an Exposed or Infectious stage and there
are no bacteria in any of the water sources.
4.3.4 Model limitations and validation
All available Yemen population data estimates appear to be extrapolated from 2004 Census.
We ran the model both with the raw data from [80] and with data adjusted by newer esti-
mates [84]. The adjustment was performed by proportionally scaling the number of people
in each square for each governorate. We use the governorate boundaries from [85]. The
calibrated parameters and final R0 were only slightly sensitive to the adjustment (popula-
tion was 16% larger, final R0 increased by 9% due to the higher density created by scaling)
and the overall qualitative results were the same.
The most comprehensive available waterway dataset is in [81]. It appears to be com-
plete, but does not distinguish among intermittent, ephemeral, and permanent streams.
However, the alternative waterway data sources are incomplete and have no evidence of
greater reliability. Therefore, we used the data from [81], and modeled all streams as
perennial. Even moderately accurate data for other water sources is not available. Urban
reservoirs and pipelines are in greatly varying states of functionality due to the war and
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consequent governmental disarray. In rural areas, a large number of illegal wells have been
dug because of significant drops in the water table, making accurate data inherently difficult
to obtain. As a proxy for absent data, the model includes a water source node in every grid
square with nonzero population, even if no well, river, pipeline, or reservoir is known to
be present. The mW parameter then approximately models the spread of bacteria to nearby
squares.
The early WHO estimates for cholera cases could also have some issues. The monitor-
ing stations were set up months after the start of the outbreak. Even afterwards, the country
being an active war zone and general failure of the infrastructure makes monitoring ex-
tremely difficult.
Some potentially important factors that we do not model are interventions, population
movements, and climate. There have been various small scope intervention efforts through-
out the time period we consider. Detailed data for them is rather difficult to come by. There
are some limited data on population movements based on internally displaced people re-
ports [86], but Yemen’s state of civil war makes more detailed and reliable reports highly
unlikely to appear. Finally, cholera seems to have a seasonality element that is quite diffi-
cult to quantify [87]. Of these excluded factors, population movement turns out to appear
significant. However, modeling the future movement of refugee populations is well outside
the scope of an epidemiology study.
We validated the model by comparing simulation results with data that was not directly
used to calibrate the model - the infections in different governorates. See Figure 4.5. Sim-
ulated epidemics follow patterns close to the observed one in most governorates that were
relatively untouched by the civil war. As expected, large numbers of infections occur in
densely populated areas connected to the capital (the origin of the epidemic). For instance,
in the governorates of Al Hudaydah, Ibb, Taizz, and capital governorate Sana’a along with
the city itself (Amanat Al Asimah), More than 50% of the sample paths land within 50%
relative error of the actual outbreak. Nearly 10% of the sample paths are within 10%
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relative error compared to the actual outbreak. Most sparsely populated or hard-to-reach
governorates also exhibit realistic behavior. For instance, about 10% of the time the island
of Socotra is not touched by the epidemic. However, if the disease manages to take hold in
the island, one observes a small outbreak.
For some governorates the fit is quite poor. However, the governorates with poor fit
match two major events of the conflict and refugee movements [88, 86]. The primary in-
stance occurs in the governorates of Hajjah and Amran. These have been the most popular
destination of refugees and they are the ones where the model most significantly underes-
timates infections. The other significant instance is the city of Aden, which was the main
military point of contention during 25 March – 22 July 2015 and has been held by the
Saudi-led coalition since then. The neighboring areas experienced a flood of refugees at
the beginning of the conflict, making the model underestimate those numbers. Afterwards,
there are at least two possible explanations for the overestimates in Aden: an overestimate
of the population and an underestimate of the infrastructure level. The model assumes that
infrastructure there is in the same state as in other cities. However, other cities are con-
trolled by sides of the conflict with less funding than Aden’s. These features of the conflict
qualitatively explain the model’s inaccuracy.
There is large amount of variability in the model. As with all large scale epidemic
models, it is impossible to know whether this is inherent to the actual process or just a
feature of the model. Only one sample path of the epidemic can be observed in the real
world, making any estimate of the variance statistically invalid.
4.4 Conclusions
Our case study of the Yemen cholera epidemic demonstrates that R0 has very limited prac-
tical applicability. The reproduction number does not help predict the size of the outbreak.
It tells us virtually nothing as a general summary statistic. Finally, it is not sensitive to some
critically important epidemic process parameters. The failures of R0 we observe are confir-
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matory of deficiencies previously reported in empirical studies [65, 66, 28, 67]. Compared
with prior studies of real disease outbreaks, the one reported here is, built on a much finer
geographic scale (cell size 100m× 100m), so as to capture the propagation and movement
of bacteria in water sources. The resulting population scale (average cell population 19) is

















































































































































































Throughout history, infectious diseases have been some of the most damaging phenomena
faced by human societies. In previous chapters we discussed how to measure the effect of
a potential outbreak. Having this information helps public health organizations to decide
whether there is a need for preventive intervention [26]. However, this still leaves the ques-
tion of how best to carry out such an intervention. Sometimes, this boils down to ensuring
access to the vaccines. Other times, e.g. for quarantine-based solutions, it becomes a ques-
tion of prioritizing some populations over others. Good disease prevention strategies are
an important problem in public policy. Furthermore, they inspire interesting mathematical
optimization challenges which we study in this chapter. We explore the problem of min-
imizing the effect of a spreading process on a network subject to an intervention budget.
Although we are mostly interested in stopping disease spread, this framework can be ap-
plied to other spreading processes, including malware on an IT network, misinformation
on social networks, and illegal items on transportation networks.
There has been quite a lot of work done on minimizing the effect of spreading processes
on networks, by researchers with backgrounds ranging from epidemiology to physics [89,
90, 91]. We will summarize the main approaches here. For more detailed reviews we di-
rect the interested reader to a few recent surveys [92, 29]. In the context of a network,
interventions can be classified into three groups: node removal, edge removal, or decrease
in the probability of transmission. Depending on the network resolution, node removal
can correspond to vaccination [93], treatment [94], case isolation or sometimes quarantine
[95]. Quarantine, along with social isolation (e.g. school closure) can also be viewed as an
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intervention based on edge removal [96]. For instance, if network nodes correspond to indi-
viduals, quarantine can be represented as an edge cut between subsets of a larger population
[97]. Finally, there are intervention strategies that reduce the probability of infection, with-
out completely cutting off the contacts. These mostly take the form of behavioral changes
aimed at either diminishing interaction frequencies or reducing the transmission risk of
each interaction. Some examples of the latter are promotion of hygiene such as hand wash-
ing, boiling water, or cooking food to the right temperature, and barrier precautions such
as masks, condoms, latex gloves, etc [98]. These intervention strategies can be distributed
over the network uniformly and randomly, or aimed at specific parts of the network. In
this chapter, we will focus on the targeted interventions. We won’t consider measures that
reduce probability of infection as they are uniform in their nature. If we allow different
nodes and edges to have different costs and objective value coefficients, then one can eas-
ily transform from one type of problem into another. We picked node removal as it more
naturally corresponds to the most common prevention strategy - vaccination.
The ultimate goal of any intervention is to minimize the number of victims of a disease.
However, even evaluating this objective is not a simple task. As we discussed in Chapter
3, we can approximate the expected number of infected but cannot evaluate this number
with a simple expression. Therefore, many papers in the literature [29] instead focus on
minimizing a proxy that hopefully would lead to minimizing the impact of the disease.
One common approach is to minimize a metric seen as a threshold for the disease, often
R0. However, this task itself is also computationally difficult. Recall the definition of R0







As we will see in Section 5.3, minimizing this metric via node removal is NP-Hard. More-
over, it is impossible to approximate within any constant multiplicative factor unless P=NP.
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Hence, most approaches resort to greedy heuristics, based on removing nodes with high
degree [30, 99, 100]. For very large graphs, some authors resort to doing this without
reevaluation. This approach can be quite useful in the absence of global information on
a graph [31] as it provides a reasonable heuristic for spending limited removal budget on
nodes that are hopefully of high importance.
Another class of intervention strategies is based on various centrality metrics. Although
node degree can be a good indicator for the relative importance of a node in terms of its
spreading capabilities, it can be inaccurate [30]. To alleviate that, one should consider
broader impact of a node. For instance, a vertex that has many high-degree neighbors
is more important than its degree alone would indicate. This gives rise to various node
centrality measures. Perhaps the most common ones are betweenness centrality and eigen-
vector centrality, although there are others [101]. For a given graph G = (V,E), with an







where σst is the total number of shortest paths from node s to node t and σst(v) is the
number of those paths that pass through v. The eigenvector centrality CE of the vertices is
defined as a solution of the equation:
ACE = λCE,
Where λ is the largest eigenvalue of A. Different authors have used these centrality mea-
sures to inform a variety of interventions strategies [102, 103, 104]. Such interventions are
also commonly used to minimize another proxy for the number infected: the aforemen-
tioned λ, the largest eigenvalue of the graph adjacency matrix. It has been shown that these
approaches can perform arbitrarily badly for this purpose [105]. Nevertheless, they often
empirically outperform interventions based on the vertex degrees [30].
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Finally, there are many approaches based on dismantling the network [106, 107, 108].
The idea is to partition the network, hence confining an epidemic to a small component.
Variants of the problem differ in objectives, and constraints on the size and number of com-
ponents. Researchers have attempted both exact [109, 107] and heuristic approaches [106,
108] to these problems. We will not consider at these approaches in detail, as they are
essentially ‘dual’ to the problem we have at hand. I.e., partitioning approaches typically
aim to minimize the number of removed nodes to achieve a good partition, rather than to
achieve the best possible partition subject to a budget constraint. The former is more appro-
priate for network partitioning problems, as a small number of nodes cannot guarantee any
kind of partition. In our context, one can view it as a limit of a general spreading problem
when the probability of edge transmission approaches one. If the initial infected node is
uniformly random, this becomes a problem of minimizing the sum of squares of network
component sizes [107].
There are a few more broad areas of related research that we want to mention. Interven-
tion efficacy can be affected by human behavior [110]. For instance, some individual could
refuse to participate in intervention measures, there could be general change of behavior
with the introduction of quarantine, etc. These issues are usually investigated in a game
theoretic framework which is outside the scope of this work. There is also a significant
amount of related research in the contexts of the firefighter problem [111] and network
flow interdiction [112, 113]. However, both problems are usually considered in a determin-
istic setting and on graphs with very special structure, e.g. trees and grids.
In this work we want to establish truly optimal (rather than heuristic) interventions in
a broad setting. The remainder of this chapter is organized as follows. Section 5.2 rig-
orously defines the problem of minimizing the effect of stochastic spread on a network
under general conditions. It provides an exact albeit impractical IP formulation for this
problem. It also describes how to obtain a more practical formulation using sample av-
erage approximation. In Section 5.3, we will discuss solution approaches. We study the
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computational complexity of SAA for the problem and its approximability. We will also
present a result on inapproximability of intervention based on R0. Finally, we show how
SAA based approach is viable for small networks. We perform a series of experiments on
real contact networks. In these experiments we evaluate our solution against degree and
centrality-based interventions. We demonstrate that using our intervention can result in
significantly better outcomes.
5.2 Problem statement
Consider a directed graph G = (V,E). An edge (v, u) ∈ E in the graph G represents the
possibility that v may expose u to the disease. At any given time t, each node is one of the
three states: Susceptible (S), Infectious (I), and Removed (R). Initially, during step t = 0,
we draw one node to become infectious from some distribution P . All the other nodes are
susceptible. For notational convenience, we will only deal with the case of one initially
infectious node, though generalization to multiple initial infections is straightforward. Ev-
ery infected node v stays infectious for some (possibly random) time. This duration of
infectiousness can be a different distribution for each node. At the end of infectious period,
the node becomes removed. Each infectious node v transmits infection to its neighbour-
ing susceptible node u according to some stochastic process β(u, v). If the transmission
is successful, u becomes infected itself. The process stops when there are no more infec-
tious nodes. Note that this is a significant generalization of the spreading process process
defined in Section 3.2. It can be difficult to parametrize such processes, though the recent
availability of high quality contact data is making it increasingly possible [114, 115, 116].
We have a budget to immunize b nodes before the process starts (effectively rendering
them removed). The goal is to minimize the total expected number of infections after im-
munization. We assume that immunization is perfectly effective, i.e. there is no possibility
that a vaccine can fail. Furthermore, we assume that our intervention is independent of the
spreading process. For instance, this would mean that a vaccination campaign would not
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introduce significant behavioural changes in the population. Finally, we assume we have
full information about the spreading process, i.e. we don’t have to learn and estimate the
network topology or the transmission process.
Dealing with the problem in this form is quite difficult. In particular, it is very difficult
to establish the effects of an intervention. However, we can look at it from a different point
of view. Observe that any realization of our spreading process is equivalent to a rooted
subgraph H of G. The root of H corresponds to the initially infectious vertex. Every edge
in H corresponds to a possible transmission event. I.e. an edge (u, v) ∈ H corresponds to
the sample paths where u could have transmitted the disease to v. We consider these paths
regardless of whether the transmission actually occurred e.g. if v was infected by some
other vertex first. Notice that these subgraphs, from now on called scenarios, partition the
whole probability space. Furthermore, by independence of the intervention and the spread-
ing process, we can observe the effect of the intervention by simply removing the required
vertices from each scenario and performing a search from the root (if it wasn’t immunized).
This allows us to write the following (exponentially sized) integer formulation:
Sets:
• V - nodes
• E - directed arcs
• S = |V | × 2|E| - possible scenarios
• Es - set of all active edges in scenario s, s ∈ S
Parameters:
• b - immunization budget (in nodes)
• ps - probability of scenario s, s ∈ S























dvs + xsvs = 1 ∀s ∈ S
xsv + dv ≥ xsu ∀(u, v) ∈ Es, s ∈ S
0 ≤ xsv ≤ 1 ∀s ∈ S, v ∈ V
0 ≤ dv ≤ 1 ∀v ∈ V
dv ∈ Z ∀v ∈ V
Although technically fully specified, there are two problematic issues with this formu-
lation. The first is that the formulation has size exponential in the number of edges. The
second issue is that for a general spreading process it is difficult to calculate the probability
ps of a given scenario s. However, we can alleviate both issues by employing the sample
average approximation (SAA) technique [117]. Instead of looking at all scenarios, we de-
fine S as a sample of N scenarios. This allows us to get the expectation with respect to















dvs + xsvs = 1 ∀s ∈ S
xsv + dv ≥ xsu ∀(u, v) ∈ Es, s ∈ S
0 ≤ xsv ≤ 1 ∀s ∈ S, v ∈ V
0 ≤ dv ≤ 1 ∀v ∈ V
dv ∈ Z ∀v ∈ V
By the (Strong) Law of Large Numbers, the optimal value and solution of SAAIP
converge to the optimal value and solution of the original problem with probability 1 as
N → ∞. Furthermore it does so exponentially fast with the increase of the sample size
[117].
5.3 Hardness and inapproximability
Now that we have a workable formulation ??, the question becomes, how do we solve
it? In this section we derive a few results attempting to answer this question. On the
theoretical front, we prove that the decision version of SAAIP is NP-hard. However, a lot of
optimization problems are NP-hard, and yet are routinely solved in practice. One indicator
of some NP-hard problems being easier than other is their approximability. Therefore, we
carefully investigate how well can we approximate a solution for SAAIP. Finally we will
briefly discuss a few practical considerations.
Proposition 5.3.1. Define decision version of SAAIP: Given a set of scenarios S and a
budget b is there an intervention with expected number of infected less than M? This
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problem is NP-Hard.
Proof. We reduce from the Clique Problem. The proof is similar to [118].
Consider a clique problem: does a given (undirected) graph G = (V,E) have a clique
of size k?
Construct an instance of SAAIP with a graph (V ′s ∪ V ′a ∪ V ′n, E) as follows. Let the


















(1 + |E|+ C|V |) scenarios. These scenarios all have a different
starting vertex s ∈ V ′s but share all other vertices. For each edge e ∈ E we create a vertex
in V ′a and for each vertex v in V we create C vertices in V
′
n. In each scenario, the starting
scenario vertex s has an edge (s, e) for all e ∈ V ′a . For each edge e = (u, v) in the clique
problem graph, we connect a vertex e ∈ V ′a to all vertices in V ′n corresponding to u and v.
See Figure 5.1





vertices in V ′n
corresponding to the edges not in the clique. Then in each scenario, we have the following
infected vertices: the starting vertex, the vertices corresponding to the edges of the clique,






Ck infected in each scenario and hence the required objective value.











+ Ck. Consider an optimal immunization.
The number of infected nodes without immunization is (1 + |E|+ C|V |). If we immu-
nize m scenario starting vertices we reduce the objective value by














and don’t affect any of the other scenarios. Likewise, immunizing any of the vertices in V ′n
reduces the objective value by 1 and doesn’t affect the infection status of any other vertex.































Figure 5.1: Construction for the Proof of Proposition 5.3.1. s is a unique starting vertex
for each scenario in S. Vertices ei correspond to the edges of the graph in the Clique







+ 1 non-immunized vertices in V ′a . Each of them corresponds to an edge in E. In





+ 1 edges. Therefore, we


























non immunized vertices left are in V ′a and they





edges in the original











edges, i.e. a k-clique as
required.
5.3.1 Approximability
Approximation algorithms often produce good results for NP-hard problems. In the next
few theorems we show the difficulty of approximating SAAIP. Most approximation tech-
niques are based on greedy or local search, randomized rounding, or a primal-dual schema
[71]. We first demonstrate that the greedy heuristic can have an arbitrarily large gap. To
deal with the latter two approaches we look at the gap between the integer formulation of
the problem and different relaxations. Performance bounds for both randomized round-
ing and primal-dual schema depend on this gap, and large gaps would indicate that these
approaches might not work.
Proposition 5.3.2. Intervention produced by a greedy algorithm for SAAIP with n nodes
can be Ω(n) worse than the optimal intervention.
Proof. Construct an instance of SAAIP with a graph (V,E) as follows. Let the budget
b = 2. Suppose we have n scenarios, each with a unique starting vertex. Each starting













Figure 5.2: Construction for the Proof of Proposition 5.3.2. s is a unique starting vertex
for each scenario in S. Vertices v1 and v2 have two successors each. Vertices v3 and v4 are
connected to n vertices.
v4 are connected to n vertices. See Figure 5.2.
Then the greedy heuristic would immunize vertices v1 and v2, resulting in the expected
number of infected n+ 3. On the other hand, if we immunize vertices v3 and v4, there will
be 7 infected. Their objective ratio is at least (n+ 3)/7 = Ω(n).
Next we look at the LP relaxation. Along with its application for the design of approx-
imation algorithms, the gap between the IP and LP relaxation can be indicative of the IP
solver performance. Regrettably, linear relaxation gives very little information about the
actual solution of SAAIP.
Proposition 5.3.3. LP relaxation SAAIP ?? has an integrality gap of Ω(b).















Figure 5.3: Construction for the Proof of Proposition 5.3.3. s is a unique starting vertex
for each scenario in S. s is connected to vertices {v1, . . . , vb+1} = V1. Each vertex in V1
has an arc to each vertex in V2. By construction, with a budget b we cannot save more than
b vertices.
have a budget b and n scenarios, each with a unique starting vertex. Each starting vertex is
connected to b+ 1 vertices in v1, which are in turn connected to m vertices in V2. Suppose
n m+ b. See Figure5.3.
Hence any immunization strategy can immunize at most b vertices, leaving z = 2 + m
infected. On the other hand, in the LP we can fractionally immunize each of the vertices in
V1 with dv = b/b+ 1. This leads to a solution with an objective value of
zLP = 1 +
1
b+ 1




For large m the ratio z/zLP ≈ b which can be chosen to be arbitrarily large.
One additional point we would like to make is that designing targeted intervention based
on minimizing a threshold such as R0 is also NP-Hard. In fact it is hard to approximate
within any factor. The following proposition makes this statement precise.
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Proposition 5.3.4. Intervention based on minimizing R0 is NP-hard. Furthermore, it can-
not be approximated to any constant factor unless P = NP .







p is just a constant. Therefore, (up to a multiplicative constant) the problem is equivalent
to removing graph nodes to minimize the number of edges in the graph.
Suppose, for any graphG = (V,E) and a budget b, we could solve the problem approx-
imately within a factor of α. I.e. we could find an intervention with the basic reproduction
number R̂0, s.t.
ROPT0 ≤ R̂0 ≤ αROPT0
However, for some budget b, ROPT0 = 0 and hence R̂0. Doing binary search over
values of b, we would obtain minimal b s.t. removing b vertices removes all the edges. I.e.
we found the minimal number of vertices that are adjacent to all the edge or the vertex
cover. However, the latter is NP-Complete, and hence we cannot approximate optimal R0
intervention within any constant factor unless P = NP.
5.3.2 Discussion and practical performance
We would like to make an observation about the approximability of the intervention based
on R0. Although it is hard to approximate the optimal R0 intervention within a constant
factor, it is not hard to solve the same problem with differently specified objective. Mini-
mizing the number of edges remaining after vertex removals is equivalent to maximizing
the number of edges removed. However, the latter problem does admit a variety of ap-
proximation algorithms. The simple greedy heuristic gets within a factor of 1 − 1/e [71].
Rounding schemes can get an even better approximation ratio of 3/4 [119]. So, in a way
the problem is not as hard as it looks. Empirically, modern solvers can tackle it quite well.
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The Gurobi 8.1 [120] software found optimal (within 0.1%) solutions on graphs with less
than a 1000 nodes and any budgets without trouble.
For optimal immunization the picture is different. Our analytical results have been neg-
ative. Nevertheless, in practice modern solvers can tackle the problem for small to moderate
numbers of scenarios with reasonable graph sizes. We will present detailed experimental
results in the next section. We have been able to solve instances with up to 1000 scenarios
on 200 nodes. Furthermore, greedy and local search based heuristics also perform rea-
sonably well on these instances. However, the most popular decomposition approaches,
e.g. L-shaped method [121] did not perform too well. Straightforward implementation
doesn’t work as well as one would hope. Although we can solve sub problems extremely
efficiently (they boil down to calculating a network flow), the master problem does not
converge quickly. In fact, in our experience, solving the full problem on a modern solver
significantly outperformed such approaches.
5.4 Experiments
In this section we compare intervention based on solving SAAIP to a few popular alterna-
tives. The alternatives we consider are: the intervention that minimizesR0, the intervention
based on removal of nodes with highest betweenness centrality, and the intervention based
on removal of nodes with highest eigenvector centrality. For SAAIP and the problem of
minimizing R0, we solve the problem using Gurobi 8.1 [120]. For centrality based in-
terventions, we employ the greedy approach used in the literature [30] of identifying and
immunizing b nodes with highest centrality. Note that all the heuristics we described so far
can be optimal in special cases. For instance, as we have already mentioned graph shatter-
ing can be optimal as the probability of transmission approaches 1. At the other extreme,
degree-based interventions are also optimal when the probability of transmission is so small
that we can ignore second order interactions. Between those, the centrality-based measures
can work extremely well when we need to consider only relatively short infection paths.
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The experiments use three real contact networks: Zachary’s karate club [122], Kenyan
households contact network [123] and a French high school contact network [124]. Zachary’s
karate club network is one of the most popular social networks in the network theory lit-
erature. The network consists of 34 members of a karate club, with links between pairs of
members who interacted outside the club. It is considered to be a prototypical example of
community structures in networks [125]. The second network consists of 47 people spread
across 5 households in rural Kenya. These households were observed between April 24
and May 12, 2012, though the data correspond to only 5 days of continuous interactions.
Each household member was equipped with a proximity sensor to record close (¡1.5 meter)
interactions between them. A contact between two individuals was recorded if there was a
packet sent in the last 20 seconds. The contact was considered continuous until no packets
were exchanged for at least 20 seconds. We hope, this network is reasonably representative
of interactions in a small rural community. Finally, the last network corresponds to contacts
between 126 high school students in Marseilles, France. The dataset contains student con-
tacts in three classes over 4 days in Dec. 2011. These were recorded using methodology
similar to the one described above for the Kenyan village. This network should be much
more representative of a well mixed urban population.
We used a general SIR model for disease progression. In the case of the karate network,
there was a fixed probability p of transmission between any two individual that had a link in
the network. For the other two networks, the probability of transmission was a function of
the number of interactions in the original network. Given a fixed probability p, probability
that an infectious node u infects node v was set to be 1−(1−p)k(u,v), where k(u, v) is num-
ber of 20 second interactions between u and v in the original dataset. This can be viewed
as the probability of disease transmission given k(u, v) interactions, with each interaction
having an independent probability p of transmission. To keep confounding factors out of
the model we assumed one possible transmission event with the above probabilities. I.e.
we did not take into account possible infectious periods.
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For the tests, we chose probabilities of transmission of p ∈ (0.5, 0.95) for Karate net-
work, (0.0002, 0.002) for the Kenya Village network and (0.002, 0.02) for the high school
network. These probabilities were chosen to obtain a range from virtually no infected to
almost the whole network being infected without intervention. To solve SAAIP, we gen-
erated 1000 scenarios for the karate network, 300 for the village network, and 100 for the
High school network. These were chosen to have the most complex models solvable in
reasonable time (less than an hour using Gurobi 8.1 on Ryzen 5 1600x 3.6 Ghz, 16GB of
memory, Windows 10). We tested the immunization budgets from 1 to 10 for each network.
Once the optimal strategies were obtained using every method, we ran 100000 simulations
to get the expected number of infected within two significant digits. Full results are in the
Appendix.
Overall, SAAIP intervention is always at least as good as the other interventions (with
one caveat which we discuss in a bit). In some cases, e.g. Karate with transmission prob-
ability 0.95 and a budget of 8, it results in 30% less infected than the next best alterna-
tive.There is no dominant intervention strategy among the three we compared to SAAIP.
For instance, depending on the intervention budget and probability of infection, interven-
tion based on betweenness centrality can be the best (see Figure 5.4) or the worst (see
Figure 5.5). Also, for some parameter values, SAAIP strictly dominates other interven-
tions (e.g. see Figure 5.6 and 5.7). For other values, the intervention effectiveness can be
quite close, e.g. Figure 5.8, where SAAIP pulls slightly ahead only for large values of p.
Finally, in Figure 5.9, SAAIP-based intervention does marginally worse than the one based
on optimizing R0, for small values of p. This is an artifact of only running 100 scenarios.
After running more scenarios, SAAIP and R0 settled on the same intervention. Also, in
Figure 5.9 we can see that SAAIP outperforms everything for moderate values of p, but
only performs equally well as the other interventions for high values of p. This again could
be an artifact of the small number of samples. However, in this case, it is difficult to de-
termine as the problems with the highest probability of infection are empirically the most
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Figure 5.4: Karate club, b = 1. Expected infections E[R] against probability of trans-
mission p per interaction for the Karate network with intervention budget of 1. The curves
(from top to bottom) correspond expected infections coming from intervention policy based
on: no intervention, SAAIP, minimizing R0, removing node with highest betweenness cen-
trality, and removing node with highest eigenvalue centrality. Note that in this case, R0 and
eigenvalue centrality based interventions produce the same policy. However, the optimal
policy is the one based on SAAIP and betweenness centrality interventions.
difficult to solve (they result in larger scenarios).
Overall, SAAIP provides a good empirical solution for small to medium networks. It
is also the only one that converges to the truly optimal intervention. Furthermore, the
difference between the methods is most pronounced in the most dangerous cases of high
probability of infection. It is especially important to find good interventions for these cases
when the budgets are small. On the other hand, when the budget is large and probability
of infection is small, pretty much any intervention will perform adequately. Furthermore,
this pattern of differences in quality holds for three very different networks. One might
have expected that contacts would be very well-mixed in the school social network, but
according to the data they are not. The assumption of homogeneous mixing, which would
make R0 a true threshold and a good intervention measure, is again violated.
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Figure 5.5: Karate club, b = 5. All interventions except the betweenness centrality pro-
duce the same policies.













Figure 5.6: Karate club, b = 7. SAAIP based intervention strictly dominates all other
interventions.
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Figure 5.7: Kenyan village, b = 5. Again, SAAIP based intervention strictly dominates
all other interventions.















Figure 5.8: Kenyan village, b = 10. SAAIP based intervention policy dominates all other
policies. However, it becomes different from R0 based policy for large values of p
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Figure 5.9: French high school, b = 8. R0 based intervention slightly outperforms SAAIP
for small values of p. Running SAAIP with larger number of scenarios fixes the issue.
Also, notice that for very high values of p all policies perform about the same, but SAAIP
is much better for moderate to high probabilities of transmission.
5.5 Conclusions
In this chapter, we discussed how to approach the problem of minimizing spread of infec-
tion in a network. We found evidence that obtaining or approximating optimal intervention
is computationally hard. However, in practice, one can approximate and quantify the error
for small networks. Furthermore, it performs considerably better than the leading alterna-
tives described in the literature.
In terms of future research there is a vast number of interesting practical and analytical
questions. We haven’t been able to produce a strict result on hardness of approximation.
Based on attempts at similar problems [refs] this seems to be difficult in general. Neverthe-
less, it would be an interesting avenue to pursue given the intricate combinatorial structure
of the problem.
On the more practical side, there are a number of heuristic approaches one can pursue
to solve SAAIP. An important avenue of research would be to characterize how far we
can scale this approximation. I.e. it would be a good to know the size of the problem for
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which we could obtain a reasonable (perhaps suboptimal) solution in practice. It would also
be interesting to compare SAAIP based solutions to other proxies, perhaps appropriately
modified shattering approaches, etc. Also it would be interesting to test this approach
on different classes of networks which might be more prevalent in practice, for instance






For completeness here we state an LP formulation functionally equivalent to that of [15].
Index sets: alternatives i = 1, . . . , k; states w.
Decision variables: qw, the (unconditional) probability of (arriving and) terminating at
state w.
Auxiliary variables: aw, the probability of arriving at state w.
Data:
p = (p1, . . . , pk), the probability vector; U , upper bound on # of trials; ζ , minimum PCS
Auxiliary data:
t([w]) = the # of components of the vector [w] equal to [w]k (the # of alternatives tied for
the most wins).




i=1(aw−ei − qw−ei)pi (for all w except w = 0)
Constraints:
0 ≤ qw ≤ aw∀w.
















w |w|qw. (Minimize the expected number of trials upon termination).
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APPENDIX B
COUNTEREXAMPLE TO A STRONGER STATEMENT THAN LEMMA 2.3.1
The policy with the termination rule: sample until one of the alternatives wins 6 trials or
states {1, 4} are reached (see Figure B.1) is a counterexample to Lemma 2.3.1 for sane,
curtailed and bounded Markovian policies if we are confined to deterministic policies. Ta-
bles B.1 and B.2 show all of the deterministic policies that run up to 11 trials with their
respective PCS and expected number of trials at p = (0.45, 0.55). The policies are sorted
in ascending PCS. One can see that the holey policy has no deterministic unholey policy
strictly dominating it. In other words, no unholey deterministic policy has at least as large
PCS and a lesser or equal expected number of trials with at least one inequality being strict.
Figure B.1: Holey policy
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Table B.1: PCS and expected number of trials for deterministic policies (part 1)
Policy States PCS Expected trials
(1, 0), (1, 1) 0.55 1
(2, 0), (2, 1) 0.57475 2.495
(2, 0), (3, 2), (3, 1) 0.58700125 3.235025
(2, 0), (3, 1), (4, 3), (4, 2) 0.593065619 3.601337375
(3, 0), (3, 2), (3, 1) 0.593126875 4.1100375
(2, 0), (5, 4), (3, 1), (5, 3), (4, 2) 0.596067481 3.782662001
(2, 0), (4, 1), (4, 3), (4, 2) 0.596097803 4.034468562
(6, 4), (3, 1), (2, 0), (4, 2), (6, 5), (5, 3) 0.597553403 3.87241769
(2, 0), (5, 4), (3, 1), (5, 2), (5, 3) 0.597568413 3.997061938
(6, 4), (3, 1), (6, 3), (2, 0), (4, 2), (6, 5) 0.598296364 3.97854566
(6, 4), (3, 1), (2, 0), (5, 2), (6, 5), (5, 3) 0.599797295 4.131695473
(2, 0), (5, 4), (5, 3), (4, 1), (4, 2) 0.600600597 4.306455501
(6, 4), (3, 1), (6, 3), (2, 0), (5, 2), (6, 5) 0.600911737 4.290887427
(6, 4), (3, 1), (6, 3), (2, 0), (6, 2), (6, 5) 0.601283217 4.407045349
(3, 0), (4, 2), (3, 1), (4, 3) 0.602223428 4.659506063
(6, 4), (2, 0), (4, 2), (4, 1), (6, 5), (5, 3) 0.60282948 4.441089035
(2, 0), (5, 4), (4, 1), (5, 2), (5, 3) 0.602851994 4.628055408
(2, 0), (5, 4), (5, 3), (5, 2), (5, 1) 0.603602459 4.862717877
(6, 4), (6, 3), (2, 0), (4, 2), (4, 1), (6, 5) 0.603943921 4.600280989
(6, 4), (5, 2), (2, 0), (4, 1), (6, 5), (5, 3) 0.606195318 4.830005709
(3, 0), (4, 2), (5, 4), (3, 1), (5, 3) 0.606726222 4.931493001
(3, 0), (4, 2), (4, 1), (4, 3) 0.606771705 5.309202844
(6, 4), (2, 0), (5, 1), (5, 2), (6, 5), (5, 3) 0.607317264 5.087107101
(6, 4), (5, 2), (6, 3), (2, 0), (4, 1), (6, 5) 0.60786698 5.06879364
(4, 2), (4, 1), (4, 3), (4, 0) 0.608287797 5.783268438
(6, 4), (6, 3), (2, 0), (6, 2), (4, 1), (6, 5) 0.608424201 5.243030523
(6, 4), (3, 0), (3, 1), (4, 2), (6, 5), (5, 3) 0.608955105 5.066126535
(3, 0), (5, 4), (3, 1), (5, 2), (5, 3) 0.608977619 5.253092908
(6, 4), (6, 3), (2, 0), (5, 1), (5, 2), (6, 5) 0.609174667 5.352427024
(6, 4), (6, 3), (2, 0), (6, 2), (5, 1), (6, 5) 0.609917628 5.584742868
(6, 4), (3, 0), (3, 1), (6, 3), (4, 2), (6, 5) 0.610069546 5.225318489
(6, 4), (6, 1), (6, 3), (2, 0), (6, 2), (6, 5) 0.610103368 5.708415517
(6, 4), (3, 0), (3, 1), (5, 2), (6, 5), (5, 3) 0.612320943 5.455043209
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Table B.2: PCS and expected number of trials for deterministic policies (part 2)
Policy States PCS Expected trials
(3, 0), (4, 2), (5, 4), (4, 1), (5, 3) 0.613525895 5.717183251
(6, 4), (3, 0), (3, 1), (6, 3), (5, 2), (6, 5) 0.613992605 5.69383114
(6, 4), (3, 0), (3, 1), (6, 3), (6, 2), (6, 5) 0.614549826 5.868068023
(4, 2), (5, 4), (4, 0), (4, 1), (5, 3) 0.615792453 6.236580002
(6, 4), (3, 0), (4, 2), (4, 1), (6, 5), (5, 3) 0.61686922 5.919133553
(3, 0), (5, 2), (5, 4), (4, 1), (5, 3) 0.616902991 6.199583111
(3, 0), (5, 1), (5, 4), (5, 2), (5, 3) 0.618028689 6.551576815
(6, 4), (3, 0), (6, 3), (4, 2), (4, 1), (6, 5) 0.618540882 6.157921484
(6, 4), (4, 2), (4, 0), (4, 1), (6, 5), (5, 3) 0.619507258 6.460969226
(5, 2), (5, 4), (4, 0), (4, 1), (5, 3) 0.619544781 6.772579846
(5, 1), (5, 4), (4, 0), (5, 2), (5, 3) 0.621045713 7.241904784
(6, 4), (6, 3), (4, 2), (4, 1), (6, 5), (4, 0) 0.621364661 6.726289149
(5, 1), (5, 4), (5, 2), (5, 0), (5, 3) 0.621420945 7.491748518
(6, 4), (3, 0), (5, 2), (4, 1), (6, 5), (5, 3) 0.621917977 6.502508564
(6, 4), (3, 0), (5, 1), (5, 2), (6, 5), (5, 3) 0.623600897 6.888160651
(6, 4), (3, 0), (5, 2), (6, 3), (4, 1), (6, 5) 0.624425471 6.86069046
(6, 4), (5, 2), (4, 0), (4, 1), (6, 5), (5, 3) 0.625116989 7.109163682
(6, 4), (3, 0), (6, 3), (6, 2), (4, 1), (6, 5) 0.625261302 7.122045785
(6, 4), (3, 0), (6, 3), (5, 1), (5, 2), (6, 5) 0.626387 7.286140536
(6, 4), (5, 1), (4, 0), (5, 2), (6, 5), (5, 3) 0.627360881 7.623366465
(6, 4), (3, 0), (6, 3), (6, 2), (5, 1), (6, 5) 0.627501442 7.634614302
(6, 4), (3, 0), (6, 1), (6, 3), (6, 2), (6, 5) 0.627780052 7.820123275
(6, 4), (5, 2), (6, 3), (4, 1), (6, 5), (4, 0) 0.627903092 7.507143567
(6, 4), (5, 0), (5, 1), (5, 2), (6, 5), (5, 3) 0.627921854 7.884429661
(6, 4), (6, 3), (6, 2), (4, 1), (6, 5), (4, 0) 0.628831794 7.797538372
Holey Counterexample 0.628924664 8.060668447
(6, 4), (6, 3), (5, 1), (5, 2), (6, 5), (4, 0) 0.630518465 8.074410334
(6, 4), (6, 3), (5, 0), (5, 1), (5, 2), (6, 5) 0.631172308 8.348739526
(6, 4), (6, 3), (6, 2), (5, 1), (6, 5), (4, 0) 0.631818647 8.480963062
(6, 4), (6, 1), (6, 3), (6, 2), (6, 5), (4, 0) 0.632190127 8.728308359
(6, 4), (6, 3), (6, 2), (5, 0), (5, 1), (6, 5) 0.63256536 8.784331734
(6, 4), (6, 1), (6, 3), (6, 2), (5, 0), (6, 5) 0.633029711 9.093513355
(6, 4), (6, 1), (6, 0), (6, 3), (6, 2), (6, 5) 0.633122581 9.22413093
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APPENDIX C
PROOFS OF THEOREMS IN CHAPTER 3
Proof of Theorem 3.2.1. Run k simulations. Let Ri(∞) be the number of removed nodes






, be the sample average over the
k samples. Note that 0 ≤ Ri(∞)
n
≤ 1 for all i. For all ε > 0, Hoeffding’s Inequality [126]
implies:
P


















samples. For a guarantee on relative error, i.e.,
P
(∣∣∣R̂− E [F ]∣∣∣ > εE [F ]) < δ







As E [F ]2 ≥ 1/|V |2 (we start with at least one infected node), we need







samples to get an estimate with the required accuracy.
To generate one sample we can perform a search in the graph, following only the edges
that have transmitted the infection. Therefore, it takes O(|E|) time to run each simulation.
TheO(|E|) time bound per simulation applies to any epidemic model for which the number
of node states and the number of time steps a node may remain in a transient state are
bounded. In the simple epidemic model of the theoretical analysis, there are three nodes
states (S, I, R) and a node may remain in the transient state I for one time step. In the case
study, the number of states and duration lengths are larger but still bounded.








For the expected fraction of infected we need to choose the connecting vertex appropriately.










There exists u such that E[F |Au] ≤ E[F ]. Choose this u to connect the components in
H . Label them u1 and u2. Let B be an event that there was a transmission along the edge
(u1, u2) (irrespective of whether u1 or u2 actually got infected). Then, the expected fraction
of infected of H is
E[FH ] = E[FH |B]p+ E[FH | B](1− p)
≤ 1
2






(1 + p)E[F ] < E[F ]
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Proof of Theorem 3.2.3. The basic reproduction number of H is
RH0 =






Equation (C.1) also implies that RH0 →∞ as m→∞.
As in Theorem 3.2.2, there exists u such that E[F |Au] ≤ E[F ]. Choose this u to
connect the components in H . That is, label the copies of G from 1 to m and vertices
corresponding to v as vs. Vertex us is connected to us+1 for each s ∈ {1, . . . ,m−1}. Then









Let ρ = |E|/|V | be the edge density of G. Then the edge density of H is (m|E| + m −
1)/m|V | = ρ+ 1−1/m|V | ≥ ρ.
Proof of Theorem 3.2.4. Let Hn be a family of (b, d) expander graphs with n vertices,
where d is the degree of each vertex (can fix say d = 4 so that they exists for all n large
enough). They exist, as for a fixed d ≥ 3 there exists a b > 0 s.t. a random (n, d)-graph,
i.e. a d-regular graph on n vertices, is a b-expander with probability tending to 1 as n goes
to infinity [127].
Fix c = 1/2. Then by Theorem 1.3 of [128] there exist 0 < q1 (d) < q2 (c) < 1
and p∗ ∈ [q1, q2] such that for all n large enough, Hn(p∗), a graph obtained from Hn by
independently removing edges with probability 1−p∗, has a component of size at least n/2
with high probability. In particular, for n large enough it has one with probability at least
1/2.
Following [129], tracing an epidemic on Hn from vertex v is equivalent to performing
a breadth first search on Hn(p∗) from v and labeling visited nodes as removed. In other
words, the expected epidemic size with infection probability p∗ on Hn equals the expected
81
size of the connected component reachable from a randomly picked vertex in Hn(p∗).







Construct Gns by adding dαne singletons to Hns. This way, epidemics with transmission
probability p∗ running on Gns have basic reproduction numbers Rn0 ≤ R0.
Let An be the event that Hn(p∗) has component of size at least n/2 and epidemic starts
in this component. By construction, P (An) ≥ 1/4. Therefore, the expected size of the
epidemic on Gn is
E[RnG(∞)] = α + (1− α)E[RnH(∞)]
≥ α + (1− α)P (An)
n
2
≥ α + (1− α)n
8
Set F = (1− α)/8. Then E[Fn] ≥ F .
82
APPENDIX D
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vérole, et des avantages de l’inoculation pour la prévenir,” Histoire de l’Acad., Roy.
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