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Kurzzusammenfassung
Die Konvergenz der modernen mobilen Kommunikationsnetze zum Next Generati-
on Network (NGN) und der Einsatz von Multimode-Endgeraten resultieren in einer
Kommunikationsumgebung mit mehreren verfugbaren Kommunikationswegen zwi-
schen einem Endgerat und dem Kernnetz. Dabei spielen die Mobilitat und demzufol-
ge der Handover eine entscheidende Rolle. Um wahrend einer Handoverentscheidung
den Anforderungen verschiedener mobilen Anwendungen zum Beispiel in Bezug auf
Quality of Service (QoS) oder Sicherheit Genuge zu tun, sind traditionelle Hando-
verentscheidungsmethoden aus den Mobilfunknetzen, die im Wesentlichen auf der
Auswertung der Empfangssignalstarke basieren, nicht mehr ausreichend. Deswegen
wurde in den letzten Jahren eine Reihe von multikriteriellen Handoverentscheidungs-
methoden vorgeschlagen. In den vorgeschlagenen Methoden wurden die Themen wie
Anwendungssensitivitat und Flexibilitat der Konguration der Handoverentscheidung
nicht tief genug analysiert. Weiterhin sind die Optimierungspotentiale wahrend der
Handoverentscheidung nicht ausreichend untersucht.
Diese Arbeit adressiert die oben angesprochen Themen und liefert eine Losung in
Form eines FLexible Application-Sensitive HandovEr Decision Frameworks, kurz
FLASHED-Framework. Das FLASHED-Framework ist die Implementierung eines
multikriteriellen Handover-Entscheidungsalgorithmus, der auf der multikriteriellen
Entscheidungsanalyse (Multiple-Criteria Decision Making (MCDM)) beruht. Das
FLASHED-Framework ermoglicht eine exible, anwendungsabhangige und struktu-
rierte Konguration der fur eine Handoverentscheidung relevanten Informationssatze.
Auerdem sind im FLASHED-Framework drei Handover-Entscheidungsalgorith-
men implementiert, die die Optimierungsziele der Nutzer und der Netzwerkbetreiber
reprasentieren und mit deren Hilfe die alternativen Kommunikationswege bewertet
werden. Zwei dieser Algorithmen wurden im Rahmen der Untersuchungen der Op-
timierungsmoglichkeiten fur eine Handoverentscheidung durch die Reduzierung der
uberschussigen Kapazitaten in Abhangigkeit von Anwendungsanforderungen entwi-
ckelt. Beim dritten Algorithmus handelt es sich um einen lastverteilungsorientierten
Handover-Entscheidungsalgorithmus.
Die Verizierung des vorgeschlagenen und implementierten FLASHED-Frameworks
inklusive der vorgeschlagenen Entscheidungsalgorithmen erfolgt in einer im Rahmen
dieser Arbeit weiterentwickelten Version der Simulationsumgebung OMNeT++/INET.

Abstract
The convergence of modern mobile communication networks to the Next Gene-
ration Network (NGN) and the usage of multimode mobile devices has resulted in
a communication environment characterized by multiple alternative communication
paths between a user device and the core network. In such an environment, mobility
and handover play an important role. Moreover, the traditional handover decision
schemes, based primarily on the evaluation of received signal strength, are not su-
cient to fulll multiple requirements of diverse mobile applications such as Quality of
Service (QoS) or security. As a consequence, a wide range of multi-criteria handover
decision algorithms has been proposed. However, the existing studies analyze the to-
pics of application sensitivity and exibility of the conguration of handover decision
not intensively enough. Moreover, the optimization potential during handover is still
an open topic for research.
This study addresses the above described open topics by proposing a FLexible
Application-Sensitive HandovEr Decision Framework (FLASHED-Framework). The
FLASHED-Framework is an implementation of a multi-criteria decision algorithm ba-
sed predominantly on the ideas of the Multiple-Criteria Decision Making (MCDM).
The FLASHED-Framework makes possible a exible application sensitive congura-
tion of the handover-relevant information sets in a structured form.
Furthermore, the FLASHED-Framework contains three dierent handover decision
algorithms, which consider the optimization objectives of the users and the network
providers during the alternatives evaluation. Two of these algorithms are based on
the idea of surplus reduction with respect to application requirements. The third
algorithm is designed to balance the network load during the handover.
The verication of the proposed and implemented FLASHED-Framework including
the proposed decision algorithms, was carried out by means of an special enhanced
version of simulation environment OMNeT++/INET, which was developed during
this study.
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11 Einleitung
Die vorliegende Dissertation beschaftigt sich mit dem Thema der multikriteriellen
Handoverentscheidung fur mobile heterogene Kommunikationsnetze. Wesentlicher An-
teil der Studien in diesem Bereich stutzt auf die Methoden der multikriteriellen Ent-
scheidungsanalyse (Multiple-Criteria Decision Making (MCDM)). In dieser Arbeit
werden deshalb die existierenden MCDM-basierten Handoverentscheidungsmethoden
untersucht und oene Themen erortert. Die aufgedeckten oenen Themen bilden
die Motivation fur den Entwurf und die Implementierung des FLexible Application-
Sensitive HandovEr Decision Frameworks (FLASHED-Frameworks) einschlielich
der neuen Entscheidungsalgorithmen.
1.1 Motivation
Der heutige Trend bei der Entwicklung moderner Kommunikationsnetze auf Basis
der Technologien Global System for Mobile Communications (GSM), Universal Mo-
bile Telecommunications System (UMTS), Long Term Evolution (LTE), Wireless Lo-
cal Area Network (WLAN) und Worldwide Interoperability for Microwave Access
(WiMAX) geht in Richtung Konvergenz. Dieser Trend ist unter dem Begri Next
Generation Network (NGN) bekannt. Dabei werden die oben aufgelisteten Kommu-
nikationsnetze wie Zugangsnetze betrachtet, uber die der Zugri auf die Dienste in
einem IP-basierten Kernnetz erfolgt. Zusatzlich sieht NGN sogenannte Multimode-
Nutzerendgerate vor, die mit den Schnittstellen fur verschiedene Technologien aus-
gestattet sind und die zwischen verschiedenen Zugangsnetzen nahtlos umschalten
konnen. Durch diese Entwicklung entsteht ein heterogenes mobiles Kommunikati-
onsnetz mit mehreren alternativen Kommunikationswegen zwischen einem Endgerat
und dem Kernnetz, basierend auf unterschiedlichen Technologien. Weitere Aspekte
der Veranderungen sind die gewachsene Anzahl und Vielfalt der Anwendungen, die
auf mobilen Endgeraten verfugbar sind. Viele dieser Anwendungen konnen Mindest-
anforderungen an bestimmte Netzwerkcharakteristiken wie zum Beispiel Quality of
Service (QoS) oder die Sicherheit haben.
In dem oben beschriebenen heterogenen Umfeld spielt die Mobilitat eine grundle-
gende Rolle. Der Handover ist ein wichtiger Mechanismus zur Unterstutzung der Mo-
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bilitat. Die Wegewahlentscheidung wahrend des Handovers in modernen Mobilfunk-
netzen erfolgt uberwiegend durch die Auswertung eines einzigen Kriteriums, namlich
der Empfangssignalstarke (Received Signal Strength (RSS)). Aus Sicht vieler Forscher
ist diese Wegewahlstrategie fur die mobilen heterogenen Netze mit mobilen multime-
dialen Anwendungen nicht mehr ausreichend. Der heutige Forschungstrend im Be-
reich Handoverentscheidung geht deshalb in Richtung der multikriteriellen Entschei-
dungsmethoden. Dabei werden die Charakteristiken der verschiedenen fur Handover-
entscheidung relevanten Instanzen wie Kommunikationsweg, Endgerat, Nutzer und
Anwendung, aber auch Charakteristiken der externen Umgebung in die Wegewahl
einbezogen.
Einen breiten Uberblick uber den Stand der Forschung im Bereich der multikrite-
riellen Handoverentscheidungsmethoden fur mobile heterogene Netze wird in Studien
in [ChRBVK13], [KaKP08], [MBCCM11] und [AhBG14] gegeben. Ein wesentlicher
Anteil der Studien legt den Fokus auf die MCDM-basierten Handoverentscheidungs-
methoden. MCDM ist ein Forschungsgebiet aus dem Bereich Entscheidungstheorie,
das sich mit der Strukturierung komplexer Entscheidungsprobleme und mit der Ent-
wicklung von Hilfswerkzeugen fur die Entscheidungstrager beschaftigt. Ein Entschei-
dungsproblem wird strukturiert, indem es in einzelne Schritte und Komponenten
zerlegt wird.
Die existierenden Handoverentscheidungsmethoden lassen eine Reihe von Themen
oen. Erstens sind die existierenden Methoden durch mangelhafte Flexibilitat hin-
sichtlich Konguration der Handoverentscheidung gekennzeichnet. In den meisten
Losungen geht es um eine vorgegebene Menge an Entscheidungskriterien und de-
ren statische Parametrierung. Auerdem ist das Thema Anwendungssensitivitat nur
schwach adressiert. Es mangelt an Methoden mit integrierten Moglichkeiten fur eine
exible anwendungsabhangige Konguration der fur eine Handoverentscheidung re-
levanten Informationssatze. Weiterhin wurden die Optimierungspotentiale wahrend
der Handoverentscheidung nicht ausreichend untersucht. Zudem wurde durch die Ana-
lyse von veroentlichen Studien ein unzureichender Vergleich der unterschiedlichen
MCDM-Methoden im Kontext der Handoverentscheidung festgestellt.
1.2 Zielsetzung der Arbeit
In der vorliegenden Arbeit werden mogliche Optimierungsansatze wahrend der Hand-
overentscheidungsphase basierend auf MCDM-Methoden erortert werden. Bei der Su-
che nach Optimierungsmoglichkeiten wird der Fokus auf die Reduzierung der Uber-
sattigung bei bestimmten Entscheidungskriterien ausgehend von Anforderungen der
aktiven Anwendungen gelegt. Dabei sind mit Ubersattigung uberschussige Ressour-
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cen wie zum Beispiel verfugbare Bitrate oder Verzogerung gemeint. Die Reduzierung
der Ubersattigung bei einigen Kriterien kann zu einer Verbesserung der Werte bei
anderen Kriterien fuhren. Es ist moglich, die Ubersattigungsreduzierung innerhalb
der Normierungsphase des MCDM-Prozesses zu realisieren. Die Ubersattigungsredu-
zierung ist sowohl aus der Perspektive des Nutzers als auch aus der Perspektive des
Netzwerkbetreibers gewinnbringend. Auf der einen Seite werden dem Nutzer keine
uberschussigen Kapazitaten hinsichtlich einiger Kriterien zugewiesen, wodurch die
Werte der anderen Kriterien verbessert werden. Auf der anderen Seite kann der Netz-
werkbetreiber auf diese Weise Netzwerkkapazitaten sparen. Zum Beispiel sollen im
Falle einer Video-Streaming-Anwendung mit einer bestimmten erforderlichen Bitrate
und einer gewissen Verzogerungstoleranz bei der Handoverentscheidung statt teurer
Kommunikationswege mit uberschussiger Bitrate und geringer Verzogerung die preis-
werteren Kommunikationswege mit akzeptablen Werten fur die verfugbare Bitrate
und die Verzogerung praferiert werden. In diesem Fall wurde der Nutzer durch Uber-
sattigungsreduzierungen hinsichtlich der verfugbaren Bitrate und der Verzogerung
sparen. Der Netzwerkbetreiber wurde seinerseits von einer besseren Ressourcennut-
zung protieren. Eine bessere Ressourcennutzung wurde in diesem Beispiel darin
bestehen, dass die Basisstationen mit einer groen verfugbaren Bitrate und einer ge-
ringen Verzogerung fur die Nutzer mit bitratenintensiven und verzogerungskritischen
Anwendungen vorgehalten wurden.
Weiterhin werden Moglichkeiten zur Ubersattigungsreduzierung bei einigen Kriteri-
en auf Kosten der anderen Kriterien uberpruft. Dieser Modus ware fur den Netzwerk-
betreiber interessant, da er zu einer zusatzlichen Ubersattigungsreduzierung fuhrt.
Als Nachstes wird eine detaillierte Analyse des MCDM-Prozesses inklusive seiner
Schritte und Komponenten erfolgen und dann in einem sinnvollen Umfang fur das
Handoverentscheidungsproblem angewendet. Dabei soll eine Umgebung fur die Kon-
guration und die Durchfuhrung der Handoverentscheidung konzipiert und implemen-
tiert werden. Zusatzlich soll diese Umgebung die Konguration moglichst vieler fur
Handoverentscheidungen relevanter Informationssatze in einer exiblen und struk-
turierten Form ermoglichen. Diese Umgebung soll auch die Anwendungssensitivitat
adressieren, indem eine anwendungsabhangige Konguration der Informationssatze
ermoglicht wird.
Diese Umgebung wird fur Evaluierungszwecke implementiert. Die Implementierung
der Umgebung bekommt den Namen FLASHED-Framework. Auf Basis der oben be-
schriebenen Algorithmen sollen Handover-Entscheidungsalgorithmen implementiert
und in das FLASHED-Framework integriert werden. Weiterhin sollen die gangigsten
MCDM-Methoden zum gegenseitigen Vergleich in diesen Handover-Entscheidungsal-
gorithmen implementiert werden.
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Die Evaluierung des FLASHED-Frameworks einschlielich der vorgeschlagenen
Entscheidungsalgorithmen erfolgt in der Simulationsumgebung OMNeT++/INET.
OMNeT++/INET wird dafur mit den fur die Simulationsszenarien fehlenden Funk-
tionalitaten erweitert.
Zusammengefasst konnen die wissenschaftlichen Beitrage dieser Arbeit wie folgt
formuliert werden:
 die Ausarbeitung von Algorithmen fur die Handoverentscheidungsphase unter
Berucksichtigung von Anwendungsanforderungen,
 die Konzeption und eine prototypische Implementierung eines Frameworks fur
eine umfangreiche exible anwendungssensitive Handoverentscheidungsphase.
1.3 Gliederung der Arbeit
In Kapitel 2 werden die Grundlagen von MCDM erlautert. Dabei wird der MCDM-
Prozess inklusive seiner Schritte im Detail vorgestellt. Danach werden Entscheidungs-
kriterien untersucht und die Priorisierungs- und Normierungsphasen betrachtet. Am
Ende des Kapitels werden die gangigsten MCDM-Methoden beschrieben.
Kapitel 3 ist dem multikriteriellen Handover fur mobile Kommunikationsnetze ge-
widmet. Beginnend mit Motivationen und Grundlagen des Handovers in mobilen
Kommunikationsnetzen werden Anforderungen an den Handover aufgelistet und ein
Klassikationsschema vorgestellt. Auerdem werden Beweggrunde fur den multikri-
teriellen Handover prasentiert. Im Anschluss folgt die Betrachtung der Handover-
Entscheidungskriterien, wobei sowohl auf Probleme wie Identizierung der relevan-
ten Kriterien als auch auf die Messverfahren und den Transport der Kriterienwer-
te eingegangen wird. Des Weiteren wird eine breite Reihe an moglichen Kriterien
fur Handover in einer nach mehreren Attributen strukturierten Tabelle vorgestellt.
Anschlieend folgt eine Diskussion uber den Stand der Forschung im Bereich der
multikriteriellen Handoverentscheidungsmethoden, wodurch unbearbeitete Themen
aufgedeckt werden.
Kapitel 4 stellt zwei neuartige Algorithmen fur die multikriterielle Handoverent-
scheidung vor. Fur beide Algorithmen folgt eine Erlauterung der Motivation anhand
anschaulicher Anwendungsfalle. Beim ersten Algorithmus namens Oversaturation Re-
duction Algorithm (ORA), der als eine nutzerorientierte Losung gilt, geht es um die
Optimierung einiger Kriterien durch die Reduzierung der Ubersattigung bei anderen
Kriterien. Mit Ubersattigung werden die uberschussigen Kapazitaten hinsichtlich ei-
nes Kriteriums bezeichnet. Der Grad der Ubersattigung wird einerseits anhand der
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Anwendungsanforderungen und andererseits anhand der aktuell vorhandenen Kapa-
zitaten der alternativen Kommunikationswege pro Kriterium ermittelt. Der zweite Al-
gorithmus,
"
getauft\ auf den Namen Aggressive Oversaturation Reduction Algorithm
(AORA), gilt als eine netzwerkbetreiberorientierte Losung, bei der eine im Vergleich
zum ersten Algorithmus starkere Ubersattigungsreduzierung erzielt werden kann. Am
Ende des Kapitels wird eine numerische Simulation mit den Simulationsszenarien und
deren Ergebnissen aufgefuhrt.
In Kapitel 5 wird ein exibles modulares Framework fur die multikriterielle anwen-
dungssensitive Handoverentscheidung namens FLASHED-Framework vorgeschlagen.
Der erste Abschnitt widmet sich der Konzipierung des FLASHED-Frameworks ein-
schlielich Festlegung seiner logischen Komponententypen und Beschreibung seiner
wichtigsten Bestandteile. Am Ende des Abschnittes wird eine Fallstudie vorgestellt, in
der das FLASHED-Framework mit Beispieldaten gefullt wird. Der zweite Abschnitt
des Kapitels beschreibt die Implementierung des Backends fur das FLASHED-Fra-
mework inklusive seiner Funktionsblocke.
Kapitel 6 beschaftigt sich mit den im Rahmen dieser Dissertation durchgefuhr-
ten Implementierungen in der Simulationsumgebung OMNeT++/INET. Es werden
folgende in OMNeT++/INET implementierte Funktionalitaten vorgestellt: passiver
regelmaiger Scan, Sammeln der Werte fur die Handoverkriterien in der WLAN Sta-
tions (STAs) und Adaptivitat der Anwendungsbitrate. Danach wird die Realisierung
der Kopplung des FLASHED-Frameworks an OMNeT++/INET beschrieben.
Kapitel 7 behandelt die Evaluierung des vorgeschlagenen FLASHED-Frameworks
inklusive der konzipierten Entscheidungsalgorithmen (ORA, AORA) und eines last-
verteilungsorientierten Algorithmus. Fur die Evaluierung wurde die Simulationsum-
gebung OMNeT++/INET mit den in Kapitel 6 beschriebenen Weiterentwicklungen
verwendet. Fur die Simulationen wird eine WLAN-Infrastruktur modelliert. Es wer-
den drei Simulationsszenarien deniert, die sich in der Anzahl der WLAN STAs und
in dem Volumen des Anwendungsverkehrs unterscheiden. Jedes Szenario beinhaltet
seinerseits funf Modi. In jedem Modus kommen unterschiedliche Algorithmen zum
Einsatz. Dabei beruht der erste Modus auf einem traditionellen MCDM-Entschei-
dungsverfahren und dient als Referenzmodus. Die restlichen vier Modi setzen die in
dieser Arbeit vorgeschlagenen Algorithmen ORA, AORA und den lastverteilungsori-
entierten Algorithmus ein. Jeder Modus besteht seinerseits aus funf Sub-Modi, bei
denen unterschiedliche MCDM-Methoden wie WSM, WPM, TOPSIS, GRA, VIKOR
zum Einsatz kommen. Letztendlich werden fur jeden Sub-Modus zehn Durchlaufe
konguriert. Fur jeden Durchlauf werden den Access Points (APs) unterschiedliche
Kosten und maximale Bitraten zugewiesen. Am Ende des Kapitels werden die Simu-
lationsergebnisse tabellarisch und grasch dargestellt und diskutiert.
6 1 Einleitung
In Kapitel 8 werden die Ergebnisse dieser Arbeit zusammengefasst und analysiert.
Abschlieend werden in Kapitel 9 Richtungen fur die zukunftige Forschung aufge-
zeichnet, die auf den Ergebnissen dieser Arbeit aufbauen konnen.
72 Multikriterielle
Entscheidungsanalyse
Multikriterielle Entscheidungsanalyse, auf englisch Multiple-Criteria Decision Ana-
lysis (MCDA), auch Multiple-Criteria Decision Making (MCDM) genannt, ist ein
Forschungsgebiet aus dem Bereich des Operational Research, welches sich mit der
Untersuchung der multikriteriellen Entscheidungsprozesse beschaftigt. In verschiede-
nen Bereichen der menschlichen Tatigkeit wie zum Beispiel im privaten Umfeld oder
auch bei komplexen technischen Verfahren, wirtschaftlichen Analysen und in der Po-
litik stehen die Entscheidungstrager oft vor der Herausforderung, bei der Auswahl
einer Alternative eine groe Menge an unterschiedlichen Kriterien zu berucksichti-
gen. Dabei kann es sich um Alternativen und Kriterien beliebiger Natur handeln. Ein
Paradebeispiel fur eine multikriterielle Entscheidung ist die Wegewahl beim Hand-
over in Mobilfunknetzen unter Berucksichtigung von QoS-Parametern. Das Ziel von
MCDM ist die Strukturierung des Entscheidungsprozesses und die Ausarbeitung von
Methoden und Werkzeugen zur Unterstutzung des Entscheidungsfallers. Trotz der
Tatsache, dass einige multikriterielle Entscheidungsmethoden schon seit Jahrhunder-
ten bekannt sind, hat MCDM als Forschungsdisziplin erst in der modernen Zeit an
Aufmerksamkeit gewonnen. Der Anfang des MCDM-Forschungsgebietes geht in die
siebziger Jahre des letzten Jahrhunderts zuruck. J.L. Cochrane und M. Zeleny gelten
als Grunder dieses Forschungsgebietes. Einen guten Uberblick uber MCDM geben
Bucher wie [YoHw95, HwYo81, ZiGu91]
Heutzutage existieren zahlreiche MCDM-Methoden, die ihre breite Akzeptanz und
Anwendung in verschiedensten Bereichen nden.
"
Das ist keine Ubertreibung zu be-
haupten, dass fast jede Entscheidung in der Politik, Industrie oder Wirtschaft auf die
eine oder andere Weise die Bewertung von Alternativen basierend auf einer Reihe von
verschiedenen Kriterien einbezieht\ (frei ubersetzt aus [TrSS98]).
Dieses Kapitel gibt einen Uberblick uber die MCDM-Grundlagen. Zuerst werden
die MCDM-Denitionen erlautert. Danach wird der MCDM-Prozess vorgestellt. Der
anschlieende Abschnitt beschaftigen sich mit Kriterien inklusive der kriterienbezo-
genen Operationen wie Normierung und Priorisierung. Der letzte Abschnitt stellt das
Klassikationsschema der MCDM-Methoden vor.
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2.1 Denitionen
Im Weiteren werden die wichtigsten MCDM-Begrie beschrieben. Der Handover zwi-
schen einem Mobilfunknetz und mehreren WLANs wird fur die Veranschaulichung
der Beschreibung als Beispiel benutzt.
 Alternativen: In der MCDM-Sprache werden unter Alternativen mogliche Pro-
blemlosungen verstanden. Die Alternativen eines Entscheidungsprozesses fur
das vorliegende Beispiel stellen die Kommunikationswege uber WLANs oder
uber Mobilfunknetz dar.
 Ziele (engl. goals): Die Vorgaben an die Ergebnisse eines Entscheidungsprozes-
ses werden als Hauptziele oder einfach als Ziele bezeichnet. Ein Ziel kann sich
aus mehreren Unterzielen zusammensetzen. Die Unterziele werden dem Ziel
hierarchisch untergeordnet. Es ist wichtig, die Ziele mit allen Unterzielen am
Anfang eines Entscheidungsprozesses moglichst klar zu denieren. Das Ziel fur
eine Handoverentscheidung konnte die Auswahl des sichersten oder des quali-
tativ besten Kommunikationsweges sein.
 Kriterien, Entscheidungskriterien oder Attribute: Die Kriterien, Entscheidungs-
kriterien oder Attribute sind sowohl verschiedene Charakteristiken der Alter-
nativen, als auch verschiedene Umgebungsfaktoren (wie zum Beispiel Uhrzeit,
Datum oder Standort), die in den Entscheidungsprozess sinnvoll eingebracht
werden konnen. Im Weiteren werden die Begrie Kriterien und Entscheidungs-
kriterien als Synonyme benutzt. Als Kriterien fur Handover konnen zum Beispiel
QoS-Charakteristiken und sicherheitsrelevante Kriterien verwendet werden.
 Mindestanforderungen an Kriterien (engl. criteria constraints): die Schwellen-
werte fur die Wertebereiche der Kriterien. Sie werden ublicherweise in Abhan-
gigkeit von Anwendungsanforderungen oder Nutzerpraferenzen gesetzt.
 Zulassiger Bereich (engl. feasible range): der Wertebereich eines Kriteriums, in
welchem alle Werte den gesetzten Mindestanforderungen genugen.
 Zulassige Alternative (engl. feasible solution): Eine zulassige Alternative ist eine
Alternative, bei der alle Kriterien den Mindestanforderungen genugen.
 Normierung : Bei der Normierung geht es um die Transformation der oft unter-
schiedlichen Wertebereiche der Kriterien auf einen einheitlichen Wertebereich.
Am haugsten wird der Wertebereich [0, 1] benutzt.
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 Nutzenfunktion oder Wertefunktion (engl. utility function): Dabei geht es um
eine mathematische Funktion, die die Normierung der Kriterienwerte eines Kri-
teriums beschreibt. Im Weiteren wird der Begri Nutzenfunktion benutzt.
 Praferenzen oder Gewichte (engl. weights): Uber Praferenzen oder Gewichte
der Kriterien wird die Wichtigkeit jedes Kriteriums relativ zu allen anderen
Kriterien angegeben.
 Entscheidungsmatrix (engl. decision matrix, payo matrix ): Eine Entscheidungs-
matrix ist eine zweidimensionale Darstellung der Alternativen einschlielich ih-
rer Kriterienwerte. Jedem Kriterium kj 2 K wird dabei eine Praferenz wj 2 W
zugewiesen. Eine Entscheidungsmatrix ist in Tabelle 2.1 dargestellt.
Alternativen
Kriterien
k1 k2 k3 ... kN
A1 x11 x12 x13 ... x1N
A2 x21 x22 x23 ... x2N
A3 x31 x32 x33 ... x3N
... ... ... ... ... ...
AM xM1 xM2 xM3 ... xMN
Tabelle 2.1: Entscheidungsmatrix
 Ideale Losung (engl. ideal solution): Die ideale Losung stellt eine kunstliche
Alternative dar, die sich aus den besten Kriterienwerten aller Alternativen zu-
sammensetzt. Die ideale Losung aus der Entscheidungsmatrix aus Tabelle 2.2
ist A = f64; 43; 76g.
Alternativen
Kriterien
k1 k2 k3
A1 12 21 34
A2 23 34 56
A3 64 32 32
A4 34 43 9
A5 23 32 76
Tabelle 2.2: Entscheidungsmatrix fur funf Alternativen mit drei Kriterien mit Bei-
spielkriterienwerten. Um das Beispiel einfach zu halten, wird hier ange-
nommen, dass alle drei Kriterien die gleichen Wertebereiche haben.
 Anti-ideale Losung (engl. anti-ideal solution, nadir solution): Die anti-ideale
Losung stellt eine kunstliche Alternative dar, die sich aus den schlechtesten
Kriterienwerten, aller Alternativen zusammensetzt. Die anti-ideale Losung aus
der Entscheidungsmatrix aus Tabelle 2.2 ist A  = f12; 21; 9g.
 Nicht dominierte Losung (engl. non-dominated solution): Nicht dominierte Lo-
sung ist eine Alternative, bei der die Werte aller Kriterien besser als andere
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oder gleich als der anderen Alternativen sind. Nicht dominierte Losung gibt es
nicht fur jeden Entscheidungsfall.
 Teilnutzwert : Der Teilnutzwert ist die Auspragung eines Kriteriums bei der
Bewertung einer Alternative. Der Teilnutzwert wird wahrend der Normierung
fur jedes Kriterium fur jede Alternative berechnet.
 Gesamtnutzwert (engl. Score): Der Gesamtnutzwert ist eine gewichtete Summe
aller Teilnutzwerte einer Alternative.
 MCDM-Methoden, MCDM-Algorithmen oder MCDM-Rankingalgorithmen: Da-
bei geht es um die Methoden, die die Erstellung einer Rangliste der Alternativen
ermoglichen. In die Erstellung der Rangliste ieen Kriterienwerte, Kriterien-
gewichte und Nutzenfunktionen ein. In der vorliegenden Arbeit wird der Be-
gri der MCDM-Methoden benutzt. Die fur Handoverentscheidung gangigsten
MCDM-Methoden werden in Abschnitt B im Detail beschrieben.
 MCDM-Prozess : Der MCDM-Prozess deniert logische Komponenten und glie-
dert das Entscheidungsproblem in mehrere Schritte. Abschnitt 2.2 beschaftigt
sich ausfuhrlich mit dem MCDM-Prozess.
 Entscheidungfaller oder Entscheidungstrager : Eine Person, die fur die Gestal-
tung des Entscheidungssystems zustandig ist. Es wird vorausgesetzt, dass sie
uber ein breites Expertenwissen im betreenden Bereich verfugt.
 Variablen: Fur die mathematischen Auslegungen in dieser Arbeit werden Va-
riablen aus Tabelle 2.3 verwendet.
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Bezeichnung Bedeutung
M die Anzahl der Alternativen
N die Anzahl der Kriterien
I eine Indexmenge aller Alternativen, I = f1; 2; :::;Mg
J eine Indexmenge aller Kriterien, J = f1; 2; :::; Ng
i ein Index einer Alternative, i 2 I
j ein Index eines Kriteriums, j 2 J
A die Menge der Alternativen
Ai i-te Alternative, Ai 2 A
K die Menge der Kriterien
kj j-tes Kriterium, kj 2 K
Xj der Wertebereich des j-ten Kriteriums
xij der Wert der Alternative i und des Kriteriums j, xij 2 Xj
xminj der minimale Wert des Kriteriums j, xminj 2 Xj
xmaxj der maximale Wert des Kriteriums j, xmaxj 2 Xj
Xfj der zulassige Wertebereich des j-ten Kriteriums, Xfj  Xj
xfminj die untere Grenze des zulassigen Wertebereiches des j-ten Kriteriums, xfminj 2 Xfj
xfmaxj die obere Grenze des zulassigen Wertebereiches des j-ten Kriteriums, xfmaxj 2 Xfj
rj der normierte Wert des Kriteriums j
rj der Durchschnittswert der normierten Werte des Kriteriums j
W ein Kriterienpraferenzvektor, W = fw1; w2; :::wNg
wj das Gewicht(die Praferenz) des Kriteriums j, wj 2W
A ideale Losung
A  anti-ideale Losung
S Gesamtnutzwert einer Alternative
E Entropie
V Varianz
Tabelle 2.3: Variablen fur die mathematische Auslegungen fur diese Arbeit
2.2 MCDM-Prozess
In den MCDM-Grundlagenquellen [ChHa83, BeSt02] wird die Losung eines Entschei-
dungsproblems als Prozess aus funf Schritten betrachtet. Dabei werden Ziele, Kri-
terien und Alternativen als zentrale Komponenten des MCDM-Prozesses angesehen.
Diese Komponenten lassen sich in einer Baumstruktur zusammenfassen. Ein MCDM-
Baum fur ein multikriterielles Handoverentscheidungsproblem ist zur Veranschauli-
chung der Komponenten in Abbildung 2.1 vorgestellt. [ChHa83, BeSt02] schlagen
folgende funf Schritte fur die Losung von Entscheidungsproblemen vor:
1. Identizierung des Entscheidungsproblems { Die Analyse des betrachteten Sys-
tems, die Formulierung der Problemstellung und das Denieren der gewunschten
Ziele
2. Strukturierung des Entscheidungsproblems { Die Komponenten des Entschei-
dungsproblems Ziele, Kriterien und Alternativen werden hier genau deniert.
Auerdem werden die Wertebereiche fur die Kriterien festgelegt.
3. Erstellung eines Models { Das Modell in diesem Kontext wird nach [ChHa83]
wie folgt deniert:
"
A collection of key variables and their logical (or physi-
cal) relationships that together facilitate eective and meaningful comprehensive
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Abbildung 2.1: Die Komponenten des MCDM-Prozesses am Beispiel des Entschei-
dungsproblems fur den Handover, zusammengefasst in einer Baum-
struktur
analysis of the pertinent aspects of the system\. Mit anderen Worten, es werden
die Komponenten des Entscheidungsproblems in einem System zusammenge-
fasst, mit dem eine zielfuhrende Bewertung der Alternativen moglich ist.
4. Bewertung der Alternativen { Hier werden die Alternativen mit Hilfe des Mo-
dells bewertet. Das Ergebnis dieser Bewertung ist eine Rangliste der Alternati-
ven.
5. Analyse der Ergebnisse { Die Ergebnisse werden unter Berucksichtigung der im
ersten Schritt denierten Ziele auf ihre Plausibilitat uberpruft.
In den Studien [GeLe14, MCMD09, BBHJ+01], die sich mit der Anwendung der
MCDM-Methoden beschaftigen, wurde der MCDM-Prozess durch die Einfuhrung
weiterer Prozessschritte etwas feiner untergliedert. Am detailliertesten wird der MCDM-
Prozess in [GeLe14] betrachtet. In dieser Studie wird der MCDM-Prozess auf die
folgenden neun Schritte heruntergebrochen:
1. Denition des Entscheidungsproblems
2. Identikation der Alternativen
3. Ermittlung des Zielsystems
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4. Oenlegung der Kriterien und Darstellung in einer Hierarchie
5. Oenlegung der Nutzenfunktionen fur die Normierung der Kriterienwerte
6. Ermittlung der subjektiven Kriterienpriorisierung
7. Ermittlung der Kriterienwerte
8. Die Aggregierung der Kriterienwerte mittels der gewahlten Methode und Er-
stellung einer Rangfolge
9. Durchfuhrung einer Sensitivitatsanalyse und Beurteilung der Ergebnisse
Im Folgenden werden die in [GeLe14] vorgeschlagen Schritte des MCDM-Prozesses
anhand eines beispielhaften Entscheidungsproblems fur den Handover beschrieben.
Schritt 1. Denition des Entscheidungsproblems und des Hauptzieles
Am Anfang eines Entscheidungsprozesses sollen der Gegenstand des Entscheidungs-
problems und die verfolgten Ziele deniert werden.
Das Entscheidungsproblem und somit das Hauptziel fur das vorliegende Beispiel
lasst sich wie folgt formulieren: Bestimmung des besten Kommunikationsweges wah-
rend einer Handoverentscheidung unter Berucksichtigung von mehreren Zielen wie
zum Beispiel: QoS, Sicherheit, Kosten.
Schritt 2. Identikation der Alternativen
Die Alternativen im vorliegenden Beispiel sind ein Kommunikationsweg uber UMTS
und zwei Kommunikationswege uber zwei unterschiedliche WLANs:
 Weg 1 { UMTS,
 Weg 2 { WLAN A,
 Weg 3 { WLAN B.
Schritt 3. Ermittlung des Zielsystems
In diesem Schritt werden Ziele festgelegt, durch die das Hauptziel charakterisiert wird.
Ziele konnen in eine Struktur mit mehreren Hierarchieebenen eingeordnet werden.
Fur das vorliegende Beispiel wurden die Ziele QoS, Sicherheit und Kosten schon
im Schritt 1 aufgelistet. Diese Ziele benden sich auf der gleichen Hierarchieebene.
Schritt 4. Oenlegung der Kriterien
Als Nachstes gilt es die Kriterien fur die im Schritt 3 denierten Ziele zu ermitteln.
Mogliche Kriterien sind fur das vorliegende Beispiel zusammen mit den anderen
Komponenten Hauptziel, Ziele und Alternativen in Form einer Baumstruktur in Ab-
bildung 2.1 vorgestellt.
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Schritt 5. Oenlegung der Nutzenfunktionen fur die Normierung der Kriterienwer-
te
In diesem Schritt werden unterschiedliche Wertebereiche aller Kriterien auf eine ein-
heitliche Skala ubertragen. Die Normierung kann mit Hilfe der Nutzenfunktionen der
Kriterien erfolgen. Die Normierung wird im Detail in Abschnitt 2.3.2 beschrieben.
Schritt 6. Ermittlung der subjektiven Kriterienpriorisierung
In diesem Schritt wird jedes Kriterium relativ zu allen anderen Kriterien gewichtet.
Es gibt verschiedene Methoden fur die Festlegung der Gewichte der Kriterien. Mehr
dazu in Abschnitt 2.3.3.
Schritt 7. Ermittlung der Kriterienwerte
In diesem Schritt werden die Werte aller festgelegten Kriterien fur jede Alternative
ermittelt.
Schritt 8. Die Aggregierung der Kriterienwerte mittels der gewahlten Methode und
Erstellung einer Rangfolge
In diesem Schritt werden die Alternativen gema gewahlter MCDM-Methode bewer-
tet. Basierend auf der Bewertung wird eine Rangliste der Alternativen erstellt. Die
einzelnen MCDM-Methoden werden in Abschnitt B vorgestellt.
Schritt 9. Durchfuhrung einer Sensitivitatsanalyse und Beurteilung der Ergebnisse
Im letzten Schritt werden die erzielten Ergebnisse hinsichtlich des Erreichens der
denierten Ziele evaluiert. Dabei werden die Einusse von Eingangsparametern wie
Kriteriengewichte, Nutzenfunktion, Normierungstechnik auf die erzielten Ergebnisse
untersucht. Ein weiterer Punkt der Ergebnisbeurteilung ist die Stabilitatsprufung. Bei
einer Stabilitatsprufung wird getestet, ob bei gleichen oder ahnlichen Eingangspara-
metern das Ergebnis gleich oder ahnlich bleibt.
2.3 Kriterien in MCDM
Wie in Abschnitt 2.1 erwahnt, stellen die Kriterien Charakteristiken verschiedens-
ter Natur dar, die fur den Entscheidungsprozess sinnvoll verwendet werden konnen.
Uber die Kriterien werden die Alternativen bewertet. Deswegen mussen die Kriterien
messbar und quantitativ darstellbar sein. Die Kriterienwerte einer Alternative werden
auch als Kriterienauspragungen bezeichnet. Ein Kriterienwert gibt an, inwieweit eine
Alternative das vom Entscheidungsfaller denierte Ziel im Hinblick auf das jeweilige
Kriterium erreicht.
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2.3.1 Klassizierung der Kriterien
Die Kriterien lassen sich anhand verschiedener Attribute in mehrere Gruppen un-
terteilen. Ein Klassikationsschema fur Kriterien ist in Tabelle 2.4 dargestellt. Im
Folgenden werden die Klassizierungsattribute und die Gruppen aus dieser Tabelle
erklart.
Klassizierungsattribute Gruppen Beispiele
gegenseitiger Einuss unterstutzend Signalstarke und verfugbare Bitrate
im Konikt stehend
unabhangig Signalstarke und Kosten
Einuss auf die Alternativen Wertekriterien verfugbare Bitrate
Signalstarke
Kostenkriterien Verzogerung
Art der Kriterienbewertung qualitativ Mean Opinion Score (MOS)
qantitativ Bitrate
Signalstarke
Typ der mathematischen Zu- additiv Verzogerung
sammensetzung konkav (Minimalwert) verfugbare Bitrate
multiplikativ Paketverlust
Komplexitat atomar/einfach Verzogerung
komplex Signalstarke
QoS
Tabelle 2.4: Klassizierung der Kriterien
Die unterstutzenden Kriterien haben eine gegenseitige positive Wirkung. Die Stei-
gerung der Werte eines Kriteriums zieht die Steigerung der Werte des anderen Krite-
riums nach sich. Die im Konikt stehenden Kriterien beeinussen einander negativ.
Unabhangige Kriterien uben keine gegenseitige Wirkung aus.
Die Kriterien, die mit Wachstum ihrer Werte auf den Gesamtnutzwert der Alterna-
tive positiv wirken, sind Wertekriterien. Kostenkriterien bewirken das Gegenteil. In
einem Entscheidungsprozess wird versucht, die Wertekriterien wie zum Beispiel Bit-
rate oder Signalstarke zu maximieren und die Kostenkriterien wie Verzogerung oder
Verbindungskosten zu minimieren. Es empehlt sich in einem Entscheidungsprozess
alle Kriterien vor der Alternativenbewertung in Wertekriterien oder in Kostenkri-
terien umzuwandeln, damit alle Kriterienwerte entweder maximiert oder minimiert
werden konnen. Eine solche Umwandlung geschieht im Rahmen der Normierungspha-
se (siehe Abschnitt 2.3.2).
Die quantitativen Kriterien haben im Gegensatz zu qualitativen Kriterien eine ein-
deutige Maeinheit und einen eindeutigen Wertebereich. Somit lassen sie sich mit
technischen Mitteln objektiv messen. Die qualitativen Kriterien lassen sich nicht mit
technischen Mitteln messen. Die Werte solcher Kriterien werden deshalb subjektiv mit
Hilfe von Probanden (Testpersonen) eingeschatzt und mit Punkte-Skalen bewertet.
Das Beispiel fur ein qualitatives Messverfahren ist der Mean Opinion Score (MOS)
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deniert in ITU-T P.800.1 [ITU-16], welches fur die Sprachqualitat-Bewertung bei
Telefonaten benutzt wird.
In manchen Fallen besteht eine Alternative aus mehreren Teilen, wo jeder Teil
einzeln durch die Kriterienwerte charakterisiert wird. Ein praktisches Beispiel dazu
ist ein Kommunikationspfad (engl. communication path), der aus mehreren Teilwegen
(engl. links) besteht. In diesem Fall mussen die Kriterienwerte mehrerer logischer Teile
zusammengesetzt werden.
Es wird zwischen einfachen oder autonomen und komplexen Kriterien unterschie-
den. Ein komplexes Kriterium setzt sich aus einer Reihe autonomer Kriterien zusam-
men.
Fur den Spezialfall Handover in Mobilfunknetzen werden Kriterien hinsichtlich der
Instanz, die sie charakterisieren, wie folgt nach [ChRBVK13] klassiziert:
 netzwerkbezogen (Sicherheit, QoS, monetare Kosten etc.),
 nutzerbezogen (Nutzerpraferenzen, Vertragskonditionen etc.),
 endgeratebezogen (Standort, Akkulaufzeit, Geschwindigkeit etc.),
 anwendungsbezogen (QoS-Anforderungen, Sicherheitsanforderungen etc.).
Eine weitere Gruppe lasst sich dieser Liste anfugen, namlich die Umweltkriterien
oder Umgebungsfaktoren. Beispiele fur die Umweltkriterien sind Zeit, Datum oder
Standort.
2.3.2 Normierung
Da die Alternativen durch verschiedene Kriterien unterschiedlicher Natur charak-
terisiert werden konnen, kommt es haug vor, dass die Kriterien unterschiedliche
Maeinheiten und Wertebereiche haben. Deswegen besteht die Notwendigkeit zur
Normierung der Kriterienwerte. Bei der Normierung handelt es sich um die Trans-
formation der unterschiedlichen Wertebereiche auf einen einheitlichen Wertebereich
ublicherweise von 0 bis 1. Die gangigsten Normierungstechniken sind in Tabelle 2.5
aufgelistet.
Die ersten drei Normierungstechniken aus Tabelle 2.5 sind fur die sogenannte
Rankingabnormalitat anfallig. Als Rankingabnormalitat wird eine Anderung der Rang-
liste der Alternativen durch das Loschen einer schwachen Alternative bezeichnet, bei
der es zu einer Anderung der Rangordnung der starken Alternativen kommt. Mit
starken Alternativen sind die Alternativen mit einem hoheren Ranking als die ge-
loschte Alternative gemeint. Zum Beispiel spricht man von der Rankingabnormalitat
bei einer Menge der Alternativen A = fA1; A2; A3; A4g und einer Rangliste R =
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Name fur Wertekriterien fur Kostenkriterien Quelle
Vektornormierung rij =
xijqPM
i=1 xij
2
rij = 1 
xijqPM
i=1 xij
2
[ZiGu91, HwYo81]
Max-Normierung rij =
xij
maxi2I xij
rij =
mini2I xij
xj
[ZiGu91, HwYo81]
Max-Min-Normierung rij =
xij mini2I xij
maxi2I xj mini2I xj rij =
maxi2I xij xij
maxi2I xj mini2I xj [ZiGu91, HwYo81]
absolute Max-Min-Normierung rij =
xij xminj
xmaxj xminj rij =
xmaxj xij
xmaxj xminj [HuIm10]
Tabelle 2.5: Normierungstechniken
fA2; A3; A1; A4g, wenn sich durch das Loschen der Alternative A4 die Rangliste der
restlichen Alternativen andert und zum Beispiel die Form R = fA3; A1; A2g annimmt.
Die Ursache der Rankingabnormalitat bei den ersten drei Normierungstechniken aus
Tabelle 2.5 ist die mathematische Besonderheit in der Funktionsweise dieser Tech-
niken, bei der die Kriterienwerte einer Alternative die Normierung anderer Alter-
nativen beeinussen. Im Falle von Vektornormierung ieen die Kriterienwerte aller
Alternativen in die Berechnung rein. Im Falle der Max-Normierung und der Max-
Min-Normierung kann es dazu kommen, dass eine schwache Alternative bei einem
Kriterium den maximalen Wert von allen Alternativen hat. Somit wurde der Wert
dieser schwachen Alternative die Normierung des jeweiligen Kriteriums der restlichen
Alternativen beeinussen. Wenn diese schwache Alternative aus der Liste geloscht
wird, kann es zu einer Anderung der Rangliste der restlichen Alternativen kommen.
Die Problematik der Rankingabnormalitat wurde in [HuIm10] untersucht und eine
rankingabnormalitatfreie absolute Max-Min-Normierung (siehe Tabelle 2.5) vorge-
schlagen. Bei der absoluten Max-Min-Normierung werden absolute Grenzwerte xminj
und xmaxj fur Kriterienbereiche fur jedes Kriterium verwendet. Somit wird der Ein-
uss der Alternativen auf die Normierungsphase nicht eigener Kriterienwerte elimi-
niert, womit auch die Rankingabnormalitat ausgeschlossen wird. Die Werte xminj und
xmaxj mussen vom Entscheidungsfaller explizit deniert werden.
Ein weiterer wichtiger Punkt der Normierung sind die Kriterien mit nichtlinearen
Einussen ihrer Werte auf das Entscheidungsergebnis. Alle oben aufgelisteten Nor-
mierungstechniken eignen sich nur fur die Kriterien mit einem linearen Einuss. Um
einen Informationsverlust bei der Normierung der Kriterien mit nichtlinearen Cha-
rakteristiken zu vermeiden, mussen die Kriterien mit Hilfe von speziellen Nutzen-
funktionen normiert werden. Die Nutzenfunktion (engl. utility function) f(x) eines
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Kriteriums beschreibt die Normierung des kriterienspezischen Wertebereiches auf
einen einheitlichen Wertebereich.
Die Festlegung der Nutzenfunktionen ist ein komplizierter Prozess, der ein um-
fangreiches Wissen uber das zu bewertende Themengebiet im Ganzen und uber den
Einuss jedes Kriteriums auf die Alternativen im Einzelnen voraussetzt.
2.3.3 Priorisierung
Bei multikriteriellen Entscheidungsprozessen besteht oft die Notwendigkeit, die Al-
ternativenbewertung durch jeweilige Kriterien unterschiedlich stark beeinussen zu
lassen. Dafur werden Kriterien relativ zueinander gewichtet, wonach jedem Kriteri-
um ein Gewicht ublicherweise im Bereich von 0 bis 1 oder von 0 bis 100 zugewiesen
wird. Dabei soll die Summe aller Kriteriengewichte jeweils 1 oder 100 sein. Die Prio-
risierung der Kriterien kann sowohl rein manuell als auch mit Hilfe von speziellen
Methoden bewerkstelligt werden.
Generell lassen sich alle Priorisierungsmethoden in zwei Gruppen unterteilen, in
subjektive und objektive Methoden. Die Gewichte bei subjektiven Methoden werden
durch den Nutzer vorgegeben. Bei objektiven Verfahren werden keine Nutzerprafe-
renzen berucksichtigt, sondern die Gewichte werden in Abhangigkeit zu der Entropie
oder Varianz berechnet. Die Grundidee bei objektiven Verfahren nach [HwYo81] liegt
darin, dass ein Kriterium mit kleiner Werteabweichung uber alle Alternativen einen
geringen Einuss auf die Entscheidung hat. Ein Kriterium mit gleichen Werten uber
alle Alternativen hat demnach keine Relevanz auf die Entscheidung und muss dem-
zufolge bei der Alternativenbewertung nicht berucksichtigt werden.
Die am haugsten benutzte subjektive Priorisierungsmethode ist Analytic Hierar-
chy Process (AHP). Bei Priorisierung mittels AHP werden alle Kriterien paarweise
verglichen und nach der Saaty-AHP-Skala nach Tabelle C.1 bewertet. Die Ergeb-
nisse dieses paarweisen Vergleiches ieen in die Entscheidungsmatrix ein, aus wel-
cher die Kriteriengewichte mittels Matrix-Eigenvektor berechnet werden. Mehr dazu
in Abschnitt C.
Die entropiebasierte Priorisierung nach [HwYo81] ist in folgender Gleichung vorge-
stellt:
Ej =   1
lnM
MX
i=1
rij ln(rij);
=) wj = 1  EjNP
j=1
(1  Ej)
(2.1)
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Die varianzbasierte Priorisierung nach [JCYW+08] wird wie folgt berechnet:
Vj =
vuuut MPi=1(rij   rj)2
M rj
;
=) wj = VjJP
j=1
Vj
(2.2)
2.4 Taxonomie fur MCDM-Methoden
In den letzten Jahrzehnten wurden viele MCDM-Methoden entwickelt. Die existie-
renden MCDM-Methoden lassen sich nach dem Schema in Tabelle 2.6 klassizieren.
Auf der ersten Ebene werden die Methoden aufgrund von Losungsraumeigenschaf-
ten in Multiple-Objective Decision Making (MODM) und Multiple-Attribute Decision
Making (MADM) unterteilt. MODM wurde fur einen stetigen und MADM fur einen
diskreten Losungsraum entwickelt. Mit anderen Worten geht es bei MODM um das
Erstellen einer optimalen Alternative aus einer Menge der Kriterienwerte. Im Gegen-
satz dazu betrachtet MADM eine endliche Menge der a priori bekannten Alternativen
und wahlt die beste Alternative aus. Der Fokus dieser Arbeit liegt auf den MADM-
Methoden, da es bei dem in dieser Arbeit untersuchten Wegewahlentscheidungspro-
blem beim Handover um eine endliche und bekannte Menge der Alternativen geht.
Die MADM-Methoden lassen sich ihrerseits in zwei Gruppen unterteilen, namlich
in sogenannte klassische Methoden und Outranking-Methoden. Bei klassischen Me-
thoden liegt das Prinzip zugrunde, bei dem der Gesamtnutzwert jeder Alternative
durch die Zusammensetzung der Werte aller Kriterien berechnet wird. AHP wird
in Tabelle 2.6 zwar den klassischen Methoden zugeordnet, hat aber eine besondere
Funktionsweise (mehr zu AHP in Abschnitt C). Bei Outranking-Methoden wird der
Gesamtnutzwert jeder Alternative durch Vergleich der Kriterienwerte gleicher Natur
zwischen allen Alternativen ermittelt. Die gangigsten klassischen und Outranking-
Methoden werden in Abschnitt B im Detail vorgestellt.
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Multi-Criteria Decision Making
(MCDM)
Multi-Objective Decision Making (MODM) Multi-Attribute Decision Making (MADM)
(stetiger Losungsraum) (diskreter Losungsraum)
Vektoroptimierung klassische Outranking-
Zielprogrammierung Methoden Methoden
WSM ELECTRE
WPM PROMETHEE
AHP
VIKOR
GRA
TOPSIS
Tabelle 2.6: Klassikationsschema fur MCDM-Methoden nach [GeLe14]
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2.5 Kapitelzusammenfassung
In diesem Kapitel wurde ein Uberblick uber das Themengebiet MCDM gegeben. Bei
MCDM handelt es sich um einen Prozess, der als Hilfswerk fur komplexe Entschei-
dungsprobleme dient. Der MCDM-Prozess deniert logische Komponenten und bringt
sie in eine hierarchische Struktur. Einer der zentralen Bausteine des MCDM-Prozes-
ses ist die Entscheidungsmatrix. Die Entscheidungsmatrix setzt sich aus Alternativen
und Kriterienwerten zusammen und gilt als eine anschauliche und praktische Art der
Prasentation der Entscheidungsprobleme. Anhand der Entscheidungsmatrizen lassen
sich mehrere Schritte des MCDM-Prozesses beschreiben.
Eine wichtige Komponente des MCDM-Prozesses ist der Satz an Kriterien. Die
Kriterien sind die Charakteristiken der Alternativen, mit deren Hilfe Gesamtnutz-
werte fur alle Alternativen berechnet werden konnen. Mit den Kriterien hangen zwei
Schritte des MCDM-Prozesses eng zusammen. Der erste Schritt ist die Normierung
der Kriterienwerte und der Zweite ist die relative Priorisierung der Kriterien. Fur die-
se beide Schritte existieren mehrere Techniken. Fur die Normierung kann die absolu-
te Max-Min-Normierung durch die eingebaute Vermeidung der Rankingabnormalitat
hervorgehoben werden. Die popularste Technik fur die Normierung ist AHP.
Ein weiterer wichtiger Schritt des MCDM-Prozesses ist die Alternativenbewertung.
Dafur werden verschiedene MCDM-Methoden, auch MCDM-Rankingalgorithmen ge-
nannt, benutzt. Zu den bekanntesten MCDM-Methoden konnen die Folgenden zu-
gerechnet werden: WSM, WPM, TOPSIS, GRA, VIKOR und AHP. Diese MCDM-
Methoden werden in Anhang B im Detail beschrieben.
Im nachsten Kapitel werden Entscheidungsalgorithmen fur multikriteriellen Hand-
over vorgestellt, die auf den Ideen von MCDM aufbauen.
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3 Entscheidungstechniken fur
multikriteriellen Handover
Dieses Kapitel gibt einen Uberblick uber das Themengebiet der Entscheidungstechni-
ken und -algorithmen fur den multikriteriellen Handover in modernen mobilen Kom-
munikationsnetzen. In Abschnitt 3.1 werden zentrale Aspekte des Handovers und
die Motivation fur den multikriteriellen Handover vorgestellt. Abschnitt 3.2 prasen-
tiert die Ergebnisse der Recherche uber Entscheidungstechniken und -algorithmen
fur den multikriteriellen Handover. Dabei werden die Techniken betrachtet, die auf
den in Kapitel 2 beschriebenen MCDM aufbauen. Im Fokus des Abschnittes liegen
die Kriterien und mit ihnen zusammenhangende Aufgaben wie die Identizierung der
relevanten Kriterien, die Messung und Ubertragung der Kriterienwerte, die Priorisie-
rung und Normierung. In Abschnitt 3.4 werden Studien uber die Strukturierung von
Eingangsdaten fur die Handoverentscheidungsphase vorgestellt.
3.1 Einfuhrung
In Mobilfunknetzen wird der Vorgang des Wechsels einer aktiven Kommunikationssit-
zung zwischen den Zellen als Handover oder auch Hando bezeichnet. Die Hauptmo-
tivation fur ein Handover ist die Sicherstellung einer unterbrechungsfreien Mobilitat
der Dienste fur die mobilen Nutzer. Der Handover ist heutzutage eine unentbehrliche
Funktionalitat in den modernen Mobilfunknetzen GSM, UMTS, LTE und ist glei-
chermaen wichtig fur die drahtlosen Netzwerktechnologien WLAN und WiMAX.
Der Handover wurde fur die Mobilfunknetze GSM, UMTS und LTE von Anfang an
im Standard [00916] verankert. Die Technologien wie WLAN und WiMAX dagegen
wurden mit Handover-Funktionalitaten im Nachhinein erweitert und jeweils in den
Standards [IEEE08] und [IEEE09b] speziziert. Die Entscheidungstechniken fur die
spezizierten Handover fur die oben genannten Technologien basieren hauptsachlich
nur auf einem Kriterium, namlich der Empfangssignalstarke.
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Der Handover-Vorgang lasst sich in drei folgende Phasen unterteilen:
 Handoverinitiierung (engl. handover initiation) { eine Suche nach verfugbaren
Kommunikationswegen und Sammeln der fur Handover relevanten Charakteris-
tiken von Netzwerk, Endgerat und Anwendungen,
 Handoverentscheidung (engl. handover decision) { eine Bewertung der alternati-
ven Kommunikationswege und Bestimmung des besten Kommunikationsweges,
 Handoverausfuhrung (engl. handover execution) { eine Umleitung der aktiven
Kommunikationssitzung auf den neuen gewahlten Kommunikationsweg.
Der Handover lasst sich nach verschiedenen Attributen klassizieren. In Tabelle 3.1
ist ein Handover-Klassizierungsschema vorgestellt.
Klassikationsattribut Handovertyp Deutung
Netzwerktyp horizontal innerhalb der gleichen Technologie
vertikal die Umschaltung auf eine andere Technologie, z.B.:
aus dem WLAN ins UMTS
Umschaltung-Strategie hard mit einem moglichen Abbruch der aktiven Sitzung
soft mit Aufrechterhaltung der aktiven Sitzung
Administrative Domane intra z.B.: innerhalb des o2-Netzes
inter z.B.: aus dem o2-Netz ins Vodafone-Netz
Kontrolle des Nutzers proaktiv Nutzerpraferenzen sind in die Handoverentscheidung
involviert
passiv Nutzerpraferenzen sind in die Handoverentscheidung
nicht involviert
Handover-Notwendigkeit optional nicht notwendig fur die Aufrechterhaltung der aktiven
Sitzung
obligatorisch notwendig fur die Aufrechterhaltung der aktiven Sitzung
Entscheidungsinstanz Endgerate-basierend die Handoverentscheidung auf dem Endgerat
Endgerate-assistierend die Handoverentscheidung mit Einbeziehung des
Endgerates
Kernnetz-basierend die Handoverentscheidung auf einer Instanz im Kernnetz
Tabelle 3.1: Klassizierung des Handovers nach [NaHH06]
An Handover fur moderne mobile heterogene Netze werden nach [NaHH06] folgende
Anforderungen gestellt:
 Zuverlassigkeit hinsichtlich Einhaltung der QoS-Mindestanforderungen nach dem
Handover,
 Unterbrechungsfreiheit (nahtlose Umschaltung),
 Vermeidung der Interferenz,
 Lastverteilung,
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 Minimierung der Handover-Anzahl.
Fur die Performanzbewertung des Handovers sind in [BhKV14] folgende Metriken
vorgeschlagen:
 Handover-Verzogerung: Dabei geht es um eine Zeitspanne zwischen der Initiie-
rung und Abschluss des Handovers.
 Handover-Anzahl: Es wird angestrebt, die Handover-Anzahl zu minimieren.
 Die Rate der misslungenen Handover-Versuche: Zu einem misslungenen Hand-
over kommt es, wenn die Ressourcen der Ziel-Basisstation, die am Anfang des
Handoverprozesses verfugbar waren, nach der Handoverausfuhrung nicht mehr
vorhanden sind.
 Verfugbare Bitrate: die verfugbare Bitrate auf der Ziel-Basisstation nach der
Handoverausfuhrung.
Zusatzlich zu diesen Metriken konnen auch die Entscheidungskriterien des Handover-
Entscheidungsalgorithmus als Performanz-Metriken verwendet werden.
Im Zuge des neuen Trends Next Generation Network (NGN) hat der sogenannte
"
vertikaler Handover\ an Aktualitat stark gewonnen. Bei NGN geht es um eine Ver-
schmelzung von verschiedenen Kommunikationstechnologien zu einem Netz. Dabei
spricht man von einem heterogenen Netz. Bei NGN werden die heutigen Kommu-
nikationsnetze als Zugangsnetze (engl. access networks) zu dem IP-basierten NGN-
Kernnetz betrachtet, zwischen denen die Endgerate nahtlos umschalten konnen sollen.
Ein solcher Handover zwischen den unterschiedlichen Technologien wird als vertikaler
Handover bezeichnet.
IEEE adressiert das Thema des vertikalen Handovers im Standard IEEE 802.21
"
Media Independent Handover (MIH) Services\ [rec:08]. Zentraler Bestandteil von
IEEE 802.21 MIH ist eine Reihe der sogenannten Media Indenpendent Handover
Function (MIHF)-Services. MIHF-Services sind universelle netzwerktechnologieuber-
greifende Netzwerkcharakteristiken. Der Standard enthalt die Ubersetzungstabellen
fur die Netzwerkcharakteristiken fur Technologien wie Ethernet, WLAN, WiMAX
und Mobilfunknetzen wie GSM und UMTS in die MIHF-Services. MIHF-Services
ermoglichen einen netzwerktechnologieubergreifenden vertikalen Handover. Auer-
dem beschreibt der Standard die Komponenten fur das Sammeln und den Transport
der Netzwerkcharakteristiken, die in mobilen Endgeraten, in Netzwerkknoten und im
Kernnetz zu platzieren sind.
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Abbildung 3.1: Nutzer im modernen mobilen heterogenen Kommunikationsumfeld.
Ein Themengebiet aus dem Bereich des Handovers bilden multikriteriellen Ent-
scheidungstechniken und -algorithmen fur den vertikalen Handover. Die Motivati-
on fur die multikriteriellen Entscheidungstechniken und -algorithmen wird anhand
Abbildung 3.1 dargestellt. Diese Abbildung veranschaulicht die heutige Lage in den
mobilen heterogenen Kommunikationsnetzen mit einer Reihe verschiedener Netzwerk-
technologien wie UMTS, WiMAX und WLAN. Der dargestellte Nutzer verwendet ein
Smartphone, das mit Schnittstellen fur UMTS, WLAN, WiMAX ausgestattet ist. In
diesem Szenario stehen dem Nutzer vier alternative Kommunikationswege zur Verfu-
gung. Weiterhin sind auf dem Smartphone verschiedene Anwendungen aktiv. Somit
lassen sich vier Interessendomanen bilden: Nutzer, Anwendungen, Netze, Endgerat.
Sie werden hier Interessensdomanen genannt, da jede dieser Domane ihre Interessen
oder Ziele haben kann, wie zum Beispiel:
 Nutzer { Praferenzen hinsichtlich QoS, Sicherheit, Kosten etc.,
 Anwendung { Anforderungen hinsichtlich QoS und Sicherheit,
 Endgerat { Minimierung des Stromverbrauches,
 Netz { eziente Ressourcenauslastung.
Um diesen Zielen bei einer Handoverentscheidung gerecht zu werden, ist die Emp-
fangssignalstarke als Entscheidungskriterium allein nicht ausreichend. Es mussen meh-
rere, fur die Ziele relevante Kriterien bei der Handoverentscheidung berucksichtigt
werden. Die Flexibilitat bei der Konguration ist ebenfalls eine Anforderung an multi-
kriterielle Entscheidungsalgorithmen. Dabei geht es um die Werkzeuge fur den Nutzer
oder den Systemadministrator zur Konguration der fur die Entscheidungsphase re-
levanten Informationen. Des Weiteren ist die Adaptivitat der Entscheidungsalgorith-
men an verschiedene Szenarien als Anforderung anzusehen. Ein Szenario kann sich aus
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mehreren
"
Dimensionen\ wie zum Beispiel den Typen der aktiven Anwendungen, Mo-
bilitatsmuster, Aufenthaltsort, Akkustand des Endgerates, Uhrzeit und Datum etc.
zusammensetzen. Unter der Adaptivitat wird eine Anpassung des Entscheidungsalgo-
rithmus an jeweiliges Szenario durch entsprechende Auswahl und Parametrierung der
Entscheidungskriterien verstanden. Daruber hinaus sollte Anwendungssensitivitat si-
chergestellt werden. Dabei geht es um eine Anpassung der Entscheidungsalgorithmen
in Abhangigkeit von Anforderungen der aktiven Anwendungen.
Der nachste Abschnitt beschaftigt sich mit der Klassikation und der Analyse der
existierenden multikriteriellen Entscheidungstechniken fur den vertikalen Handover.
3.2 Gruppen von Entscheidungstechniken fur
multikriterielle Handover
In den letzten Jahren wurde eine betrachtliche Menge an multikriteriellen Entschei-
dungstechniken fur den vertikalen Handover fur heterogene Netze in wissenschaft-
lichen Studien vorgeschlagen. Ein guter Uberblick uber den Stand der Forschung
uber das Thema der multikriteriellen Entscheidungstechniken ist in [ChRBVK13],
[KaKP08], [MBCCM11] und [AhBG14] gegeben. Die existierenden Entscheidungs-
techniken lassen sich in folgende Kategorien unterteilen:
1. Nutzerzentrisch,
2. Kontextsensitiv,
3. Basierend auf MCDM-Methoden,
4. Basierend auf Fuzzy-Logik,
5. Basierend auf Spieltheorie,
6. Basierend auf kunstlichen neuronalen Netzen.
In folgenden Abschnitten werden die ersten drei Gruppen und dazugehorige Losun-
gen beschrieben. Die Entscheidungstechniken auf Basis von Fuzzy-Logik [VMMK11],
Spieltheorie [FLLJ14] und kunstlichen neuronalen Netzen [LiWL08] werden in die-
ser Arbeit aus folgenden Grunden nicht betrachtet. Diese Entscheidungstechniken
bestehen aus den gleichen Schritten wie MCDM-basierte Entscheidungstechniken,
namlich Normierung, Priorisierung und Alternativenbewertung. Der einzige prinzi-
pielle Unterschied besteht dabei in der Verwendung einer spezischen Methode fur
die Alternativenbewertung. Der Fokus dieser Arbeit liegt nicht auf dem Vergleich
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und Gegenuberstellung von nicht MCDM-basierten Techniken fur die Alternativen-
bewertung. Deshalb werden diese drei Methoden nicht weiter untersucht. Es besteht
allerdings die Moglichkeit, diese Methoden in dem in Kapitel 5 vorgeschlagen Frame-
work zu integrieren.
3.2.1 Nutzerzentrische Entscheidungstechnik
Im Fokus der nutzerzentrischen Entscheidungstechniken liegen verschiedene Nutzer-
praferenzen hinsichtlich bestimmter Kriterien. Im Folgenden werden zwei nutzerzen-
trische Entscheidungsalgorithmen exemplarisch erlautert.
Die zentrale Komponente des Systems aus [CaDM04] ist ein Benutzerprolemana-
gementmodul, in welchem der Nutzer seine Handover-Strategien formulieren kann.
Eine Handover-Strategie kann wie folgt formuliert werden: Finde einen Kompromiss
zwischen Kostenminimierung und Aufrechterhaltung der Sitzung. Die Handoverent-
scheidung wird in einem weiteren Modul basierend auf den Charakteristiken der ver-
fugbaren Kommunikationswege und Nutzerpraferenzen getroen. Die Studie enthalt
keine detaillierte Beschreibung der Bewertung der alternativen Kommunikationswege
im Rahmen der Handoverentscheidung.
In [NVAGD08] wird ein Handover-Entscheidungsalgorithmus fur die Optimierung
des Stromverbrauches basierend auf folgenden Entscheidungskriterien vorgestellt: Kos-
ten, RSS, SINR, Geschwindigkeit des Endgerates, Akkustand, Stromverbrauch und
Netzwerklast. Der Ansatz beinhaltet eine GUI, uber die die Nutzerpraferenzen in
Form eines Gewichtsvektors fur Kriterien zweier Prole wie Echtzeitprol fur Echt-
zeitanwendungen und Nicht-Echtzeitprol fur Nicht-Echtzeitanwendungen kongu-
riert werden konnen. Die Kriterienwerte werden dabei mittels einer sigmoidalen Nut-
zenfunktion normiert. Fur die Bewertung der Alternativen wird die MCDM-Methode
WPM eingesetzt.
3.2.2 Kontextsensitive Entscheidungstechnik
Bei der kontextsensitiven Entscheidungstechnik wird der Akzent auf die Kontext-
informationen gelegt. Unter den Kontextinformationen werden die Charakteristiken
verschiedener fur die Handoverentscheidung relevanten Instanzen oder Domanen wie
Netzwerk, Endgerat, Nutzer oder Anwendung verstanden. Im Folgenden werden zwei
kontextsensitive Algorithmen kurz vorgestellt.
In [AhKL06] werden folgende Informationen als Kontext fur die Entscheidungspha-
se betrachtet:
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 QoS-Charakteristiken und monetare Kosten der Netze, Charakteristiken des
Endgerates wie Bildschirmauosung, Akkustand etc.,
 Anwendungsanforderungen hinsichtlich QoS-Charakteristiken und Nutzerprafe-
renzen hinsichtlich Priorisierung der Netzwerkschnittstellen.
Die Anwendungen werden dabei in drei Klassen unterteilt. Vom Nutzer des Sys-
tems werden die QoS-Mindestanforderungen und die Netzwerkprioritaten fur jede
Anwendungsklasse gesetzt. Wahrend der Entscheidungsphase werden zuerst die zu-
lassigen Alternativen anhand der Mindestanforderungen ermittelt. Danach wird die
beste Alternative mittels AHP bestimmt.
In [ZeBD10] ist ein Algorithmus vorgeschlagen, bei dem eine umfangreiche Men-
ge an Kontextinformationen wahrend der Handoverentscheidung berucksichtigt wird.
Dabei geht es bei Kontextinformationen einerseits um die netzwerkbezogenen QoS-
Charakteristiken und andererseits um nutzer- und anwendungsbezogene Praferen-
zen und Anforderungen. Diese Kontextinformationen werden als Entscheidungskri-
terien verwendet. Die Entscheidungskriterien werden mittels AHP priorisiert. Die
nutzer- und anwendungsbezogenen Anforderungen werden fur die Bestimmung zulas-
siger Alternativen benutzt. Die netzwerkbezogene QoS-Charakteristiken werden fur
die WSM-basierte Bewertung der Alternativen verwendet.
3.2.3 Entscheidungstechnik auf Basis von MCDM-Methoden
In diesem Abschnitt werden Handover-Entscheidungsalgorithmen basierend auf MCDM-
Methoden wie WSM, WPM, TOPSIS, GRA, VIKOR, AHP und ELECTRE unter-
sucht.
Die MCDM-basierten Handover-Entscheidungsalgorithmen fur vertikalen Handover
sind in ihrem Aufbau ahnlich und unterscheiden sich in nur wenigen Merkmalen. Das
macht eine Auistung der Algorithmen in Tabelle 3.2 sinnvoll. Alle Algorithmen nut-
zen verschiedene Entscheidungskriterien. In den meisten Fallen geht es dabei einer-
seits um die Charakteristiken der Kommunikationswege QoS-Merkmale und Sicher-
heit, andererseits wird das Kriterium Kosten in vielen Algorithmen in die Entschei-
dung einbezogen. Fur die Priorisierungsphase kommen Techniken wie AHP und entro-
piebasierte Priorisierung zum Einsatzes. Fur die Normierung werden unterschiedliche
Methoden eingesetzt. Wobei in den meisten Fallen die Standardnormierungstechnik
der jeweiligen MCDM-Methode benutzt wird. Die Autoren der Algorithmen verwen-
den unterschiedliche Metriken fur die Evaluierung der Algorithmen.
Der Ansatz aus [TaPS08] aus Tabelle 3.2 weist einige Besonderheiten auf. Die Prio-
risierung der Kriterien ist in diesem Algorithmus nicht erwahnt. Auerdem werden
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die Kriterienwerte nicht normiert, was die Korrektheit des beschriebenen Ansatzes in-
frage stellt. Eine weitere Arbeit aus Tabelle 3.2, die eine besondere Aufmerksamkeit
verdient, ist [Ever11]. Hier wurde eine Handover-Middleware namens REACH vor-
geschlagen, die einen multikriteriellen Handover-Entscheidungsalgorithmus enthalt.
Im Gegensatz zu den anderen Handover-Entscheidungsalgorithmen aus Tabelle 3.2,
lasst sich der Handover-Entscheidungsalgorithmus von REACH uber eine GUI kon-
gurieren, indem eine Zielsetzung fur den Handover gewahlt wird. Im REACH wurden
Zielsetzungen wie kongurierte Prioritat der Netzzugangsschnittstellen, Maximierung
der Bitrate, Minimierung der Verzogerung, Minimierung der Kosten, Mobilitat, Si-
cherheit und Stromverbrauch implementiert. REACH vereinfacht die Konguration
der Entscheidungsphase fur den Nutzer, da statt einer relativ komplexen Auswahl
und Parametrierung der Entscheidungskriterien nur eine Zielsetzung gewahlt werden
muss.
Es gibt Studien, die sich mit dem Vergleich der MCDM-basierten multikriteriellen
Algorithmen fur den vertikalen Handover beschaftigen. So wurden in [MMPRSN10]
Algorithmen WSM, WPM, TOPSIS, ELECTRE, VIKOR und GRA numerisch in
MATLAB untersucht und verglichen. Sechs Alternativen basierend auf UMTS, WLAN
und WiMAX wurden simuliert. Die besten Alternativen wurden unter Berucksichti-
gung der Kriterien wie verfugbare Bitrate, maximale Bitrate, Verzogerung, Jitter,
Paketverlustrate und Kosten berechnet. Aus den Analyseergebnissen folgt, dass sich
die Algorithmen auf Basis von WSM, VIKOR und TOPSIS am besten fur die Echt-
zeitanwendungen eignen, da ihre Ergebnisse bessere Werten hinsichtlich Verzogerung
und Jitter erzielt haben. Dagegen sind GRA und WPM die Methoden der Wahl fur
bitratenintensive Anwendungen, da diese beide Methoden Ergebnisse mit besseren
verfugbaren Bitraten geliefert haben.
In [SNMMPR12] wurde die Analyse aus [MMPRSN10] mit drei Wichtungsklassen
fur die Kriterien erweitert. Beim ersten Typ wurden die Paketverzogerung und Jitter,
beim zweiten Typ verfugbare Bitrate und maximale Bitrate und beim dritten Typ
Kosten pro Byte hoch priorisiert. Die restlichen Kriterien wurden bei allen drei Ty-
pen gleichmaig gewichtet. Der erste Typ ist fur den Echtzeitdatenverkehr, der zwei-
te fur den bitratenintensiven Datenverkehr und der dritte fur einen kostensparenden
Modus vorgesehen. Fur jeden Typ wurden funfzig Handover-Entscheidungen durch-
gefuhrt. Die Ergebnisse der Simulation sind in Bezug auf die Eignung der Handover-
Algorithmen fur bestimmte Wichtungsklassen analysiert worden. Auerdem wurden
die Rechenkomplexitat der MCDM-Methoden anhand von Gleitkommaoperationen
pro Sekunde (engl. Floating Point Operations per Second (FLOPS)) gemessen. Die
Analyseergebnisse hinsichtlich Wichtungsklassen und Rechenkomplexitat sind in Ta-
belle 3.3 zusammengefasst.
32 3 Entscheidungstechniken fur multikriteriellen Handover
MCDM-Methode
Echtzeit-
datenverkehr
bitratenintensiver
Datenverkehr
kostensparender
Modus
FLOPS
WSM befriedigend befriedigend sehr gut sehr gut
WPM schlecht sehr gut sehr gut befriedigend
TOPSIS befriedigend befriedigend sehr gut befriedigend
GRA schlecht schlecht schlecht sehr gut
VIKOR sehr gut befriedigend sehr gut befriedigend
ELECTRE schlecht befriedigend befriedigend schlecht
Tabelle 3.3: Bewertungsergebnisse der Anwendung der MCDM-Methoden fur Hand-
over-Entscheidungsalgorithmen aus [SNMMPR12]
In [Silk13] wurden die Handover-Entscheidungsalgorithmen basierend auf MCDA-
Methoden wie WSM, WPM und TOPSIS untersucht und verglichen. Die Autoren
haben drei alternativen Kommunikationswege auf Basis von UMTS, WLAN und
WiMAX betrachtet. Wahrend Simulation wurden Kriterien wie verfugbare Bitrate,
maximale Bitrate, Verzogerung, Jitter, Paketverlustrate und Kosten berucksichtigt.
Dabei kamen folgende Verkehrsmodi deniert uber Wichtungsklassen zum Einsatz:
Basismodus mit gleichpriorisierten Kriterien, Echtzeitmodus mit hoch priorisierten
Verzogerung und Jitter, bitratenintensiver Modus mit hoch priorisierten verfugbarer
und maximaler Bitrate. Laut Aussage der Autoren zeigten die Simulationen ahnliche
Ergebnisse fur alle drei Entscheidungsalgorithmen.
In [KaJe12] wurde ein Vergleich der MCDM-Methoden wie WSM, WPM, GRA und
TOPSIS anhand der Kriterien Verzogerung, Jitter, Paketverlustrate und verfugbare
Bitrate fur vier QoS-Klassen durchgefuhrt. WSM, GRA und TOPSIS zeigten ahnliche
Ergebnisse. WPM lieferte die besten Alternativen mit schlechteren Kriterienwerten
im Vergleich zu WSM, GRA und TOPSIS.
Die vier oben beschrieben Vergleichsstudien der MCDM-basierten Handover-Ent-
scheidungsalgorithmen liefern zusammenfassend widerspruchliche Ergebnisse.
3.2.4 Zusammenfassung
Durchgefuhrte Analyse der nutzerorientierten, kontextsensitiven und MCDM-basier-
ten Entscheidungstechniken fuhrt deren Ahnlichkeit deutlich vor Augen. Der Unter-
schied dieser Entscheidungstechniken zu den MCDM-basierten Entscheidungstechni-
ken besteht im Fokus. Bei nutzerorientierten Entscheidungstechniken liegt der Fokus
auf den Nutzerpraferenzen und im Falle der kontextsensitiven Entscheidungstechniken
auf dem Kontext, bei dem eine umfangreiche Menge an Charakteristiken unterschied-
licher Natur verschiedener Domanen gemeint wird. Ansonsten sind die Algorithmen
beider Gruppen nach dem gleichen Prinzip wie die Algorithmen der MCDM-basier-
ten Gruppe aufgebaut und nutzen die gleichen Methoden fur die Priorisierung der
Kriterien und Bewertung der Alternativen. Auf der anderen Seite ist jeder MCDM-
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basierte Entscheidungsalgorithmus durch die Berucksichtigung der Nutzerpraferenzen
durch Kriterienpriorisierung und durch die Berucksichtigung der Kriterien prinzipiell
nutzerorientiert und kontextsensitiv.
Ansonsten sind die existierenden Algorithmen fur eine feste Anzahl an vorkongu-
rierten Kriterien ausgelegt. Somit ist eine Flexibilitat hinsichtlich der Konguration
der Entscheidungsphase nicht gegeben. Die Flexibilitat wurde oensichtlich wahrend
der Entwicklung dieser Algorithmen nicht betrachtet. Es ware theoretisch moglich,
die Algorithmen mit einer Kongurationsinstanz zu erweitern, die dann die Kongu-
rationsexibilitat erbringen wurde.
Weiterhin wird die Anwendungssensitivitat in manchen Losungen durch die Priori-
sierung der Kriterien pro Anwendungstyp adressiert. Allerdings wird die Priorisierung
der Kriterien pro Anwendung nicht betrachtet. Auch Falle mit mehreren gleichzeitig
aktiven Anwendungen unterschiedlicher Anwendungstypen werden nicht betrachtet.
3.3 Kriterien fur Handoverentscheidung
In Abschnitt 2.3 wurde das Thema der Kriterien fur MCDM behandelt. In dem
vorliegenden Unterkapitel geht es um die Kriterien fur multikriterielle Handover-
Entscheidungsalgorithmen.
Eine der ersten Herausforderungen beim Entwurf eines Handover-Entscheidungsal-
gorithmus ist die Identizierung relevanter Informationen oder Kriterien. In Studien
[AhKL06], [ZeBD10] und [ADBD+99] ist dabei die Rede von Kontextinformationen.
Die Autoren von [ADBD+99] schlagen folgende Denition fur den Kontext vor:
"
Con-
text is any information that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant to the interaction between
a user and an application, including the user and applications themselves.\ Je nach
gelegtem Fokus kann es bei einer Handoverentscheidung sinnvoll sein, die Charakteris-
tiken von verschiedenen im Handover-Vorgang involvierter Domanen einzubeziehen.
Diese Domanen sind nach [ChRBVK13] Zugangsnetze, Endgerate, Anwendungen und
Nutzer. Auch die Charakteristiken des Handover-Vorganges wie zum Beispiel histo-
rische Daten der Handover-Verzogerung oder der Rate von erfolgreichen Handovers
konnen in die Handoverentscheidung einieen. In manchen Fallen ist es sinnvoll,
auch sogenannte externe Umgebungsfaktoren wie zum Beispiel Zeit und Datum zu
berucksichtigen.
Die Charakteristiken verschiedener Domanen, die als Entscheidungskriterien nutz-
bar sind, wurden in Tabelle 3.4 zusammengefasst. Ein Teil der Klassikationsattribute
der Kriterien wurden aus [BHSW07] und [MBCCM11] ubernommen.
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Kriteriumname Domane Gruppe Einuss auf den Nutzwert
(Netzwerk, Anwendung,
Endgerat, Nutzer, Hand-
over-Algorithmus, externe
Umgebung)
(QoS,
Sicherheit)
(Wertekriterium, Kostenkrite-
rium)
Signal-Rausch-Verhaltnis
(SNR)
Netzwerk QoS Wertekriterium
Signal-Interferenz-Rausch-
Verhaltnis (SINR)
Netzwerk QoS Wertekriterium
Bitfehlerrate Netzwerk QoS Kostenkriterium
Burstfehler Netzwerk QoS Kostenkriterium
Paketfehlerrate Netzwerk QoS Kostenkriterium
Verzogerung Netzwerk QoS Kostenkriterium
Verzogerungsschwankung/Jitter Netzwerk QoS Kostenkriterium
Paketverlustrate Netzwerk QoS Kostenkriterium
Paketwiederholungsrate Netzwerk QoS Kostenkriterium
Paketdopplungsrate Netzwerk QoS Kostenkriterium
Paketneuordnungsrate Netzwerk QoS Kostenkriterium
Maximale Bitrate Netzwerk QoS Wertekriterium
Verfugbare Bitrate Netzwerk QoS Wertekriterium
Durchsatz Netzwerk QoS Wertekriterium
Verfugbarkeit Netzwerk QoS Wertekriterium
Diensteverfugbarkeit Netzwerk QoS Wertekriterium
Netzwerkverbindungsdauer Netzwerk QoS Wertekriterium
Nutzerpraferenz Netzwerk Wertekriterium
Stromverbrauch Netzwerk Kostenkriterium
Distanz zum mobilen Endgerat Netzwerk Kostenkriterium
Monetare Kosten Netzwerk Kostenkriterium
Verschlusselung Netzwerk Sicherheit Wertekriterium
Authentizierung Netzwerk Sicherheit Wertekriterium
Integritat Netzwerk Sicherheit Wertekriterium
Geschwindigkeit Endgerat
Standort Endgerat
Akkustand Endgerat Wertekriterium
Verkehrslast Endgerat Kostenkriterium
Stromverbrauch Anwendung Kostenkriterium
Bitratenverbrauch Anwendung Kostenkriterium
Anforderungen (QoS, Sicher-
heit, ...)
Anwendung
Anforderungen (QoS, Sicher-
heit, monetare Kosten)
Nutzer
Netzwerkpraferenz Nutzer
Zeit, Datum Ext. Umgebung
Handover-Anzahl Handover-Algorithmus Kostenkriterium
Handover-Verzogerung Handover-Algorithmus Kostenkriterium
Rate von erfolgreichen Hando-
vers
Handover-Algorithmus Wertekriterium
Paketverlustrate beim Hand-
over
Handover-Algorithmus Kostenkriterium
Tabelle 3.4: Kriterien fur Handoverentscheidung fur mobile Kommunikationsnetze
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Weiterer Aspekt des Handover-Vorganges ist die Messung und der Transport der
Kriterienwerte. Die Ermittlung der Kriterienwerte steht nicht im Mittelpunkt dieser
Arbeit. Nichtsdestotrotz werden einige Ansatze vorgestellt, um prinzipielle Moglich-
keiten der Messung und des Transports der Kriterien zu zeigen.
Der Standard IEEE 802.21 [rec:08] deniert Protokolle fur die Anfrage und den
Transport von Netzwerkcharakteristiken. Der Standard bietet aber keine Methoden
fur die Messung der Kriterienwerte an. Der RFC 2330 [PAMM98] behandelt die Me-
triken auf der ISO/OSI-Vermittlungsschicht. In diesem Standard werden die Anfor-
derung an die Metriken gestellt, die Messverfahren beschreiben und die Arten der
Zusammensetzung der Kriterienwerte eines Kommunikationspfades betrachtet. Die
Empfehlung ITU Y.1540 [ITU-11] schlagt eine Reihe von Metriken fur die ISO/OSI-
Vermittlungsschicht inklusive ihrer Messverfahren vor. In der Arbeit [Bu13] wurden
die Netzwerkmetriken wie Datenraten, Verzogerung, Paketverlustraten und Neuord-
nungsraten untersucht. Die Messverfahren fur diese Metriken wurden analysiert. Im
Standard 3GPP TS 23.107 [10711] wird eine QoS-Architektur und QoS-Attributen
fur die modernen Kommunikationsnetze speziziert.
Ein weiteres kriterienbezogenes Thema ist die Priorisierung. Die Kriterienpriorisie-
rung in den existieren Handover-Algorithmen wird einerseits dazu verwendet, dem
Nutzer die Moglichkeit zu geben, die fur ihn wichtigen Kriterien hervorzuheben. An-
derseits wird durch die Kriterienpriorisierung eine Handover-Optimierung fur die be-
stimmten Anwendungstypen erzielt. In mehreren vorgeschlagen Handover-Entschei-
dungsalgorithmen werden folgende Anwendungstypen aus der Spezikation 3GPP TS
23.107 [10711] betrachtet:
 Conversational { Echtzeitkonversationen zwischen zwei oder mehreren Teilneh-
mern, zum Beispiel Telefonie, Video-Telefonie,
 Streaming { Echtzeitdatenusse normalerweise mit Menschen als Empfanger,
zum Beispiel Audio-, Video-Streaming,
 Interactive { eine Mensch zu Maschine Interaktion mit einer Anfrage der Res-
sourcen, zum Beispiel Web-Browsing, Datenbankabfrage,
 Background { eine Maschine zu Maschine Interaktion, zum Beispiel E-Mail,
SMS, Download.
Jeder Anwendungstyp hat nach 3GPP TS 23.107 [10711] seine Praferenzen hinsicht-
lich bestimmter QoS-Parametern. In den meisten existierenden Handover-Entschei-
dungsalgorithmen wird Kriterienpriorisierung pro Anwendungstyp ohne grundliche
Untersuchung und Begrundung vorgenommen. Unterdessen ist AHP die am haugs-
ten verwendete Priorisierungsmethode.
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Die Normierung in den existierenden Handover-Entscheidungsalgorithmen wird
mittels Normierungstechniken aus der Tabelle 2.5 durchgefuhrt. Dabei wird meis-
tens von einem linearen Verhalten der Kriterien in den Wertebereichen ausgegangen,
was nicht unbedingt bei allen Kriterien der Fall sein muss. Die Normierung ist auch
mit Hilfe von Nutzenfunktionen moglich. Die Studie aus [NVGDA08] beschaftigt sich
mit der Untersuchung von moglichen Nutzenfunktionen. In dieser Studie wurden fol-
gende Typen der Nutzenfunktionen vorgestellt: lineare Stufenfunktionen, logarithmi-
sche, exponentielle und sigmoidale. [NVGDA08] geht auch auf die Parametrierung
der Nutzenfunktionen ein. Allerdings schlagen die Autoren keine Nutzenfunktionen
fur konkrete fur den Handover relevanten Kriterien vor. Die durchgefuhrte Recherche
hat keine weiteren Studien zum diesem Thema ergeben.
3.4 Strukturierung von Eingangsdaten
Ein weiterer wichtiger Aspekt der Entscheidungsphase des multikriteriellen Handovers
ist die Strukturierung von relevanten Informationen. Dabei geht es um die Erstellung
einer Datenstruktur fur das Speichern von relevanten Informationen. Dafur mussen
die relevanten Informationen in logische Komponenten gegliedert werden. Danach
mussen die logischen Komponenten in einen sinnhaften Zusammenhang untereinander
gebracht werden. Im Folgenden werden Studien vorgestellt, die sich mit diesem Thema
beschaftigt haben.
In [BoHB08] wurde eine Middleware fur die Handoverentscheidungsphase namens
Ubique vorgeschlagen. Der zentrale Baustein von Unique ist eine Prole Data Base
(PDB). Die PDB beinhaltet XML-basierte Prole fur Nutzerpraferenzen, Anwen-
dungsanforderungen und Netzwerkcharakteristiken. Allerdings werden die Parameter
der Prole nicht vorgestellt. Weiterhin kann aus der Beschreibung der PDB nicht ihr
hierarchischer Aufbau gefolgert werden. Somit ist weder eine mehrfache Verwendung
von Informationssatzen (wie zum Beispiel Entscheidungskriterien) noch die Grup-
pierung von Anwendungen moglich. Auerdem sieht Ubique das Denieren von un-
terschiedlichen Perspektiven (wie eines Nutzers und eines Netzwerkbetreibers) und
unterschiedlichen Algorithmen fur die Bewertung der Alternativen nicht vor.
In den Studien [SKMa07] und [SKMa09] wurde ein Modell zur Datenspezikationen
fur QoS-Verhandlungen vorschlagen. Die Autoren dieser Studien haben Datenstruktu-
ren fur nutzer-, anwendungs-, diensteanbieter- und netzwerkbetreiberbezogene Infor-
mationen deniert. Basierend auf Informationen aus diesen Datenstrukturen werden
multimediale Anwendungen hinsichtlich ihres Verbrauches an Netzwerkressourcen an
die vorhandenen Netzwerkkapazitaten angepasst. Diese Losung wurde zwar nicht fur
den Handover entwickelt, sie enthalt aber die Datenstrukturen fur die handoverre-
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levanten Informationen. Allerdings berucksichtigt dieses Modell nicht alle fur eine
umfassende Handoverentscheidung notwendigen Informationssatze. So werden Ziele
und Nutzenfunktionen in diesem Modell nicht betrachtet.
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3.5 Kapitelzusammenfassung
Beim Handover geht es um eine Umschaltung eines mobilen Endgerates zwischen
unterschiedlichen Kommunikationswegen. Die Hauptmotivationen fur den Handover
ist die Gewahrleistung einer unterbrechungsfreien Mobilitat der Dienste. Besonders
der vertikale multikriterielle Handover hat an Aktualitat im Zuge der Entwicklung der
modernen Kommunikationsnetze in die Richtung der heterogenen Netze gewonnen.
Es wird aktiv im Bereich der multikriteriellen Handover-Entscheidungsalgorithmen
geforscht. Dabei werden die Charakteristiken verschiedener Domanen wie Nutzer,
Anwendung, Endgerat, Netzwerk und externe Umgebung als Entscheidungskriterien
betrachtet.
Die multikriteriellen Handover-Entscheidungsalgorithmen werden in den Studien
[ChRBVK13], [KaKP08], [MBCCM11] und [AhBG14] nach ihren Schwerpunkten und
benutzten Techniken in mehrere Gruppen unterteilt. Der Fokus dieser Arbeit liegt
auf den Algorithmen aus den Gruppen der nutzerorientierten, der kontextsensitiven
und der MCDM-basierten Handover-Entscheidungsalgorithmen. Im Mittelpunkt der
nutzerorientierten Algorithmen steht der Nutzer und seine Praferenzen hinsichtlich
verschiedener Kriterien. Bei kontextsensitiven Algorithmen handelt es sich um die
Verfahren bei denen der Kontext die wichtigste Rollen spielt. Der Kontext bezeich-
net eine Menge von Charakteristiken verschiedener Domanen. Die MCDM-basierten
Algorithmen bauen auf dem MCDM-Prozess und den MCDM-Methoden auf. Die
Unterteilung in diese Gruppen ist keinesfalls rigoros. Es gibt gewisse Uberschneidun-
gen zwischen den Gruppen. Einerseits nutzen nutzerorientierte und kontextsensitive
Algorithmen die MCDM-Methoden fur die Alternativenbewertung. Anderseits sind
die Nutzerpraferenzen in Form von Kriteriengewichten und der Kontext in Form von
Kriterien die unentbehrlichen Bestandteile jedes MCDM-basierten Algorithmus. Die
im Rahmen dieser Arbeit durchgefuhrte Recherche hat keine tiefgehende Gegenuber-
stellung der MCDM-basierten Handover-Entscheidungsalgorithmen in Simulations-
umgebungen oder in reellen Netzen ergeben. Die durchgefuhrten Studien zu diesem
Thema basieren auf numerischen Untersuchungen, liefern jedoch keine korrelierenden
Ergebnisse.
Ein weiterer wichtiger Aspekt der multikriteriellen Handover-Entscheidungsalgo-
rithmen sind die Kriterien. Wie bereits erwahnt wurde, geht es bei den Kriterien um
die Charakteristiken verschiedener Instanzen oder Domanen, die fur die Handover-
entscheidung von Relevanz sein konnen. Die Herausforderungen, die im Zusammen-
hang mit Kriterien entstehen, sind die Identizierung der relevanten Kriterien fur
ein bestimmtes Szenario, das Messen und der Transport der Kriterienwerte, die Prio-
risierung der Kriterien und die Normierung der Kriterienwerte. Eine breite Menge
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von Kriterien verschiedener Natur konnte laut Literaturrecherche fur den vertikalen
Handover-Entscheidungsalgorithmus von Relevanz sein (siehe Tabelle 3.4). Die Stan-
dardisierungsgremien wie IEEE, IETF, ITU und 3GPP schlagen etliche Mess- und
Transportverfahren fur Kriterien vor. Die Untersuchung der Priorisierung und der
Normierung in den vorgeschlagenen Handover-Losungen ist mangelhaft. Es gibt kei-
ne allgemeinen Richtlinien fur die Priorisierung der Kriterien. Die Priorisierung der
Kriterien in existierenden Losungen geschieht zwar oft mit Hilfe von AHP, aber im
Grunde nach dem subjektiven Ermessen der Autoren des jeweiligen Algorithmus.
Ein weiterer wichtiger Punkt ist die Strukturierung der relevanten Eingangsdaten
und die Erstellung einer Datenstruktur. Die vorhandenen Losungen berucksichtigen
nicht alle Informationssatze, die fur eine umfangreiche Konguration der Handover-
entscheidungsphase notig sind.
Die fur weitere Untersuchungen aufgedeckten unbearbeiteten Themen lassen sich
wie folgt zusammenfassen:
 eine Datenstruktur fur eine umfangreiche und exible Konguration der Hand-
overentscheidung,
 schwache Anwendungssensitivitat { beschrankte Moglichkeiten fur die Para-
metrierung von fur Handoverentscheidung relevanten anwendungsspezischen
Informationssatze, auch fur mehrere aktive Anwendungen,
 fehlende Untersuchung der Optimierungsmoglichkeiten im Hinblick auf die An-
wendungsanforderungen,
 nicht ausreichender Vergleich der Anwendung unterschiedlicher MCDM-Metho-
den.
Die genannten oenen Themen werden in Kapiteln 4 und 5 thematisiert.
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In diesem Kapitel werden Optimierungspotentiale auf Basis von Reduzierung der Ver-
gabe von uberschussigen Kapazitaten an die Nutzer wahrend der Entscheidungsphase
des Handovers erortert. In den Abschnitten 4.2 und 4.3 werden zuerst Optimierungs-
potentiale anhand von Fallstudien aufgedeckt und diskutiert. Danach werden zwei
neuartige Entscheidungsalgorithmen vorgeschlagen und vorgestellt. Abschnitt 4.4 be-
fasst sich mit der Evaluierung dieser Entscheidungsalgorithmen.
4.1 Einfuhrung
Wie in Kapitel 2 beschrieben wurde, ist die Normierung eine der Phasen im multi-
kriteriellen Entscheidungsprozess. In veroentlichten Handover-Losungen (siehe Ab-
schnitt 3.2) wird die Normierung oberachlich betrachtet. Dabei wird die Betrachtung
der Normierungsphase auf eine Ubersicht der vorhandenen Normierungstechniken be-
schrankt. Der zentrale Bestandteil der Normierung ist die Nutzenfunktion. Verschie-
dene Nutzenfunktionen werden in [NVGDA08] analysiert. Studien mit detaillierten
Untersuchungen der Einusse von diversen Nutzenfunktionen auf die Handoverent-
scheidung wurden im Rahmen der Recherche nicht gefunden. Da in der Normierungs-
phase die Transformation von kriterienspezischen Wertebereichen in einen einheitli-
chen Wertebereich stattndet, hat dieser Vorgang einen Einuss auf den Gesamtnutz-
wert der Alternativen. Die Anwendung von verschiedenen Normierungstechniken und
Nutzenfunktionen kann zu deutlich unterschiedlichen Bewertungen der Alternativen
und damit zu unterschiedlichen Handoverentscheidungen fuhren.
Die Nutzenfunktionen lassen sich in Abhangigkeit von Anwendungsanforderungen
hinsichtlich jeweiliger Kriterien verschieden gestalten. Dabei konnen einige Anwen-
dungen sogenannte gesattigte Bereiche im Hinblick auf einige Kriterien (wie z.B.
Verzogerung oder verfugbare Bitrate) haben. Mit den gesattigten Bereichen werden
Intervalle der Kriterienwerte gemeint, in welchen die Verbesserung des Nutzwertes
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nicht mehr notig ist. Durch die Verwendung der gesattigten Bereiche in Nutzenfunk-
tionen kann die Belegung der uberschussigen Kapazitaten reduziert werden. Gleichzei-
tig konnen dadurch die Werte der Kriterien in nicht gesattigten Bereichen verbessert
werden. Zusatzlich fuhrt der Einsatz von gesattigten Bereichen zu einer ezienteren
Ressourcennutzung des Netzwerkes. Die Kriterien mit gesattigten Bereichen werden
im Weiteren als beschrankte Kriterien bezeichnet. Die Kriterien ohne gesattigte Be-
reiche werden unbeschrankte Kriterien genannt.
In der vorliegenden Arbeit wird die Normierungsphase im Zusammenhang mit An-
wendungsanforderungen auf potenzielle Optimierungsmoglichkeiten hin untersucht.
Mittels analytischer Untersuchungen wurden zwei Entscheidungsalgorithmen entwor-
fen.
Der erste Algorithmus namens Oversaturation Reduction Algorithm (ORA) ist be-
nutzerorientiert und verbessert Werte der unbeschrankten Kriterien durch die Uber-
schussreduzierung der Werte von beschrankten Kriterien. Die Uberschussreduzierung
erfolgt unterdessen durch die Optimierung eines Kriteriums nicht im ganzen zulassi-
gen Bereich, sondern nur bis zu einem bestimmten von jeweiliger Anwendung erfor-
derlichen Schwellenwert. Fur eine Video-Streaming-Anwendung mit maximal erfor-
derlicher Bitrate von 1 Mbit/s wurde der Schwellenwert fur das Kriterium verfugbare
Bitrate bei 1 Mbit/s liegen. Der zweite Entscheidungsalgorithmus namens Aggressive
Oversaturation Reduction Algorithm (AORA) betrachtet das Problem des Uberschus-
ses aus der Perspektiven sowohl des Benutzers als auch des Netzwerkbetreibers. Hier
wird ein Kompromiss zwischen der Uberschussreduzierung und der Degradierung der
Kriterienwerte in nicht gesattigten Bereichen vorgeschlagen.
In diesem Kapitel werden diese zwei neuartige Entscheidungsalgorithmen im Detail
beschrieben. Fur jeden Algorithmus wird zuerst eine Motivation anhand ausgewahlter
Anwendungsfalle vorgestellt und danach der Algorithmus selbst im Detail beschrie-
ben. Am Ende des Kapitels werden die Ergebnisse der numerischen Evaluierung vor-
gestellt und diskutiert.
4.2 Optimierung durch Uberschussreduzierung
In diesem Abschnitt wird ein Entscheidungsalgorithmus beschrieben, der eine Verbes-
serung der Werte von unbeschrankten Kriterien durch eine Uberschussreduzierung der
Werte von beschrankten Kriterien ermoglicht.
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4.2.1 Problembeschreibung und Motivation
In existierenden Handover-Entscheidungsalgorithmen werden die Kriterien im gan-
zen zulassigen Bereich (engl. feasible range) ihrer Nutzenfunktionen optimiert, was in
bestimmten Fallen zu einer inezienten Ressourcenbelegung sowohl aus der Nutzer-
perspektive als auch aus der Sicht des Netzwerkbetreibers fuhren kann. Das Problem
wird im Folgenden an einem Beispielszenario erklart.
Es wird ein Szenario mit einem mobilen Endgerat mit drei alternativen Kommuni-
kationswegen betrachtet. Es wird angenommen, dass auf dem Endgerat nur eine Nut-
zeranwendung lauft, und zwar eine Video-Streaming-Anwendung mit einer adaptiven
Bitrate im Bereich zwischen 3 und 25 Mbit/s. In die Handoverentscheidung ieen
Kriterien wie Verzogerung, verfugbare Bitrate und monetare Kosten ein. In Tabelle
4.1 ist die Parametrierung dieser Kriterien dargestellt. Laut [10711] spielt die verfug-
bare Bitrate die wichtigste Rolle fur die Video-Streaming-Anwendungen, dementspre-
chend wurde das hochste Gewicht diesem Kriterium zugewiesen. Die genaue Vergabe
der Gewichte fur die Kriterien erfolgte vom Autor vorliegender Arbeit nach seinem
subjektiven Ermessen. Die Priorisierung der Kriterien in einem realen System muss
vom Systemadministrator basierend auf seinem Expertenwissen durchgefuhrt wer-
den. Die zulassigen Bereiche der Kriterien ergaben sich aus den Anforderungen der
betrachteten Video-Streaming-Anwendungen und aus der Annahme, dass Kommuni-
kationswege mit maximal verfugbaren Bitrate von 500 Mbit/s zur Verfugung stehen.
Die Nutzenfunktionen wurden nach der absoluten Max-Min-Normierungstechnik aus
Tabelle 2.5 in Abschnitt 2.3.2 fur die zulassigen Bereiche der Kriterien erstellt.
Verf. Bitrate Verzogerung Kosten
Gewicht, % 60 20 20
Zulassiger Wertebereich 3{500, Mbit/s 0{150, ms 0{100, C/MByte
Nutzenfunktion x 3
497
150 x
150
100 x
100
Tabelle 4.1: Parametrierung der Kriterien
Als Nachstes wurden zwei Entscheidungsmatrizen in Tabellen 4.2 und 4.3 mit drei
Kommunikationswegen und Beispielwerten fur die Kriterien generiert. Fur das Sze-
nario mit den Kriterienparametern aus Tabelle 4.1 und fur die Kriterienwerte fur
drei Kommunikationswege aus den Entscheidungsmatrizen in Tabellen 4.2 und 4.3
wurden die besten Kommunikationswege mit Hilfe von MCDM-Methoden wie WSM,
WPM, GRA, TOPSIS und VIKOR berechnet. Alle diese Methoden lieferten Weg 1
und Weg 3 als beste Losungen jeweils fur die Entscheidungsmatrizen in Tabellen 4.2
und 4.3.
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Verf. Bitrate Verzogerung Kosten Gesamtnutzwert
Mbit/s ms C/MByte (berechnet mittels WSM)
Weg 1 30 50 30 0,305928
Weg 2 10 45 25 0,298450
Weg 3 6 43 23 0,300288
Tabelle 4.2: Entscheidungsmatrix mit Beispielkriterienwerten fur drei Beispielwege.
Weg 1 wurde als beste Alternative bestimmt.
Verf. Bitrate Verzogerung Kosten Gesamtnutzwert
Mbit/s ms C/MByte (berechnet mittels WSM)
Weg 1 30 50 30 0,305928
Weg 2 10 45 25 0,298450
Weg 3 500 100 70 0,726666
Tabelle 4.3: Entscheidungsmatrix mit Beispielkriterienwerten fur drei Beispielwege.
Weg 3 wurde als beste Losung bestimmt.
Zuerst wird das Ergebnis fur die Kriterienwerte aus Entscheidungsmatrix in Tabelle
4.2 betrachtet. Die Werte der Kriterien Verzogerung und Kosten des besten Weges 1
sind schlechter im Vergleich zu den Wegen 2 und 3, dafur ist aber die verfugbare
Bitrate besser. Da die Bitrate hoher priorisiert ist, wurde Weg 1 als der beste Weg
bestimmt. Deswegen ist Weg 1 als Entscheidungsergebnis fur die Entscheidungsmatrix
in Tabelle 4.2 korrekt.
Im Gegensatz dazu ist Weg 3 als bester Weg fur die Entscheidungsmatrix in Tabelle
4.3 fraglich. Die verfugbare Bitrate von 500 Mbit/s des Weges 3 ist die Hochste von
allen drei Wegen. Allerdings ist sie hoher als die fur Video-Streaming-Anwendungen
maximal erforderliche Bitrate von 25 Mbit/s. In einem solchen Fall wird von einem
Uberschuss gesprochen. Dagegen sind die Werte der Kriterien Verzogerung und Kos-
ten schlechter als bei anderen Alternativen. Weg 3 ist somit eine ungunstige Entschei-
dung aus der Perspektive des Nutzers, da ihm ein Weg mit uberussigen Bitraten-
Kapazitaten zugeteilt wurde, der gleichzeitig langsamer (im Sinne der Verzogerung)
und teurer als die anderen Wege ist. Auch aus der Sicht des Netzwerkbetreibers ist
die Entscheidung nicht gunstig, da die Zuweisung des Kommunikationsweges mit die-
ser uberussigen Bitrate eine unnotige Ressourcenbelegung hinsichtlich verfugbarer
Bitrate bedeutet.
Zusammengefasst zeigt Weg 3 als das Handover-Entscheidusngsergebnis fur das
oben beschriebene Szenario und fur die Kommunikationswege aus Entscheidungsma-
trix in Tabelle 4.3 einen deutlichen Uberschuss bei einem Kriterium und gleichzeitig
schlechtere Werte der restlichen zwei Kriterien im Vergleich zu Weg 1 und Weg 2. Im
nachsten Abschnitt wird eine Losung fur dieses Problem vorgeschlagen.
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4.2.2 ORA-Beschreibung
Fur die Bewaltigung des im vorherigen Abschnitt beschriebenen Problems wird in
diesem Abschnitt eine Losung fur die Uberschussreduzierung namens ORA (engl.
Oversaturation Reduction Algorithm) vorgeschlagen. ORA wurde in [YeSe16] verof-
fentlicht. Der Losung liegt die Idee der Verbesserung der Werte von beschrankten
Kriterien in Abhangigkeit von Anwendungsanforderungen nur bis zu einem bestimm-
ten Schwellenwert zugrunde. Dafur wird der zulassige Bereich Xf = [xfmin; xfmax] der
Nutzenfunktionen der Kriterien in einen Optimierungsbereich Xopt = [xomin; xomax] 
Xf und einen gesattigter Bereich Xsat = [xsmin; xsmax]  Xf aufgeteilt. Dabei gilt
xfmax = xsmax fur die Wertekriterien und xfmin = xsmin fur die Kostenkriterien.
Die Nutzenfunktionen mit Optimierungsbereichen und gesattigten Bereichen fur
die Kosten- und Wertekriterien werden jeweils in Gleichungen (4.1) und (4.2) vorge-
stellt. Zur Veranschaulichung werden zwei Beispielnutzenfunktionen auch in Abbil-
dungen 4.1a und 4.1b prasentiert. Die Abbildungen zeigen die Teilung der Nutzen-
funktionen in einen Optimierungsbereich und einen gesattigten Bereich.
f(x) =
(
x xfmin
xfmax xfmin ; falls x 2 Xopt
xsmin xfmin
xfmax xfmin ; falls x 2 Xsat
(4.1)
f(x) =
(
xfmax xsmax
xfmax xfmin ; falls x 2 Xsat
xfmax x
xfmax xfmin ; falls x 2 Xopt
(4.2)
(a) Ein Beispiel einer Nutzenfunktion mit ei-
nem gesattigten Bereich fur ein Wertekri-
terium
(b) Ein Beispiel einer Nutzenfunktion mit ei-
nem gesattigten Bereich fur ein Kosten-
kriterium
Abbildung 4.1: Nutzenfunktionen mit gesattigten Bereichen
Die Verbesserung des Nutzwertes eines Kriteriums erfolgt auerhalb des gesattigten
Bereiches, also im Optimierungsbereich. Innerhalb des gesattigten Bereiches wachst
der Nutzwert des Kriteriums nicht. Dadurch werden die Werte der Kriterien in Op-
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timierungsbereichen auf Kosten der gesattigten Bereiche verbessert. Die Anwendung
von gesattigten Bereichen fur die Nutzenfunktionen der beschrankten Kriterien (Kri-
terien mit gesattigten Bereichen) fuhrt zu Uberschussreduzierung bei Letzteren, was
gleichzeitig eine Verbesserung der unbeschrankten Kriterien (Kriterien ohne gesattig-
te Bereiche) ermoglicht.
Bei der Konguration eines ORA-basierten Handover-Entscheidungsalgorithmus
mussen in Abhangigkeit von den Eigenschaften der aktiven Anwendungen die Krite-
rien bestimmt werden, bei denen die Verwendung eines gesattigten Bereiches sinnvoll
ist. Das sind logischerweise die Kriterien mit einem anwendungsspezischen Optimie-
rungsgrenzwert, der vom unteren oder oberen Wert des zulassigen Bereiches abweicht.
Die Konguration der gesattigten Bereiche fur die relevanten Kriterien soll dyna-
misch und adaptiv sein. Das bedeutet, dass die gesattigten Bereiche vor jeder Hand-
overentscheidung basierend auf den Anforderungen der aktuell aktiven Anwendungen
deniert werden mussen. Deswegen muss das Endgerat im Hinblick auf die laufenden
Anwendungen uberwacht werden.
4.3 Aggressive Uberschussreduzierung
In diesem Abschnitt geht es in erster Linie um die Uberschussreduzierung von be-
schrankten Kriterien. Die Uberschussreduzierung tragt zu einer ezienteren Res-
sourcennutzung in den Kommunikationsnetzen bei, was dieses Thema fur den Netz-
werkbetreiber relevant macht. Dabei wird die Idee der Uberschussreduzierung aus
dem vorherigen Abschnitt 4.2 vertieft. Bei dem in diesem Abschnitt vorgeschlagenen
Algorithmus handelt es sich um das Erzielen einer Korrelation der Anwendungs-
anforderungen mit Eigenschaften der Kommunikationswege. Das heit, dass einem
Endgerat ein Kommunikationsweg zugeteilt werden soll, der am nachsten zu den
Anwendungsanforderungen hinsichtlich aller Entscheidungskriterien liegt. Zum Bei-
spiel soll einem Endgerat mit bestimmten Bitraten-Anwendungsanforderungen nach
Moglichkeit ein Kommunikationsweg mit genau dieser verfugbaren Bitrate zugewie-
sen werden. Ein weiteres Beispiel ware die Zuweisung eines Kommunikationsweges
mit geringer Verzogerung an die Endgerate mit Echtzeitanwendungen. Und umge-
kehrt mussen die Kommunikationswege mit hoher Verzogerung den Endgeraten mit
verzogerungstoleranten Anwendungen zugeteilt werden.
In folgenden Abschnitten wird zuerst die Problemstellung auf Basis von zwei Fall-
studien prasentiert. Im Anschluss daran kommt die Beschreibung des Uberschussre-
duzierungsalgorithmus namens AORA.
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4.3.1 Problembeschreibung und Motivation
Fur die Problembeschreibung wird ein Beispielszenario mit zwei Anwendungsfallen
benutzt. Es wird ein Szenario mit einem mobilen Endgerat und drei alternativen
Kommunikationswegen betrachtet. Um das Szenario uberschaubar zu halten, wird
die Annahme getroen, dass auf dem Endgerat nur eine Anwendung lauft, und zwar
eine Video-Streaming-Anwendungen mit einer adaptiven Bitrate zwischen 3 und 50
Mbit/s. Fur die Handoverentscheidung werden Kriterien wie verfugbare Bitrate und
monetare Kosten berucksichtigt. Die Parametrierung der Kriterien ist in Tabelle 4.4
dargestellt. Wie dieser Tabelle entnommen werden kann, ist das Kriterium verfugbare
Bitrate ein beschranktes Kriterium mit dem Optimierungsbereich von 3 bis 50 Mbit/s
und dem gesattigten Bereich zwischen 50 und 500 Mbit/s. Die Nutzenfunktionen fur
beide Kriterien werden in Abbildungen 4.2a, 4.2b dargestellt.
Auerdem existieren zwei Akteure ein Nutzer und ein Netzwerkbetreiber, die ihre
eigenen Optimierungsziele wahrend der Handoverentscheidung verfolgen. Die Opti-
mierungsziele des Nutzers sind:
 Maximierung der verfugbaren Bitrate bis 50 Mbit/s,
 Minimierung der Kosten bis 0 C/MByte.
Das Optimierungsziel des Netzwerkbetreibers ist:
 Minimierung der verfugbaren Bitrate bis 50 Mbit/s.
Fur dieses Szenario werden im Folgenden zwei Anwendungsfalle berechnet.
Verf. Bitrate Kosten
Gewicht, % 50 50
Zulassiger Wertebereich 3 { 500, Mbit/s 0 { 100, C/MByte
Nutzenfunktion im x 3
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100 x
100Optimierungsbereich
Sattigungsbereich 50 { 500, Mbit/s
Nutzenfunktion im 0,094
Sattigungsbereich
Tabelle 4.4: Parametrierung der Kriterien
Anwendungsfall I, Problembeschreibung
Es wird angenommen, es gibt eine Entscheidungsmatrix in Tabelle 4.5 mit Beispiel-
werten fur das oben beschriebene Szenario. Die Werte des beschrankten Kriteriums
verfugbare Bitrate liegen bei allen drei Beispielwegen im gesattigten Bereich, deswe-
gen betragen die Nutzwerte dieses Kriteriums fur alle drei Wege 0; 094. Die Nutzwer-
te des unbeschrankten Kriteriums Kosten sind fur alle drei Wege identisch, da deren
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(a) Nutzenfunktion fur die Bitrate (b) Nutzenfunktion fur die Kosten
Abbildung 4.2: Nutzenfunktionen fur Anwendungsfall I
Werte gleich sind. Somit sind auch die Gesamtnutzwerte fur alle drei Wege gleich,
was das Bestimmen des besten Weges unmoglich macht.
Die Wahrscheinlichkeit des Auftretens eines solchen Zustandes hangt von der An-
zahl der Kriterien, von der Breite des gesattigten Bereiches und von der Wahrschein-
lichkeitsverteilung der Kriterienwerte und von der Granularitat der Kriterienskala
ab. Je kleiner die Anzahl der Kriterienwerte, je breiter der gesattigte Bereich, je
geballter die Verteilung der Kriterienwerte (normalverteilt mit einer geringen Stan-
dardabweichung) und je grober die Granularitat der Werte (eine Rundung mit kleiner
Genauigkeit, eine grobgranulare Skala) ist, desto hoher ist die Wahrscheinlichkeit des
Auftretens dieses Zustandes.
Verf. Bitrate Kosten
Gesamtnutzwert
Mbit/s C/MByte
Weg 1 50 30 0,3973
Weg 2 100 30 0,3973
Weg 3 150 30 0,3973
Tabelle 4.5: Entscheidungsmatrix fur den Anwendungsfall I mit der Kollision zwi-
schen allen drei Kommunikationswege fur die Kriterienkonguration aus
Tabelle 4.4 und fur die Nutzenfunktionen aus Abbildungen 4.2a, 4.2b
Anwendungsfall II, Problembeschreibung
Hier wird eine weitere Entscheidungsmatrix 4.6 mit anderen Beispielwerten fur das
oben beschriebene Szenario verwendet. Unter Anwendung der Kriterienparameter aus
Tabelle 4.4 wird Weg 3 als beste Losung bestimmt. Weg 3 genugt den Zielen des Nut-
zers, indem er verfugbare Bitrate uber 50 Mbit/s und von drei Wegen die niedrigsten
Kosten liefert. Somit ist Weg 3 die beste Losung aus der Sicht des Nutzers. Gleichzei-
tig aber bringt Weg 3 einen wesentlichen Uberschuss der verfugbaren Bitrate mit sich
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und genugt damit dem Optimierungsziel des Netzwerkbetreibers (Minimierung der
verfugbaren Bitrate bis zu 50 Mbit/s) nicht. Somit ist Weg 3 keine optimale Losung
aus der Sicht des Netzwerkbetreibers. Dieses Beispiel veranschaulicht den Interessen-
konikt zwischen den Akteuren Nutzer und Netzwerkbetreiber.
Verf. Bitrate Kosten
Gesamtnutzwert
Mbit/s C/MByte
Weg 1 50 35 0,3723
Weg 2 300 33 0,3823
Weg 3 400 30 0,3973
Tabelle 4.6: Entscheidungsmatrix fur den Anwendungsfall II fur die Kriterienkon-
guration aus Tabelle 4.4 und fur die Nutzenfunktionen aus Abbildungen
4.2a, 4.2b
Prinzipielle Losung fur den Anwendungsfall I
Fur die Losung des Problems aus dem Anwendungsfall I liegt der Gedanke nahe, die
Nutzwerte fur das beschrankte Kriterium verfugbare Bitrate im gesattigten Bereich
ungunstiger als seine Nutzwerte im Optimierungsbereich zu gestalten. Dafur lasst
sich das sogenannte Strafverfahren aus dem Bereich der mathematischen Optimierung
anwenden. Dabei geht es um die Umgestaltung der Nutzenfunktion, die im Falle eines
Wertekriteriums eine abfallende Teilfunktion im gesattigten Bereich bekommt. Eine
Nutzenfunktion mit einer linearen Straunktion nach Formel (4.3) fur den gesattigten
Bereich fur das Kriterium verfugbare Bitrate kann wie in Abbildung 4.3 dargestellt
aussehen.
f(x) =
(
x 3
497
; falls x 2 Xopt
500 x
4787;23
; falls x 2 Xsat
(4.3)
Abbildung 4.3: Nutzenfunktion fur das Kriterium Bitrate mit der abfallenden Teil-
funktion im gesattigten Bereich
50 4 Neuartige Entscheidungsalgorithmen
Durch die Anwendung der Nutzenfunktion 4.3 fur den Anwendungsfall I fur das
Kriterium Bitrate wird Weg 1 als bester Weg bestimmt. Dieser Weg hat den kleinsten
Uberschuss der Bitrate und verschlechtert die Kosten im Vergleich zu den Wegen 2
und 3 nicht. Somit genugt Weg 1 den Optimierungszielen sowohl des Nutzers als auch
des Netzwerkbetreibers. Zusammengefasst macht die Anwendung der Nutzenfunktion
4.3 fur den Anwendungsfall I die Ermittlung des besten Weges moglich und verringert
den Uberschuss.
Prinzipielle Losung fur den Anwendungsfall II (eine Kompromisslosung)
Der Anwendungsfall II veranschaulicht ein Optimierungspotential. Das Optimierungs-
potential besteht in der Moglichkeit einer erheblichen Uberschussreduzierung bei ei-
nigen Kriterien auf Kosten einer unwesentlichen Degradierung von anderen Kriterien.
Durch die Anwendung der Nutzenfunktion (4.3) fur den Anwendungsfall II fur das
Kriterium Bitrate wird Weg 1 als bester Weg bestimmt. Bei einer genauen Betrach-
tung der Entscheidungsmatrix aus Tabelle 4.6 und des Weges 1 als beste Losung
wird deutlich, dass im Vergleich zu Weg 3 (die beste Losung berechnet nach Nut-
zenfunktionen aus Tabelle 4.4) die relative Degradierung der Kosten von 3 % weit
geringer als die relative Uberschussreduzierung der Bitrate von 33 % ist. Dabei sind
die Werte der relativen Degradierung und der Uberschussreduzierung auf die zulas-
sigen Wertebereiche der Kriterien jeweils Kosten und Bitrate normiert. Weg 1 als
die beste Alternative kann angesichts bestimmter Umstande oder Vereinbarungen als
eine Kompromisslosung zwischen dem Nutzer und dem Netzwerkbetreiber akzeptiert
werden.
Im Folgenden werden zwei Techniken fur Uberschussreduzierung der beschrankten
Kriterien in gesattigten Bereichen vorgestellt.
Erste Methode: Nutzung von Straunktionen
Die erste Methode basiert auf der Nutzung von Straunktionen, und sie wurde schon
als Losung fur die Anwendungsfalle I und II vorgeschlagen. Der Einsatz von Straf-
funktionen bringt eine Reihe von Herausforderungen mit sich. Die grote Schwierig-
keit liegt im Design einer Straunktion. Die Straunktionen lassen sich in lineare
und nichtlineare unterteilen. Dabei haben die nichtlinearen Straunktionen im Ver-
gleich zu linearen mehr Potential fur das Erzielen der Uberschussreduzierung. Fur
die Gestaltung der nichtlinearen Funktionen konnen zum Beispiel exponentielle und
logarithmische Funktionen benutzt werden. Dabei spielt die Steilheit eine wichtige
Rolle. Je steiler abfallend eine Straunktion1 ist, desto hoher ist das Potential fur
die Uberschussreduzierung, da der Nutzwert des Kriteriums im gesattigten Bereich
schnell abnimmt. Allerdings kann es bei der Anwendung von nichtlinearen Funktio-
nen zu einem schwachen Einuss von beschrankten Kriterien im achem Bereich der
1 Die Straunktionen fur die Wertekriterien sind abfallend und fur die Kostenkriterien wachsend.
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Straunktion (Bereiche in denen die Funktion gegen Null konvergiert) kommen. Laut
der Rechercheergebnissen gibt es bislang keine Richtlinien fur die Gestaltung der
nichtlinearen Nutzenfunktionen und Straunktionen.
Zweite Methode: distanzbasierte Losung (Nutzung von Bewertungsmetriken)
Die zweite Methode ist eine distanzbasierte Technik, bei der die Wege anhand der
Distanzen zu dem von ORA kalkulierten besten Weg bewertet werden. Dabei wer-
den normierte gewichtete Uberschussreduzierungen fur alle beschrankte Kriterien und
normierte gewichtete Degradierungen von unbeschrankten Kriterien relativ zum mit-
tels ORA bestimmten besten Weg berechnet. Basierend auf der Dierenz und dem
Verhaltnis zwischen diesen zwei Werten wird der beste Weg ermittelt. Dieser Algo-
rithmus wird im nachsten Abschnitt ausfuhrlich erklart.
4.3.2 AORA-Beschreibung
Das Ziel von AORA (engl. Aggressive Oversaturation Reduction Algorithm) ist ei-
ne Uberschussreduzierung bei beschrankten Kriterien durch eine Degradierung der
Werte von unbeschrankten Kriterien. Dabei soll das Verhaltnis zwischen Uberschuss-
reduzierung und Degradierung kontrollierbar sein. AORA wurde auch in [YeSe17]
vorgestellt.
AORA besteht aus den folgenden Schritten:
1. Bestimmen des besten Weges mittels ORA nach Abschnitt 4.2.2.
Dem besten Weg nach ORA wird der Kriterienwerte-Vektor A = fx1; x2; x3; :::xjJ jg
zugewiesen. Dabei ist J die Indexmenge der Kriterien, und xj ist der Wert des Kri-
teriums mit dem Index j 2 J .
2. Berechnung von relativen Abweichungen der Kriterienwerte aller Wege relativ
zu dem besten ORA-Weg
Fur jeden Weg werden Abweichungen der Werte seiner Kriterien relativ zu dem bes-
ten ORA-Weg berechnet. Dabei werden relative gewichtete Uberschussreduzierung
relOptCoe und relative gewichtete Degradierung relDegCoe fur jeden Weg i 2 I
kalkuliert. Bei der relativen gewichteten Uberschussreduzierung geht es dabei um
die Reduzierung des Uberschusses der beschrankten Kriterien in ihren gesattigten
Bereichen. Bei der relativen gewichteten Degradierung handelt es sich um die Ver-
schlechterung der Werte aller Kriterien in deren Optimierungsbereichen.
Fur die Berechnung des Koezienten relOptCoe werden zuerst die relativen ge-
wichteten Uberschussreduzierungen von beschranken Wertekriterien und von beschran-
ken Kostenkriterien, jeweils relOptCoeW und relOptCoeK , ermittelt. Die Berech-
nungen von relOptCoeW , relOptCoeK und relOptCoe erfolgen gema Formeln
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(4.4), (4.5) und (4.6). Dabei ist JWb  J die Menge von beschrankten Wertekriterien
und JKb  J ist die Menge von beschrankten Kostenkriterien.
relOptCoeWi =
X
j2JWb
wj
8>><>>:
xj xij
xfmaxj xfminj
; falls xj 2 Xsat ^ xij 2 Xsat
xj xsminj
xfmaxj xfminj
; falls xj 2 Xsat ^ xij =2 Xsat
0; falls xj =2 Xsat
(4.4)
relOptCoeKi =
X
j2JKb
wj
8>><>>:
xij xj
xfmaxj xfminj
; falls xj 2 Xsat ^ xij 2 Xsat
xsmaxj xj
xfmaxj xfminj
; falls xj 2 Xsat ^ xij =2 Xsat
0; falls xj =2 Xsat
(4.5)
relOptCoei = relOptCoeWi + relOptCoeKi (4.6)
Fur die Berechnung des Koezienten relDegCoe werden zuerst die relativen ge-
wichteten Degradierungen der Werte aller Wertekriterien und aller Kostenkriterien
in deren Optimierungsbereichen, jeweils relDegCoeW und relDegCoeK , ermittelt.
Die Berechnungen von relDegCoeW , relDegCoeK und relDegCoe erfolgen gema
Formeln (4.7), (4.8) und (4.9).
relDegCoeWi =
jJ jX
n=0
wj
8>>>>><>>>>>:
0; falls xj 2 Xsat ^ xij 2 Xsat
xsminj xij
xfmaxj xfminj
; falls xj 2 Xsat ^ xij =2 Xsat
xj xsminj
xfmaxj xfminj
; falls xj =2 Xsat ^ xij 2 Xsat
xj xij
xfmaxj xfminj
; falls xj =2 Xsat ^ xij =2 Xsat
(4.7)
relDegCoeKi =
jJ jX
n=0
wj
8>>>>><>>>>>:
0; falls xj 2 Xsat ^ xij 2 Xsat
xij xsmaxj
xfmaxj xfminj
; falls xj 2 Xsat ^ xij =2 Xsat
xsmaxj xj
xfmaxj xfminj
; falls xj =2 Xsat ^ xij 2 Xsat
xij xj
xfmaxj xfminj
; falls xj =2 Xsat ^ xij =2 Xsat
(4.8)
relDegCoei = relDegCoeWi + relDegCoeKi (4.9)
Dabei ist es wichtig anzumerken, dass ein positiver relOptCoe von Uberschussre-
duzierung bei beschrankten Kriterien zeugt. Ein negativer relOptCoe bedeutet da-
gegen eine Steigerung des Uberschusses bei beschrankten Kriterien, was mit AORA
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vermieden werden soll. Deswegen lassen Formeln (4.4) und (4.5) keine negativen Er-
gebnisse zu. Ein positiver relDegrCoe deutet auf Degradierung der Kriterienwerte
in den Optimierungsbereichen hin. Bei einem negativen relDegrCoe geht es dagegen
um eine Verbesserung der Kriterienwerte in den Optimierungsbereichen.
3. Berechnung von optToDegDi, optToDegRatio
Der Koezient optToDegDi charakterisiert die Dierenz zwischen der relativen
Uberschussreduzierung der beschrankten Kriterien und der relativen Degradierung
aller Kriterien. Der Koezient optToDegRatio beschreibt das Verhaltnis zwischen
Uberschussreduzierung von beschrankten Kriterien zu der Degradierung aller Krite-
rien. Die Koezienten optToDegDi, optToDegRatio werden fur jeden Weg i 2 I wie
folgt kalkuliert:
optToDegDi i = relOptCoe i   relDegCoe i ; (4.10)
optToDegRatioi =
relOptCoe i
relDegCoe i
: (4.11)
Je groer optToDegDi ist, desto ausgepragter ist die Uberschussreduzierung zu
Degradierung von unbeschrankten Kriterien und desto gunstiger ist der Kommunika-
tionsweg. Auch der Wert von optToDegRatio und die Attraktivitat eines Kommuni-
kationsweges stehen in einem direkt proportionalen Zusammenhang.
4. Bestimmung des besten Kommunikationsweges
In diesem Schritt wird der beste Kommunikationsweg basierend auf optToDegDi
und optToDegRatio bestimmt. Dabei wird der Weg mit dem besten optToDegDi
praferiert, der aber gleichzeitig mindestens einer der Bedingungen optToDegRatio >
minOptToDegRatio und optToDegRatio < 0 genugt. Mit dem Koezienten minOpt-
ToDegRatio lasst sich das Verhaltnis zwischen Uberschussreduzierung und Optimie-
rung bei der Auswahl der besten Wege steuern. Der optimale Wert fur den Koezien-
ten minOptToDegRatio muss fur jede Umgebung empirisch herausgefunden werden.
Die Bestimmung des besten Weges sieht formal wie folgt aus:
AAORA = maxi2I(optToDegDi i) (4.12)
mit Nebenbedingung: optToDegRatioi > minOptToDegRatio _ optToDegRatioi < 0 :
Fur ein besseres Verstandnis sind die AORA-Koezienten in der beispielhaften
Entscheidungsmatrix in Tabelle 4.7 dargestellt. Die besten Losungen wurden fur das
Beispielszenario aus Abschnitt 4.3.1 mit Hilfe von ORA und AORA berechnet. Der
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Koezient minOptToDegRatio wurde dabei auf 5 gesetzt, was eine mindestens funf-
fache Uberschussreduzierung im Vergleich zur Degradierung sichert. Der Koezient
minOptToDegRatio wurde auf den Wert 5 nach dem subjektiven Ermessen des Au-
tors vorliegender Arbeit gesetzt. In einer realen Kommunikationsumgebung muss der
optimale Wert fur diesen Koezient empirisch ermittelt werden. Weg 2 wurde als die
beste Losung nach ORA bestimmt. Weg 4 ist die beste Losung nach AORA. Dabei
reduziert Weg 4 den Uberschuss der verfugbaren Bitrate um knapp 38 % (normiert
auf den zulassigen Bereich) und degradiert die Kosten um 6 % (normiert auf den
zulassigen Bereich) im Vergleich zu Weg 2.
Wege
Verf. Bitrate Kosten relOptCoe relDegCoe optToDegRatio optToDegrDi
Mbit/s C/MByte [0; 1] [ 1; 1] [ 1;+1] [ 1; 1]
Weg 1 141,347 55,686 0;195 15 0;167 91 1;162 23 0;027 24
Weg 2 335,326 22,104 0;0 0;0 0;0 0;0
Weg 3 209,078 68,463 0;127 01 0;231 79 0;547 94  0;104 78
Weg 4 146,869 28,179 0;189 59 0;030 37 6;241 81 0;159 22
Weg 5 169,493 30,204 0;166 83 0;040 50 4;119 35 0;126 33
Tabelle 4.7: Beispiel-Entscheidungsmatrix fur AORA erweitert mit AORA-Koezi-
enten
Bei der Anwendung von AORA kann es zu einer Degradierung der beschrankten
Kriterien in deren Optimierungsbereichen kommen. So ein Fall ist in Tabelle 4.8 ge-
zeigt. Die beste Losung nach ORA ist Weg 3 und die beste Losung nach AORA ist
Weg 2. Weg 2 bringt eine erhebliche Uberschussreduzierung, dabei wird auch das
minOptToDegRatio eingehalten. Allerdings bringt Weg 2 eine Reduzierung der ver-
fugbaren Bitrate im Optimierungsbereich mit sich. Das bedeutet, dass in diesem Fall
die Uberschussreduzierung sowohl auf Kosten der Degradierung vom unbeschrank-
ten Kriterium als auch auf Kosten der Degradierung des unbeschrankten Kriteriums
in seinem Optimierungsbereich erfolgt. Als Mechanismen gegen solche Degradierung
werden zwei Modi vorgeschlagen, die in folgenden Absatzen vorgestellt werden.
Wege
Verf. Bitrate Kosten relOptCoe relDegCoe optToDegRatio optToDegrDi
Mbit/s C/MByte [0; 1] [ 1; 1] [ 1;+1] [ 1; 1]
Weg 1 86;168 67,911  0;022 64 0;020 34  1;112 80  0;042 98
Weg 2 46;221 31,371 0;013 74  0;162 35  0;084 66 0;176 10
Weg 3 63;664 63,842 0;0 0;0 0;0 0;0
Weg 4 8;331 82,752 0;013 74 0;094 55 0;145 38  0;080 80
Weg 5 29;632 38,735 0;013 74  0;125 535  0;109 49 0;139 28
Tabelle 4.8: Beispiel-Entscheidungsmatrix fur AORA erweitert mit AORA-Koezi-
enten
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Modus 1: Reduzierung der Degradierung von beschrankten Kriterien in ihren Op-
timierungsbereichen
In diesem Modus ieen die Degradierungen im Optimierungsbereich auch von be-
schrankten Kriterien in den relDegCoe nach (4.7), (4.8) ein. Somit fallt diese Degra-
dierung in die Koezienten optToDegrRatio und optToDegrDi ins Gewicht, womit
sie schlielich auch die Handoverentscheidung beeinusst. Auf diese Weise wird die
Degradierung von beschrankten Kriterien in ihren Optimierungsbereichen reduziert.
Modus 2: Verhinderung der Degradierung von beschrankten Kriterien in ihren Op-
timierungsbereichen
In diesem Modus werden alle Kommunikationswege, die eine Degradierung in den
Optimierungsbereichen der beschrankten Kriterien aufweisen, aus der Entscheidungs-
matrix verworfen. Somit wird eine Reduzierung der beschrankten Kriterien in Opti-
mierungsbereichen verhindert.
4.4 Numerische Simulationen
Dieser Abschnitt beschreibt numerische Untersuchungen der in vorherigen Abschnit-
ten vorgeschlagenen Entscheidungsalgorithmen. Dafur wurde ein Szenario deniert
und im Folgenden beschrieben. Das Szenario wurde fur ein imaginares mobiles hando-
verfahiges Multimode-Endgerat mit einer aktiven Video-Streaming-Anwendung kon-
zipiert. Hierbei wurde eine adaptive Bitrate von 3 bis 50 Mbit/s fur die Video-Stream-
ing-Anwendung festgelegt. Vier QoS-Kriterien wie Verzogerung, Jitter, Paketverlus-
trate, verfugbare Bitrate und das wirtschaftliche Kriterium monetare Kosten werden
in die Handoverentscheidung einbezogen.
Die Parametrierung der Kriterien wird in Tabelle 4.9 vorgestellt. Diese Tabelle ist
in mehrere Sektionen fur verschiedene Modi aufgeteilt. Die ersten zwei Parameter
Gewicht und zulassiger Bereich gelten fur alle Modi. Da es um eine Streaming-An-
wendung geht, wurde das Kriterium verfugbare Bitrate am hochsten priorisiert. Der
zulassige Wertebereich fur die verfugbare Bitrate wurde entsprechend der maximalen
Bitrate des Standards IEEE 802.11n [IEEE09a] gesetzt. Die zulassigen Kriterienwer-
tebereiche fur die Kriterien Verzogerung, Jitter und Paketverlustrate wurden entspre-
chend der Empfehlungen fur Streaming-Anwendungen aus [SzHa04] konguriert. Der
Wertebereich fur die Kosten wurde annahernd zu aktuellen Datentarifen festgelegt.
In der Sektion Referenzmodus geht es um den MCDM-Entscheidungsmodus ba-
sierend auf Nutzenfunktionen, bei denen Kriterien in ihren gesamten zulassigen Be-
reichen hinsichtlich ihrer Nutzen verbessert werden. Die Nutzenfunktionen der Kri-
terien wurden nach der absoluten Max-Min-Normierungstechnik aus Tabelle 2.5 in
Abschnitt 2.3.2 erstellt.
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Verzogerung Jitter Paketverlustrate
Verfugbare
Kosten
Bitrate
Allgemeine Parameter
Gewicht, [0; 1] 0,05 0,05 0,1 0,4 0,4
Zulassiger Bereich 0 { 2000 0-50 0 { 5 3 { 500 0 { 100
Referenzmodus
Nutzenfunktion 2000 x
2000
50 x
50
5 x
5
x 3
500
100 x
100
ORA-Modus
Gesattigter Bereich 0 { 1000 50 { 500
Nutzenfunktion im 2000 x
2000
50 x
50
5 x
5
x 3
497
100 x
100Optimierungsbereich
Nutzwert im
0,5 0,0994
gesattigten Bereich, [0; 1]
AORA-Modus 1 keine minDegOptRatio-Kontrolle
AORA-Modus 2 minDegOptRatio=5
AORA-Modus 3 minDegOptRatio=10
Tabelle 4.9: Parametrierung der Kriterien fur die Simulation
In der Sektion ORA-Modus wird die Parametrierung fur ORA aus Abschnitt 4.2
vorgestellt. Hier kommen gesattigte Bereiche fur die Kriterien Verzogerung und ver-
fugbare Bitrate zum Einsatz. Somit sind die Kriterien Verzogerung und verfugbare
Bitrate beschrankt und die restlichen drei Kriterien sind unbeschrankt. Laut [SzHa04],
ist eine Verzogerung bis 1000 ms fur Video-Streaming-Anwendungen zulassig. Deswe-
gen wurde ein gesattigter Bereich von 0 bis 1000 ms fur das Kriterium Verzogerung
gesetzt. Fur das Kriterium verfugbare Bitrate wurde der gesattigte Bereich entspre-
chend der erforderlichen Bitrate der laufenden Video-Streaming-Anwendungen (von 3
bis 50 Mbit/s) und der oberen Grenze des gesattigten Bereiches (500 Mbit/s) gewahlt.
Diese zwei Kriterien nutzen im Optimierungsbereich die gleichen Nutzenfunktionen
wie der Referenzmodus. Die Nutzwerte fur die gesattigten Bereiche wurden mittels
Nutzenfunktionen der Optimierungsbereiche fur das Ende des gesattigten Bereiches
(fur die Verzogerung) und fur den Anfang des gesattigten Bereiches (fur die verfug-
bare Bitrate) berechnet.
Die letzten drei Sektionen beinhalten AORA-Modi, bei denen der Koezient min-
OptToDegRatio (beschrieben in Abschnitt 4.3.2) mit unterschiedlichen Werten kon-
guriert ist.
Die Simulation wurde mit Hilfe des FLASHED-Frameworks im autonomen Modus
durchgefuhrt, welches in Kapitel 5 ausfuhrlich beschrieben wird. Fur jeden Simula-
tionsmodus wurden funfhundert Handoverentscheidungen simuliert. Fur jede Hand-
overentscheidung wurden funf Kommunikationswege generiert. Ein Kommunikations-
weg modelliert dabei einen Link zu einem WLAN-Zugangspunkt. Fur alle Kommuni-
kationswege wurden Kriterienwerte im Rahmen der zulassigen Wertebereiche fur die
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Kriterien aus Tabelle 4.9 mit dem Zufallszahlengenerator java.util.Random [Rand16]
aus der Java-Bibliothek im gleichmaigen Verteilungsmodus generiert. Jede Hand-
overentscheidung wurde mit Hilfe der MCDM-Methoden WSM, WPM, TOPSIS, VI-
KOR und GRA durchgefuhrt.
Die Simulationsergebnisse sind in Tabellen 4.10,4.11 pro Simulationsmodus und
pro MCDM-Methode dargestellt.
Verzogerung Jitter Paketverlustrate Verf. Bitrate Kosten
ms ms [0; 1] Mbit/s C/MByte
Referenzmodus
WSM 944,647 23,821 0,023 358,665 28,182
WPM 955,779 23,118 0,022 355,133 28,961
TOPSIS 979,463 25,088 0,024 358,893 27,671
VIKOR 964,506 25,300 0,024 357,767 28,944
GRA 898,872 22,729 0,021 356,689 30,899
ORA-Modus
WSM 957,790 23,595 0,022 255,344 19,769
WPM 930,129 22,396 0,020 264,796 22,812
TOPSIS 974,888 24,465 0,022 255,948 19,571
VIKOR 961,610 24,293 0,022 264,499 20,436
GRA 939,336 22,987 0,022 256,746 20,149
AORA-Modus 1 (keine minDegOptRatio-Kontrolle)
WSM 1013,830 24,524 0,023 150,810 27,687
WPM 1016,918 24,314 0,023 151,369 27,732
TOPSIS 1013,888 24,460 0,023 151,236 27,725
VIKOR 1010,779 24,509 0,023 150,491 27,740
GRA 1014,165 24,571 0,023 150,747 27,712
AORA-Modus 2 (minDegOptRatio = 5 )
WSM 982,992 23,908 0,022 225,580 20,144
WPM 975,585 23,417 0,022 221,746 20,968
TOPSIS 979,973 23,936 0,022 225,314 20,166
VIKOR 979,973 23,936 0,022 225,314 20,166
GRA 980,564 23,906 0,022 224,998 20,176
AORA-Modus 3 (minDegOptRatio = 10 )
WSM 984,024 23,844 0,022 236,220 19,813
WPM 977,091 23,274 0,021 229,884 20,818
TOPSIS 983,392 23,927 0,022 235,763 19,863
VIKOR 980,912 23,925 0,022 234,184 19,903
GRA 980,860 23,815 0,022 235,525 19,811
Tabelle 4.10: Durchschnittswerte der Kriterienwerte fur verschiedene Simulationsmo-
di
In Tabelle 4.10 wurden Kriteriendurchschnittswerte der besten Wege zusammenge-
tragen. Im Folgenden werden ORA- und AORA-Ergebnisse diskutiert. Dabei werden
Ergebnisunterschiede zwischen verschiedenen Modi auf die zulassigen Bereiche der
jeweiligen Kriterien normiert. Die Unterschiede zwischen den Ergebnissen berechnet
mit unterschiedlichen MCDM-Methoden sind unwesentlich, deswegen wird auf sie
in den nachfolgenden Diskussionen nicht eingegangen. Daruber hinaus sind auch die
Ergebnisunterschiede bei den Kriterien Verzogerung, Jitter und Paketverlustrate zwi-
schen verschiedenen Modi gering. Dies ist auf die geringen Gewichte dieser Kriterien
(siehe Tabelle 4.9) zuruckzufuhren. Dagegen sind die Ergebnisunterschiede bei den
hoch priorisierten Kriterien verfugbare Bitrate und Kosten deutlich erkennbar. Fur
die Analyse werden die Ergebnisse der MCDM-Methode GRA benutzt.
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Zuerst werden die Kriteriendurchschnittswerte der Referenzmodus und des ORA-
Modus aus Tabelle 4.10 betrachtet. Die Kriterienwerte der beiden beschrankten Kri-
terien Verzogerung und verfugbare Bitrate liegen in gesattigten Bereichen bei bei-
den Modi. Im Vergleich zum Referenzmodus ist die Verzogerung gewachsen und die
Bitrate ist gesunken (jeweils um 2 % und 20 %). Das bedeutet eine Uberschussre-
duzierung beider Kriterien im ORA-Modus. Die Werte der unbeschrankten Kriterien
Jitter und Paketverlustrate verschlechtern sich unwesentlich (jeweils um 0,5 % und
2,4 %). Dafur verbessert sich das dritte unbeschrankte Kriterium Kosten erheblich
(um 10 %). Die Verschlechterung von Jitter und Paketverlustrate einerseits und die
Verbesserung der Kosten andererseits konnen mit einer stark unterschiedlichen Prio-
risierung erklart werden. Unter diesen drei Kriterien ist das Kriterium Kosten wesent-
lich hoher priorisiert. Zusammengefasst zeigen diese Ergebnisse, wie beim Einsatz von
ORA erwunscht, eine Verbesserung der Werte von unbeschrankten Kriterien durch
die Uberschussreduzierung bei beschrankten Kriterien.
Die folgenden Abschnitte prasentieren die Ergebnisse der Anwendung von AORA
mit verschiedenen Werten fur minOptDegRatio. Die Ergebnisse der Verwendung von
AORA ohne minOptDegRatio im AORA-Modus 1 zeugen im Vergleich zu den ORA-
Ergebnissen von einer starken Uberschussreduzierung von beschrankten Kriterien wie
Verzogerung und verfugbarer Bitrate (jeweils 3 % und 21 %), was aus Sicht des Netz-
werkbetreibers ein positives Ergebnis ist. Allerdings verschlechtern sich die Werte
von unbeschrankten Kriterien wie Jitter, Paketverlustrate und Kosten deutlich (je-
weils um 3 %, 2 % und 7 %). Somit ist dieses Ergebnis aus der Perspektive des Nutzers
nicht zufriedenstellend. Genau um solche ungunstige Ergebnisse zu vermeiden wurde
der minOptDegRatio Koezient fur AORA eingefuhrt (4.3.2). In AORA-Modus 2
und in AORA-Modus 3 sind diejenigen Kriteriendurchschnittswerte der besten Wege
dargestellt, die mit Hilfe von AORA mit Verwendung von minOptDegRatio mit den
Werten von 5 und 10 berechnet wurden. Die Werte aus der Sektion AORA-Modus 2
zeigen im Vergleich zu AORA-Modus 1 eine moderatere Uberschussreduzierung und
nur eine geringe Degradierung von unbeschrankten Kriterien. AORA-Modus 3 bringt
nur unwesentliche Unterschiede zum AORA-Modus 2 mit sich. Die Uberschussredu-
zierung schwacht ab und dadurch verbessern sich (aber auch nur leicht) die Werte
von beschrankten Kriterien.
In Tabelle 4.11 wurden die Anderungen der Kriteriennutzwerte der besten We-
ge zwischen den ORA- und AORA-Modi relativ zu dem Referenzmodus pro MCDM-
Methode zusammengetragen. Die ersten drei Spalten gehoren der Sektion Uberschuss-
reduzierung an. Hier sind die Werte der relativen Uberschussreduzierung fur die be-
schrankten Kriterien und auch relOptCoe vorgestellt, namlich normierte gewichtete
Summe der Uberschussreduzierung von beschrankten Kriterien (beschrieben in Ab-
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Abbildung 4.4: Unterschiede der Kriteriennutzwerte der besten Wege zwischen den
ORA-Modus und AORA-Modi relativ zu dem Referenzmodus berech-
net mittels GRA
schnitt 4.3.2). Die zweite Sektion Degradierung im Optimierungsbereich beinhaltet
die Werte der relativen Degradierung der Kriterien in deren Optimierungsbereichen.
Dabei geht es sowohl um beschrankte als auch um unbeschrankte Kriterien. In dieser
Sektion ist auch der relDegCoe (normierte gewichtete Summe der Degradierung aller
Kriterien in deren Optimierungsbereichen, beschrieben in Abschnitt 4.3.2) aufgefuhrt.
Die letzten zwei Spalten beinhalten die Werte von optToDegRatio und optToDegDi
(beschrieben in Abschnitt 4.3.2). Die Anderungen der Kriteriennutzwerte in dieser
Tabelle korrelieren mit den Anderungen der Kriteriendurchschnittswerte in Tabelle
4.10.
Fur eine bessere Anschaulichkeit sind die Unterschiede der Kriteriennutzwerte der
besten Wege berechnet mit GRA zwischen dem Referenzmodus und den ORA- und
AORA-Modi in Abbildung 4.4 prasentiert.
Die Simulationsergebnisse fuhren deutliche Vorteile von ORA vor Augen. Die Er-
gebniswerte zeigen eine Verbesserung der Werte von unbeschrankten Kriterien pro-
portional zu deren Gewichten durch eine Uberschussreduzierung bei beschrankten
Kriterien.
Die Simulationsergebnisse veranschaulichen auch den Nutzen der Verwendung von
AORA. Die Simulationsergebnisse zeigen deutlich, dass AORA basierend auf dem
ORA-Ergebnis eine weitere Uberschussreduzierung durch eine Degradierung von un-
beschrankten Kriterien bei Einhaltung eines vorgegebenen Verhaltnisses zwischen
Uberschussreduzierung von beschrankten und Degradierung von unbeschrankten Kri-
terien durch minDegOptRatio ermoglicht.
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Es sollte auch nicht unerwahnt bleiben, dass der Grad der Verbesserung der Krite-
rienwerte bei Anwendung von ORA und AORA stark von der Wahrscheinlichkeitsver-
teilung der Kriterienwerte und von der Relation zwischen Optimierungsbereich und
gesattigten Bereichen bei gesattigten Kriterien abhangt. Generell gelten folgende zwei
Regeln:
 je breiter die Streuung der Werte der unbeschrankten Kriterien ist, desto hoher
ist deren Verbesserungspotential,
 je breiter der gesattigte Bereich eines beschrankten Kriteriums ist, je mehr
Kriterienwerte der Alternativen im gesattigten Bereich liegen und je breiter die
Streuung der Kriterienwerte der Alternative im gesattigten Bereich ist, desto
hoher ist das Uberschussreduzierungspotential der beschrankten Kriterien und
das Verbesserungspotential der unbeschrankten Kriterien.
4.5 Kapitelzusammenfassung
In diesem Kapitel wurden zwei Entscheidungsalgorithmen fur den Handover vorge-
stellt. Beim ersten Algorithmus ORA wurde eine Unterteilung in beschrankte und
unbeschrankte Kriterien abhangig von Anforderungen von laufenden Anwendungen
vorgeschlagen. Fur die beschrankten Kriterien kommen in den Nutzenfunktionen so-
genannte gesattigte Bereiche zum Einsatz, die anwendungsspezisch deniert werden
mussen. Die Verwendung solcher Nutzenfunktionen mit gesattigten Bereichen hat
einerseits eine Verbesserung der Werte von unbeschrankten Kriterien und anderer-
seits eine Uberschussreduzierung der Werte von beschranken Kriterien zur Folge, was
sowohl fur den Nutzer als auch fur den Netzwerkbetreiber gewinnbringend ist.
Der zweite Algorithmus AORA baut auf den ORA-Ergebnissen auf und verfolgt das
Ziel einer zu den ORA-Ergebnissen zusatzlichen Uberschussreduzierung auf Kosten
von unbeschrankten Kriterien. AORA macht es durch die Verwendung des Koezien-
ten minDegOptRatio moglich, das Verhaltnis zwischen einer Uberschussreduzierung
in gesattigten Bereichen und einer Degradierung in Optimierungsbereichen zu kon-
trollierten. AORA kann als eine Kompromisslosung angesehen werden, bei der es
sich um einen Kompromiss zwischen den Interessen der Nutzer (Verbesserung der
Kriterienwerte) und des Netzwerkbetreibers ( Uberschussreduzierung) handelt.
Beide vorgeschlagene Entscheidungsalgorithmen wurden mit Hilfe numerischer Si-
mulationen evaluiert. Dabei wurde ein Szenario fur eine Video-Streaming-Anwendung
mit einer adaptiven Bitrate deniert. Fur die Handoverentscheidungen wurden funf
Kriterien verwendet. Da es um eine Video-Streaming-Anwendung geht, wurden fur
die Kriterien Verzogerung und verfugbare Bitrate entsprechende gesattigte Bereiche
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deniert. Dabei wurden zwei Kriterien, Kosten und verfugbare Bitrate, am hochsten
priorisiert. Es wurden funf Modi konguriert. Der Referenzmodus nutze fur alle Kri-
terien die Normierungsfunktionen ohne gesattigte Bereiche. Der zweite Modus wurde
auf Basis von ORA aufgebaut und die weiteren drei Modi auf Basis von AORA
mit unterschiedlichen Werten fur den Parameter minDegOptRatio. Es wurden funf-
hundert Handoverentscheidungen fur jeden Modus durchgefuhrt. Die Ergebnisse fur
den ORA-Modus zeigen eine deutliche Verbesserung des unbeschrankten Kriteriums
Kosten (10 % vom erlaubten Bereich, beim GRA-Einsatz) und eine wesentliche Uber-
schussreduzierung der verfugbaren Bitrate (20 % vom erlaubten Bereich, beim GRA-
Einsatz) im Vergleich zum Referenzmodus. Die AORA-Modi fuhren zu einer wei-
teren Uberschussreduzierung der verfugbaren Bitrate (4 % vom erlaubten Bereich,
beim GRA-Einsatz) im Vergleich zu ORA. Die Ergebnisse der AORA-Modi veran-
schaulichen die Bedeutung des AORA-Parameters minDegOptRatio. Die Erhohung
des Wertes von minDegOptRatio fuhrt zu einer Senkung der Uberschussreduzierung
hinsichtlich verfugbarer Bitrate aber dafur auch zu einer Reduzierung der Kosten.
Zusammengefasst zeigen numerische Simulationen das erwartete Verhalten der Algo-
rithmen ORA und AORA.
Beide Algorithmen wurden implementiert und in das FLASHED-Framework inte-
griert. Das FLASHED-Framework wird im nachfolgenden Kapitel (Kapitel 5) vorge-
stellt.
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5 Framework fur die
Handoverentscheidungsphase
Dieses Kapitel stellt ein exibles modulares Framework fur eine multikriterielle an-
wendungssensitive Handoverentscheidung vor. Das Framework adressiert die im Rah-
men der Recherche in Kapitel 3 in Abschnitt 3.5 aufgedeckten oenen Themen. Das
vorgeschlagene Framework ermoglicht sowohl eine umfangreiche exible Kongurati-
on als auch die Durchfuhrung der Entscheidungsphase des Handovers. Das Kapitel
beginnt in Abschnitt 5.1 mit einer Darlegung der Motivationen und einer Auistung
der Anforderungen an das Framework. Nachfolgender Abschnitt 5.2 beschaftigt sich
mit dem Konzept des Frameworks inklusive seiner Bestandteile. Abschnitt 5.3 stellt
die Struktur und die Funktionsweise des Frameworks anhand einer Fallstudie vor. Ab-
schnitt 5.4 gibt einen Uberblick uber die Implementierung des Frameworks inklusive
seiner Funktionsblocke.
5.1 Motivation und Einfuhrung
In diesem Kapitel wird ein exibles anwendungssensitives Framework fur die multikri-
terielle Handoverentscheidung vorgestellt, welches im Weiteren als FLASHED-Frame-
work bezeichnet wird. FLASHED ist ein Akronym, welches sich aus dem Englischen
wie folgt zusammensetzt: FLexible Application-Sensitive HandovEr Decision. Das
FLASHED-Framework ist eine Weiterentwicklung des Frameworks, das in [YeSe15]
beschrieben wurde. Der aktuelle Stand des FLASHED-Frameworks wurde in [YeDS17]
prasentiert. Das FLASHED-Framework adressiert die im Rahmen der Recherche auf-
gedeckten oenen Themen im Stand der Forschung der multikriteriellen Handover-
entscheidung (siehe Abschnitt 3.5) wie schwache Anwendungssensitivitat und man-
gelhafte Flexibilitat hinsichtlich Denition und Parametrierung der fur die Handover-
entscheidung relevanten Informationssatze.
Die Grundlage des FLASHED-Frameworks bildet der MCDM-Prozess. Daruber
hinaus wurden im FLASHED-Framework folgende Funktionalitaten implementiert:
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 exible Konguration der Handoverentscheidung in Bezug auf Denition und
Parametrierung der fur Handoverentscheidung relevanten Informationssatze
 Berucksichtigung aktiver Anwendungen und deren Anforderungen hinsichtlich
Entscheidungskriterien
 Berucksichtigung von verschiedenen Perspektiven: Zwei relevante Perspektiven
sind die des Nutzers und des Netzwerkbetreibers
 drei Algorithmen zur Alternativenbewertung wie ORA, AORA und Load Ba-
lancing Algorithm (beschrieben jeweils in Abschnitten 4.2, 4.3 und 5.2.4)
Das FLASHED-Framework setzt sich aus einem passiven und einem aktiven Teil
zusammen. Der passive Teil dient als Container fur die Kongurationsparameter
und wurde als Datenbank realisiert. Der aktive Teil umfasst die Implementierung
der Entscheidungsalgorithmen und die Schnittstellen fur die Kommunikation mit
OMNeT++/INET und mit der Datenbank. Der aktive Teil wurde in Java imple-
mentiert und wird im Weiteren als FLASHED-Backend bezeichnet. Das FLASHED-
Backend wurde in ein ausfuhrbares Java-Archive exportiert, welches einen bestimm-
ten Satz an Eingangsdaten (aufgelistet in Tabelle 5.20) als Argumente akzeptiert und
eine Rangliste der Alternativen zuruckgibt.
Das FLASHED-Framework lasst sich auch in reale Kommunikationsumgebungen
integrieren. Es musste in d iesem Fall uber das Kernnetz des Netzwerkbetreibers er-
reichbar gemacht werden, und es kann auf einem Server innerhalb oder auerhalb
des Kernnetzes platziert werden. Auf den Endgeraten wird eine Handoveranwendung
vonnoten sein, bei der die Handoverphasen Netzwerksuche und Handoverausfuhrung
implementiert sind. Die Entscheidungsphase wird dabei vom FLASHED-Framework
durchgefuhrt. Die Handoveranwendung auf dem Endgerat muss in der Lage sein,
die Eingangsdaten, gema Tabelle 5.20 zu sammeln und an das FLASHED-Frame-
work zu senden. Daruber hinaus ist es erforderlich, dass die Handoveranwendung
die vom FLASHED-Framework berechnete Rangliste der Alternativen interpretieren
kann. Zusatzlich wird ein Netzwerkdienst auf dem Server mit dem FLASHED-Fra-
mework notig sein, der als Vermittler zwischen den Endgeraten und dem FLASHED-
Framework agiert.
5.2 Konzipierung des FLASHED-Frameworks
Dieser Abschnitt befasst sich mit dem prinzipiellen Aufbau des Frameworks. Zu Be-
ginn des Abschnittes werden logische Komponententypen und deren Implementierung
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in einer Datenbank erlautert. Auerdem werden die Algorithmen fur eine lastver-
teilungsorientierte Handoverentscheidung und eine anwendungssensitive Parametrie-
rung der Ziele und der Kriterien vorgestellt. Weiterhin wird eine Untersuchung der
MCDM-Methoden hinsichtlich der Berechnung von Gesamtnutzwerten prasentiert.
Danach geht es zu der Vorstellung eines neuartigen multikriteriellen, anwendungs-
und perspektivensensitiven Handover-Entscheidungsalgorithmus uber. Am Ende des
Abschnittes wird der Aufbau und die Funktionsweise des Frameworks anhand einer
Fallstudie veranschaulicht.
5.2.1 Festlegung von Komponententypen fur das
FLASHED-Framework
In Abbildung 5.1 wird die Festlegung der sogenannten logischen Komponententypen
dargestellt. Ein logischer Komponententyp stellt einen Datencontainer dar, in dem lo-
gisch zusammenhangende und fur die Handoverentscheidung relevante Informationen
gespeichert werden konnen. Aus den MCDM-Prozessschritten wurden Komponenten-
typen wie Goal, Criterion und Algorithm abgeleitet. Fur die in Abschnitt 5.1 gesetzten
Ziele wie die Berucksichtigung verschiedener Perspektiven und die Anwendungssen-
sitivitat wurden folgende zwei zusatzliche Komponententypen deniert: Perspective
und Application. Um eine nutzerspezische Konguration des Frameworks zu ermog-
lichen, wurde ein weiterer Komponententyp namens User eingefuhrt.
Wie Abbildung 5.1 zeigt, wurde der Komponententyp Criteria fur eine bessere Fle-
xibilitat hinsichtlich der Konguration der Kriterien in weitere Komponententypen
Criterion basic und Criterion specic aufgeteilt. Criterion basic ist fur die Basiskon-
guration der Kriterien vorgesehen. Dagegen ist Criterion specic fur die Festlegung
der nutzerspezischen Kriterien gedacht, die auf Criterion basic aufbauen.
Um die in Abschnitt 5.1 angesprochene Anwendungssensitivitat zu ermoglichen,
wurde der Komponententyp Application in vier Teile gegliedert:
 Application { Konguration der Anwendungsparameter,
 Application type { Konguration der Anwendungstypen,
 Goal per app und Criterion specic per app { anwendungsspezische Kongu-
ration der Ziele und der Kriterien.
Der Komponententyp Algorithm wurde seinerseits in zwei Elemente Algorithm und
Algorithm and goal geteilt. In Algorithm werden die Entscheidungsalgorithmen ge-
speichert. Der Komponententyp Algorithm and goal gilt als ein Verbindungsglied zwi-
schen den Komponententypen Algorithm und Goal. Dabei konnen jedem Algorithmus
mehrere Ziele zugewiesen werden.
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Abbildung 5.1: MCDM-Prozessschritte nach [GeLe14] (links) und die Ableitung der
Komponententypen fur das FLASHED-Framework
5.2.2 FLASHED-Datenbank, Aufbau der Komponententypen und
deren Beziehungen untereinander
Fur die im vorherigen Abschnitt beschrieben Komponententypen wurde eine Daten-
bank implementiert, in der fur jeden Komponententyp eine Datenbanktabelle deniert
wurde. Somit dienen die Datenbanktabellen als Container fur die Komponententy-
pen. Die Strukturen und die Beziehungen der Datenbanktabellen sind als Enhanced
Entity-Relationship Model (EER-Modells) in Abbildung 5.2 dargestellt. Diese Daten-
bank wird im Weiteren als FLASHED-Datenbank bezeichnet. Tabelle 5.1 prasentiert
die Struktur der Datenbanktabellen inklusive Deutungen ihrer Felder.
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5.2.3 FLASHED-Datenbank gefullt mit Beispielkomponenten
In Abbildung 5.3 ist die mit Beispielkomponenten gefullte FLASHED-Datenbank
schematisch dargestellt. Dabei geht es um zwei Perspektiven: Nutzer- und Netzwerk-
betreiber-Perspektive. Jeder Perspektive sind Ziele untergeordnet. Die Ziele werden
von mehreren Kriterien charakterisiert. Die Kriterien ieen dann in die Entschei-
dungsalgorithmen ein. Jeder der drei Entscheidungsalgorithmen berechnet fur jede
Alternative einen Gesamtnutzwert. Der sogenannte aggregierte Gesamtnutzwert wird
als gewichtete Summe von Gesamtnutzwerten aller Entscheidungsalgorithmen fur je-
de Alternative kalkuliert.
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Abbildung 5.3: Schematische Darstellung der FLASHED-Datenbank mit Beispiel-
komponenten. Die Variablen wORA, wLBA und wAORA reprasentieren
Gewichte von jeweiligen Entscheidungsalgorithmen.
5.2.4 Lastverteilungsorientierter Handover-
Entscheidungsalgorithmus
Das Ziel der Lastverteilung in Kommunikationssystemen ist nach [IqSB86] die Verbes-
serung der Verteilung verschiedener Arbeitsvorgange uber eine Menge der Rechenres-
sourcen verschiedener Art wie zum Beispiel Computercluster, Kommunikationswege,
Prozessoren oder Datenspeicher.
Lastverteilungsorientierte Algorithmen bilden eine spezielle Gruppe der Handover-
Entscheidungsalgorithmen. Diese Algorithmen streben eine gleichmaige Verteilung
der Last im Netzwerk durch entsprechende Wahl der Kommunikationswege beim
Handover an. Als Last wird in diesem Kontext meistens der Datenverkehr beruck-
sichtigt.
In diesem Abschnitt vorgestellter Handover-Entscheidungsalgorithmus bewertet
Kommunikationswege basierend auf einem Lastverteilungskoezient. Es wird derje-
nige Kommunikationsweg gewahlt, der den hochsten Lastverteilungskoezient liefert.
Fur die Berechnung des Lastverteilungskoezientes wurde Formel (5.1) aus [ChJa89]
leicht modiziert. Fur Formel (5.1) gilt Folgendes: i ist Index eines PoA, Bi ist die
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absolute Verkehrslast des i-ten PoA und N ist die Anzahl von PoA. Da der LBA im
Hinblick auf eine Infrastruktur mit PoA mit unterschiedlichen maximalen Bitraten
entwickelt wurde, wurde hier nicht die absolute Verkehrslast B wie in Formel (5.1),
sondern eine relative Verkehrslast RelPoALoad von PoA verwendet. LBA weist die
erforderliche Bitrate der aktiven Anwendungen jeder Alternative nacheinander zu.
Wahrenddessen wird uber alle Alternativen der Lastverteilungskoezient berechnet.
Die Alternative, die dabei den hochsten Lastverteilungskoezient liefert, gilt als beste
Losung.
L =
(
NP
i=0
Bi)
2
N
NP
i=0
(Bi)2
(5.1)
LBA erwartet folgende Eingangsdaten:
 Alternativen A (PoA) und deren Charakteristiken wie aktuelle Last (PoALoad )
und maximal verfugbare Bitrate (PoAMaxBR), vorgestellt in Tabelle 5.2,
A
PoALoad PoAMaxBR
Mbit/s Mbit/s
a1 x11 x12
a2 x21 x22
... ... ...
Tabelle 5.2: Alternativen und Kriterienkonguration
 erforderliche Bitrate fur aktive Anwendungen der MS: Req BR [Mbit/s].
Der LBA besteht im Wesentlichen aus folgenden zwei Schritten:
Schritt 1: Das Herausnden von zulassigen Alternativen A^  A nach (5.2). Hier
werden die PoA aussortiert, die nicht genug verfugbare Bitrate fur die MS und darauf
laufenden Anwendungen anbieten konnen. Dabei ist c der Index des PoA, mit dem
die MS aktuell assoziiert ist, demzufolge ist ac der assoziierte PoA.
A^ =
(
ai 2 A; falls i = c
ai 2 A; falls i 6= c ^ PoAMaxBRi   PoALoadi   Req BRi  0
; i 2 I
(5.2)
Schritt 2: Die Berechnung des relativen Lastverteilungskoezienten Li fur jede zu-
lassige Alternative A^ = faiji 2 I^g. Dabei ist I^  I eine Indexmenge aller zulassigen
Alternativen. Diese Berechnung erfolgt nach Formel (5.3), wobei RelPoALoadn nach
5.2 Konzipierung des FLASHED-Frameworks 71
Formel (5.4) bestimmt wird. Dabei wird die Alternative mit Index i, fur die nach
Formel (5.3) der Lastverteilungskoezient berechnet wird, in folgenden Erklarungen
als Kandidatalternative bezeichnet. Bei der Berechnung von RelPoALoadn, wie For-
mel (5.4) veranschaulicht, wird zwischen vier Fallen unterschieden. Abhangig davon,
ob es um:
 eine Kandidatalternative (n = i) oder um
 keine Kandidatalternative (n 6= i)
und um
 einen assoziierten AP (n = c) oder um
 keinen assoziierten AP (n 6= c)
geht, wird die erforderliche Bitrate der aktiven Anwendungen des MSs (Req BR) bei
Berechnung von RelPoALoad berucksichtigt oder weggelassen.
Li =
 P
n2I^
RelPoALoadn
2
jI^jP
n2I^
(RelPoALoadn)2
; i 2 I^ (5.3)
RelPoALoadn =
8>>>>>>>>>>><>>>>>>>>>>>:
PoALoadn
PoAMaxBRn
; falls n = i ^ n = c
PoALoadn+Req BR
PoAMaxBRn
; falls n = i ^ n 6= c
PoALoadn Req BR
PoAMaxBRn
; falls n 6= i ^ n = c
PoALoadn
PoAMaxBRn
; falls n 6= i ^ n 6= c
(5.4)
5.2.5 Untersuchung der Gesamtnutzwerte berechnet mit diversen
Algorithmen und MCDM-Methoden
Wie in Abbildung 5.3 und in Formel (5.5) dargestellt, ist der sogenannte aggregierte
Gesamtnutzwert einer Alternative eine gewichtete Summe von Gesamtnutzwerten
berechnet mit Entscheidungsalgorithmen ORA, AORA und LBA.
Score = wORAScoreORA + wAORAScoreAORA + wLBAScoreLBA (5.5)
Um eine Aussage uber die Einusse der Gesamtnutzwerte der einzelnen Entschei-
dungsalgorithmen auf den aggregierten Gesamtnutzwert treen zu konnen, werden
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Wertebereiche und Werteverteilung der Gesamtnutzwerte einzelner Entscheidungsal-
gorithmen analysiert. Als Gesamtnutzwert bei AORA werden die Werte von optTo-
DegDi genommen, die sich im Bereich [0; 1] benden (beschrieben in Abschnitt 4.3).
Im Falle von LBA wird als Gesamtnutzwert der Lastverteilungsindex benutzt, der
ebenfalls im Bereich [0; 1] liegt (beschrieben in Abschnitt 5.2.4). Bei ORA ist es etwas
komplizierter, da hier verschiedene MCDM-Methoden zum Einsatz kommen konnen.
Im Rahmen der Recherche fur diese Dissertation wurden keine Studien uber einen
Vergleich der von MCDM-Methoden berechneten Gesamtnutzwerten im Hinblick auf
deren Wertebereiche und Werteverteilungen gefunden. Deswegen wurden die MCDM-
Methoden WSM, WPM, TOPSIS, GRA, VIKOR bezuglich Wertebereiche und Wer-
teverteilung der von ihnen berechneten Gesamtnutzwerte untersucht. Im Folgenden
wird die Untersuchung und ihre Ergebnisse beschrieben.
Fur die Untersuchung wurde eine Testumgebung in Form einer Java-Klasse entwi-
ckelt. Diese Java-Klasse macht es moglich, eine multikriterielle Bewertung von Kom-
munikationswegen mit andernden Kriterienwerten durchzufuhren. Dabei werden die
Kriterienwerte bei jedem Durchlauf schrittweise erhoht. Fur diese Untersuchung wur-
den vier Szenarien deniert.
Die ersten zwei Szenarien nutzen funf Kriterien, deren Konguration in Tabelle 5.3
vorgestellt wird. Beide Szenarien nutzen gleiche zulassige Bereiche und gleiche Nut-
zenfunktionen fur ihre Kriterien. Die Szenarien unterscheiden sich lediglich in den
Gewichten der Kriterien. Das Szenario I hat gleiche Gewichte fur alle Kriterien. Bei
Szenario II wird fur die Kriteriengewichte eine geometrischen Reihenfolge mit dem
Quotient 2; 8411 genommen (siehe Tabelle 5.3). Fur Szenarien III und IV werden
zehn Kriterien verwendet (siehe Tabelle 5.4). Beide Szenarien nutzen identische zu-
lassige Bereiche und Nutzenfunktionen fur die Kriterien. Fur das Szenario III werden
Gewichte fur alle Kriterien auf den gleichen Wert gesetzt, beim Szenario IV dagegen
wird fur die Kriteriengewichte eine geometrische Reihenfolge mit dem Quotient 1,474
verwendet. Die Quotienten fur die geometrischen Reihenfolgen fur die Szenarien II
und IV werden jeweils auf 2,8411 und 1,474 gesetzt, damit die Summe der Gewichte
gleich eins ist.
Ein Kommunikationsweg wurde simuliert. Die Werte aller Kriterien wurden am
Anfang der Simulationen auf 5 % der zulassigen Bereiche gesetzt. Das heit, dass
die Kriterien Verzogerung, Jitter und Kosten folgende Werte erhielten: 25, 5, 5. Die
restlichen Kriterien bekamen Wert 10.
Fur jedes Szenario wurden neunzehn Durchlaufe durchgefuhrt. Bei jedem Durchlauf
wurde der Gesamtnutzwert des Kommunikationsweges mittels jeden der Algorithmen
WSM, WPM, TOPSIS, GRA und VIKOR berechnet. Dabei wurden bei jedem Durch-
lauf die Kriterienwerte jedes Kriteriums um 5 % jeweiliges Wertebereiches erhoht.
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Verzogerung Jitter Kosten Krit4 Krit5
Allgemeine Parameter
Zulassiger Wertebereich 0{500, ms 0{100, ms 0{100, C/MByte 0{200 0{200
Nutzenfunktion 500 x
500
100 x
100
100 x
100
200 x
200
200 x
200
Szenario I
Gewicht, [0; 1] 0,2 0,2 0,2 0,2 0,2
Szenario II
Gewicht, [0; 1] 0,01 0,0284 0,0807 0,2293 0,6515
Tabelle 5.3: Parametrierung der Kriterien
Verz. Jitter Kosten Krit4 Krit5 Krit6 Krit7 Krit8 Krit9 Krit10
Allgemeine Parameter
Zulassiger Werteber. 0{500,
ms
0{100,
ms
0{100,
C/MByte
0{200 0{200 0{200 0{200 0{200 0{200 0{200
Nutzenfunktion 500 x
500
100 x
100
100 x
100
200 x
200
200 x
200
200 x
200
200 x
200
200 x
200
200 x
200
200 x
200
Szenario III
Gewicht, [0; 1] 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
Szenario IV
Gewicht, [0; 1] 0,01 0,0147 0,0217 0,0320 0,0472 0,0695 0,1025 0,1511 0,2228 0,3284
Tabelle 5.4: Parametrierung der Kriterien
Somit waren die Werte aller Kriterien beim neunzehnten Durchlauf auf Maximum
deren zulassigen Bereiche gesetzt.
Die berechneten Gesamtnutzwerte fur neunzehn Durchlaufe fur alle vier Szenari-
en sind in den Diagrammen 5.4, 5.5, 5.6, 5.7 und in den Tabellen A.1, A.2, A.3,
A.4 in Anhang A dargestellt. Die Diagramme und Tabellen veranschaulichen die
Unterschiede in den Wertebereichen und in der Werteverteilung fur die analysieren-
den Algorithmen. Die Verteilung der Gesamtnutzwerte von WSM und WPM sind
identisch fur alle vier Szenarien und verlaufen im ganzen Wertebereich linear. Die
Werteverteilung von distanzbasierten Algorithmen TOPSIS, GRA und VIKOR wei-
chen von den Ergebnissen von WSM und WPM stark ab und sind fur jedes Szenario
unterschiedlich.
Diese unterschiedliche Verteilung der Gesamtnutzwerte der MCDM-Methoden wird
je nach eingesetzter MCDM-Methode zu einem anderen Einuss von ORA auf das
Gesamtnutzwert der Alternativen zur Folge haben. Somit konnen die Entscheidungs-
ergebnisse bei der Verwendung unterschiedlicher MCDM-Methoden stark voneinan-
der abweichen. Dieser Aspekt muss bei der Konguration der Handoverentscheidung
im FLASHED-Framework berucksichtigt werden. Es empehlt sich die Konguration
der Gewichte der Algorithmen bzw. der Perspektiven und der Ziele in der FLASHED-
Datenbank fur jede MCDM-Methode einzeln vorzunehmen.
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Abbildung 5.4: Die Gesamtnutzwerte verschiedener MCDM-Methoden fur das Szena-
rio I nach Tabelle 5.3.
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Abbildung 5.5: Die Gesamtnutzwerte verschiedener MCDM-Methoden fur das Szena-
rio II nach Tabelle 5.3.
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Abbildung 5.6: Die Gesamtnutzwerte verschiedener MCDM-Methoden fur das Szena-
rio III nach Tabelle 5.4.
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Abbildung 5.7: Die Gesamtnutzwerte verschiedener MCDM-Methoden fur das Szena-
rio IV nach Tabelle 5.4.
76 5 Framework fur die Handoverentscheidungsphase
5.2.6 Anwendungsspezische Parametrierung der Ziele und
Kriterien
Jede Anwendung kann ihre spezischen Anforderungen an Kommunikationsnetze und
mobiles Endgerat haben. Demzufolge ist die Parametrierung der Entscheidungskri-
terien in Abhangigkeit von Anwendungsanforderungen sinnvoll. In den meisten vor-
geschlagen Losungen fur Handoverentscheidungen wird eine Kriterienparametrierung
fur eine bestimmte Anwendung oder einen Anwendungstyp vorgeschlagen. In realis-
tischen Fallen sind aber oft mehrere Anwendungen gleichzeitig auf einem Endgerat
aktiv. In diesem Abschnitt wird ein Algorithmus fur eine anwendungsspezische Pa-
rametrierung der in oberen Abschnitten vorgestellten logischen Komponententypen
Ziel und Kriterium vorgeschlagen.
Die Konguration der Anwendungen, Anwendungstypen, die anwendungsspezi-
sche Konguration der Ziele und Kriterien wird jeweils in den Tabellen Application,
Application type, Goal per app und Criteria per app gespeichert. Vor jeder Hand-
overentscheidung basierend auf den Daten aus diesen Tabellen wird eine anwendungs-
spezische Parametrierung der Ziele und Kriterien durchgefuhrt.
Die Routine fur die anwendungsspezische Parametrierung der Ziele und der Krite-
rien wurde in Java implementiert, und ihre Struktur ist im Blockdiagramm in Abbil-
dung 5.8 dargestellt. Im ersten Schritt wird die Liste mit allen aktiven Anwendungen
erstellt. Danach wird eine Liste mit Zielen und eine Liste mit Kriterien mit den Daten
aus der Datenbank gefullt. Als Nachstes werden pro Anwendung die Kongurations-
parameter fur jedes Ziel in den Tabellen Goal per app und Goal gesucht. Dabei wird
zuerst nach anwendungsspezischen Kongurationsparametern in Tabelle Goal per -
app geschaut. Wenn kein Eintrag gefunden wird, wird nach einem Eintrag fur den
Anwendungstyp der jeweiligen Anwendung und dem jeweiligen Ziel gesucht. Jeder
gefundene Eintrag wird in ein Ziel-Objekt gespeichert und in die Liste der Ziel-Ob-
jekte geschrieben. Wenn beide Suchvorgange erfolglos bleiben, wird der Eintrag fur
die jeweilige Anwendung und das jeweilige Ziel aus der Tabelle Goal geholt. Am En-
de entsteht pro Anwendung eine Liste mit Ziel-Objekten, wo jedes Ziel-Objekt die
Konguration des Zieles fur die jeweilige Anwendung enthalt. Auf die gleiche Art und
Weise werden die Kongurationsparameter der Kriterien pro Anwendung ermittelt.
Am Ende wird fur jede Anwendung eine Liste mit anwendungsspezischen Kriterien-
Objekten erstellt.
Im letzten Schritt werden anwendungsspezische Listen mit den Ziel- und Kriteri-
en-Objekten uber alle Anwendungen zusammengesetzt. Jedes Ziel hat einen einzigen
Kongurationsparameter Gewicht. Deswegen besteht die Zusammensetzung der Kon-
gurationsparameter fur Ziele lediglich in der Berechnung eines Mittelwertes fur jedes
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Abbildung 5.8: Anwendungsspezische Parametrierung der Ziele und der Kriterien
Ziel uber alle Anwendungen. Die Zusammensetzung der Kongurationsparameter von
Kriterien ist etwas komplexer und erfolgt fur jedes Kriterium uber alle Anwendungen
nach Matrix aus Tabelle 5.5.
Somit ist das Ergebnis dieses Algorithmus eine Liste der Ziele und eine Liste der
Kriterien, die in Abhangigkeit von aktiven Anwendungen parametriert sind.
Kriterien Gewicht Zulassiger Bereich Gesattigter Bereich
Verzogerung Durchschnitt Schnittmenge Schnittmenge
Jitter Durchschnitt Schnittmenge Schnittmenge
Paketverlustrate Durchschnitt Schnittmenge Schnittmenge
Verfugbare Bitrate Durchschnitt FeasRanSum* SatRanSum**
Kosten Durchschnitt Schnittmenge Schnittmenge
Tabelle 5.5: Zusammensetzungsregeln fur verschiedene Kriterienparameter. * { die
Summe der unteren Grenzen der zulassigen Bereiche xfmin. ** { die Sum-
me der unteren Grenzen der gesattigten Bereiche xsmin
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5.2.7 Entscheidungsalgorithmus fur FLASHED-Framework
Das Herzstuck des FLASHED-Frameworks ist ein neuartiger Handover-Entscheidungs-
algorithmus, der sich durch folgende Eigenschaften auszeichnet: Berucksichtigung
von mehreren Kriterien, Anwendungssensitivitat und Perspektivensensitivitat inklu-
sive Verwendung verschiedener Algorithmen fur die Alternativenbewertung. In Abbil-
dung 5.9 werden Schritte eines klassischen MCDM-Algorithmus und des vorgeschla-
genen Handover-Entscheidungsalgorithmus vorgestellt.
Die Schritte der beiden Algorithmen lassen sich in drei folgende Sektionen ein-
ordnen: Ermittlung von Eingangsdaten, Ermittlung von Kongurationsdaten und Be-
rechnungsschritte. Der klassische MCDM-Algorithmus einschlielich seiner Schritte
wurde in Abschnitt 2.2 ausfuhrlich beschrieben.
Im Folgenden werden die Schritte des vorgeschlagenen Handover-Entscheidungsal-
gorithmus einzeln erklart. Die erste Sektion Ermittlung von Eingangsdaten beinhaltet
die Schritte, bei denen es um die Ermittlung der Daten wie Nutzername, Liste der
aktiven Anwendungen und die Werte der relevanten Kriterien geht. Die Techniken
zur Ermittlung der Kriterienwerte wurden in Abschnitt 3.3 vorgestellt. In der Sek-
tion Ermittlung von Kongurationsdaten werden Kongurationsdaten der Perspekti-
ven, Ziele und Kriterien aus der FLASHED-Datenbank geholt. In der dritten Sektion
Berechnungsschritte werden basierend auf Eingangsdaten und Kongurationsdaten
weitere Schritte durchgefuhrt. In Schritten 10 und 11 werden, wie in Abschnitt 5.2.6
beschrieben, anwendungsspezische Ziel- und Kriterienkongurationsparameterwerte
jeweils pro Ziel und pro Kriterium zusammengesetzt. Das Ergebnis des Schrittes 11 ist
die Liste von entsprechend den Eingangsdaten und Kongurationsparameter aus der
FLASHED-Datenbank parametrierten Kriterien pro Entscheidungsalgorithmus. Im
Schritt 12 werden fur jede Alternative die Nutzwerte basierend auf den parametrie-
ren Kriterien mittels Entscheidungsalgorithmen ORA, AORA und LBA berechnet.
Im Schritt 13 werden fur jede Alternative die mit ORA, AORA und LBA berech-
nete Gesamtnutzwerte als gewichtete Summe nach Formel (5.5) zu dem aggregierten
Gesamtnutzwert zusammengesetzt. Im letzten Schritt wird eine Rangfolge der Alter-
nativen nach ihren aggregierten Gesamtnutzwerten erstellt. Die Alternative mit dem
hochsten aggregierten Gesamtnutzwert gilt als die beste Losung.
Der Ablauf des vorgeschlagenen Handover-Entscheidungsalgorithmus wird anhand
einer Fallstudie in Abschnitt 5.3 vorgestellt.
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Abbildung 5.9: Der klassische MCDM-Algorithmus und der vorgeschlagene Hand-
over-Entscheidungsalgorithmus
5.3 Fallstudie
Zur anschaulichen Darstellung der Funktionsweise des vorgeschlagenen FLASHED-
Frameworks wird in diesem Abschnitt eine Fallstudie durchgefuhrt. Die Kongu-
rationsdaten aus dieser Fallstudie nden ihre Verwendung bei den Simulationen in
Kapitel 7. In der nachfolgenden Fallstudie wird die FLASHED-Datenbank mit Bei-
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spielkongurationsdaten gefullt. Am Ende der Fallstudie wird an einem Beispiel mit
drei Alternativen die Bestimmung der besten Alternative gezeigt.
5.3.1 Konguration der Komponenten in den Datenbanktabellen
In Tabelle 5.6 sind die Komponenten zusammengetragen, die in dieser Fallstudie ver-
wendet werden. Dabei geht es um zwei Nutzer und um zwei Perspektiven. Auerdem
werden vier Ziele (Goals) und sieben Kriterien betrachtet: Delay (Verzogerung), Jitter
(Verzogerungsschwankung), PacketLoss (Paketverlustrate), AvailBitrate (verfugbare
Bitrate), Cost (Kosten), PoALoad (aktuelle PoA-Last), PoAMaxBR (maximale Bit-
rate von PoA). Zusatzlich werden zwei Anwendungen bei der Handoverentscheidung
berucksichtigt. Dabei handelt es sich um eine Streaming-Anwendung (StreamingApp)
und eine Voice over Internet Protocol (VoIP)-Anwendung (VoIPApp). In diesem Un-
terkapitel wird die Parametrierung von diesen Komponenten in dazugehorigen Daten-
banktabellen aus dem EER-Modell aus Abbildung 5.2 dargestellt. Fur diese Fallstudie
werden folgende Richtlinien hinsichtlich der Priorisierung der Perspektiven und der
Ziele von Netzwerkbetreiber gesetzt: die Perspektiven von Nutzer und Netzwerkbe-
treiber sollen gleiche Gewichte haben, auch die Ziele von Netzwerkbetreiber sollen
gleichmaig priorisiert werden.
Komponententyp Name
User Admin
DefaultUser
Perspective User
ServiceProvider
Goal QoS
Cost
Overf. reduction
Load balancing
Criterion delay
jitter
packetLoss
availBitrate
cost
PoALoad
PoAMaxBR
Application StreamingApp
VoIPApp
Tabelle 5.6: Komponenten fur die Fallstudie
An dieser Stelle ist es wichtig anzumerken, dass das Ziel dieser Fallstudie in der Vor-
stellung der Struktur und Funktionsweise des FLASHED-Frameworks und nicht in ei-
ner Vorgabe von Kongurationsdaten besteht. Nichtsdestotrotz wird das FLASHED-
Framework im Rahmen dieser Fallstudie mit realitatsnahen Beispieldaten gefullt.
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Beim Einsatz in einem realen Kommunikationsnetz sollen die Kongurationsschritte
des FLASHED-Frameworks wie das Denieren von Komponenten (Perspektiven, Zie-
le, Kriterien, Algorithmen, Anwendungen) und deren Parametrierung von Experten
in Abhangigkeit von Gegebenheiten der jeweiligen Netzwerkinfrastruktur individuell
durchgefuhrt werden.
Die erste Tabelle der FLASHED-Datenbank General enthalt zwei Kongurations-
parameter. Der Parameter maxDegOptCoe ist ein AORA-Parameter, der in Ab-
schnitt 4.3 beschreiben ist. Der maxDegOptCoe -Wert ist hier auf 3 gesetzt, was
eine mindestens dreifache normierte, gewichtete und summierte Uberschussreduzie-
rung von beschrankten Kriterien im Vergleich zu der normierten, gewichteten und
summierten Reduzierung von nicht beschrankten Kriterien fur AORA deniert.
Der zweite Parameter addBitrateCoe dient fur die Vergroerung der unteren Gren-
ze der zulassigen und der gesattigten Bereiches des Kriteriums verfugbare Bitrate. Die
Anwendung dieses Parameters resultiert in einer Erhohung der gebuchten Bitrate bei
der Handoverentscheidung. Diese zusatzliche Bitrate ist fur das durch die Signalisie-
rung erzeugte Datenaufkommen gedacht.
name value
maxDegOptCoe 3
addBitrateCoe 1,3
Tabelle 5.7: Tabelle General
In Tabelle 5.8 User sind zwei Nutzer des Systems konguriert. Der Eintrag Admin
ist fur einen Administrator des Netzwerkbetreibers, und der Eintrag DefaultUser ist
fur einen Endnutzer vorgesehen.
name role
Admin admin
DefaultUser user
Tabelle 5.8: Tabelle User
In Tabelle 5.9 Perspective sind Perspektiven von Nutzer (engl. User) und von Netz-
werkbetreiber (engl. ServiceProvider) deniert und gewichtet. Dabei wurden beide
Perspektiven gema der Fallstudierichtlinien gleichmaig gewichtet.
Tabelle 5.10 Goal beinhaltet die Ziele des Nutzers QoS und Kosten (engl. Cost)
und die Ziele des Netzwerkbetreibers Lastverteilung (engl. LoadBalancing) und Uber-
schussreduzierung (engl. OverfReduction). Jedes Ziel gehort einem Nutzer an. Die
Ziele sind untereinander gema der Fallstudierichtlinien gleich priorisiert.
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name weight
User 0,5
ServiceProvider 0,5
Tabelle 5.9: Tabelle Perspective
name parentPerspective weight ownedByUser
QoS User 0,5 DefaultUser
Cost User 0,5 DefaultUser
LoadBalancing ServiceProvider 0,5 Admin
OverfReduction ServiceProvider 0,5 Admin
Tabelle 5.10: Tabelle Goal. Hier wurden Ziele und deren Gewichte gesetzt. Die Ziele
werden den Perspektiven zugeordnet.
In Tabelle 5.11 Criterion basic werden Kriterien und deren Basisparameter kon-
guriert. Diese Kriterien wurden in Abschnitt 3.3 vorgestellt.
name unit impact utilityFunctionfType
delay ms cost absMaxMin
jitter ms cost absMaxMin
packetLoss [0; 1] cost absMaxMin
availBitrate kbit/s benet absMaxMin
cost C/MByte cost absMaxMin
PoALoad kbit/s cost absMaxMin
PoAMaxBR kbit/s benet absMaxMin
Tabelle 5.11: Tabelle Criterion basic
In Tabelle 5.12 Criterion specic werden Kriterien aus Tabelle 5.11 Criterion basic
mit nutzerspezischen Kongurationsdaten gefullt. Jedes Kriterium wird einem Ziel
(engl. Goal) und einem Nutzer zugewiesen. Dabei wird fur die Kriterienbenennung
folgende Namenskonvention benutzt: [Name des Elternkriteriums] [Name des Eltern-
ziels] [Name des Nutzers]. In dieser Tabelle geht es um keine anwendungsspezische
Kriterienkonguration. Fur nicht anwendungsspezische Kriterienkonguration gibt
es keine bekannten Richtlinien fur Kriterienkonguration. Deswegen werden Kriterien
mit gleichen Gewichten konguriert. Die restlichen Kriterienwerte werden aufgrund
folgender Uberlegungen gesetzt. Da es um keine anwendungsspezische Kongurati-
on, sondern um eine generische Konguration der Kriterien geht, sollen die Kriteri-
enwerte so gewahlt werden, dass sie moglichst allen Anwendungstypen gerecht wer-
den. Der anspruchsvollste Anwendungstyp hinsichtlich Kriterienanforderungen ist der
Conversational -Typ. Deswegen werden die Kriterienparameterwerte ausgehend von
diesem Anwendungstyp gewahlt. Somit werden die zulassigen Bereiche (engl. fea-
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sible Range) fur delay ORA defUser und delay OR Admin entsprechend der ITU-
Empfehlung G.114 [G11403] konguriert. Die Auswahl der zulassigen Bereiche fur
jitter ORA defUser, jitter OR Admin, pl ORA defUser und pl OR Admin wird ba-
sierend auf Empfehlungen von Cisco Systems in [SzHa04] getroen.
Das Gewicht fur das Kriterium cost Cost defUser wird auf eins gesetzt, da cost -
Cost defUser ein einziges Kriterium in seinem Elternziel Cost ist. Die zulassigen
Bereiche fur cost Cost defUser und cost Cost Admin sind grob an die aktuellen Preise
fur Datenvolumen in Mobilfunknetzen angelehnt.
In Tabelle 5.13 Algorithm werden Entscheidungsalgorithmen deniert.
name
ORA
AORA
LBA
Tabelle 5.13: Tabelle Algorithm
Tabelle 5.14 Algorithm and goal gilt als eine Verbindungstabelle zwischen Ent-
scheidungsalgorithmen und Zielen. Hier wird jedem Entscheidungsalgorithmus ein
oder mehrere Ziele zugewiesen.
ownedByUser algorithm goal
DefaultUser ORA QoS
DefaultUser ORA Cost
Admin AORA OverfReduction
Admin LoadBalancing LoadBalancing
Tabelle 5.14: Tabelle Algorithm and goal
Tabelle 5.15 Application type, Tabelle 5.16 Application, Tabelle 5.17 Goal per app
und Tabelle 5.18 Criterion specic per app sind fur die anwendungs- und anwen-
dungstypspezischen Kongurationen vorgesehen. In Tabelle 5.15 Application type
werden Anwendungstypen nach [10711] deniert. Tabelle 5.16 Application enthalt
Anwendungen und deren Zuordnung entsprechenden Anwendungstypen. Die Anwen-
dungen StreamingApp und VoIPApp werden in dieser Fallstudie berucksichtigt. Die
restlichen Anwendungen in Tabelle 5.16 dienen als Beispiele. In Tabellen 5.17 Goal -
per app und 5.18 Criterion specic per app sind die Ziele und Kriterien fur Anwen-
dungstypen Streaming und Conversational und fur Anwendungen StreamingApp und
VoIPApp konguriert, dabei wird ihre Konguration an die QoS-Anforderungen von
jeweils YouTube-Streaming und Skype-Telefonie angelehnt.
Bei der Konguration der Ziele in Tabelle 5.17 geht es den einen Kongurationspa-
rameter Gewicht. Fur die Priorisierung der Ziele gibt es keine Empfehlungen in den
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name
Background
Conversational
Interactive
Streaming
Tabelle 5.15: Tabelle Application type
name parentApplicationType
StreamingApp Streaming
VoIPApp Conversational
Browsing Interactive
ssh Interactive
Download Background
Email Background
Tabelle 5.16: Tabelle Application
veroentlichten Studien. Die Gewichte fur die Ziele sollen nach dem Ermessen des
Entscheidungstragers und entsprechend seiner Optimierungsstrategien gesetzt wer-
den. In diesem Fall ware der Nutzer DefaultUser fur die Priorisierung der Ziele QoS
und Cost zustandig und der Nutzer Admin fur die Priorisierung von LoadBalancing
und OverfReduction. Die Gewichte fur die Ziele werden fur diese Fallstudie nach dem
subjektiven Ermessen des Autors dieser Arbeit gesetzt. Wie in Abschnitt 5.2.6 be-
schrieben ist, haben die anwendungsspezischen Parameterwerte ein hoheres Gewicht
als anwendungstypspezische Parameterwerte. Deswegen ist die anwendungstypspe-
zische Konguration der Ziele in diesem speziellen Fall nicht notig und dient nur
zur Prasentation der Kongurationsmoglichkeiten der FLASHED-Datenbank.
In Tabelle 5.18 Criterion specic per app werden die Kriterienparameter Gewicht,
zulassiger Bereich und gesattigter Bereich (engl. satRange) fur die Anwendungstypen
Streaming und Conversational fur alle Kriterien bis auf cost Cost defUser gesetzt. Es
wird kein Gewicht fur das Kriterium cost Cost defUser deniert, da dieses Kriterium
das einzige Kriterium fur das Ziel Cost ist und demzufolge immer das Gewicht in
Hohe von 1 hat1.
Die Recherche nach Priorisierung von QoS-Kriterien fur Anwendungen YouTube-
Streaming und Skype-Telefonie hat keine Ergebnisse geliefert. Dagegen gibt es grobe
Richtlinien in 3GPP-Standard [10711] und einen Vorschlag aus dem Forschungsartikel
[SNWo06] hinsichtlich Priorisierung der QoS-Kriterien fur verschiedene Anwendungs-
typen. Auf Basis dieser zwei Quellen werden die Gewichte an die QoS-Kriterien fur
die Anwendungstypen Streaming und Conversational vergeben.
1Die Gewichte der Kriterien gelten innerhalb des gemeinsamen Ziels.
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parentGoal parentApplicationType parentApplication weight ownedByUser
QoS Conversational 0,6 DefaultUser
Cost Conversational 0,4 DefaultUser
LoadBalancing Conversational 0,5 Admin
OverfReduction Conversational 0,5 Admin
QoS Streaming 0,6 DefaultUser
Cost Streaming 0,4 DefaultUser
LoadBalancing Streaming 0,5 Admin
OverfReduction Streaming 0,5 Admin
QoS StreamingApp 0,6 DefaultUser
Cost StreamingApp 0,4 DefaultUser
LoadBalancing StreamingApp 0,5 Admin
OverfReduction StreamingApp 0,5 Admin
QoS VoIPApp 0,6 DefaultUser
Cost VoIPApp 0,4 DefaultUser
LoadBalancing VoIPApp 0,5 Admin
OverfReduction VoIPApp 0,5 Admin
Tabelle 5.17: Tabelle Goal per app
Die zulassigen Bereiche in Tabelle 5.18 Criterion specic per app fur StreamingApp
fur die Kriterien delay QoS defUser, jitter QoS defUser, pl QoS defUser, delay OR -
Admin, jitter OR Admin und pl OR Admin werden entsprechend Empfehlungen von
Cisco Systems [SzHa04] gesetzt. Die zulassigen und gesattigten Bereiche fur die Kri-
terien availBR QoS defUser und availBR OR Admin werden anhand der minimal
erforderlichen Bitrate von 300 kbit/s (fur 240 Pixel, Auosung: 426 x 240) und an-
hand der Bitrate von 2000 kbit/s (fur 480 Pixel, Auosung: 854 x 480) aus [yout17]
deniert. Die Bitrate von 2000 kbit/s wird als maximal erforderliche Bitrate ange-
nommen.
In Tabelle 5.19 werden die Anforderungen an Verzogerung, Jitter und Paketver-
lustrate fur Skype for Business client nach [Skyp17] und die erforderliche Bitrate fur
SkypeVoice-Telefonie nach [Skyp16] zusammengetragen. Basierend auf diesen Daten
werden die zulassigen Kriterienwertebereiche fur die Anwendung VoIPApp kongu-
riert. Auch die untere Grenze vom gesattigten Bereich in Hohe von 100 kbit/s fur
die Kriterien availBR QoS defUser und availBR OR Admin wird basierend auf der
empfohlenen Bitrate aus dem [Skyp16] deniert.
Die Kriterien cost Cost defUser und cost Cost Admin sind nicht anwendungsab-
hangig. Deswegen werden diese Kriterien nicht in der Tabelle Criterion specic per -
app, sondern in der Tabelle Criteria specic parametriert.
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QoS-Metrik Einheit Wert
Einwegverzogerung (engl. one way delay) ms <50
Paketumlaufzeit (engl. round trip delay) ms <100
Jitter ms <30 (in einem Zeitfenster von 15 s)
Paketverlustrate % <1 (in einem Zeitfenster von 15 s)
Minimal erforderliche verf. Bitrate kbit/s 30
Empfohlene verf. Bitrate kbit/s 100
Tabelle 5.19: Richtwerte fur QoS-Metriken fur Skype for Business Client nach
[Skyp17] und die AvailBitrate fur Skype-Telefonie nach [Skyp16]
5.3.2 Durchfuhrung einer Handoverentscheidung
In dieser Sektion wird eine Beispiel-Handoverentscheidung basierend auf der MCDM-
Datenbank aus dem oberen Abschnitt vorgestellt. In Tabelle 5.20 sind Beispielein-
gangsdaten aufgelistet.
Datentyp Wert
Nutzer DefaultUser
MCDM-Methode WSM
aktive Anwendungen StreamingApp, VoIPApp
Kriterien delay; jitter; packetLoss; availBitrate; cost; PoAMaxBR
Wege und deren Kriterienwerte:
AP1 0,0645; 0,0021; 0,0016; 1995; 48; 2000
AP2 0,0363; 0,0032; 0,0021; 11995; 47; 12000
AP3 0,0725; 0,0042; 0,0012; 7995; 27; 8000
Tabelle 5.20: Beispieleingangsdaten
Die Entscheidungsalgorithmen ORA, AORA und LBA bewerten die Alternativen
anhand der Kriterienparameter fur Anwendungen StreamingApp und VoIPApp aus
Tabelle 5.21.
Tabelle 5.21 zeigt die Zusammensetzung der Kriterienparameterwerte. Die ersten
zwei horizontale Sektionen dieser Tabelle (StreamingApp und VoIPApp) zeigen die
anwendungsspezischen Kongurationen der Ziele und Kriterien, die aus den Kon-
gurationsparameterwerten aus den Tabellen Goal, Goal per app, Criterion und Crite-
rion per app nach dem Algorithmus aus Abschnitt 5.2.6 zusammengetragen sind. In
der dritten Sektion Zusammengesetzt sind nach dem Algorithmus aus dem Abschnitt
5.2.6 zusammengesetzte Kongurationsparameterwerte fur Ziele und Kriterien aufge-
listet. Danach, basierend auf den Daten aus der Sektion Zusammengesetzt, werden die
Gesamtnutzwerte jeder Alternative als gewichtete Summe von Gesamtnutzwerten der
Algorithmen nach Formel (5.5) kalkuliert. In dieser Fallstudie wurde die Alternative
AP3 mittels des FLASHED-Frameworks als beste Losung bestimmt.
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Application Alg. Goal Goal Kriterien weight feasRange satRange
weight
StreamingApp ORA QoS 0,5 delay 0,066 0-5000
jitter 0,138 0-50
packetLoss 0,018 0-0,05
availBitrate 0,378 300-18000 2000-18000
Cost 0,5 cost, C/MByte 0,4 0-200
AORA OverfRed. 0,25 delay 0,066 0-5000
jitter 0,138 0-50
packetLoss 0,018 0-0,05
availBitrate 0,378 300-18000 2000-18000
cost 0,4 0-200
LBA LoadBal. 0,25
VoIPApp ORA QoS 0,5 delay 0,21 0-50
jitter 0,21 0-30
packetLoss 0,03 0-0,01
availBitrate 0,15 50-18000 100-18000
Cost 0,5 cost 0,4 0-200
AORA OverfRed. 0,25 delay 0,21 0-50
jitter 0,21 0-30
packetLoss 0,03 0-0,01
availBitrate 0,15 50-18000 100-18000
cost 0,4 0-200
LBA LoadBal. 0,25
Zusammengesetzt ORA QoS 0,5 delay 0,137 0-50
jitter 0,174 0-30
packetLoss 0,024 0-0,01
availBitrate 0,264 350-18000 2100-18000
Cost 0,5 cost 0,4 0-200
AORA OverfRed. 0,25 delay
jitter 0,174 0-30
packetLoss 0,024 0-0,01
availBitrate 0,264 350-18000 2100-18000
cost 0,4 0-200
LBA LoadBal. 0,25
Tabelle 5.21: Zusammensetzung von anwendungsspezischen Parameterwerte der
Ziele und Kriterien
5.4 Implementierung des FLASHED-Backends
Dieses Unterkapitel beschreibt das in Java implementierte FLASHED-Backend. Es
geht dabei um einen aktiven Teil des FLASHED-Frameworks, der anhand Eingangs-
daten aus OMNeT++/INET und Kongurationsdaten aus der FLASHED-Daten-
bank die Handoverentscheidung durchfuhrt. In Abbildung 5.10 ist das FLASHED-
Backend als Teil des FLASHED-Frameworks abgebildet. In dieser Abbildung sind
auch die Funktionsblocke des FLASHED-Backends und Berechnungsschritte inklusi-
ve der zwischen den Blocken ubertragenen Informationen prasentiert.
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Abbildung 5.10: Darstellung des FLASHED-Frameworks. In Kreisen sind Berech-
nungsschritte dargestellt. Die zwischen den Subblocken ubertragenen
Informationen sind neben den Pfeilen niedergeschrieben.
5.4.1 Funktionsblocke
Das FLASHED-Backend ist in mehrere Funktionsblocke unterteilt, die in diesem Ab-
schnitt beschreiben werden.
Der OMNeT Connector ist der zentrale Bestandteil des FLASHED-Backends. Die-
ser Block interagiert mit OMNeT++/INET und mit Funktionsblocken wie Databa-
se Connector und Path Evaluation-Block. Der FLASHED Framework Connector in
5.4 Implementierung des FLASHED-Backends 91
OMNeT++/INET (beschrieben in 6.3.6) ruft das FLASHED-Backend auf und uber-
mittelt Eingangsdaten an OMNeT Connector.
Der Block Database Connector empfangt Daten wie Nutzername und die Liste der
Anwendungen von OMNeT Connector. Danach holt der Database Connector fur die-
se Daten aus der FLASHED-Datenbank die Inhalte fur Tabelle 5.21. Im nachsten
Schritt werden die anwendungsspezische Parameterwerte der Ziele und Kriterien
nach dem Algorithmus aus Abschnitt 5.2.6 zusammengesetzt und in Java-Objekte
der entsprechenden Entscheidungsalgorithmen (siehe Sektion
"
Zusammengesetzt\ der
Tabelle 5.21) gespeichert. Darauf folgend wird die Java-Liste der Entscheidungsalgo-
rithmen-Objekte an OMNeT Connector gereicht.
Der Subblock Path Evaluation beinhaltet weitere vier Subblocke. In den ersten
drei Subblocken sind die Entscheidungsalgorithmen ORA, AORA und LBA imple-
mentiert, die jeweils in Abschnitten 4.2, 4.3, 5.2.4 beschrieben sind. Die Subblocke
ORA und AORA bestehen aus den funktionalen Komponenten, in denen die MCDM-
Entscheidungsphasen wie Normierung, Priorisierung und Alternativenbewertung im-
plementiert sind. Dabei konnen verschiedene MCDM-Methoden bei der Alternativen-
bewertung benutzt werden. Der Subblock AORA enthalt eine zusatzliche Komponen-
te, die die Altenativenbewertung anhand optToDegDi und optToDegDi aus dem
Abschnitt 4.3 durchfuhrt.
Die Subblocke ORA, AORA und LBA erhalten die Liste aller Alternativen und ih-
rer Kriterien von OMNeT Connector. Sie berechnen daraus fur jede Alternative ihren
Gesamtnutzwert und reichen ihn an den Score Aggregation-Subblock. Der Score Ag-
gregation-Subblock setzt fur jede Alternative ihre Gesamtnutzwerte nach Formel (5.5)
aus Abschnitt 5.2.5 zu einem aggregierten Gesamtnutzwert zusammen. Der Subblock
Score Aggregation leitet danach die Alternativen inklusive ihrer aggregierten Gesamt-
nutzwerte an den OMNeT Connector weiter. Im letzten Schritt erstellt der OMNeT
Connector eine Rangliste anhand der aggregierten Gesamtnutzwerte der Alternativen
und sendet diese Liste an OMNeT++/INET.
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5.5 Kapitelzusammenfassung
Im diesem Kapitel wurde ein exibles Framework fur multikriterielle anwendungssen-
sitive Handoverentscheidung namens FLASHED-Framework prasentiert. Die Grund-
idee des FLASHED-Frameworks ist der Aufbau einer Losung fur eine umfangreiche
und exible Handoverentscheidung. Dabei wird unter
"
umfangreich\ eine Moglichkeit
zur Konguration moglichst vieler fur Handover relevanten Informationen in einer
strukturierten Form gemeint. Unter
"
exibel\ wird eine Moglichkeit zur schnellen
und einfachen Anderung der Konguration der Informationssatze verstanden.
Die Grundlage fur das FLASHED-Framework bildet der MCDM-Prozess. Aus dem
MCDM-Prozess wurden sogenannte logische Komponententypen wie Ziel (engl. Goal),
Kriterium (engl. Criterion) und Algorithmus (engl. Algorithm) abgeleitet. Auer-
dem wurden weitere Komponententypen wie Nutzer (engl. User), Perspektive (engl.
Perspective) und Anwendung (engl. Application) deniert, auf denen Funktionalita-
ten wie Perspektivensensitivitat und Anwendungssensitivitat aufgebaut wurden. Ein
Komponententyp kann als ein Container fur einen Satz logisch zusammenhangen-
der Informationen verstanden werden. Die Komponententypen wurden in Form einer
relationalen Datenbank als Datenbanktabellen implementiert.
Eine besondere Aufmerksamkeit verdient an dieser Stelle die Perspektivensensi-
tivitat. Mit der Perspektivensensitivitat wird im Kontext vorliegender Arbeit die
Berucksichtigung verschiedener Perspektiven bei die Handoverentscheidung verstan-
den. In dieser Arbeit wurden die Perspektiven des Nutzers und Netzwerkbetreibers
berucksichtigt. Der Nutzer und der Netzwerkbetreiber konnen bei der Handoverent-
scheidung verschiedene Ziele verfolgen. So ist es naheliegend, dass es im Interesse des
Nutzers eine Verbesserung der Werte bestimmter Entscheidungskriterien wie zum Bei-
spiel QoS-Kriterien oder monetare Kosten ist. Dagegen konnen Optimierungsziele wie
gleichmaige Lastverteilung oder Uberschussreduzierung fur den Netzwerkbetreiber
von groer Bedeutung sein. Fur diese zwei Perspektiven wurden in dieser Dissertation
folgende Handover-Entscheidungsalgorithmen vorgeschlagen: fur die Nutzerperspek-
tive { ORA (beschrieben in Abschnitt 4.2), fur die Netzwerkbetreiberperspektive {
AORA (beschrieben in Abschnitt 4.3) und LBA (beschrieben in Abschnitt 5.2.4).
Diese drei Algorithmen wurden in das FLASHED-Framework integriert und konnen
unterschiedlich priorisiert werden.
Als Nachstes wurde ein lastverteilungsorientierter Handover-Entscheidungsalgo-
rithmus namens LBA vorgestellt. Der Algorithmus wurde fur die Vervollstandigung
des Algorithmenportfolios des FLASHED-Frameworks entwickelt und hat keinen An-
spruch auf eine besondere Originalitat. Die Handoverentscheidung im LBA basiert
auf der Auswertung eines Lastverteilungskoezientes. Die Berechnung des Lastvertei-
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lungskoezienten seinerseits erfolgt durch die Auswertung der relativen verfugbaren
Bitraten der APs.
Wie oben schon erwahnt wurde, ist die Anwendungssensitivitat eine der zentralen
Funktionalitaten des FLASHED-Frameworks. Dabei geht es um die Konguration der
Ziele und Kriterien in Abhangigkeit von aktiven Anwendungen und deren Typen. Da-
fur wurden entsprechende Komponenten fur Anwendungen, Anwendungstypen, Ziele
und Kriterien deniert und in der Datenbank implementiert. Auerdem wurde ein
Algorithmus fur die anwendungsabhangige Konguration der Ziele und der Kriterien
ausgearbeitet. Der Algorithmus fugt im Falle von mehreren aktiven Anwendungen
die anwendungsspezische Kongurationsparameter der Ziele und der Kriterien nach
bestimmten Regeln zusammen.
Die Funktionsweise des FLASHED-Frameworks wurde anhand einer Fallstudie ge-
zeigt. Dafur wurde die FLASHED-Datenbank mit Beispieldaten gefullt, fur die dann
eine Handoverentscheidung durchgefuhrt wurde.
Am Ende des Kapitels wurde das FLASHED-Backend beschrieben. Das FLASHED-
Backend ist der aktive Teil des FLASHED-Frameworks, der fur die Durchfuhrung der
Handoverentscheidung zustandig ist. Das FLASHED-Backend ist in Funktionsblocke
aufgeteilt, in denen die Schnittstellen fur die Kommunikation mit OMNeT++/INET
und der Datenbank und auch die Algorithmen wie ORA, AORA und LBA implemen-
tiert sind. Das FLASHED-Framework eignet sich prinzipiell fur den Einsatz in realen
Kommunikationsumgebungen als eine Instanz fur die Konguration und Durchfuh-
rung von Handoverentscheidungen fur mobile Endgerate.
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6 Implementierungen in OMNeT++
In dieser Dissertation werden die vorgeschlagenen Entscheidungsalgorithmen aus Ka-
pitel 4 und das Framework aus Kapitel 5 in einer Simulationsumgebung evaluiert.
Dafur wurde eine Simulationsumgebung ausgewahlt und mit fur die Simulationssze-
narien fehlenden Funktionalitaten erweitert.
6.1 Auswahl einer Simulationsumgebung
Die Simulationsumgebung fur die geplanten Simulationsszenarien muss folgenden An-
forderungen genugen:
 Verfugbarkeit der Modellierung einer modernen drahtlosen Kommmunikations-
technologie wie zum Beispiel IEEE 802.11,
 Moglichkeit der Konguration von mehreren Basisstationen und mehreren mo-
bilen Clients,
 Moglichkeit der Generierung von Anwendungsverkehr,
 Moglichkeit der Implementierung fehlender Funktionalitaten und die Anbin-
dung an externe Bibliotheken.
Die Simulationsumgebungen wie Objective Modular Network Testbed in C++
(OMNeT++) [OMNe15] und Network Simulator 3 (ns3) [ns3217] wurden als mogli-
che Plattformen fur die Evaluierung betrachtet. Die Simulationsumgebung ns2 wur-
de nicht in Betracht gezogen, da ihre Entwicklung im Jahr 2011 eingestellt wur-
de [ns2217]. OMNeT++ und ns3 haben einige Gemeinsamkeiten. Beide Simulati-
onsumgebungen sind in C++ implementierte Open-Source-Projekte, die fur private
und akademische Zwecke kostenfrei verfugbar sind. Beide sind fur die Modellierung
von diskreten ereignisbasierten Systemen konzipiert und werden in erster Linie fur
die Simulationen von Netzwerktechnologien verwendet. Sowohl bei ns3 als auch bei
OMNeT++ ist es moglich pcap-traces zu generieren, mit deren Hilfe dann der Da-
tenverkehr mit Wireshark [Wire17] analysiert werden kann.
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ns3 gilt als Nachfolger von ns2, wobei ns3 vollstandig neu programmiert wurde und
mit ns2 nicht abwartskompatibel ist. Die Entwicklung von ns3 begann im Jahr 2006.
Der Kern von ns3 ist in C++ implementiert, wobei die Simulationskongurationen
sowohl in C++ als auch in Python geschrieben werden konnen. Trotzt seines jungen
Alters verfugt der ns3 uber eine breite Palette an Modellen, die in [ns3M17] zu nden
sind.
Die Simulationsumgebungen OMNeT++ und ns3 sind in ihren Funktionalitaten
vergleichbar und genugen den zu Beginn erlauterten Anforderungen. Im Gegensatz zu
ns3 verfugt OMNeT++ auch uber ein umfangreiches Graphical User Interface (GUI),
welches insbesondere fur die Konguration der Simulationen und die Auswertung
von Statistiken nutzlich ist. Deswegen wurde sich im Rahmen vorliegender Arbeit fur
OMNET++ entschieden. Im Folgenden wird OMNeT++ vorgestellt.
OMNeT++ ist keine direkte Simulationsumgebung, sondern eine universelle Platt-
form, die die Modellierung von verschiedenen Systemen ermoglicht. Die Anwendungs-
moglichkeiten von OMNeT++ sind in [OMNe15] wie folgt beschrieben:
"
in general,
modeling and simulation of any system where the discrete event approach is sui-
table, and can be conveniently mapped into entities communicating by exchanging
messages.\ OMNeT++ ndet eine breite Akzeptanz im Bereich der Simulation von
Kommunikationsnetzen einschlielich Netzwerkprotokollen.
Die Grundbausteine von OMNeT++ sind Module, Gates und Nachrichten. Es gibt
zwei Typen von Modulen, namlich sogenannte Simple- und Compound -Module. Ein
Compound -Modul besteht aus mehreren Simple-Modulen. Jedes Modul kann einen
oder mehrere Gates haben. Simple-Module konnen als Container fur die Implemen-
tierung von verschiedenen Prozessen angesehenen werden, die mit anderen Modulen
uber Gates oder Signale kommunizieren. Die Module konnen beliebig verschachtelt
sein. Eine im OMNeT++ aufgebaute Simulation ist eine Sammlung von verschie-
denen Modulen, die gema der in ihnen implementierten Routinen untereinander
Nachrichten austauschen.
Der Aufbau einer Simulation geschieht uber die Network Description Langua-
ge (NED), in der Module je nach Simulationsanforderung verknupft werden. Die
Kongurationsparameter der Module werden uber die ini -Datei mit Werten gefullt.
OMNeT++ verfugt uber eine Eclipse-basierte GUI. Die parallele Durchfuhrung meh-
rerer Simulationen ist moglich. Die Simulationen konnen sowohl im GUI- als auch im
Command Line Interface (CLI)-Modus ausgefuhrt werden. Der CLI-Modus bietet
Moglichkeiten fur die Automatisierung von Simulationen, was besonders beim Abar-
beiten mehrerer Durchlaufe sinnvoll ist.
Es gibt diverse Frameworks fur OMNeT++, die fur verschiedene Bereiche ent-
wickelt worden sind. Eines der bekanntesten Frameworks ist das INET-Framework
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[INET17b], welches eine breite Palette von Modulen fur Protokolle aus verschiedenen
ISO/OSI-Schichten und Module fur aktuelle drahtgebundene und drahtlose Kom-
munikationstechnologien wie zum Beispiel Ethernet und WLAN enthalt. In dieser
Arbeit wurden die zum Zeitpunkt der Implementierungen aktuellen Versionen von
OMNeT++ und INET verwendet: OMNeT++ 4.6 und INET 3.0 .
6.2 Aufbau von WLAN-Infrastruktur
Der Aufbau des Simulationsnetzes ist auf Abbildung 6.1 dargestellt. Die Simula-
tion besteht aus einer WLAN-Infrastruktur, die sich aus sechs APs auf Basis des
INET-Moduls AccessPoint zusammensetzt. Alle APs sind an einem Switch (INET-
Modul EtherSwitch) angeschlossen und benden sich im gleichen LAN. Der Switch ist
mit dem Router (INET-Modul Router) verbunden, uber den die Anbindung an zwei
Anwendungsserver (INET-Modul StandardHost) realisiert ist. Auerdem sind sieben
mobile WLAN-fahige Clients (Stations (STA)) auf Basis des INET-Moduls Wireless-
Host konguriert. STAs und APs sind im INET nach dem Standard IEEE 802.11g
aufgebaut. Die IP-Adressen werden aus dem Netz 11.11.0.0/16 von OMNeT++ au-
tomatisch an alle STAs, an den Router und an den Anwendungsserver vergeben.
Diese Arbeit beschaftigt sich primar mit der Handoverentscheidungsphase. Um die
Umsetzung der Handoverausfuhrungsphase einfach zu gestalten, wurden alle APs im
gleichen LAN konguriert. Auerdem versorgen die APs alle STAs mit IP-Adressen
aus dem gleichen IP-Pool. Das fuhrt dazu, dass die Handoverausfuhrungsphase auf der
zweiten Schicht des ISO/OSI-Modells stattndet. Somit besteht keine Notwendigkeit,
die IP-Adressen von STAs nach jeder Neuassoziierung zu andern. Jede STA bekommt
bei ihrem ersten assoziierten AP eine IP-Adresse und behalt diese Adresse uber die
gesamte Laufzeit der Simulation.
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Abbildung 6.1: Aufbau des Simulationsnetzes
6.3 Neu implementierte Funktionalitaten in
OMNeT++
Fur die geplanten Simulationen sind nicht alle Funktionalitaten in der aktuellen
OMNeT++/INET Version vorhanden. Deswegen wurde das INET-Framework im
Rahmen dieser Dissertation weiterentwickelt. Die Implementierungen der fehlenden
Funktionalitaten werden in diesem Abschnitt vorgestellt. Die entstandene Version des
INET-Frameworks wurde in [INET17a] veroentlicht.
6.3.1 Passiver regelmaiger Scan
Die Ermittlung von verfugbaren APs und deren Charakteristika in regelmaigen
Zeitabstanden ist fur die Simulation des nahtlosen Handovers notwendig. Dafur ist
in [IEEE12] der Scanvorgang vorgesehen. Es sind zwei Typen von Scan deniert {
aktiver und passiver Scan. Beim aktiven Scan sendet die STA auf jedem vorgegebe-
nen Kanal eine Probe-Request-Nachricht und wartet auf jedem Kanal eine gewisse
Zeitspanne auf die Probe-Response-Nachrichten der APs. Im Gegensatz dazu werden
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beim passiven Scan keine Probes geschickt, sondern es wird auf den zu scannenden
Kanalen nacheinander auf die AP-Beacons gewartet.
Fur die Rahmenbedingungen der geplanten Simulationen ist der passive Scan eine
ausreichende Losung. Bei einer Implementierung fur den produktiven Einsatz konnte
der aktive Scan eine bessere Losung sein, da man damit je nach Beaconzeitintervall
die Zeit des Abhorens je Kanal reduzieren wurde. Der Nachteil des aktiven Scans ist
allerdings der zusatzliche Verkehr verursacht durch die Probe-Nachrichten.
Somit wurde sich in dieser Arbeit fur den passiven Scan entschieden. Dafur wurde
das Zeitintervall fur das Aussenden der Beacons in allen APs mit 50 ms konguriert.
Beim verwendeten INET-3.0 besteht keine Moglichkeit, in der STA den Scan wahrend
einer bestehenden Assoziation mit einem AP zu starten. Diese Funktionalitat ist
aber fur einen proaktiven Handover zwingend notwendig. Deswegen wurde INET im
Rahmen dieser Dissertation entsprechend erweitert.
Abgesehen von einigen kleinen Anderungen bei den in INET vorhandenen Funktio-
nen der Module Ieee80211AgentSTA und Ieee80211MgmtSTA, besteht diese INET-
Weiterentwicklung im Wesentlichen aus einem neuen Zeitintervallparameter regu-
larPassiveScanTimeout fur den regelmaigen passiven Scan und zwei neuen Funk-
tion sendRegularScanRequest() und sendChangeChannelRequest() fur das Modul
Ieee80211AgentSTA. Diese Funktionen sind in Abbildung 6.2 dargestellt.
Der neue Zeitintervallparameter regularPassiveScanTimeout wurde im Modul Ieee-
80211AgentSTA deniert. Dieser Parameter beschreibt die Zeitspanne zwischen zwei
passiven Scans. Die in INET vorhandenen Parameter channelsToScan und maxChan-
nelTime wurden jeweils fur die Angabe der zu scannenden Kanale und fur die Dauer
des Abhorens eines Kanals verwendet.
In der Funktion sendRegularScanRequest() wird scan Request Primitive parame-
triert und an das Modul Ieee80211AgentSTA geschickt, wo die im INET vorhandene
Routine fur den passiven Scan in der Funktion processScanCommand() gestartet wird.
Dabei werden alle vorgegebene Kanale nacheinander nach AP-Beacons abgehort. Die
AP-Informationen werden in einer Liste in der Datenstruktur Ieee80211Prim Scan-
Conrm() gesammelt. Nach dem Ende des Scans wird diese Datenstruktur uber die
Funktion sendScanConrm() zuruck an das Modul Ieee80211AgentSTA geschickt. Im
Modul Ieee80211AgentSTA wird die Liste der APs und deren Informationen fur die
Handoverentscheidungsphase verwendet. Nach der Entscheidungsphase wird die zwei-
te neu implementierte Funktion sendChangeChannelRequest() aufgerufen. Uber diese
Funktion wird die Datenstruktur Ieee80211Prim ChangeChannelRequest zum Um-
schalten auf den erforderlichen Kanal an das Modul Ieee80211MgmtSTA geschickt.
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handleTimer(cMessage *msg)
sendRegularScanRequest()
sendRequest(Ieee80211Prim-
Request *req) f
...
send(msg, \mgmtOut");
...
g
calculateOptimalPathMCDM(Ieee80211-
Prim ScanConrm *resp, std::string argument-
sStringForMCDMJavaLib)
chooseBSS(Ieee80211Prim ScanConrm *resp)
sendChangeChannelRequest(int channel-
Number)
sendRequest(Ieee80211PrimRequest *req)
processScanConrm(Ieee80211Prim ScanConrm
*resp)
Ieee80211AgentSTA
FLASHED-
Framework
handleCommand(int msgkind, cObject *ctrl)
processScanCommand(Ieee80211Prim Scan-
Request *ctrl)
scanNextChannel()
handleBeaconFrame(Ieee80211BeaconFrame
*frame)
storeAPInfo(const MACAddress& address,
const Ieee80211BeaconFrameBody& body)
handleTimer(cMessage *msg)f
...
// if all channels were scanned
if (scanNextChannel()) f
sendScanConrm();
...
g
sendScanConrm()f...
Ieee80211Prim ScanConrm
*conrm = new Ieee80211Prim ScanConrm();
...
g
sendConrm(Ieee80211PrimConrm *conrm,
int resultCode)f...
send(msg, \agentOut");
...
g
Ieee80211MgmtSTA
Abbildung 6.2: Implementierungen in OMNeT++/INET
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Somit ist es moglich, auf der STA auch wahrend einer bestehenden Assoziierung
nach alternativen APs zu suchen und auf einen gema dem Entscheidungsalgorithmus
besseren AP umzuschalten.
6.3.2 Sammeln von Kriterienwerten
In dieser Arbeit werden folgende Kriterien fur die Handoverentscheidung verwendet:
Delay, Jitter, PacketLoss, AvailBitrate, Cost, PoALoad, PoAMaxBR. Die Werte die-
ser Kriterien werden in der Handoverentscheidungsfunktion chooseBSS() im Modul
Ieee80211AgentSTA benotigt. Allerdings sind sie in INET-3.0 an dieser Stelle nicht
verfugbar. Deswegen wurde INET entsprechend erweitert.
Das Sammeln beziehungsweise Berechnen von Kriterienwerten und deren Uber-
tragung zum Modul Ieee80211AgentSTA ist in Abbildung 6.3 dargestellt. In dem
Modul Ieee80211Mac wurden Routinen fur die Berechnung von Delay und Jitter in
den Funktionen getAvrBeaconDelay() und getAvrBeaconJitter() implementiert. Bei-
de Werte werden, wie deren Bezeichnungen andeuten, aus den Ubertragungszeiten
von Beaconframe berechnet. Zuerst wird ein Zwischenwert fur das Delay mit Hilfe
von Zeitstempeln fur die Erstellung und das Ankommen von Beacons in INET wie
folgt ermittelt:
beaconDelay = frame:getArrivalT ime()  frame:getCreationT ime() : (6.1)
Der Zwischenwert fur Jitter wird als Dierenz zwischen den Delay-Werten von
zwei aufeinander folgenden Beacons berechnet. Beide Werte werden in C++{Listen
gespeichert. Die nalen Werte von Delay und Jitter werden mit Hilfe dieser Listen als
Mittelwerte aus den letzten zehn Zwischenwerten kalkuliert. Die berechneten nalen
Werte werden in den Beaconframe in die SupportedRates-Felder geschrieben.
Die Werte fur die Kriterien Cost, PoALoad, PoAMaxBR werden im Modul
Ieee80211MgmtAP ermittelt. Cost und PoAMaxBR werden direkt aus der .ini -Kon-
gurationsdatei ausgelesen. PoALoad dagegen wird in einer neu implementierten Funk-
tion getConguredThroughputOfAccociatedSTA() kalkuliert. Hier werden im ersten
Schritt alle assoziierten STAs ermittelt und im zweiten Schritt die kongurierten Bi-
traten der aktiven Anwendungen auf dem assoziierten STAs aufaddiert.
Die Kriterienwerte werden im STA-Modul Ieee80211MgmtSTA empfangen und in
die C++-Map apList gespeichert. In der Funktion recieveSignal() werden die RSS
und die PaketErrorRate aus der Datenstruktur ReceptionIndication aus dem Control-
Info-Objekt ausgelesen und in das dazugehorige Objekt APInfo aus der Map apList
gespeichert. In der Funktion handleBeaconFrame() werden die Beacons empfangen.
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handleWithFSM(cMessage *msg)f
...
// calculate delay and jitter
avrBeaconDelay = getAvrBeaconDelay();
avrBeaconJitter = getAvrBeaconJitter();
// put values into beacon frame
bframe->getBody().getSupportedRates().rate[0]
= avrBeaconDelay;
bframe->getBody().getSupportedRates().rate[1]
= avrBeaconJitter;
...
g
Ieee80211MAC
initialize()f
...
// get max bitrate and cost of AP from the .ini
// cong le
cost = par(\cost");
bitrate = this->getParentModule() ->
par(\bitrate");
// get congured bitrate of the associated STAs
conguredThroughputAssocSTAs = GetCongu-
redThroughputOfAccociatedSTAs();
// put the values in the beacon on the
// supportedRates elds
supportedRates.rate[4] = bitrate;
supportedRates.rate[5] = cost;
supportedRates.rate[7] = ConguredThroughpu-
tAssocSTAs;
...
g
Ieee80211MgmtAP
handleBeaconFrame(Ieee80211BeaconFrame
*frame)
storeAPInfo(const MACAddress& address,
const Ieee80211BeaconFrameBody& body)f
...
// store following criteria values in apList:
// Delay, Jitter, PoALoad, PoAMaxBR, Cost
...
g
receiveSignal()f
...
// get RSS and PacketErrorRate ReceptionIndi-
cation
// lookup AP from the apList by MAC address
// put RSS and PacketErrorRate into the appro-
priate AP structure
...
g
sendScanConrm()f
...
Ieee80211Prim ScanConrm *conrm = new
Ieee80211Prim ScanConrm();
...
g
sendConrm(Ieee80211PrimConrm *conrm,
int resultCode)f
...
send(msg, \agentOut");
...
g
Ieee80211MgmtMAC
processScanConrm(Ieee80211Prim ScanCon-
rm *resp)
chooseBSS(Ieee80211Prim ScanConrm *resp)f
...
// interate through the *resp containing apList
// access the criteria values in following way:
resp->getBssList(i).getRxPower() // RSS
resp->getBssList(i).getJitter()
resp->getBssList(i).getJitter()
resp->getBssList(i).getPacketLoss()
resp->getBssList(i).getAvailBitrate()
resp->getBssList(i).getCost()
resp->getBssList(i).getThroughputAP() // PoALoad
resp->getBssList(i).getMaxBitrate() // PoAMaxBR
// proceed with the decision phase
...
g
Ieee80211AgentSTA
Abbildung 6.3: Sammeln bzw. Ermitteln von Kriterienwerten in verschiedenen INET-
Modulen und deren Ubertragung zum Modul Ieee80211AgentSTA
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Aus den Beacons werden die Kriterienwerte fur Delay, Jitter, Cost, PoALoad und
PoAMaxBR ausgelesen und in die Funktion storeApInfo() weitergegeben, wo sie in
das Objekt APInfo des dazugehorigen APs aus der Map apList geschrieben werden.
Auf diese Weise wird die Map apList mit den Kriterienwerten von allen verfugbaren
APs gefullt.
Nach dem Ende des Scanvorgang werden die Inhalte der Map apList uber die
Funktionen sendScanConrm() und sendConrm() mit Hilfe der Datenstrukturen
Ieee80211Prim ScanConrm und Ieee80211Prim BSSDescription an das Modul Ieee-
80211AgentSTA weitergegeben.
Im Modul Ieee80211AgentSTA wird die Datenstruktur Ieee802Prim ScanCorm
in der Funktion processScanConrm() empfangen und an die Funktion chooseBSS()
weitergegeben. In der Funktion chooseBSS() wird durch die APs-Liste aus der Daten-
struktur Ieee80211Prim ScanConrm iteriert und auf die Kriterienwerte von jedem
AP zugegrien, die im nachsten Schritt fur die Entscheidungsphase verwendet wer-
den.
6.3.3 Lastverteilungskoezient
Der Lastverteilungskoezient ist ein wichtiges Kriterium fur die Beurteilung des Netz-
zustandes hinsichtlich der Gleichmaigkeit der Auslastung des Netzes. Meistens geht
es dabei um die Verteilung des Datenverkehrs zwischen verschiedenen Netzwerkkno-
ten. Der Lastverteilungskoezient ist in erster Linie fur den Netzwerkbetreiber rele-
vant. In INET ist keine Berechnung des Lastverteilungskoezienten implementiert.
Dieser Koezient ist fur die Bewertung der Handoverentscheidungsergebnisse aus
Perspektive des Netzwerkbetreibers erforderlich. Deswegen wurde INET um die Be-
rechnung dieses Koezienten erweitert.
Im Falle dieser Arbeit soll der Lastverteilungskoezient die Gleichmaigkeit der
Verteilung des Datenverkehrs unter den APs bewerten. Da in den Simulationen die
APs mit unterschiedlichen maximalen Bitraten konguriert werden, muss der Last-
verteilungskoezient nicht auf den absoluten, sondern auf den relativen Auslastungen
der APs basierend berechnet werden. In der Praxis soll der Lastverteilungskoezient
auf einer zentralen Instanz berechnet werden, die den Zugri auf die Informationen
uber die aktuelle Last jedes APs haben muss. Das konnte zum Beispiel ein WLAN-
Controller sein. Da im geplanten Simulationsaufbau keine zentrale Instanz solcher
Art vorgesehen ist, wird die Berechnung des Lastverteilungskoezienten auf einem
der APs (AP1) implementiert.
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Formel (6.2) aus [VeAK04] wurde als Grundlage fur die Berechnung des Lastver-
teilungskoezienten genommen.
Li =
(
PN
i=0 Bi)
2
N
PN
i=0(Bi)
2
; mit i = 1; :::; N ; i 2 N (6.2)
Dabei gilt Folgendes: i { Index eines AP, N { Anzahl der APs und Bi { Verkehrslast
auf dem AP i.
In dieser Arbeit wird statt der absoluten Verkehrslast B eine relative Verkehrslast
B^ verwendet, die nach (6.3) berechnet wird. Dabei ist Bmaxi die maximal unterstutzte
Bitrate eines APs mit dem Index i.
B^i =
Bi
Bmaxi
; mit i = 1; :::; N ; i 2 N (6.3)
HandleTimer()f
...
// for each AP:
// each second:
// 1. calculate B^
// 2. emit currentLoadSignal with the arguments
AP-MAC, B^
...
g
HandleSignal()f
...
// only for AP1:
// 1. receive currentLoadSignal
// 2. write AP-MAC, B^ pair in the apCurrentLoad-
Map
...
g
HandleTimer()f
...
// only for AP1:
// each second:
// 1. calculate L based on the B^ from the ap-
CurrentLoadMap
// 2. write L into statistic vector LoadBalCoe
...
g
Ieee80211MgmtAP
Abbildung 6.4: Implementierung der Berechnung des Lastverteilungskoezienten
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Die Berechnung des Lastverteilungskoezienten wurde in drei Schritten im INET-
Modul Ieee80211MgmtAP implementiert und ist in Abbildung 6.4 dargestellt. Es wur-
den zwei neue Zeitintervalle, ein neues Signal (currentLoadSignal) und zwei INET-
Funktionen (handleTimer() und receiveSignal()) implementiert. In jedem AP wird
die aktuelle relative Verkehrslast berechnet. Der AP1 sammelt die Werte der ak-
tuellen relativen Verkehrslast von jedem AP und berechnet daraus den Lastvertei-
lungskoezienten fur die ganze WLAN-Infrastruktur. Die Implementierung und die
Funktionsweise sind im Weiteren detailliert vorgestellt.
Im ersten Schritt wird jede Sekunde in jedem AP die relative aktuelle Verkehrs-
last B^ nach Formel (6.3) ermittelt. Danach wird das Signal currentLoadSignal mit
der MAC-Adresse des APs und dem berechneten Wert gesendet. Dies wurde in der
Funktion handleTimer() implementiert.
Im zweiten Schritt wurde durch eine Bedingung in der Funktion receiveSignal()
sichergestellt, dass nur der AP mit dem Namen AP1 das Signal currentLoadSignal
empfangt und Werte wie die MAC-Adresse des APs und die relative Verkehrslast in
die Map apCurrentLoadMap() speichert.
Im dritten Schritt wird im AP1 in der Funktion handleTimer() jede Sekunde der
relative Lastverteilungskoezient basierend auf den Werten aus der Map apCurrent-
LoadMap nach Gleichung (6.2) berechnet und in den Statistikvektor loadBalCoe
geschrieben.
6.3.4 Adaptivitat der Bitrate fur die Anwendungen
Eine Reihe moderner Anwendungen ist in der Lage, ihre Qualitat und demzufolge
den generierten Datenverkehr an den aktuellen Status des Netzes anzupassen. Be-
kannt sind adaptive Video-Streaming-Anwendungen wie Dynamic Adaptive Streaming
over HTTP (DASH) [230014], Adobe Dynamic Streaming for Flash [Plat10], Micro-
soft Smooth Streaming [MS-S16] und Apples HTTP Live Streaming [HTTP17]. Auch
einige Sprachcodecs wie zum Beispiel Adaptive Multi-Rate (AMR) [3GPP11] oder
Opus [VaVT12], die bei VoIP-Anwendungen eingesetzt werden, wurden im Hinblick
auf die Adaptivitat hinsichtlich der generierten Bitrate entwickelt. Deswegen wurde
in vorliegender Arbeit entschieden, Streaming-Anwendungen mit adaptiven Bitraten
zu simulieren. Da die Bitratenunterschiede bei Sprachcodecs relativ zu den Daten-
ubertragungsraten moderner mobiler Netze klein sind, sind sie demzufolge fur die
Simulation eher irrelevant. Alle VoIP-Anwendungen werden deshalb mit einer kon-
stanten Bitrate simuliert.
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Fur die im INET verfugbaren Anwendungen sind nur statisch generierte Bitraten
kongurierbar. Fur jede Anwendung erfolgt die Konguration der generierten Bitrate
uber die Parameter messageLength und sendInterval in der .ini -Kongurationsdatei.
Das WirelessHost-Modul von INET wurde um die Funktionalitat der Anderung
der generierten Bitraten fur die Anwendung UDPBasicApp erweitert. Die Implemen-
tierung erfolgte im Submodul von WirellessHost { im Ieee80211AgentSTA. Dafur
wurden zwei neue Funktionen getConguredUdpEchoApps() und reconfAppsBitra-
tesNew() im Ieee80211AgentSTA implementiert. Auch wurde der neue Parameter
possibleBitratesKbps fur die Angabe von moglichen Anwendungsbitraten im Modul
UDPBasicApp deniert.
getConguredUdpEchoApps()f
...
// ll APPList with APInfo
...
g
ReconfAppsBitratesNew()f
...
// for each active application:
// 1. get avail. bitrate of the associated AP
// 2. get an appropriate app. bitrate from the
possibleBitratesKbpsList
// 3. if bitrate changed, calculate new sendInterval
for the new bitrate
...
g
chooseBSS()
Ieee80211AgentSTA
Abbildung 6.5: Routine fur die Anpassung der von Anwendungen generierten Bitra-
ten
Der Ablauf der implementierten Routine ist in Abbildung 6.5 dargestellt. Am An-
fang der Funktion fur die Handoverentscheidung chooseBSS() wird die Funktion get-
ConguredUdpEchoApps() aufgerufen, in der die auf der aktuellen STA kongurierten
Anwendungen inklusive deren Parameter ermittelt und in die Map APPList geschrie-
ben werden. Nach der Handoverentscheidungsroutine in chooseBSS() wird die Funk-
tion reconfAppsBitratesNew() aufgerufen. In dieser Funktion werden neue Bitraten
fur alle aktive Anwendungen in den drei in Abbildung 6.5 dargestellten Schritten
berechnet.
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6.3.5 Zusatzlich implementierte Statistikfunktionen
Fur die geplanten Simulationen wurde eine Reihe neuer Statistikfunktionen in ver-
schiedenen Modulen im INET implementiert. Diese Statistikfunktionen sind in Ta-
belle 6.1 aufgelistet.
6.3.6 Anbindung an das FLASHED-Framework
Die Anbindung von OMNeT++/INET an das FLASHED-Framework wurde im Mo-
dul Ieee80211AgentSTA in der Funktion calculateOptimalPathMCDM implementiert.
Dort wird uber die C++{Funktion popen das Java Archive (JAR) aufgerufen, das
das FLASHED-Backend enthalt. An das JAR wird eine Reihe von Parametern als
Argumente in folgender Form ubergeben: userName appList requiredBitrate MCDM -
method criteriaList alternativeValueslist. Diese Argumente sind fur folgende Werte
vorgesehen:
 userName { Name des Nutzers,
 requiredBitrate { maximal mogliche generierte Bitrate von allen aktiven Anwen-
dungen in bit/s,
 appList { kommagetrennte Liste von der auf der STA kongurierten Anwen-
dungen,
 MCDM method { MCDM-Methode,
 criteriaList { kommagetrennte Liste von Kriterien,
 alternativeValuesList { leerzeichengetrennte Liste von Kommunikationswegen
inklusive folgender Informationen pro Kommunikationsweg:
{ Unixzeit,
{ MAC-Adresse des APs,
{ Kriterienwerte fur alle Kriterien aus der Liste criteriaList.
Hier ist ein Beispiel fur die Argumente: DefaultUser StreamingApp,VoIPApp 900
WSM delay,jitter,packetLoss,availBitrate, cost,PoALoad,PoAMaxBR 1477845017,04-
00-00-00-00-00,0.000930,0.000572,0,12000,77,500,12000 1477845017,05-00-00-00-00-
00,0.000935,0.000525,0,1000,74,750,1000
Aus dem Beispiel der Argumente geht Folgendes hervor. Der Name des Nutzers
ist DefaultUser. Es sind zwei Anwendungen StreamingApp und VoIPApp aktiv, die
eine maximale Bitrate von 900 kbit/s generieren. Die Handoverentscheidung soll mit
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Hilfe der MCDM-Methode WSM durchgefuhrt werden. Die Kriterien Delay, Jitter,
PacketLoss, AvailBitrate, Cost, PoALoad, PoAMaxBR werden bei der Handoverent-
scheidung verwendet. Die Unixzeit der Handoverentscheidung ist 1477845017, und es
gibt zwei alternative Kommunikationswege, namlich uber die APs mit MAC-Adres-
sen 04-00-00-00-00-00 und 05-00-00-00-00-00. Die Kriterienwerte fur jeden AP sind
kommagetrennt aufgelistet.
Das FLASHED-Framework bestimmt basierend auf diesen Argumenten den besten
AP und gibt die MAC-Adresse des besten APs zuruck. Diese MAC-Adresse wird in
der Funktion calculateOptimalPathMCDM() ausgewertet und darauf basierend der
Index des besten APs aus der Liste der verfugbaren APs ermittelt. Dieser Index wird
als Ausgabewert an die Funktion chooseBSS() zuruckgegeben und in der Handover-
ausfuhrungsroutine in der Funktion processScanConrm() weiterverwendet.
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6.4 Zusammenfassung
Fur die Evaluierung des FLASHED-Frameworks inklusive der vorgeschlagenen Ent-
scheidungsalgorithmen wurde sich fur die Simulationsumgebung OMNeT++ in Kom-
bination mit der Bibliothek INET entschieden, in der eine WLAN-Infrastruktur mo-
delliert wurde. Es wurde festgestellt, dass fur die Simulation eines multikriteriellen
Handovers eine Reihe von Funktionalitaten fehlt. Die Implementierung von fehlenden
Funktionalitaten erfolgte im Rahmen dieser Dissertation.
Als Erstes wurde die STA in OMNeT++/INET mit einem regelmaigen passi-
ven Scan erweitert. Der passiver Scan ermoglicht das Abhoren aller kongurierten
WLAN-Radiokanalen nacheinander in regelmaigen uber die .ini -Datei kongurier-
baren Zeitabstanden. Dabei sammelt die STA uber empfangene Beacons die Charak-
teristiken der verfugbaren Kommunikationswege wie Verzogerung, Jitter, Paketver-
lustrate, Kosten, verfugbare und maximale Bitrate. Diese Charakteristiken werden
dann als Entscheidungskriterien in den Entscheidungsalgorithmus eingespeist. Auch
die Ermittlung der Werte dieser Charakteristiken wurde im Rahmen dieser Arbeit
realisiert. Eine weitere Implementierung ermoglicht die Bewertung der Lastverteilung
in der WLAN-Infrastruktur mittels eines Lastverteilungskoezienten. Der Lastvertei-
lungskoezient wird auf Basis der relativen Last jedes APs nach jedem regelmaigen
passiven Scanvorgang berechnet und in die entsprechenden Statistikdateien geschrie-
ben. Die relative Last jedes APs wird als Verhaltnis zwischen der aktuellen Last
und der maximal verfugbaren Bitrate des APs berechnet. Die nachste Weiterent-
wicklung beruht auf der Tatsache, dass einige Anwendungen wie zum Beispiel einige
Video-Streaming-Dienste die generierte Bitrate dynamisch andern. Dabei wird die
generierte Bitrate in Abhangigkeit von den vorhandenen Ressourcen des aktuellen
Kommunikationsweges angepasst. Deswegen wurde das INET-Modul fur die Anwen-
dungsmodellierung UDPBasicApp um eine dynamische Anpassung der generierten
Bitrate erweitert. Nach jedem Scanvorgang erfolgt die Uberprufung der verfugbaren
Bitrate des assoziierten APs und entsprechende Anpassung der generierten Bitrate
der Anwendung. Auerdem wurde eine Reihe von zusatzlichen Statistikfunktionen
(siehe Tabelle 6.1) implementiert, die fur die Auswertung der Ergebnisse der Hand-
overentscheidung von Relevanz sind. Eine weitere zusatzliche Implementierung er-
moglicht die Anbindung von OMNeT++/INET an das FLASHED-Framework. Dabei
wird eine JAR-Datei, die das FLASHED-Framework enthalt, uber die C++{Funktion
popen() aufgerufen. Beim Aufruf werden die Charakteristiken der verfugbaren APs
als Argumente an das FLASHED-Framework ubergeben. Im FLASHED-Framework
wird die Handoverentscheidung getroen und die MAC-Adresse des besten APs an
OMNeT++/INET zuruckgesendet.
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Zusammengefasst ist das Ergebnis dieser Implementierungen ein Werkzeug fur die
Simulation des multikriteriellen Handovers innerhalb von OMNeT++/INET (verof-
fentlicht in [INET17a]), welches fur die weitere Forschung in diesem Bereich eingesetzt
werden kann.
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7 Evaluierung der vorgeschlagenen
Entscheidungsalgorithmen und des
Frameworks
Fur die Evaluierung der vorgeschlagenen Entscheidungsalgorithmen aus Kapitel 4
und des FLASHED-Frameworks aus Kapitel 5 wurde die weiterentwickelte Version
der Simulationsumgebung OMNeT++/INET (beschrieben in Kapitel 6.3.6) verwen-
det. In diesem Kapitel werden die Szenarien und die Ergebnisse der Simulationen
dargestellt.
7.1 Beschreibung von Simulationsaufbau
In OMNeT++/INET wird eine WLAN-basierte Kommunikationsumgebung simuliert
(dargestellt in Abbildung 6.1). Es werden drei Szenarien mit unterschiedlicher An-
zahl von STAs und mit den unterschiedlichen Aufkommen des Anwendungsverkehrs
deniert. Die Szenarien haben eine verschachtelte Struktur bestehend aus Modi, Sub-
modi und Durchlaufen. Jedes Szenario besteht aus funf Modi, bei denen verschiedene
Entscheidungsalgorithmen verwendet werden. Weiterhin beinhaltet jeder Modus bis
auf den Lastverteilungsmodus funf Submodi mit diversen MCDM-Methoden. Jeder
Submodus enthalt seinerseits zehn sogenannte Durchlaufe, bei denen die APs hin-
sichtlich den Kosten und den maximal verfugbaren Bitraten verschieden konguriert
sind.
In Tabelle 7.1 werden die Parameterwerte der simulierten Kommunikationsumge-
bung vorgestellt.
Fur die Modellierung der STAs wurde das weiterentwickelte INET-Modul Wire-
lessHost benutzt. Die im Rahmen dieser Dissertation durchgefuhrten Weiterentwick-
lungen des INET-Moduls WirelessHost wurden in Abschnitt 6.3 beschrieben.
Die zwei Bewegungsmuster aus INET TractorMobility und MassMobilty [INET17c]
mit der Parametrierung aus Tabelle 7.2 werden in den STAs verwendet. Der Trac-
torMobility wurde dabei so konguriert, dass eine STA mit diesem Bewegungsmuster
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Parameter Wert
Simulationsdauer 200 s
Simulationsbereich 700x700 m
AP-Anzahl 6
WLAN-Standard 802.11g
Benutzte Radiokanale 1, 5, 9, 13
Sendeleistung 25 mW
RSS-Schwellenwert  85 dBm
SNIR-Schwellenwert 2,51 dB
Beacon-Interval 50 ms
Interval fur den regularen Scan 1,5 s
Geschwindigkeit der STAs 20 m/s
Tabelle 7.1: Parameterwerte der simulierten Kommunikationsumgebung
immer den gleichen Weg nimmt und in die Reichweite jedes APs kommt. Im Gegen-
satz dazu nimmt eine STA mit dem MassMobilty-Bewegungsmuster zufallige Wege.
Parameter Wert
TractorMobility
x1 150 m
y1 180 m
x2 650 m
y2 600 m
rowCount 4
speed 20 m/s
MassMobilty
changeInterval normal(2 s, 0,5 s)
changeAngleBy normal(0 Grad, 30 Grad)
speed normal(15 m/s, 5 m/s)
Tabelle 7.2: Parametrierung der Bewegungsmuster
Die Anwendungen von Typen Streaming und Conversational werden in jeder STA
mit dem INET-Modul UDPBasicApp [INET17c] simuliert: StreamingApp (eine Stream-
ing-Anwendung) und VoIPApp (eine VoIP-Anwendung). Fur StreamingApp wur-
den mehrere Bitraten angelehnt an [yout17] deniert. Die Anwendung schaltet zwi-
schen diesen Bitraten abhangig von verfugbarer Bitrate des assoziierten APs um. Fur
VoIPApp wird eine statische Bitrate von 100 kbit/s konguriert. Tabelle 7.3 zeigt die
Anwendungsbitraten pro Szenario. Die Szenarien werden im nachsten Absatz erklart.
Fur die Simulationen werden drei Szenarien mit unterschiedlicher Anzahl von STAs
und den unterschiedlichen Aufkommen des Anwendungsverkehrs festgelegt und in Ta-
belle 7.3 prasentiert. Im ersten Szenario wurde eine STA eingesetzt. Im zweiten und
dritten Szenario kamen sieben STAs zum Einsatz. Fur das erste Szenario wird das
TracktorMobility-Bewegungsmuster fur die STA konguriert. Im zweiten und dritten
Szenario werden eine sogenannte Haupt-STA und sechs sogenannte Background-STAs
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eingerichtet. Fur die Haupt-STA wird das TracktorMobility-Bewegungsmuster und
fur die Background-STAs das MassMobilty-Bewegungsmuster konguriert. Sowohl
die Haupt-STA als auch die Background-STAs nutzen die gleichen Entscheidungs-
algorithmen entsprechend dem jeweiligen Szenario, Modus und Submodus. In der
Haupt-STA werden wahrend der Simulationen die Werte von mehreren Metriken fur
die Analyse der Entscheidungsalgorithmen gesammelt. Die Aufgabe der Background-
STAs ist die Generierung des Hintergrundverkehrs.
Szenarioname Anzahl der STAs
Bitraten der Anwendungen, kbit/s
StreamingApp VoIPApp
LowBR Single STA 1 300, 400, 500, 600, 700, 800 100
LowBR Mult STAs 7 300, 400, 500, 600, 700, 800 100
HighBR Mult STA 7 300, 600, 900, 1200, 1500, 1800, 2000 100
Tabelle 7.3: Szenarien fur die Simulationen
Funf Modi werden fur jedes Szenario deniert und in Tabelle 7.4 aufgelistet. Der
erste Modus ist der Referenzmodus, in dem die Entscheidungen nach dem traditionel-
len MCDM-Prozess (siehe Abschnitt 2.2) getroen werden. In Modi 2, 3 und 4 werden
die besten Wege mittels der einzelnen Algorithmen ORA, AORA und LBA berechnet.
Im funften Modus geht es um eine Kompromissentscheidung, bei der die Perspekti-
ven sowohl des Nutzers als auch des Netzwerkbetreibers berucksichtigt werden. Dabei
werden die Perspektiven identisch priorisiert. Den Entscheidungsalgorithmen werden
Gewichte wie folgt zugewiesen: ORA { 0,5; AORA { 0,25; LBA { 0,25. Die mittels
ORA, AORA und LBA berechneten Gesamtnutzwerte der verfugbaren Kommuni-
kationswege werden, wie in Abschnitt 5.2.5 beschrieben, als eine gewichtete Summe
zusammengesetzt. Alle Modi bis auf den vierten Modus (Lastverteilungsmodus) be-
stehen aus funf Submodi mit verschiedenen MCDM-Methoden.
Nr. Modus Perspektive Algorithmus Submodi (MCDM-Methoden)
1 Referenz Nutzer Traditioneller MCDM WSM, WPM, GRA, TOPSIS, VIKOR
2 Uberschussred. Nutzer ORA WSM, WPM, GRA, TOPSIS, VIKOR
3 Agr. Uberschussred. Netzwerkbetreiber AORA WSM, WPM, GRA, TOPSIS, VIKOR
4 Lastverteilung Netzwerkbetreiber LBA
5 Kompromiss Nutzer(0,5)+ ORA(0,5), AORA(0,25), WSM, WPM, GRA, TOPSIS, VIKOR
Netzwerkbetreiber(0,5) LBA(0,25)
Tabelle 7.4: Modi fur die Simulationen
Jeder Submodi beinhaltet zehn sogenannte Durchlaufe. Fur die Durchlaufe werden
unterschiedliche Kosten und maximal verfugbare Bitraten fur die APs festgelegt und
in Tabelle 7.5 aufgelistet. Die Kosten wurden im Wertebereich [0; 100] mit dem Zu-
fallszahlengenerator java.util.Random [Rand16] im Gleichverteilungsmodus generiert.
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Die unterstutzten Bitraten 1, 2, 5; 5, 6, 9, 11, 12 und 18 Mbit/s aus dem Standard
802.11g [IEEE03] wurden mit Hilfe von [rand17] zufallig sortiert.
AP-Name
Kosten Maximale Bitrate
C/MByte Mbit/s
AP1 88 49 35 100 3 70 5 11 14 85 18 12 5,5 6 5,5 2 6 9 11 11
AP2 13 58 81 45 53 3 63 67 49 50 9 1 18 5,5 12 11 5,5 5,5 6 2
AP3 2 71 64 21 57 54 45 95 3 11 11 9 9 12 5,5 2 12 18 6 1
AP4 31 77 44 10 49 36 33 78 97 1 12 5,5 9 11 6 2 1 11 18 12
AP5 76 74 74 72 36 14 83 14 61 17 2 9 12 6 1 12 5,5 11 18 1
AP6 85 19 12 30 19 85 77 22 82 89 2 12 11 6 5,5 18 6 18 9 1
Tabelle 7.5: Kosten und maximale Bitraten fur APs
Fur diese drei Szenarien und diese funf Modi wurde die FLASHED-Datenbank, wie
in Abschnitt 5.3.1 beschrieben ist, gefullt. Fur alle Szenarien und Modi bis auf ein paar
Ausnahmen werden die gleichen Kongurationsdaten benutzt. Die Ausnahmen bilden
die Gewichte der Perspektiven, die Gewichte der Ziele und die anwendungsspezischen
Kongurationen der gesattigten Bereiche.
Die Gewichte der Perspektiven und Ziele pro Modus werden in Tabelle 7.6 vor-
gestellt. Entsprechend dieser Tabelle werden die FLASHED-Datenbanktabellen Per-
spective und Goal fur jeden Modus konguriert.
N Modus
Perspektive Ziel
Name Gewicht Name Gewicht
1 Referenz User 1 QoS 0;5
Cost 0;5
ServiceProvider 0 OverfReduction 0
LoadBalancing 0
2 Uberschussred. User 1 QoS 0;5
Cost 0;5
ServiceProvider 0 OverfReduction 0
LoadBalancing 0
3 Aggr. Uberschussred. User 0 QoS 0
Cost 0
ServiceProvider 1 OverfReduction 1
LoadBalancing 0
4 Lastverteilung User 0 QoS 0
Cost 0
ServiceProvider 1 OverfReduction 0
LoadBalancing 1
5 Kompromiss User 0;5 QoS 0;5
Cost 0;5
ServiceProvider 0;5 OverfReduction 0;5
LoadBalancing 0;5
Tabelle 7.6: Priorisierung der Perspektiven und Ziele pro Modus
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Die Konguration der gesattigten Bereiche der Kriterien availBR QoS defUser und
availBR OR Admin fur StreamingApp andert sich pro Szenario entsprechend der ma-
ximalen Anwendungsbitraten aus Tabelle 7.3. Die szenarienspezischen gesattigten
Bereiche fur diese zwei Kriterien fur die Anwendung StreamingApp sind in Tabelle
7.7 vorgestellt. Entsprechend dieser Tabelle wird die FLASHED-Datenbanktabelle
Criterion specic per app pro Szenario konguriert. Im Gegensatz dazu haben diese
zwei Kriterien fur die Anwendung VoIPApp den konstanten gesattigten Bereich von
100 bis 18000 kbit/s. Dabei ist es wichtig anzumerken, dass fur den Referenzmodus
bei allen Szenarien kein gesattigter Bereich konguriert wird, da die traditionelle Art
des MCDM-Prozesses keine gesattigten Bereiche vorsieht.
Szenarioname Kriterium gesattigter Bereich, kbit/s
LowBR Single STA availBR QoS defUser 800-18000
availBR OR Admin 800-18000
LowBR Mult STA availBR QoS defUser 800-18000
availBR OR Admin 800-18000
HighBR Mult STA availBR QoS defUser 2000-18000
availBR OR Admin 2000-18000
Tabelle 7.7: Konguration der gesattigten Bereiche pro Szenario fur die Anwendung
StreamingApp
Die Kriterienkongurationen fur die Szenarien LowBR Single STA und LowBR -
Mult STAs sind in Tabelle 7.8 und die Kriterienkongurationen fur das Szenario
HighBR Mult STA in Tabelle 7.9 prasentiert. Die vorgestellten Tabelleninhalte wer-
den vom vorgeschlagenen MCDM-Algorithmus (siehe Abbildung 5.9) in den Schritten
11 und 12 berechnet. In diesen Schritten werden die Parameterwerte der anwendungs-
spezischen Ziele und Kriterien nach dem Algorithmus aus Abschnitt 5.2.6 zusam-
mengesetzt.
Die Tabelleninhalte unterscheiden sich nur in zwei Parameterwerten, namlich im
gesattigten Bereich und im Nutzwert im gesattigten Bereich. Die untere Grenze des
gesattigten Bereiches ergibt sich aus der Summe der maximalen Bitraten der aktiven
Anwendungen. Die maximale Bitrate von StreamingApp fur das Szenario HighBR -
Mult STA unterscheidet sich von den restlichen zwei Szenarien. Das hat unterschied-
liche gesattigte Bereiche und Nutzwerte in den gesattigten Bereichen zur Folge.
Die Kongurationsparameter in Tabellen 7.8 und 7.9 sind in drei Sektionen fur
drei Modi unterteilt. Dabei werden im Modus Uberschussreduzierung zusatzlich zu
seinen Kongurationsparametern auch die Kongurationsparameter des Referenzmo-
dus benutzt. Im Modus Aggressive Uberschussreduzierung werden zusatzlich zu dem
Parameter (minDegOptRatio) die Kongurationsparameter der Modi Uberschussre-
duzierung und Referenz gebraucht.
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Kongurationsparameter Verzogerung Jitter PV
Verfugbare
Kosten
Bitrate
Referenzmodus
Gewicht [0; 1] 0,138 0,174 0,024 0,264 0,4
Zulassiger Bereich 0-0,050 0-0,030 0-0,01 520-18000 0-200
Nutzenfunktion 0;050 x
0;050
0;030 x
0;030
0;01 x
0;01
x 520
18000 520
200 x
200
Uberschussreduzierungsmodus
Gesattigter Bereich 1170-18000
Nutzwert im
0,0361
gesattigten Bereich, [0; 1]
Aggr. Uberschussreduzierungsmodus, minDegOptRatio=3
Tabelle 7.8: Parametrierung der Kriterien fur die Szenarien LowBR Single STA und
LowBR Mult STAs
Kongurationsparameter Verzogerung Jitter PV
Verfugbare
Kosten
Bitrate
Referenzmodus
Gewicht [0; 1] 0,138 0,174 0,024 0,264 0,4
Zulassiger Bereich 0-0,050 0-0,030 0-0,01 520-18000 0-200
Nutzenfunktion 0;050 x
0;050
0;030 x
0;030
0;01 x
0;01
x 520
18000 520
200 x
200
Uberschussreduzierungsmodus
Gesattigter Bereich 2730 -18000
Nutzwert im
0,1264
gesattigten Bereich, [0; 1]
Aggr. Uberschussreduzierungsmodus, minDegOptRatio=3
Tabelle 7.9: Parametrierung der Kriterien fur das Szenario HighBR Mult STA
Fur die Bewertung der Entscheidungsalgorithmen wurden diverse Metriken de-
niert. Die Metriken wurden in die Gruppen Nutzerperspektive und Netzwerkbetrei-
berperspektive unterteilt. Die Gruppe Nutzerperspektive beinhaltet Entscheidungs-
kriterien wie Verzogerung, Jitter, Paketverlustrate, verfugbare Bitrate und Kosten.
Dieser Gruppe gehoren die zwei weiteren Metriken STA-Last und Anwendungsbitra-
te an. Bei der Metrik STA-Last geht es um die INET Statistikfunktion throughput,
die den Volumen des Datenverkehrs auf der STA misst. Die Metrik Anwendungs-
bitrate wurde im Rahmen dieser Dissertation in OMNeT++/INET implementiert.
Die Anwendungsbitrate ist die aktuell kongurierte Bitrate der aktiven Anwendun-
gen, die bei jeder Handoverentscheidung auf der STA ermittelt wird. Der zweiten
Gruppe Netzwerkbetreiberperspektive wurden folgende Metriken zugeordnet, die fur
Netzwerkbetreiber relevant sind: Handoveranzahl (HO-Anzahl), Uberschusskoezi-
ent (Ubersch.-Koe.) und Lastverteilungsindex (LV-Index). Fur die Metriken Hando-
veranzahl und Uberschusskoezient wurde Statistikfunktionen jeweils numberOfHOs
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und relOverfOfAvailBitrate entwickelt und in Abschnitt 6.3.5 in Tabelle 6.1 beschrie-
ben. Die Statistikfunktion Lastverteilungsindex wurde in Abschnitt 6.3.3 dargestellt.
Fur die oben beschriebenen Szenarien wurden Simulationen durchgefuhrt. Die Er-
gebnisse dieser Simulationen werden in folgenden Abschnitten in Tabellen 7.10, 7.11
und 7.12 vorgestellt und diskutiert. Der Aufbau dieser Tabellen hat gewisse Ahn-
lichkeiten mit Tabellen 4.10 und 4.11 aus Abschnitt 4. Das Ziel der Tabellen 4.10
und 4.11 war die Darstellung der Funktionsweise von ORA und AORA an Ergebnis-
sen von numerischen Simulationen. Tabellen 7.10, 7.11 und 7.12 beinhalten dagegen
die Ergebnisse der OMNeT++/INET-basierten Simulationen.
7.2 Simulationsergebnisse fur das Szenario
LowBR Single STA
In Tabelle 7.10 werden die wahrend der Simulationen berechneten Durchschnittswerte
der besten Kommunikationswege pro Modus und pro Submodus (MCDM-Methode)
fur die Metriken der Nutzer- und Netzwerkbetreiberperspektive fur das Szenario Low-
BR Single STA prasentiert.
Fur jeden Modus und fur jedes Kriterium wurden die Standardabweichungen 
fur die Ergebnisse verschiedener MCDM-Methoden berechnet und in Tabelle 7.10
vorgestellt. Die Unterschiede und die Standardabweichungen sind gering. Die einzi-
ge Ausnahme bildet die MCDM-Methode VIKOR, die wesentlich hohere Werte fur
die Metrik Handoveranzahl fur die ersten zwei Modi im Vergleich zu den restlichen
MCDM-Methoden liefert. Der Grund fur diese Abweichung konnte im Rahmen dieser
Arbeit nicht ermittelt werden.
Die Werte fur die ersten drei Metriken Verzogerung (Verz.), Jitter und Paketverlus-
trate (PV) weisen geringe Unterschiede sowohl zwischen den MCDM-Methoden als
auch zwischen den Modi auf. Deswegen werden diese Metriken fur die Evaluierung
der vorgeschlagenen Algorithmen und des FLASHED-Frameworks als unbedeutend
betrachtet und nicht weiter analysiert.
Dagegen unterscheiden sich die Werte der Metriken verfugbare Bitrate (VBR) und
Kosten in verschiedenen Modi stark und zeigen einen gewunschten Trend. So sinkt
die verfugbare Bitrate im Modus Uberschussreduzierung im Vergleich zum Referenz-
modus. Gleichzeitig sinken auch die Kostenwerte. Diese Werteanderungen bestatigen
die Richtigkeit der Funktionsweise von ORA (siehe Abschnitt 4.2) mit seinem Funkti-
onsprinzip: das Anstreben einer Werteverbesserung der unbeschrankten Kriterien (in
diesem Fall { Kosten) durch eine Uberschussreduzierung bei beschrankten Kriterien
(in diesem Fall { verfugbare Bitrate).
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Im Modus aggressive Uberschussreduzierung sinkt die verfugbare Bitrate im Ver-
gleich zu dem Uberschussreduzierungsmodus. Gleichzeitig verschlechtern sich die Kos-
tenwerte. Solche Ergebnisse stehen im Einklang mit dem AORA-Funktionsprinzip
(siehe Abschnitt 4.3), bei dem eine im Vergleich zu ORA zusatzliche Uberschuss-
reduzierung bei beschrankten Kriterien (in diesem Fall { verfugbare Bitrate) durch
eine Degradierung der Kriterienwerte der unbeschrankten Kriterien (in diesem Fall {
Kosten) angestrebt wird.
Der Lastverteilungsmodus zeigt wie erwartet die hochste verfugbare Bitrate und die
ungunstigsten Kostenwerte im Vergleich zu allen anderen Modi. Solche Werte sind die
Folge des Funktionsprinzips von LBA (siehe Abschnitt 5.2.4), bei dem wahrend der
Entscheidungsphase allein das Kriterium Lastverteilungsindex berucksichtigt wird.
Das kann zur Werteverschlechterung bei restlichen Kriterien fuhren.
Die Werte der restlichen zwei nutzerrelevanten Metriken STA-Last und Anwen-
dungsbitrate (Anw.-Bitrate) folgen eben so dem gewunschten Trend. Sie sinken im
Vergleich zu dem Referenzmodus in den Modi Uberschussreduzierung und aggressive
Uberschussreduzierung und sie steigen im Lastverteilungsmodus.
Als Nachstes werden die Metrikwerte der Netzwerkbetreiberperspektive analysiert.
Die Werte der Metrik Handoveranzahl andern sich ja nach Modus unwesentlich. Die
Optimierungsziele Uberschussreduzierung und Lastverteilung (beide bezogen auf die
verfugbare Bitrate) stehen im Konikt. Bei Uberschussreduzierung wird ein Kommu-
nikationsweg mit genugend aber mit moglichst wenig uberschussiger Bitrate prafe-
riert. Im Gegensatz dazu wird bei der Lastverteilung als Optimierungsziel ein Kommu-
nikationsweg mit der hochsten verfugbaren Bitrate bevorzugt, was aber zur Auswahl
eines Weges mit uberschussiger Bitrate fuhren kann. Deswegen ist bei den Werten
der Metriken Uberschusskoezient und Lastverteilungsindex eine Korrelation zu se-
hen. Obwohl die Werte dieser Metriken eine direkte Korrelation zeigen, geht es um
eine inverse Korrelation, da die Metrik Uberschusskoezient einen Kostencharakter
(wird minimiert) und die Metrik Lastverteilungsindex einen Nutzencharakter (wird
maximiert) hat.
Die Werte des Uberschusskoezienten steigen in den Modi Uberschussreduzierung
und aggressive Uberschussreduzierung und sinken im Lastverteilungsmodus. Die Wer-
te des Lastverteilungsindex verschlechtern sich dagegen in den Modi Uberschussredu-
zierung und aggressive Uberschussreduzierung und haben die gunstigsten Werte im
Lastverteilungsmodus.
Beim Kompromissmodus liegen die Werte aller Metriken zwischen den Werten der
Modi Uberschussreduzierung, aggressive Uberschussreduzierung und Lastverteilung.
Ein solches Ergebnis ist nachvollziehbar und kann mit dem gleichzeitigen Einsatz von
den drei Entscheidungsalgorithmen ORA, AORA und LBA (siehe Abschnitt 5.2.5)
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und demzufolge der Verteilung der Gewichte zwischen drei unterschiedlichen Optimie-
rungszielen wie Verbesserung der Kriterienwerte durch eine Uberschussreduzierung,
eine Uberschussreduzierung durch eine Degradierung der Kriterienwerte und eine Ver-
besserung der Lastverteilung erklart werden.
Fur eine bessere Anschaulichkeit werden die Unterschiede der Nutzwerte der Metri-
ken zwischen den Modi in Grak 7.1 dargestellt. Die Nutzwerte der Metriken wurden
durch die Normierung auf die zulassigen Bereiche der jeweiligen Metriken berechnet.
Dabei wurden die Nutzwerte der Modi von 2 bis 5 mit den Nutzwerten des Referenz-
modus verglichen. Da, wie es oben schon erwahnt wurde, die Metrikwerte verschie-
dener MCDM-Methoden keine groen Unterschiede aufweisen, wurden in Grak 7.1
die Messwerte nur fur eine MCDM-Methode (GRA) vorgestellt.
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124 7 Evaluierung
7.3 Simulationsergebnisse fur das Szenario
LowBR Mult STAs
In Tabelle 7.11 werden die wahrend der Simulationen berechneten Durchschnittswerte
der besten Kommunikationswege pro Modus und pro Submodus (MCDM-Methode)
fur die Metriken der Nutzer- und Netzwerkbetreiberperspektive fur das Szenario Low-
BR Mult STA prasentiert.
Die Werte der Metriken zeigen in diesem Szenario die gleichen Trends wie im Sze-
nario LowBR Single STA aus dem vorherigen Abschnitt. Allerdings fallen die Uber-
schussreduzierung der verfugbaren Bitrate und die Kostenreduzierung geringer aus.
Zum Beispiel betragt die normierte Uberschussreduzierung (normiert auf den Bereich
[0,1]) fur die verfugbare Bitrate bei Verwendung von AORA und GRA relativ zum
Referenzmodus im LowBR Single STA-Szenario 10,3 % und im LowBR Mult STAs-
Szenario nur 2,6 %. Dieser Unterschied wird im Szenario LowBR Mult STAs durch
den zusatzlichen Anwendungsverkehr verursacht, der durch die Background-STAs ge-
neriert wird. Durch diesen zusatzlichen Anwendungsverkehr verringert sich die verfug-
bare Bitrate der APs. Dadurch sinkt der potentielle Uberschuss und demzufolge auch
das Potential fur eine Uberschussreduzierung. Diese Erklarung bestatigen die Werte
des Uberschusskoezienten, die beim Referenzmodus im Szenario LowBR Mult STA
im Vergleich zum Szenario LowBR Single STA geringer ausfallen.
Auch wie fur das vorherige Szenario werden die Unterschiede der Nutzwerte von
Metriken zwischen den Modi berechnet mit der MCDM-Methode GRA fur eine besse-
re Anschaulichkeit in Grak 7.2 dargestellt. Dabei wurden die Nutzwerte der Metriken
der Modi von 2 bis 5 mit den Nutzwerten der Metriken des Referenzmodus verglichen.
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7.4 Simulationsergebnisse fur das Szenario
HighBR Mult STAs
In Tabelle 7.12 werden die wahrend der Simulationen berechneten Durchschnitts-
werte der besten Kommunikationswege pro Modus und pro MCDM-Methode fur die
Metriken der Nutzer- und Netzwerkbetreiberperspektive fur das Szenario HighBR -
Mult STA dargestellt.
Die Werte der Metriken in diesem Szenario zeigen den gleichen Trend wie in den
vorherigen zwei Szenarien. Allerdings ist bei diesem Szenario eine geringere Uber-
schussreduzierung und eine geringere Kostenreduzierung zu verzeichnen. Auerdem
ist der Uberschusskoezient in allen Modi deutlich niedriger als bei den ersten zwei
Szenarien. Das kann mit dem wesentlich hoheren Anwendungsverkehr pro STA (bis zu
2100 kbit/s) erklart werden. Hoheres Aufkommen des Anwendungsverkehrs (im Ver-
gleich zu vorherigen Szenarien) senkt potentiellen Uberschuss der verfugbaren Bitrate
und demzufolge potentielles Verbesserungspotential fur das Kriterium Kosten.
Auch wie fur die vorherigen zwei Szenarien werden fur eine bessere Anschaulich-
keit die Unterschiede der Nutzwerte von Metriken zwischen den Modi von 2 bis 5
relativ zu dem Referenzmodus beim Einsatz der MCDM-Methode GRA in Grak 7.3
dargestellt.
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7.5 Kapitelzusammenfassung
In diesem Kapitel wurde die Evaluierung des entwickelten FLASHED-Frameworks
inklusive der vorgeschlagenen Entscheidungsalgorithmen ORA, AORA und LBA in
der Simulationsumgebung OMNeT++ und der weiterentwickelten Bibliothek INET
durchgefuhrt.
Fur die Evaluierung wurden drei Szenarien mit unterschiedlicher Anzahl von STAs
und den unterschiedlichen Volumen des Anwendungsverkehrs vorbereitet. Fur jedes
Szenario wurden funf Simulationsmodi deniert. Dabei wurden ein Referenzmodus
basierend auf dem traditionellen MCDM-Prozess und drei Modi auf Basis von jeweils
einem vorgeschlagenen Entscheidungsalgorithmus (ORA, AORA und LBA) festge-
legt. Beim funften Modus kamen alle drei vorgeschlagenen Entscheidungsalgorithmen
gleichzeitig zum Einsatz. Fur alle Modi bis auf den Lastverteilungsmodus wurden
Submodi auf Basis von funf MCDM-Methoden deniert. Jeder Submodus beinhalte-
te zehn Durchlaufe mit unterschiedlichen Kongurationen von APs hinsichtlich den
maximal verfugbaren Bitraten und den Kosten.
Die tabellarisch und grasch dargestellten Simulationsergebnisse zeigten die erwar-
tete Auswirkung des FLASHED-Frameworks und der vorgeschlagenen Entscheidungs-
algorithmen auf die Ergebnisse. Die Analyse der Ergebnisse konzentrierte sich auf die
Metriken, die die am hochsten priorisierten Kriterien reprasentieren. Dabei ging es
bei der Analyse der Auswirkung von ORA und AORA um die Metriken verfugbare
Bitrate und Kosten und bei LBA um den Lastverteilungsindex. Alle drei Szenarien
haben folgende Trends gezeigt. Die Verwendung von ORA und AORA fuhrte zu zur
Uberschussreduzierung der verfugbaren Bitrate und zur Senkung der Kosten. Der
Einsatz von LBA verbesserte den Lastverteilungsindex. Die gleichzeitige Verwendung
von allen drei Algorithmen im Kompromissmodus fuhrte bei meisten MCDM-Metho-
den zu einer schwachen Verbesserung von diesen drei Metriken.
Allerdings demonstrierten drei Szenarien unterschiedliche Auspragungen von Uber-
schussreduzierung der verfugbaren Bitrate und von Kostenreduzierung. Das erste Sze-
nario mit nur einer STA und mit dem niedrigsten Volumen des Anwendungsverkehrs
unter allen Szenarien lieferte die hochste Uberschussreduzierung und Kostenredu-
zierung. Mit der Zunahme des Volumens des Anwendungsverkehrs im zweiten und
im dritten Szenario sanken die Uberschussreduzierung und Kostenreduzierung. Diese
Entwicklung kann mit einem hohen Volumen des Anwendungsverkehrs erklart wer-
den. Mit dem Wachstum des Verkehrsaufkommens im Netzwerk, sinkt tendenziell der
Uberschuss der verfugbaren Bitrate. Somit verringert sich auch die mogliche Uber-
schussreduzierung und dadurch auch das Potential fur die Verbesserung von unbe-
schrankten Kriterien (in diesem Fall { Kosten).
131
8 Zusammenfassung
Im Rahmen dieser Dissertation wurde die Anwendung der Konzepte und Methoden
der multikriteriellen Entscheidungsanalyse, auch MCDM genannt, fur das Problem
der multikriteriellen Handoverentscheidung fur mobile heterogene Kommunikations-
netze untersucht. Motiviert durch oene Themen aus dem Stand der Forschung wie
mangelnde Flexibilitat, schwache Anwendungssensitivitat, nicht ausreichende Unter-
suchung der Optimierungspotentiale beim Handover und nicht ausreichender Ver-
gleich der MCDM-Methoden wurden zwei neuartige Entscheidungsalgorithmen und
ein Framework fur die multikriterielle Handoverentscheidung ausgearbeitet.
Am Anfang vorliegender Arbeit in Kapitel 2 wurde MCDM vorgestellt, um eine
Wissensgrundlage fur die weiteren Kapiteln zu schaen. MCDM strukturiert kom-
plexe Entscheidungsprobleme, indem die Probleme in einzelne Schritte herunterge-
brochen werden. Zusatzlich werden MCDM-Komponententypen wie Ziele, Kriterien
und Alternativen deniert, die in einer hierarchischen Struktur eingeordnet werden.
In diesem Kapitel werden die MCDM-Schritte fur bessere Anschaulichkeit anhand ei-
ner beispielhaften Wegewahlentscheidung fur den multikriteriellen Handover erklart.
Der nachste Abschnitt beschaftigt sich mit Entscheidungskriterien und mit damit zu-
sammenhangenden MCDM-Prozessschritten wie Priorisierung und Normierung. Im
letzten Abschnitt wurde ein Uberblick uber die MCDM-Methoden WSM, WPM,
TOPSIS, GRA, VIKOR und ELECTRE gegeben, die am haugsten fur die Wege-
wahlentscheidung im Rahmen des multikriteriellen Handovers eingesetzt werden.
Nach der Beschreibung des MCDM geht es in Kapitel 3 zum Problem der multikri-
teriellen Handoverentscheidung uber. Hier wurde die Motivation fur die Nutzung der
multikriteriellen Handoverentscheidungsmethoden statt traditionellen RSS-basierten
Techniken und der Stand der Forschung zu diesem Thema vorgestellt. Als Treiber fur
die multikriterielle Handoverentscheidung gelten die Konvergenz der mobilen Netze
und wachsende Vielfalt der mobilen multimedialen Anwendungen mit ihren Anfor-
derungen an die Netzwerkcharakteristiken verschiedener Art wie zum Beispiel QoS
und Sicherheit. Daruber hinaus konnen die Nutzerpraferenzen und Endgerateeigen-
schaften durch die multikriterielle Handoverentscheidung berucksichtigt werden. Die
durchgefuhrte Untersuchung diversen Studien hat folgende fur eine Untersuchung of-
fene Themen aufgedeckt, die in Kapiteln 4 und 5 adressiert werden:
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 eine Datenstruktur fur eine umfangreiche und exible Konguration der Hand-
overentscheidung,
 schwache Anwendungssensitivitat { beschrankte Moglichkeiten fur die Para-
metrierung von fur Handoverentscheidung relevanten anwendungsspezischen
Informationssatze, auch fur mehrere aktive Anwendungen,
 fehlende Untersuchung der Optimierungsmoglichkeiten im Hinblick auf die An-
wendungsanforderungen,
 nicht ausreichender Vergleich der Anwendung unterschiedlicher MCDM-Metho-
den.
In Kapitel 4 erfolgte eine Untersuchung von Optimierungsmoglichkeiten beim mul-
tikriteriellen Handover. Dabei wurde der Fokus auf die Reduzierung des Uberschusses
bei bestimmten Kriterien abhangig von Anwendungsanforderungen gelegt. Dafur wur-
de fur die Nutzenfunktionen der Kriterien zusatzlich zu dem Optimierungsbereich ein
gesattigter Bereich deniert. Im gesattigten Bereich der Nutzenfunktion eines Kriteri-
ums ist keine Verbesserung des Nutzwertes moglich. Die gesattigten Bereiche werden
pro Kriterium in Abhangigkeit von Anwendungsanforderungen deniert. Die Kriteri-
en mit Nutzenfunktionen mit gesattigten Bereichen werden als beschrankte Kriterien
bezeichnet. Die Kriterien mit Nutzenfunktion ohne gesattigten Bereich zahlen zu
unbeschrankten Kriterien. Es wurden zwei Entscheidungsalgorithmen ausgearbeitet.
Dem ersten Algorithmus namens ORA liegt eine Anpassung der Nutzenfunktion der
beschrankten Kriterien an die Anwendungsanforderungen zugrunde. Das fuhrt zu ei-
ner Verbesserung der Werte von beschrankten Kriterien nur bis zu einer bestimmten
Grenze, wodurch die Werte der unbeschrankten Kriterien verbessert werden konnen.
Der zweite Algorithmus namens AORA setzt auf ORA auf und bezweckt eine zu
ORA zusatzliche Uberschussreduzierung bei beschrankten Kriterien auf Kosten von
unbeschrankten Kriterien. Ein Teil von AORA ist ein Mechanismus zur Kontrolle des
Verhaltnisses zwischen der Uberschussreduzierung bei beschrankten Kriterien und
der Degradierung bei unbeschrankten Kriterien. ORA und AORA wurden mittels
numerischer Simulationen evaluiert.
In Kapitel 5 wurde das FLASHED-Framework vorgestellt. Das FLASHED-Fra-
mework ist die Implementierung einer exiblen und umfangreichen multikriteriellen
Handoverentscheidungsphase. Das FLASHED-Framework wurde von MCDM inspi-
riert und beinhaltet die MCDM-Komponententypen mit ein paar zusatzlichen Kom-
ponententypen, die in einer baumartigen Struktur eingeordnet wurden. Diese Struktur
wurde als eine Datenbank implementiert. Die implementierte Datenbank ermoglicht
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eine anwendungsabhangige Konguration der Komponententypen Ziele und Kriteri-
en. Auerdem enthalt das FLASHED-Framework drei Algorithmen fur die Bewertung
der Kommunikationswege. Zwei davon sind ORA und AORA. Der dritte Algorithmus
ist der lastverteilungsorientierte Algorithmus namens LBA. ORA reprasentiert die
Perspektive des Nutzers, und AORA und LBA reprasentieren die Perspektive und Zie-
le des Netzwerkbetreibers. Zusammengefasst ermoglicht das FLASHED-Framework
eine exible und umfangreiche Konguration der Handoverentscheidung durch das
Denieren und das Parametrieren der Komponenten Perspektiven, Ziele, Kriterien,
Anwendung und Anwendungstypen. Basierend auf den kongurierten Komponenten
aus der Datenbank werden vom FLASHED-Framework die Handoverentscheidungen
getroen.
Fur die Evaluierung des FLASHED-Frameworks inklusive ORA und AORA wurde
sich fur die Simulationsumgebung OMNeT++/INET entschieden. OMNeT++/INET
wurde mit fur die Simulation des multikriteriellen Handovers fehlenden Funktionali-
taten erweitert. Zuerst wurde fur die Realisierung eines proaktiven Handovers ein re-
gelmaiger passiver Scan entwickelt. Als Nachstes wurde die Sammlung der Werte der
Kriterien Verzogerung, Jitter, Paketverlustrate, Kosten und verfugbare und maxima-
le Bitrate des APs implementiert. Auerdem wurde das INET-Modul UDPBasicApp
mit der Adaptivitat der generierten Datenrate fur die Modellierung der Anwendungen
mit dynamischer Bitrate nachgerustet. Eine weitere durchgefuhrte Implementierung
ermoglicht eine Kopplung von OMNeT++/INET an das FLASHED-Framework. Dar-
uber hinaus wurde INET mit eine Reihe neuer fur die Bewertung der Handoverent-
scheidungsergebnisse relevanten Statistiken erweitert. Somit wurde ein Werkzeug fur
die Simulation des multikriteriellen Handovers geschaen und in Kapitel 6 vorgestellt.
Kapitel 7 beschreibt die Evaluierung des FLASHED-Frameworks inklusive der vor-
geschlagenen Entscheidungsalgorithmen ORA und AORA. Fur die Evaluierung wurde
eine WLAN-Infrastruktur in der erweiterten und in Kapitel 6 beschriebenen Versi-
on OMNeT++/INET simuliert. Drei Simulationsszenarien wurden deniert, die sich
in der Anzahl der STAs und in dem Volumen des Anwendungsverkehrs unterschie-
den. Fur alle Szenarien wurden die Kriterien Verzogerung, Jitter, Paketverlustrate,
verfugbare Bitrate und Kosten verwendet. Dabei wurden anwendungsabhangige ge-
sattigten Bereiche fur verfugbare Bitrate konguriert. Fur jedes Szenario wurden funf
Modi vorbereitet. Im ersten Modus kam ein traditioneller MCDM-basierter Handover-
Entscheidungsalgorithmus zum Einsatz, der als Referenzmodus diente. Die weiteren
drei Modi nutzten jeweils die Algorithmen ORA, AORA und LBA. Im vierten Mo-
dus kamen diese drei Algorithmen gleichzeitig zum Einsatz. Fur jeden Modus bis
auf den LBA-basierten Modus wurden funf Submodi deniert, in denen fur ORA
die MCDM-Methoden WSM, WPM, TOPSIS, GRA und VIKOR benutzt wurden.
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Anschlieend wurden fur jeden Submodus und fur den LBA-Modus zehn Durchlau-
fe mit unterschiedlichen Kosten und maximalen Bitraten der APs konguriert. Die
Simulationsergebnisse zeigten folgende erwartete Ergebnisse. Im Vergleich zum Re-
ferenzmodus haben die ORA- und AORA-Modi eine Uberschussreduzierung fur die
verfugbare Bitrate und eine Senkung der Kosten gezeigt. Der LBA-Modus hat zu
einer Verbesserung der Lastverteilungsindex gefuhrt. Der gleichzeitige Einsatz von
ORA, AORA und LBA hatte in meisten Durchlaufen zur Folge eine leichte Uber-
schussreduzierung der verfugbaren Bitrate und eine leichte Senkung der Kosten und
des Lastverteilungsindex. Zu guter Letzt wurden beim Vergleich der Ergebnisse un-
terschiedlicher MCDM-Methoden keine wesentlichen Unterschiede festgestellt.
Abschlieend wird ein Ausblick in Kapitel 9 vorgestellt, in dem die nachfolgenden
Forschungsrichtungen beschrieben werden.
Zusammengefasst bringt das FLASHED-Framework als Ergebnis vorliegender Ar-
beit folgende neuartige Eigenschaften fur die Handoverentscheidungsphase:
 Flexibilitat der Konguration der Handoverentscheidung { Die Moglichkeit der
Konguration und Parametrierung der fur Handoverentscheidung relevanten
Komponenten wie Perspektiven, Ziele, Kriterien, Anwendungen, Anwendungs-
typen wurde in einer Datenbank in einer hierarchischen und strukturierten Form
realisiert.
 Anwendungssensitivitat { Die Moglichkeit einer anwendungsspezischen Kon-
guration der Ziele und der Kriterien wurde mit Hilfe einer Datenbank und des
Algorithmus aus Abschnitt 5.2.6 implementiert. Im Falle von mehreren aktiven
Anwendungen werden die Parameterwerte der anwendungsspezischen Kon-
gurationen der Ziele und der Kriterien nach bestimmten Regeln (siehe Tabelle
5.5 aus Abschnitt 5.2.6) zusammengefasst.
 Neuartige Entscheidungsalgorithmen { Uberschussreduzierung wurde als Po-
tential zur Verbesserung der Kriterienwerte untersucht. Die Algorithmen ORA
und AORA wurden ausgearbeitet und implementiert.
 Untersuchung des Einsatzes der MCDM-Methoden WSM, WPM, TOPSIS, GRA
und VIKOR wurde im Rahmen der numerischen Untersuchungen und Simula-
tionen mit Hilfe von OMNeT++/INET durchgefuhrt. Es wurden keine we-
sentlichen Unterschiede zwischen den mit unterschiedlichen MCDM-Methoden
berechneten Ergebnissen festgestellt.
 Weiterentwicklung von OMNeT++/INET wurde mit den Funktionalitaten fur
einen multikriteriellen Handover erweitert. Diese Version von OMNeT++/INET
kann als Plattform fur weitere Forschungsarbeiten genutzt werden.
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9 Ausblick
Die wahrend der Erstellung dieser Arbeit durchgefuhrte Recherche uber den Stand
der Forschung bezuglich MCDM-basierten Handoverentscheidungsmethoden, die ent-
wickelten Konzepte und die durchgefuhrten Implementierungen haben einige oene
Fragen aufgeworfen, die im Rahmen weiterer Forschungen verfolgt werden konnen.
Diese oene Fragen werden im Folgenden vorgestellt.
Das Thema der Identikation und Konguration von relevanten Kriterien pro Sze-
nario ist fur weitere Untersuchungen oen. Ein Szenario kann sich dabei aus verschie-
denen Informationen wie zum Beispiel Anwendungstyp und Mobilitatsmuster zusam-
mensetzen. Unter der Konguration wird hier Priorisierung der Kriterien und De-
nition der gesattigten Bereiche fur ORA und AORA pro Kriterium und pro Anwen-
dungstyp gemeint. Daruber hinaus lasst sich eine szenarienabhangige Priorisierung
der Perspektiven und der Ziele im FLASHED-Framework als Gegenstand weiterer
Untersuchungen betrachten.
Ein weiteres Thema fur nachfolgende Forschungen besteht im Vergleich der MCDM-
basierten Handoverentscheidungsmethoden mit den Handoverentscheidungsmetho-
den auf Basis anderer Techniken wie kunstliche neuronale Netze, Fuzzy-Logik, Spiel-
theorie und genetische Algorithmen. Dabei ist es sinnvoll, bei den Untersuchungen
mehrere Szenarien zu betrachten, um unterschiedliche Techniken auf ihre szenarien-
spezische Eignung zu uberprufen.
Des Weiteren ware die Bestimmung eines optimalen minOptToDegRatio-Wertes fur
AORA ein Thema fur die zukunftige Untersuchungen. Hierbei sollte auf die Streuung
der Messwerte verschiedener Entscheidungskriterien besonderer Fokus gelegt werden.
Eine weitere Richtung fur nachfolgende Forschung ist die Untersuchung der An-
wendbarkeit des FLASHED-Frameworks inklusive ORA und AORA fur das rela-
tiv neue Forschungsgebiet Device-to-Device (D2D) in LTE-Advanced (LTE-A). Laut
Ubersichtsstudie in [AsWM14] ist die multikriterielle Optimierung unter Berucksich-
tigung von Anwendungseigenschaften und -anforderungen ein aktuelles Forschungs-
thema in D2D in LTE-A.
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A Gesamtnutzwerte berechnet mit
unterschiedlichen
MCDM-Methoden
In den Tabellen unten sind die Gesamtnutzwerte eines simulierten Kommunikations-
weges vorgestellt, die nach den Szenarien aus Tabellen 5.3 und 5.4 aus Abschnitt 5.2.5
mit unterschiedlichen MCDM-Methoden berechnet wurden.
Durchlaufe WSM WPM TOPSIS VIKOR GRA
1 0,9500 0,9500 1,0000 1,0000 1,0000
2 0,8500 0,8500 0,8989 0,5270 0,9167
3 0,8000 0,8000 0,8466 0,5228 0,8812
4 0,7500 0,7500 0,7876 0,4985 0,7894
5 0,7000 0,7000 0,7199 0,4708 0,7078
6 0,6500 0,6500 0,6500 0,4432 0,6417
7 0,6000 0,6000 0,5804 0,4155 0,5870
8 0,5500 0,5500 0,5121 0,3934 0,5410
9 0,5000 0,5000 0,4455 0,3783 0,5018
10 0,4500 0,4500 0,3809 0,3632 0,4679
11 0,4000 0,4000 0,3184 0,3482 0,4383
12 0,3500 0,3500 0,2581 0,3331 0,4123
13 0,3000 0,3000 0,2002 0,3180 0,3892
14 0,2500 0,2500 0,1454 0,3029 0,3686
15 0,2000 0,2000 0,0953 0,2878 0,3659
16 0,1500 0,1500 0,0507 0,2781 0,3635
17 0,1000 0,1000 0,0083 0,2686 0,3615
18 0,0500 0,0500 0,0000 0,2667 0,3597
19 0,0000 0,0000 0,0000 0,2667 0,3582
Tabelle A.1: Gesamtnutzwerte fur den simulierten Kommunikationsweg berechnet
mit verschiedenen MCDM-Methoden fur das Szenario I nach Tabelle
5.3 aus Abschnitt 5.2.5
140 A Gesamtnutzwerte von unterschiedlichen MCDM-Methoden
Durchlaufe WSM WPM TOPSIS VIKOR GRA
1 0.9499 0.9500 1.0000 1.0000 1.0000
2 0.8499 0.8500 0.4862 0.1559 0.7840
3 0.7999 0.8000 0.3707 0.1559 0.7840
4 0.7499 0.7500 0.2911 0.1536 0.7697
5 0.6999 0.7000 0.2327 0.1507 0.7592
6 0.6499 0.6500 0.1882 0.1478 0.7525
7 0.5999 0.6000 0.1531 0.1449 0.7479
8 0.5499 0.5500 0.1248 0.1421 0.7445
9 0.5000 0.5000 0.1015 0.1392 0.7419
10 0.4500 0.4500 0.0819 0.1363 0.7398
11 0.4000 0.4000 0.0652 0.1334 0.7382
12 0.3500 0.3500 0.0509 0.1306 0.7368
13 0.3000 0.3000 0.0384 0.1277 0.7356
14 0.2500 0.2500 0.0274 0.1248 0.7347
15 0.2000 0.2000 0.0178 0.1219 0.7338
16 0.1500 0.1500 0.0092 0.1193 0.7331
17 0.1000 0.1000 0.0014 0.1167 0.7324
18 0.0500 0.0500 0.0000 0.1162 0.7318
19 0.0000 0.0000 0.0000 0.1162 0.7313
Tabelle A.2: Gesamtnutzwerte fur den simulierten Kommunikationsweg berechnet
mit verschiedenen MCDM-Methoden fur das Szenario II nach Tabelle
5.3 aus Abschnitt 5.2.5
Durchlaufe WSM WPM TOPSIS VIKOR GRA
1 0.9500 0.9500 1.0000 1.0000 1.0000
2 0.8500 0.8500 0.8261 0.4000 0.8542
3 0.8000 0.8000 0.7468 0.4000 0.7921
4 0.7500 0.7500 0.6699 0.3935 0.7129
5 0.7000 0.7000 0.5945 0.3860 0.6455
6 0.6500 0.6500 0.5231 0.3784 0.5901
7 0.6000 0.6000 0.4562 0.3709 0.5435
8 0.5500 0.5500 0.3938 0.3634 0.5038
9 0.5000 0.5000 0.3356 0.3558 0.4696
10 0.4500 0.4500 0.2815 0.3483 0.4398
11 0.4000 0.4000 0.2311 0.3407 0.4136
12 0.3500 0.3500 0.1841 0.3332 0.3904
13 0.3000 0.3000 0.1406 0.3257 0.3696
14 0.2500 0.2500 0.1005 0.3181 0.3510
15 0.2000 0.2000 0.0651 0.3106 0.3496
16 0.1500 0.1500 0.0343 0.3057 0.3484
17 0.1000 0.1000 0.0055 0.3010 0.3474
18 0.0500 0.0500 0.0000 0.3000 0.3465
19 0.0000 0.0000 0.0000 0.3000 0.3457
Tabelle A.3: Gesamtnutzwerte fur den simulierten Kommunikationsweg berechnet
mit verschiedenen MCDM-Methoden fur das Szenario III nach Tabel-
le 5.4 aus Abschnitt 5.2.5
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Durchlaufe WSM WPM TOPSIS VIKOR GRA
1 0.9503 0.9500 1.0000 1.0000 1.0000
2 0.8503 0.8500 0.3196 0.2392 0.7210
3 0.8002 0.7999 0.2262 0.2392 0.7210
4 0.7502 0.7499 0.1691 0.2382 0.7152
5 0.7002 0.6999 0.1306 0.2371 0.7110
6 0.6502 0.6499 0.1029 0.2360 0.7083
7 0.6002 0.5999 0.0820 0.2348 0.7063
8 0.5502 0.5499 0.0657 0.2337 0.7049
9 0.5002 0.4999 0.0526 0.2325 0.7038
10 0.4501 0.4499 0.0419 0.2314 0.7030
11 0.4001 0.3999 0.0330 0.2302 0.7022
12 0.3501 0.3499 0.0254 0.2291 0.7017
13 0.3001 0.2999 0.0189 0.2279 0.7012
14 0.2501 0.2499 0.0133 0.2268 0.7007
15 0.2001 0.1999 0.0085 0.2257 0.7004
16 0.1500 0.1499 0.0044 0.2248 0.7001
17 0.1000 0.0999 0.0007 0.2239 0.6998
18 0.0500 0.0500 0.0000 0.2237 0.6995
19 0.0000 0.0000 0.0000 0.2237 0.6993
Tabelle A.4: Gesamtnutzwerte fur den simulierten Kommunikationsweg berechnet
mit verschiedenen MCDM-Methoden fur das Szenario IV nach Tabel-
le 5.4 aus Abschnitt 5.2.5
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B MCDM-Methoden
Dieses Kapitel beschreibt ausfuhrlich die gangigsten MCDM-Methoden der MADM-
Gruppe wie WSM, WPM, GRA, VIKOR und TOPSIS. Bei der Beschreibung der
Methoden werden die Notationen aus Tabelle 2.3 aus Kapitel 2.1 benutzt.
B.1 WSM
Weighted Sum Method (WSM) oder Simple Additive Weighting (SAW) ist eine relativ
einfache und sehr populare MCDM-Methode, die im Jahr 1967 von P.C. Fishburn in
[Fish67] formuliert wurde. Die Bewertung der Alternativen bei WSM erfolgt durch
das Berechnen einer gewichteten Summe aller Kriterienwerte fur jede Alternative nach
Formel (B.1). Dabei gewinnt die Alternative mit dem hochsten Gesamtnutzwert.
SWSM = max
i
NX
j=1
wjxij; i 2 I (B.1)
Die WSM-Methode beinhaltet keine Normierungsphase, deswegen muss die Nor-
mierung der Kriterienwerte vor der Alternativenbewertung stattnden, wenn die Kri-
terien mit unterschiedlichen Wertebereichen vorliegen. Die Normierungsphase kann in
WSM integriert werden, indem man statt des Kriterienwertes xij die Nutzenfunktion
fj(xij) verwendet:
SWSM = max
i
NX
j=1
wjfj(xij); i 2 I (B.2)
B.2 WPM
Weighted Produkt Model (WPM) oder auch Multiplicative Exponential Weighting
(MEW) genannt, wurde zuerst in [Brid22] und [MiSt69] erwahnt. Bei der WPM-
Methode werden die Kriterienwerte jeder Alternative zuerst durch ihre Kriterienge-
wichte potenziert und dann die potenzierten Werte miteinander multipliziert.
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Die Bestimmung der besten Alternative fur die Wertekriterien erfolgt nach der For-
mel:
SWPM = max
i
NY
j=1
xij
wj ; i 2 I : (B.3)
Die WPM-Methode wird auch als dimensionslose Methode bezeichnet, da durch die
zugrunde liegenden mathematischen Operationen die Kriteriendimensionen eliminiert
werden. Damit ist mit WPM eine Alternativenbewertung anhand von Kriterien mit
unterschiedlichen Wertebereichen ohne Normierung moglich.
B.3 TOPSIS
Die TOPSIS-Methode (engl. Technique for Order Preference by Similarity to Ideal
Solution) wurde im Jahr 1981 von Hwang und Yoon [HwYo81] entwickelt. Die Grund-
idee von TOPSIS besteht in Bewertung der Alternativen durch die Berechnung der
Abstande zur idealen und zur anti-idealen Losungen fur jede Alternative.
Die TOPSIS-Methode besteht aus folgenden sechs Schritten:
1. Kalkulation einer normierten Entscheidungsmatrix
In [HwYo81] wird Vektornormierung nach Formel (B.4) vorgeschlagen. Dabei geht
es um die Normierung fur die Wertekriterien J+. Fur die Kostenkriterien wird keine
Normierungstechnik vorgeschlagen. Nach der Einschatzung des Autors der vorliegen-
den Arbeit kann die Normierung der Kostenkriterien J  nach Formel (B.5) erfolgen.
rij =
xijs
MP
i=1
xij2
; i 2 I; j 2 J+ (B.4)
rij = 1 
xijs
MP
i=1
xij2
; i 2 I; j 2 J  (B.5)
2. Kalkulation einer gewichteten normierten Entscheidungsmatrix V nach Formel
(B.6)
vij = wjrij; i 2 I; j 2 J (B.6)
B.4 GRA 145
Gewichtete normierte Entscheidungsmatrix:
V =
26666666664
v11 v12 v13 ::: v1N
v21 v22 v23 ::: v2N
: :
: :
: :
vM 1 vM 2 vM 3 ::: vMN
37777777775
(B.7)
3. Kalkulation idealer Losung A und anti-idealer Losung A :
A = f(max vijjj 2 J)ji 2 Ig = fv1; v2; :::; vN g ; (B.8)
A  = f(min vijjj 2 J)ji 2 Ig = fv1 ; v2 ; :::; vN g : (B.9)
4. Kalkulation der Abstande zur idealen und zur anti-idealen Losung fur jede Al-
ternative mittels des euklidischen Abstandes:
Si
 =
vuut NX
j=1
(vij   vj)2; i 2 I ; (B.10)
Si
  =
vuut NX
j=1
(vij   vj )2; i 2 I : (B.11)
5. Kalkulation der relativen Nahe zur anti-idealen Losung fur jede Alternative
Ci =
Si
 
Si
 + Si 
; i 2 I (B.12)
6. Aufstellung einer Rangliste der Alternativen basierend auf der kalkulierten rela-
tiven Nahe
Die Alternative mit dem hochsten Wert C gilt als die beste Alternative.
B.4 GRA
Grey Relational Analysis (GRA) wurde von Deng Julong im Jahre 1980 vorgeschla-
gen. Die GRA beschaftigt sich mit Systemen mit ungenauen und unvollstandigen Ein-
gangsdaten, die als
"
grau\ bezeichnet werden. Das mathematische Modell von GRA
wird auch fur multikriterielle Entscheidungen benutzt. Eine Einfuhrung in GRA ist in
[LiFY11] gegeben. Die Alternativenbewertung geschieht mit Hilfe des Gray Relational
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Grade (GRG), der seinerseits aus den Grey Relational Coecients (GRC) jedes Kri-
teriums einer Alternative berechnet wird. Die einzelnen Schritte der GRA-Methode
sind unten aufgefuhrt.
1. Konstruktion der normierten Entscheidungsmatrix
Die Normierung erfolgt fur die Wertekriterien J+ nach (B.13) und fur die Kostenkri-
terien J  nach (B.14).
rij =
xij  mini2I xij
maxi2I xij  mini2I xij
; i 2 I; j 2 J+ (B.13)
rij =
maxi2I xij   xij
maxi2I xij  mini2I xij
; i 2 I; j 2 J  (B.14)
2. Konstruktion der gewichteten normierten Entscheidungsmatrix
vij = wjrij; i 2 I; j 2 J (B.15)
3. Kalkulation der idealen Losung
A = f(max vijjj 2 J)ji 2 Ig = fv1; v2; :::; vN g (B.16)
4. Kalkulation von GRC
ij =
4min +4max
4ij + 4max
(B.17)
Dabei gilt Folgendes:
 4ij = jvj   vijj ist die Abweichung eines normierten und gewichteten Krite-
rienwertes j einer Alternative i vom Kriteriumwert der idealen Losung A,
 4min = min8j2J min8i2I jvj   vijj ist das Minimum von allen minimalen Ab-
weichungen der normierten und gewichteten Kriterienwerte jeder Alternative
von Kriterienwerten der idealen Losung A,
 4max = max8j2J max8i2I jvj   vijj ist das Maximum von allen maximalen
Abweichungen der normierten und gewichteten Kriterienwerte jeder Alternative
von Kriterienwerten der idealen Losung A,
  2 [0; 1] ist der Identikationskoezient, der ublicherweise auf 0,5 gesetzt wird.
5. Kalkulation von GRG
i =
1
N
NX
j=1
ij; i 2 I; j 2 J (B.18)
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Die Alternative mit dem hochsten GRG ist die beste Losung im Sinne von GRA.
B.5 VIKOR
Die VIKOR-Methode wurde im Jahr 1979 von S. Opricovic veroentlicht und ist
in [OpTz07] vorgestellt. VIKOR ist ein Akronym aus dem Serbischen
"
VIseKriteri-
jumska Optimizacija I Kompromisno Resenje\, was wie
"
Optimierung und Kompro-
misslosung\ ins Deutsche ubersetzt wird. Fur die Alternativenbewertung werden nach
VIKOR fur jede Alternative die Abstande zur idealen Losung und zur anti-idealen
Losung jeweils mittels gewichteter und normierter Manhattan-Distanz und gewich-
teter und normierter Chebyshev-Distanz berechnet. Im Gegensatz zu den anderen in
der vorliegenden Arbeit behandelten MCDM-Methoden arbeitet VIKOR nicht mit
Kriterienwerten, sondern mit Nutzenfunktionen.
Die VIKOR-Methode besteht aus folgenden Schritten:
1. Bestimmung der idealen Losung A und der anti-idealen Losungen A  fur die
Nutzenfunktionen f(x) aller Kriterien
A = f(max fijjj 2 J)ji 2 Ig = ff1; f2; :::; fN g (B.19)
A  = f(min fijjj 2 N)ji 2Mg = ff1 ; f2 ; :::; fN g (B.20)
2. Kalkulation von gewichteter und normierter Manhattan-Distanz Si und gewich-
teter und normierter Chebyshev-Distanz Ri fur jede Alternative
Si =
NX
j=1
wi(fj
   fij)
fj
   fj 
; i 2 I (B.21)
Ri = max
j2J

wi(fj
   fij)
fj
   fj 

; i 2 I (B.22)
3. Kalkulation der Qi-Werte
Qi =
v(Si   S)
S    S +
(1  v)(Ri  R)
R   R ; i 2 I (B.23)
Dabei gilt Folgendes:
 v ist der Index fur die Priorisierung der Manhattan- und Chebyshev-Strategie,
der vom Entscheidungsfaller gesetzt wird. Wenn die Strategien gleich gewichtet
werden sollen, wird v auf 0; 5 gesetzt.
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 S = mini2I Si
 S  = maxi2I Si
 R = mini2I Ri
 R  = maxi2I Ri
4. Erstellen von drei Ranglisten fur die Alternativen, basierend auf den Werten von
S, R und Q. Dabei gilt es alle drei Werte zu minimieren.
5. Bestimmung der besten Losung
Dabei wird A
0
mit dem minimalsten Q-Wert als beste Alternative bewertet, wenn
folgende zwei Bedingungen erfullt werden:
B1
"
Akzeptabler Vorteil\:
Q(A
00
) Q(A0)  DQ : (B.24)
Dabei gilt Folgendes:
 DQ = 1
M 1 ,
 M { die Anzahl der Alternativen,
 A0 { erstbeste Alternative hinsichtlich Q,
 A00 { zweitbeste Alternative hinsichtlich Q.
B2
"
Akzeptable Entscheidungsstabilitat\:
A
0
muss auch als beste Alternative hinsichtlich S oder R bewertet werden.
Wenn eine von diesen zwei Bedingungen nicht erfullt wird, werden folgende Kom-
promisslosungen vorgeschlagen:
 Alternativen A0 und A00 , wenn nur die Bedingung B2 nicht erfullt ist.
 Alternativen A0 ,A00 ,...,AM , wenn nur die Bedingung B1 nicht erfullt ist, wo AM
folgender Bedingung genugen muss: Q(AM) Q(A0)  DQ .
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Der Analytic Hierarchy Process (AHP) wurde am Anfang der 70er Jahre von T.L. Saa-
ty entwickelt. Die Methode wird ausfuhrlich in [Saat08] beschrieben. Im Gegensatz
zu allen anderen bisher in der vorliegenden Arbeit behandelten MCDM-Methoden
ist AHP keine reine Methode fur Alternativenbewertung, sondern eher ein Prozess
fur die multikriterielle Entscheidung. Dieser Prozess beinhaltet die Priorisierung der
Kriterienwerte und die Bewertung der Alternativen. AHP bring Ziele, Unterziele,
Kriterien, Unterkriterien und Alternativen in eine hierarchische Struktur. Die Kri-
teriengewichte werden uber paarweise Vergleiche aller Alternativen im Hinblick auf
ihre Kriterien ermittelt. Die AHP-Methode wird oft fur die Ermittlung der relativen
Kriteriengewichte benutzt.
AHP sieht folgende Schritte vor:
1. Darstellung des Problems in Form einer hierarchischen Struktur
Das Entscheidungsproblem wird in logische Elemente wie Ziel, Unterziele, Kriterien
und Subkkriterien zerlegt. Diese Bestandteile werden in einer hierarchischen Struktur
geordnet, die wie Abbildung 2.1 aussehen kann. Dabei lasst AHP mehrere Ebenen
fur Unterziele und Subkriterien zu.
2. Bestimmung der Entscheidungsmatrizen
Die Entscheidungsmatrizen werden durch einen paarweisen Vergleich der Elemente ei-
ner Ebene ermittelt. Dabei werden Entscheidungsmatrizen fur jede Ebene hinsichtlich
jeder verbundenen Komponente aus der nachsthoheren Ebene konstruiert. Fur den
Entscheidungsbaum in Abbildung 2.1 mussen nach der AHP-Methodologie folgende
Matrizen gebildet werden:
 funf Matrizen fur die Ebene 3 fur die Alternativen; eine Alternativen-Matrix im
Hinblick auf jedes Kriterium aus der Ebene 2,
 drei Matrizen fur die Ebene 2 fur Kriterien; eine Kriterien-Matrix im Hinblick
auf jedes zusammenhangende Unterziel aus der Ebene 1,
 eine Matrix fur die Ebene 1 fur die Ziele im Hinblick auf das Hauptziel aus der
Ebene 0.
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Dabei wird durch den paarweisen Vergleich bewertet, inwieweit ein Element ein an-
deres Element im Hinblick auf das zusammenhangende Element der nachsthoheren
Ebene dominiert. Fur die Bewertung wird eine spezielle Neun-Punkte-Skala von Saaty
(siehe Tabelle C.1) benutzt.
Skalenwert Denition Interpreration
1 gleiche Bedeutung Beide verglichene Elemente haben die gleiche Be-
deutung fur das nachsthohere Element.
3 etwas groere Bedeutung Erfahrung und Einschatzung sprechen fur eine et-
was groere Bedeutung eines Elementes im Ver-
gleich zu einem anderen.
5 erheblich groere Bedeutung Erfahrung und Einschatzung sprechen fur eine
erheblich groere Bedeutung eines Elementes im
Vergleich zu einem anderen.
7 sehr viel groere Bedeutung Die sehr viel groere Bedeutung eines Elementes
hat sich in der Vergangenheit klar gezeigt.
9 absolut dominierend Es handelt sich um den grotmoglichen Bedeu-
tungsunterschied zwischen zwei Elementen.
2, 4, 6, 8 Zwischenwerte Zwischen zwei benachbarten Skalawerten muss ein
Kompromiss getroen werden.
Tabelle C.1: Neun-Punkte-Skala von Saaty fur AHP fur paarweisen Vergleich ver-
schiedener Kriterien nach [ZiGu91]
Das Ergebnis dieses Schrittes ist eine Reihe von quadratischen reziproken Matrizen,
die aus Gewichten der verglichenen Elemente bestehen. Eine reziproke Matrix genugt
der Bedingung aus Formel C.1. Fur Formel (C.1) und fur alle weiteren Formeln in
diesem Abschnitt ist N die Anzahl der Matrixspalten. Da es bei AHP um quadratische
Matrizen geht, ist N gleichzeitig auch die Anzahl von Matrixzeilen.
xij =
1
xj i
; 1  i; j  N (C.1)
Die AHP-Matrizen mussen auch der Konsistenzbedingung genugen. Bei einer kon-
sistenten AHP-Matrix muss zum Beispiel folgendes gewahrleistet sein: wenn ein Matrix-
element x1 zweimal so gro wie x2 ist, und x2 zweimal so gro wie x3 ist, dann muss
x1 viermal so gro wie x3 sein. Die Konsistenzbedingung lasst sich in Formel C.2
darstellen.
xikxkj = xij; 1  i; j; k  N (C.2)
3. Kalkulation der Gewichtsvektoren
In diesem Schritt werden die Gewichtsvektoren fur alle Matrizen berechnet. Ein Ge-
wichtsvektor einer Matrix besteht aus den relativen Gewichten jeder Matrixzeile und
damit aus jeder der Entscheidungsalternativen. Da es bei AHP um quadratische rezi-
151
proke Matrizen geht, kann das relative Gewicht jeder Matrixzeile i uber die Elemente
einer beliebigen Spalte j wie folgt berechnet werden:
wi =
xij
NP
j=1
xij
; i 2 I : (C.3)
Belton und Gear haben bei der Ermittlung von Gewichtsvektoren nach (C.3) eine
Schwache entdeckt, die zur Inkonsistenz bei den Entscheidungsergebnissen fuhrt. Aus
diesem Grund wurde das Revised AHP (RAHP) vorgeschlagen, bei dem die Alter-
nativenberechnung nicht relativ zu der Summe der Spaltenwerte, sondern relativ zu
dem Maximum der Spaltenwerte nach Formel C.4 berechnet wird. Mehr dazu ist in
[BeGe83] zu nden.
wi =
xij
maxj2J xij
; i 2 I (C.4)
4. Konsistenzuberprufung
In diesem Schritt werden AHP-Matrizen auf Konsistenz uberpruft. Konsistenz der
Matrix wird anhand des Konsistenzwertes (KW ) bewertet. Wenn KW kleiner als
0; 1 ist, gilt die Matrix als konsistent. KW wird mit Hilfe der Konsistenzindizen
(KI), des maximalen Eigenwertes max der Matrix und der Random Indizen (RI)
nach Formeln C.5 und (C.6) errechnet. RI fur verschiedene Matrixgroen wurde von
T. Saaty ermittelt (siehe Tabelle C.2).
KI =
max  N
N   1 (C.5)
KW =
KI
RIN
(C.6)
N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
RI(N) 0; 00 0; 00 0; 58 0; 90 1; 12 1; 24 1; 32 1; 41 1; 45 1; 49 1; 51 1; 48 1; 56 1; 57 1; 59
Tabelle C.2: Tabelle der RI-Werte. N ist die Anzahl von Kriterien, was gleichzeitig
die Anzahl der Matrixspalten ist.
5. Bewertung der Alternativen
In diesem Schritt werden die Gewichte der Alternativen im Hinblick auf das Haupt-
ziel berechnet. Im Schritt 3 wurden die Gewichte fur alle Elemente jeder Schicht
hinsichtlich aller Elementen der nachsthoheren Schicht errechnet. Der AHP-Baum
in Abbildung 2.1 kann als ein gewichteter Graph betrachtet werden, bei dem jeder
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Kante ein dazugehoriges Gewicht aus den im Schritt 3 berechneten Gewichtsvektoren
zugeordnet wird.
Die Berechnung der Gewichte der Alternativen aus einer k. Ebene fur den AHP-
Baum aus Abbildung C.1 verlauft nach [ZiGu91] wie folgt:
wz(xi) =
mk 1X
j=1
wyj(xi)wz(yj); i 2 I : 1  i  mk : (C.7)
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Abbildung C.1: AHP-Baum als gewichteter Graph nach [ZiGu91]
Fur die AHP-Baume mit mehr als drei Ebenen wird im ersten Schritt Formel (C.7)
fur die unteren drei Ebenen angewendet. Im zweiten Schritt wird der Graph bzw.
der AHP-Baum umgebaut, indem die mittlere Ebene aus dem ersten Schritt aus dem
Graph entfernt wird und die Elemente der oberen und unteren Ebenen verbunden
werden. Die neu entstandenen Kanten bekommen die im ersten Schritt berechneten
jeweiligen Gewichte. Dieses Prozedere wird solange wiederholt, bis nur die untere
Alternativen-Ebene und die obere Hauptziel-Ebene ubrig bleiben.
Eine Besonderheit von AHP besteht in der Handhabung der Kriterienwerte. Wah-
rend bei allen anderen MCDM-Methoden die Kriterienwerte vorliegen mussen, lasst
AHP die Bestimmung der Kriterienwerte durch den vom Entscheidungsfaller durchge-
fuhrten paarweisen Vergleich der Entscheidungsbaumkomponenten zu. Dadurch kann
AHP ohne jegliche Messinstanz fur die Kriterienwerte auskommen. Gleichzeitig be-
deutet es, dass das Entscheidungsergebnis bei AHP viel mehr als bei anderen MCDM-
Methoden vom Entscheidungsfaller abhangt. Demzufolge bedeutet das auch, dass der
Entscheidungsfaller bei AHP im Vergleich zu den anderen MCDM-Methoden ein viel
umfangreicheres Wissen uber das zu bewertende Themengebiet mitbringen muss.
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