A numerical framework for clustering of time series via Markov chain Monte Carlo (MCMC) method is presented. It combines concepts from recently introduced variational time series analysis and regularized clustering functional minimization (I. Horenko, SIAM SISC vol. 32(1):62-83 ) with Bayesian approach and MCMC. Conceptual advantage of the presented combined framework is that it allows to address the two main problems of the existent clustering methods, e.g. the non-convexity and the ill-posedness of the respective functionals, in a unified way. Clustering of the time series and minimization of the regularized clustering functional is based on generation of samples from an appropriately chosen Boltzmann distribution in the space of cluster affiliation paths using simulated annealing and the Metropolis algorithm. The presented method is applied to sets of generic ill-posed clustering problems and the results are compared to the ones obtained by the standard methods. As demonstrated in numerical examples, presented Bayesian formulation of the regularized clustering problem allows to avoid the locality of the obtained minimizers and to calculate the a priori confidence intervals for the clustering results, even in the case of very ill-posed problems with overlapping clusters.
finance [18, 29, 36] . In context of time series analysis, the aim is usually to detect a hidden process switching between different regimes of a system's behavior, which helps to predict a certain outcome of future events. In most cases the only given information is observation data, which we can regard as a time series.
Then the determination of the model and the data-based description of the regime behavior can be formulated as an optimization problem [2, 14] . The main issue thereby is to compute a hidden path, weighting the influence of the data on the various possible cluster models, and, therefore, specifying the transitions between the regimes.
This can be rather difficult since the underlying problem is (i) ill-posed, due to the high number of unknowns in relation to the known parameters, and (ii) the results obtained with a local minimization algorithm depend on the initial parameters, since the corresponding optimization problem is in general non-convex [2] .
Therefore, standard formulations of existing cluster modeling methods such as K-Means [24] , fuzzy C-Means [2, 16] , Gaussian mixture models (GMMs) [26] and hidden Markov models (HMMs) [3] do not manage to provide distinguished hidden paths. The negative effect of the ill-posedness on the cluster modeling results is particularly pronounced for overlapping data clusters, i.e. the clusters where affiliations are too difficult to determine since data values can simultaneously be assigned to different clusters [18] . As was demonstrated recently, additional assumptions about certain generalized smoothness of the hidden process can be implemented in context of Tikhonov regularizations [18] or time discrete bounded variational constrains [21] . Both techniques in variational formulation have been introduced as a clustering framework based on the Finite Element Method (FEM) [17, 18, 19, 21] . Since the Finite Element Method has been deeply studied in the area of PDEs, the FEM-clustering framework benefits from the existing theory and numerical PDE-solvers based on finite element discretization in context of time series analysis. The FEM-clustering methods can be deployed to determine the persistent states and the transitions of the process even when the data is overlapping. Moreover these methods allow a posteriori estimation of confidence intervals for the obtained numerical solution applying existent a posteriori statistical methods, e.g., bootstrap sampling [7] .
Simulated annealing and additional runs with different initial values are commonly proposed in the literature [32, 30] to overcome the locality of an optimization formulation of the clustering problem [33] . In the current manuscript, we consider a Bayesian approach to this problem in form of a Markov Chain Monte Carlo (MCMC). To overcome the locality of the problem and to provide a method allowing to determine a priori confidence intervals, an approach to generate samples from a mean field approximation of the optimization problem is introduced. The major numerical advantage of the presented method compared to the previously introduced Tikhonov-regularized FEM-clustering method is that in the MCMCframework it is not necessary to solve the quadratic optimization problem in every iteration step of the algorithm. Necessity to solve the quadratic minimization problem in H 1 -regularized FEM-clustering framework [18] represented one of the major computational bottlenecks and slowed down the respective numerical algorithm for very long time series. This paper has the following outline. In section 2 a brief introduction into cluster modeling theory is presented. In section 3 the Bayesian framework using 
Cluster modeling
In the following, we present a basic definition of the cluster model describing the measured data. We will formulate the optimization problem and hint at other existing clustering methods. Detailed information on the issues, discussed in the following paragraphs, can be found in [18, 17, 19, 20] . Guidance on further reading is also given whenever necessary or helpful.
The model As already indicated, the information of the process of interest is obtained in form of a time series, based on available observation data. Firstly, we would like to describe the system using cluster modeling. Thus, let X = {x(0), . . . , x(T )} be a time-discrete data series, obtained by some measurement process, with x(t) ∈ R n being the indicated value at time t. The notation
x t := x(t) is used. We assume that the underlying dynamical system can be described by a certain class of mathematical direct models defined by an operator
where x t is the output of F and θ(t) are the (time-dependent) model parameters.
A distinct model from this class of models is considered to be optimal when for some value of model parameters θ(t) the distance of the analyzed time series
x t and the output x t of (1) is small. Therefore, metric g(x t , θ(t)) has to be introduced, measuring the distance from the analyzed time series x t to the output x t (θ(t)) from (1). Thus, to identify the model of some well defined and fixed analytic structure, the following inverse problem
has to be solved. The regime behavior is assumed to be characterized by a vector-valued time dependent process γ(·) : [0, T ] → R K switching between different locally-stationary models or clusters:
characterized by time-independent model parameters θ i .
Put differently, the quality of the description of the available data should be optimal with respect to a certain model distance function g(x t , θ i ) and is assumed to be characterized by a set of a priori unknown K model parameters and a hidden path (or hidden process) weighting the different cluster models.
The hidden process,
describing the movement between clusters, is referred to as an affiliation vector and is subject to the following constrains
and
The aim also is to find a set of model parameters, which minimize (3), (5) and (6) . In the following we will consider the Euclidian model distance:
This specific choice of (7) is referred to as a geometrical clustering. Although, cluster modeling in general is not restricted to one particular distance function, we will limit the following considerations to geometrical clustering. Description of the original theory for this form of clustering problem in [18, 17, 19] , however, includes some other distance functions.
Summing up, to characterize a regime behavior of the analyzed time series, the target is to find a set of optimal parameters Θ = (θ 1 , . . . , θ K ) relating to the time series, and, at the same time, to determine the process Γ(t) = (γ 1 (t), . . . , γ K (t)), describing the transition between the K cluster models, by minimizing
In lines with the FEM-clustering method theory [18] , expression (8) is referred to as an averaged clustering functional.
Optimization problem Due to the fact that Γ is an element of an infinitedimensional function space, the problem (8) itself is infinite-dimensional. Moreover, it is ill-posed in the sense of Hadamard [11] . To improve the posedness of the problem, we need to add some additional assumptions. In particular, following [18] we will assume, that γ i (·) is weakly differentiable, i.e. γ i (·) is in the path space, embedded in the Sobolev space H 1 (0, T ). Using the assumed prior information, we can write (8) in its regularized form:
As was demonstrated in [18] , this modification of the optimization problem has a smoothing effect on regime transition behavior and "filters out" all the non-persistent regimes first. On account of the discrete setting of (9), we will choose the value of the parameter τ to be equal to one. For information about Tikhonov-regularization the reader is referred to [35] . Due to our choice of model distance function (see formula (7)), it is possible to simplify the optimization problem. Thus, a minimizing set of parameters θ i with respect to Γ is determined by easy analytic calculations:
Thus, we obtain
Note that Γ still has to satisfy properties (5) and (6) . We insert (7) and (12) in (9) , which reduces the problem to the need of finding a Γ, minimizing
with the conditions (5) and (6) .
Applying MCMC methods
The problem to minimize the average clustering function (13) is in general nonconvex, thus the aim is to evade the locality of the numerical solution and directly obtain a global solution. Therefore, we consider a variational approach in form of the following probabilistic formulation
with
called the Boltzmann distribution, which is also the least bias prior distribution over the space of cluster affiliations Γ. As will be demonstrated below, minimization of (13) can be approached via the appropriate sampling of the above distribution (14) . Whereas L : Γ → R with a fixed value for the parameter is referred to as the energy function and β > 0 is a variable named the inverse temperature parameter. The Boltzmann distribution has its origin in statistical physics, where it describes the probability of a particle's speed, depending on the temperature of a system. Z is a normalizing constant, ensuring that Γ π L ,β (Γ) = 1. It is important to point out that Γ still has to satisfy the
Boltzmann distributed samples have the property to be forced towards the minimal energy configuration as β is tending to ∞, meaning that the probability to obtain samples that minimize L (·) grows as β increases. Therefore a solution of the optimization problem can be gained by generating samples that are Boltzmann distributed. However, computing a normalizing constant such as Z is difficult since it implies a numerical calculation of the integral in a huge number of dimensions. Indeed, it is usually not an option to determine a factor like that. This is where the Metropolis algorithm becomes a useful option.
Metropolis algorithm
We will adopt a MCMC framework in form of the 1953 published Metropolis Algorithm, which was developed by Metropolis, Rosen-bluth, Rosenbluth, Teller and Teller [28] and generalized by Hastings in 1970 to the Metropolis-Hastings Algorithm [15] . For further applications and extensions of the Metropolis algorithm the reader is referred to [4] and [15] . The underlying principle of this Bayesian method is to generate a Markov chain of samples, having a certain target distribution π as its unique stationary distribution. Suppose, we can simulate a Markov chain with these properties, then we can sample from the chain with arbitrary initial distribution and know that it will approach the stationary distribution π. Thus, the aim is to sample from a distribution π that we can not sample from directly. This could mean that the distribution is 
Then the following reduction occurs
The advantage of the Metropolis algorithm is that the implementation only requires the knowledge of the quotient
of the target distribution. Therefore, it is not necessary to be given, for example, the normalizing constant of a target distribution. As already indicated, such a factor might not be computable, thus, it would not be possible to sample directly from π. The Metropolis method is given in algorithmic form below.
Algorithm.
Choose or generate an initial value x (0) .
F or i = 0 to N • Generate y from q(x (i) , ·) and u from U(0, 1), the uniform distribution.
The choice of the proposal density The good choice of the proposal density q(·, ·) is essential for the efficiency of the Metropolis algorithm. Theory on that matter is far from being completed and considerable recent research is engaged, concerning the candidate-generating density [4] . There are two commonly used concepts of suitable proposal densities. The first one, introduced by Metropolis in [28] , is referred to as a random walk (due to the fact that the possible new candidate y for the chain equals the current value x except for a noise η), i.e.
Here the density is defined as
with η being sampled from q 1 , a multivariate density. In this case the density q 1 is demanded to be symmetric, i.e.
We already mentioned that α(x, y) can then be reduced to (20) . Another possibility is to generate the new sample independent of the current one. This approach was established by Hastings in [15] and is understood as a generalization of the Metropolis algorithm. Here, the proposal density, which is not required to be symmetric, is defined in the following way:
with q 2 being a multivariate density. This choice of q(·, ·) is referred to as independent sampling.
Convergence rate Running the algorithm, the natural question arises, how many iterations in the loop of the Metropolis method are necessary to obtain a good approximation of a π distributed sample? In other words, it is not a priori clear which length of the Markov chain is sufficient. Obviously, we want the approximation error to be reasonably small and therefore bounded by a ϕ > 0. A substantial amount of research has been dealing with this problem over the past years [6, 27] . However, the general results, leading to boundaries small enough, would require an unreasonable long run time so that the algorithm would not be applicable. Nevertheless, in practice much shorter Markov chains are used and they often provide an acceptable quality level, though, usually involving a lot of tuning [12] . Regarding the optimal scaling, convergence diagnostics are employed to improve the performance of MCMC methods.
In fact, the variance of the proposal density q(·, ·) has a relevant impact on the speed of convergence. It turns out that a rather small variance value causes an increasing number of accepted samples, but the state space is explored very slowly, which is referred to as poorly mixing. On the other hand, large variances only rarely generate acceptable moves. Put differently, the Markov chain remains at the same sample for long time segments. To sum up, extreme variances result in a slow convergence to stationarity. Indeed, we are in need to find an optimally scaling parameter for the variance, which will lead to a chain that is efficiently without being trapped in one particular domain of it.
Such chain is called a well mixing chain in the literature [1] . Recent research concerning the random walk has shown that for a normal proposal density the optimal efficiency can be achieved if the variance value is tuned, so that the acceptance probability α(x, y) is approximately 0.23. Note that this value is used for high dimensional sampling, low dimensional problems require a slightly different value [4] .
Simulated annealing The concept of simulated annealing allows us to obtain samples that provide smaller values of the energy function L (·, 2 ), by slowly reducing the temperature parameter, hence the term annealing. To illustrate the significant impact of the decreasing temperature, thus increasing the inverse temperature β, we shall take a look at α(x, y) with respect to the special setting of the Boltzmann distribution
Suppose, we are interested in approaching a minimizer of L (·, 2 ) in (13) . The
Boltzmann distribution has the property that a proposed sample y that has a smaller energy value as the previous element x of the chain, i.e.
is always going to be accepted. Assuming (27) , it follows that
and therefore y is accepted with probability 1. Next, we shall demonstrate the influence of a very big inverse temperature β on α(x, y). Let the temperature value converge to zero, then
Now, we can distinguish between the cases where the proposed sample y has a smaller or a bigger energy value than the previous element x. If (L (x, 2 ) − L (y, 2 )) > 0, we already discussed, that y will be accepted, the factor β in (14) , approaching infinity, only emphasizes that fact. However, if (L (x, 2 ) − L (y, 2 )) < 0, the probability α(x, y) will diminish, since
Inserted into the exponential function, this results in a value for α(x, y) close to zero. Thus, the probability that y is going to be accepted is rather small, which is indeed a desirable property.
Now that we established the concept of annealing, we move on to the actual algorithm. To simulate a π f,β distributed Markov chain, we use the Metropolis algorithm previously discussed. Instead of running the algorithm at a single fixed β, we choose a sequence of increasing inverse temperatures
The MCMC method then starts running with β 1 as the parameter, corresponding to the temperature in the Boltzmann distribution for N 1 time steps. After that, it moves over to β 2 for N 2 units of time and continues with the schedule given by the sequence
The choice of either (β 1 , β 2 , . . . ) and (N 1 , N 2 , . . . ) is yet to be determined. Geman and Geman proved a theorem in [10] , which states that if the inverse temperature converges sufficiently slowly, i.e.
where c is a constant, which is independent of n, the probability of generating a sample of minimal energy converges to 1 with n → ∞. Unfortunately, this sort of cooling schedule is rather unpractical due to the very slow convergence. Therefore, in many actual applications using the framework of simulated annealing, a faster schedule is preferred.
In the following we restrain the MCMC-clustering procedure to the case of two clusters (K = 2). We sample the path γ 1 (·) with γ 1 (t) ∈ [0, 1] and by means of (16), we obtain
A more general approach allowing to generate an affiliation vector with arbitrary number of relating cluster models, i.e. not being limited to K = 2, but choosing a value optimal considering the data and therefore the system, demands consideration and could be an aspect of further research. In the next section the Metropolis algorithm will be used to sample a Boltzmann distributed Markov chain with the particular energy function (13) and simultaneously anneal the temperature for different sets of data.
Numerical Examples
We presented an algorithm that combines the Bayesian framework with cluster modeling techniques. Now we want to investigate the proposed method by applying it to several sets of generic model data, which vary in size and type. (36), and covariance matrixes Σi (37). In the lower panel, the corresponding hidden process, switching between the two distributions, is shown.
First, we apply the algorithm to the synthetic data, designed by means of the predefined cluster switching process, shown in the lower panel of Figure 1 , and two multivariate normal distributions, given by the expected values
and the covariance matrixes
( Figure 1 upper and center panel). Before we can compare the FEM-clustering methodology [18, 17, 19, 20] with the MCMC-clustering methods presented above, we have to choose the techniques and to tune the sampling parameter values utilized in the MCMC algorithm.
Technique choices and parameter scaling Here we want to provide an insight into the scaling, necessary to obtain good approximations of an argument γ minimizing the energy function (13) .
Before that, we pass on to the actual choices of the parameter values.
We have to consider the proposal density q(·, ·) and make use of the introduced convergence diagnostics, concerning the random walk family of densities.
This means that we will use a normal density
to generate the noise η, which is added to the current element x to obtain the proposed element y. We choose the expected value µ as the zero vector and the covariance matrix Σ equal to the identity matrix. As advised in the literature [4] , we will try to keep the percentage of accepted samples around 23 so that the entire sample space can be traversed. Therefore, we adjust the variance of the noise η by means of a factor ν, i.e.
The second choice we need to address is the cooling schedule considered in the simulated annealing technique described above. As was already pointed out, a cooling schedule ensuring a high probability to approach a minimal argument of the energy function h(·), is not practical due to very slow convergence. Instead of this we will, depending on the relation between the total number of accepted samples and those, actually having a smaller energy function value than the previous sample, gradually update the inverse temperature parameter β. This choice gives us the option to influence the acceptance processes during the run of the MCMC algorithm and β is only increased whenever the energy of the samples in a certain time interval is jumping up too much rather than going down. This adaptive method will allow to avoid the situation when the chain remains at the same value too early in the MCMC algorithm run.
Now that we determined settings concerning the proposal density and the increase of the inverse temperature, we will continue to discuss the influence of the parameters β, , and the noise factor ν on the acceptance rate and the Table 1 : The three panels display the data of the MCMC methodology runs by means of the time series, shown in Figure 1 , with different values for the parameters β and and the noise factor ν. Instead of a cooling schedule, we fix β to sample from the Boltzmann distribution and the possible elements of the Markov chain are proposed by a normal density with a fixed noise factor. These measures are taken to motivate the influences of the variables on the quality of the resulting approximation of the hidden process, which is rated by its energy value, shown in the tables. Each of the results of the MCMC method is the mean of 100 different runs. To create equal conditions for the Metropolis algorithm runs, we set a uniformly distributed initial γ. the changing parameter β. It becomes apparent that a higher value of β leads to a setting, where a proposed γ is only accepted if it has a similar or lower energy than the current element of the Markov chain. This implies that the acceptance rate decreases, since less movement within the system is permitted, which hampers reducing the energy of the samples. This effect can be seen best regarding the results of the Metropolis algorithm with β = 1000 and β = 1.0E + 09. Nevertheless, the value for the inverse temperature should not be chosen too small, as the acceptance rate of nearly 80% and the corresponding high energy for β = 1 demonstrate. Consequently, it is difficult to achieve that the entire sample space can be traversed and at the same time permit a too high acceptance rate. Therefore, we will use the adaptive method, described above, to adjust β depending on the number of accepted samples with lower energy to obtain better approximations of the process, i.e. energy values closer to the synthetically determined one. Table 1 illustrates the smoothing effect influencing the energy, caused by the regularization factor . A growing leads to higher energy values, since in the energy function formula
The center table of the
the regularization summand of L (·, 2 ) is multiplied with the square of . This fact can explain comparatively low energy values for small . On the other hand, a higher regularization factor smoothes the transition process Γ, meaning that short transitions in the process are evened and the resulting cluster states become more persistent. Though, the parameter value should not be too large, since then the regularization factor is dominating the energy and, therefore, the calculated process, as can be seen in the row with = 12. However, if the particular parameter is chosen carefully, it is possible to obtain a very good approximation of a minimal γ. The noise factor ν influences the acceptance rate of the Metropolis algorithm significantly, as shown in the lower table of   Table 1 . The considerable difference between the acceptance rate for ν = 0.1 and ν = 0.0001 demonstrates that the noise factor needs accurate adjustment.
The best energy value is achieved with ν = 0.001 due to an acceptance rate of 27.97%, which is close to the supposedly optimal percentage proposed in [4] . Table 2 : The table shows the development of the parameter β and the noise factor ν and their updates during the run of the Metropolis algorithm, applied to the data from Figure 1 . The algorithm is set with = 5, β = 1, initial noise factor ν = 0.1 and a Markov chain of length 100,000. The updates of the inverse temperature are made in steps of 1,000 and β is increased if the number of accepted samples with a higher energy than the previous element of the chain is more than 10% of the total. The lower row of the table demonstrates the change that the noise factor ν undergoes during the adaption process of the MCMC method. The adjustment of the parameter ν is done on the basis of the data of the previous 500 iterations every 1,000 steps of the method, however shifted to the one of β.
influences are needed in the different stages of the method.
As already discussed, the inverse temperature should be increased, however, not too fast, since otherwise samples of a region in the sample space, different to the one of the current element of the chain, are rarely going to be accepted.
Therefore, β is updated after 1000 proposals of the run depending on the ratio between the number of accepted samples with a lower energy than the previous element of the chain and the total number of accepted samples.
The movement during one run of the MCMC method with an initial value β = 1 is shown in Table 2 . It is apparent that the inverse temperature value is raised very slowly till the chain already has a length of 60,000 and then rapidly grows. A similar adaption process is used to optimize the noise factor development ( Table 2 ).
The parameter ν is also adjusted every 1000 steps, however, is more shifted to the updates of β to avoid too extreme changes at one stage of the Markov chain. The new noise factor is either increased or reduced, depending on the percentage of accepted samples, which is supposed to be around 23%. The algorithm starts with an initial value ν = 0.1 and the table of Table 2 shows that the noise factor is decreasing very fast, meaning that not enough proposed samples are accepted and therefore ν needs to be reduced.
These dynamic changes of the two parameters β and ν improve the quality of the results of the Metropolis application immensely. In the following paragraph we will continue to investigate the MCMC method and compare it to the variational FEM-clustering approach [18] .
Comparison of MCMC and FEM-applications
In the previous paragraph, we defined the proposal density and added an update function for the noise factor ν. Moreover, we established an adaptive method to increase the parameter β, which acts as an amended version of simulated annealing. These settings of the Metropolis algorithm will be used for all the test cases in this section. Firstly, we consider the influence of the regularization factor again and demonstrate its smoothing effect via the four graphic panels of Figure 2 , each representing the results for different values. The impact of , discussed earlier, where we concentrated on the energy value and the acceptance rate, is now illustrated in terms of a plot of the hidden process γ determined via the Metropolis algorithm. It is apparent that the cluster classification becomes more distinctive with a growing value. However, if the value is too high, the graph approaches the middle line between the models (Figure 2, = 12) , which makes it impossible to relate the persistent states to the clusters. Besides establishing the influence of the variable in Figure 2 , we want to draw a comparison between the FEM-clustering methodology and the MCMC application.
Therefore, the graphs of Figure 3 display the hidden processes, calculated with the FEM-clustering algorithm for = 0, 2, 5, 12. Firstly, it is conspicuous that the sensitivity of the FEM-clustering results, regarding the parameter, is different to the reaction of Metropolis algorithm concerning the changes of the regularization factor. In other words, note that the optimal value for the MCMC technique might lead to very bad results for the FEM-methodology. However both algorithms react strongly to a high regularization factor, its smoothing effect on either method is clearly visible in the fourth panels of Figures 2 and 3 . Moreover, selecting an optimal value does not only depend on the technique of choice, but also on the type of the time series the algorithm is applied to. This can bee seen best comparing the rather small optimal values from the next paragraph to the bigger ones necessary to obtain the best approximation of the hidden process from the lower panel of Figure 1 . Then it is important to note that the process, determined within the FEM-clustering framework, is more definite than the one, obtained with the MCMC method. On the contrary, the energy values of the results of the Metropolis algorithm are much smaller than the ones of the FEM-clustering technique as can be seen in Table 3 , which displays the corresponding data of the graphs of Figure 2 . The improvements made, concerning the adaptive adjusting of β and ν, clearly are reflected in the energy values of Table 3 , which we were able to reduce significantly, regarding the former results of Table 1 .
Furthermore, the acceptance rate displayed for = 5 supports the conclusion drawn from the noise factor development ( Table 2) , where we stated that the value for ν is decreasing, because the acceptance rate is below the value typically used in the literature [4] .
Regarding the graphs displayed in Figure 2 , it becomes apparent that the quality of the paths γ 1 (t) determined with the Metropolis algorithm improves with an increasing time parameter t. This effect is due to the fact that the expected values µ i of the multidimensional normal distributions used to generate the time series of Figure 1 linearly depend on t. Therefore, the distance between the values µ i grows and the data becomes more and more distinguishable. Thus, the hidden process (in particular, its persistent states) is easier to detect. The next paragraph will deal with the behavior of the introduced MCMC method applied to overlapping time series. those determined with the MCMC framework. Additionally, the panels contain the synthetic process, used to generate the respective time series, as a reference value. Since, the paths γ i (t) resulting from the MCMC method are obtained by calculating the mean of a hundred different runs of the Metropolis algorithm, the deviation from the displayed process is of interest. Therefore, we included the 100 different processes in the back of the graph to demonstrate the deflection. We can regard the hidden path determined with the FEM as expected value for the infinite number of MCMC-realizations. Then the outlines of the deviation shown in the graphs of Figures 4, 5 and 6 can be considered as the confidence intervals of the γ 1 (t) process calculated by the MCMC framework. The big deflection, however, hints at the fact, that the statistics need to be even bigger than 100 to obtain satisfying results. The graph in the lower panel of Figure 5 already illustrates that the accuracy of the results of the MCMC technique clearly depend on the data overlap.
Robustness concerning overlapping distributions
Clustering quality decrease can be seen even more clearly in the plots of :
The expectation-maximization (EM)-algorithm [3] is used to determine the unknown parameters θ 1 , γ 1 (t), . . . , θ Applying a Lilliefors test [25] , an adaptation of the Kolmogorov Smirnov test [9] , to the time series of Figure 6 also results in the wrong conclusion that the data comes from a single Gaussian distribution, which can lead to a false conjecture that the underlying process does not exhibit a regime-switching behavior. Even for the more separated case of Figure 5 the Lilliefors test does not detect that there are in fact two different normal distributions instead of just one. This point is especially important regarding the fact that these kind of Gaussianity and regime-behavior tests are commonly applied in computational analysis of physical observation data. As the above result demonstrates, they may fail to recover that there is underlying regime transition behavior in overlapping illposed cases. To avoid this problem and to be able to identify the hidden regimes in the strongly overlapping data series, it is necessary to make use of analysis methods like the here proposed MCMC method or the FEM-clustering framework.
Performance We now want to briefly address the performance of the Metropolis algorithm in general and in comparison with the FEM-clustering technique applied to higher dimensional data, in particular concerning the run time.
Considering the definition of the dimension of the time series, we distinguish between the dimension of time, also referred to as the length of the time series, and the dimension of space, referring to the dimension of x(t) at a fixed time t. Obviously, both types of dimension effect the run time and the complexity of the algorithm. We assume that we can reduce the dimension of space with dimension reduction techniques, such as PCA [23] , and will only concentrate on the effect of the time dimension. Therefore, we only consider data varying in length for a fixed space dimension. To study the behavior of the run time depending on the size of the data, we considered the synthetic time series of Figure 1 again and stretch it to a length of 2000, 3000, 4000, 5,000 and 10,000. Note that we did not extend the 
Conclusion
A Bayesian approach to multidimensional cluster modeling was presented and its performance was investigated by applying it to different sets of data and comparing it to the standard GMM method and to the FEM-clustering algorithm in terms of efficiency and accuracy. The main conceptual advantages of the proposed MCMC framework are firstly that its numerical solution can be interpreted as a mean field approximation of the FEM-based clustering technique and, therefore, it is possible to simulate a priori confidence intervals for the hidden path provided by the FEM algorithm. Secondly, this Bayesian approach does not depend on the initial parameters and the obtained results for the optimization problem are global. Moreover, in contrast to the H 1 -regularized variational FEM-based clustering framework [17, 18, 19] , it is not necessary to solve a quadratic optimization problem in every step running the MCMCclustering technique.
However, the current implementation of the MCMC method has demonstrated also several numerical drawbacks. Firstly, the technique is very computeintensive and requires substantial amount of additional run time with increasing length of the time series. In other words, the algorithm, becomes more computationally expensive for high space-dimensions and for longer time series.
These results suggest to work with additional dimension reduction techniques, to reduce the spatial dimension of the data before applying the method. Moreover, the MCMC-clustering algorithm requires very carefull tuning of three adjustable sampling parameters to obtain a reliable numerical solutions to the problem. In contrast, the adaptive FEM-clustering technique [17, 18, 19, 21] has only one tunable tolerance parameter. An other problem of the presented framework is that the development status of our application does not offer as definite and distinguish results as FEM-based clustering, being applied to overlapping data or time series with a low total number of transitions and long persistent states. Longer Markov chains, bigger statistics and other diagnostic techniques could improve this problem, though, this would result in even longer running times, which should be taken into account.
However, the introduced MCMC-based framework allows to identify a hidden process even for very overlapping data, where standard tests for regime behavior (like GMMs and statistical Gaussianity tests [9, 25] There are several additional aspects of the proposed method requiring further discussion and research. As already indicated, one issue is that we restricted the cluster modeling to K = 2. Obviously, one is interested in an application of a more general form (K > 2). However, the possibility of an arbitrary number of clusters raises the question how to determine an optimal K concerning the system given by the data. This problem has already been discussed in context of the FEM-clustering framework and the interested reader is referred to [18] and [20] , where some ways of choosing an optimal K are presented.
Another issue is that our choice of the model distance function g(x t , θ i ) results in an analytically computable energy function (13) , which only depends on the parameters γ i . This technique is not directly transferable to all other cluster model classes, for instance P CA-clustering models [23, 22] . Therefore, further consideration is necessary to obtain the favorable extensions for arbitrary forms of the model distance functional.
A major source of uncertainty for the presented MCMC-clustering method is the determination of the optimal length of the underlying Markov chain. Implementation of new concepts (for example [6] and [27] ) in the MCMCclustering context might present one of the possibilities to overcome this problem. Despite of all the above mentioned deficiencies, the Bayesian approach to the clustering problem can be successfully applied to investigate the regime behavior of the observed systems, to determine an approximation of the hidden process and to calculate its a priory uncertainty.
