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Chapter 1
Introduction
Since the discovery of organic solids as a new class of semi-conducting materials during
the early 20th century [1, 2], a lot of attention has been attracted in the scientific com-
munity [3–6]. Unlike conventional inorganic semiconductors, organic materials can form
solids primarily by Van-der-Waals dispersion forces giving rise to crystalline structures
and related to charge carrier transport [7,8]. Since the associated mobilities are still orders
of magnitudes below that of conventional semiconductors [9], the basic idea behind the
use of such materials is not to replace existing silicon-based technologies, but rather to
complement and extend the range of potential applications. Additional advantages due
to the unique physical properties related to this class of materials include high degree of
molecular flexibility allowing for twisting and bending, biodegradability, light weight, and
cheap mass production of electronic devices using ink-jet printing technologies.
However, understanding the non-trivial intermolecular interactions associated mostly
with the anisotropic molecular shape, is key to decipher the manifold physical aspects
behind the growth and function of organic solids [10–14]. An illustration of the com-
plexities involved, and moreover, of how the different research topics and the specific
keywords are linked to each other, is sketched in the flow-chart in Fig. 1.1. The entire
process starting from the initial growth of organic thin films to their characterization
and finally to the development of new innovative applications poses challenges [6, 15–17].
Some of the applications are listed in Fig. 1.1, in which they are classified into organic-
photovoltaic (OPV) and organic-molecular-semiconductor (OSC) type of devices. OPV
devices harvest the sunlight and convert it into electrical power. Thus, current studies
aim to increase the internal quantum efficiency by varying the architecture and the mate-
rials employed in the solar cells, while focusing on cheap manufacturing techniques suited
for mass production [18, 19]. OSC type of devices render several electronic applications.
Organic-light-emitting-diodes (OLEDs) and organic-field-effect-transistors (OFETs) are
emerging technologies, which have currently been implemented in many different prod-
ucts on the market, for instance in cellular phones and televisions [17]. Though there is
still a lot of ongoing research trying to optimize these OSC’s, particularly with regard to
their efficiency and lifetime, the next generation of OSC-based devices are being focused
towards organic spintronics [15, 20] and molecular storage units [21, 22], which provide
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Introduction
interesting perspectives.
The sophisticated engineering and the design of devices, like the ones previously dis-
cussed, require detailed knowledge of how organic materials grow. The growth itself
involves many complicated kinetic processes (see Chap. 2), and depending on the prepa-
ration technique and experimental environment (i.e. vacuum conditions, substrate type,
substrate temperature etc.) the observed structures and the optical characteristics can
vary substantially. Consequently, it is essential to first study the optical and structural
properties of the organic films. Figure 1.1 aims to provide an idea of the most important
issues relevant in the context of the film characterization. The optical characterization
of the organic thin films involves basically studies with spectroscopic techniques, such
as infrared/Raman spectroscopy, x-ray photo-electron spectroscopy (XPS) or ultra-violet
photo-electron spectroscopy (UPS), and provides information on the intrinsic lattice dy-
namics and energy transfer, which are relevant in combination with multiple OSC ma-
terials (e.g. in organic pn-junctions) as well. The field of lattice dynamics describes
the interaction mechanisms occurring within an organic crystal (e.g. emerging from a
crystal-photon interaction), and investigates mainly intra-molecular vibrations, excited
states (singlet/triplet excitons), and optical traps, all of which influence the electronic
transport properties strongly. The actual energy transfer mechanism within the organic
solid involves primarily these types of interactions. For instance, in the case of an OPV
device, photons excite Frenkel or charge-transfer excitons, which can transfer the energy
of electron-hole pairs towards their respective electrode where they are eventually col-
lected [7,8]. Obviously, optical studies such as the ones previously discussed are required
in order to build and optimize organic devices.
However, knowledge of the structural conformation of organic materials (and composi-
tion in the case of organic mixtures) are even more fundamental [23], particularly when
measurements are performed in real time [24, 25]. Moreover, understanding the struc-
ture is essentially a key feature in order to classify and interpret the optical properties.
Therefore, it is our prime objective to acquire first knowledge of the structure of the or-
ganic thin films (as is described in Fig. 1.1). Specifically, the crystal structure contains
information of the ordering at the intermolecular length-scale and is investigated by prob-
ing the molecular lattice planes, which allows to characterize samples in terms of their
polymorphism or simultaneous occurrence of different structural phases [26,27]. Both are
commonly-observed phenomena, particularly appearing in mixed films [28, 29]. The mor-
phology characterizes the ordering of the film surface on length-scales corresponding to
several 100 nm and yields information of the film roughness, the island-size distribution,
and the island-islands correlations. One of the key methods to obtain such features is
real-time x-ray scattering, which not only performs a full statistical averaging of the sam-
ple surface (within the coherent scattering volume) but also allows a non-invasive probing
of the film structure, i.e. without an interference of the measurement with the growth
process.
In this thesis we study primarily the growth kinetics of both pristine and blended or-
ganic materials. Using real-time diffuse x-ray scattering measurements, we analyze the
temporal evolution of the film structure and morphology. Based on our results we discuss
3
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the effect of the molecular shape anisotropy on atomistic growth theories, particularly
for the case of rod-like molecules. We expect that the findings presented in our studies
can be of significant relevance for the understanding and processing of prospective OSC
technologies [30–33]. The thesis is organized as follows: Chapter 2 gives a short intro-
duction to the growth of organic thin films. Subsequently, we briefly review some of the
atomistic growth theories employed for the interpretation of the results in Chap. 5. Chap-
ter 3 summarizes the materials used in the experiments along with their crystal structure
and relevant literature. The experimental methods employed in this work, particularly,
the sample preparation, the scattering techniques, and the use of synchrotron radiation
are briefly summarized in Chap. 4. Chapter 5 contains the experimental results and
discussions and is basically organized in three parts:
 Part I discusses time-resolved measurements performed on perfluoropentacene
(PFP) thin films and blended thin films consisting of perfluoropentacene and pen-
tacene (PEN). The prime objective in this section is to study the different kinetics of
grain formation for the pristine and mixed films. Specifically, we will address the fol-
lowing issues: How does the molecular lattice depend on the substrate temperature?
Is there evidence for a molecular re-orientation in the lattice? In the blended films
what is the impact of the mixing ratio on the nucleation of the different, co-existing
crystal structures?
 Part II investigates the growth of ultra-thin films (≤ 6 monolayer) of pristine diin-
denoperylene (DIP). Of particular relevance will be the following issues: What is the
actual shape of the DIP-islands? How does it depend on the amount of deposited
material, i.e. the film thickness? How is it related to kinetic growth aspects, such
as molecular diffusion, island size evolution, and island-island correlation?
 Part III studies mixtures of DIP:C60 (C60 buckminsterfullerene) as a “real” model
system for OPV applications. We will investigate how the morphology and structure
are affected by the choice of the materials or, rather, on their mixing ratio. Of
particular importance will be the kinetics of phase separation, i.e. the observation
of a top-bottom asymmetry within the mixed layers.
Finally, Chap. 6 will summarize the most important results and provide an outlook to
prospective studies involving the open issues, which were beyond the scope of this thesis.
4
Chapter 2
Organic thin film growth
In this chapter we will provide a brief description of atomistic growth theories. This will
be of importance for the discussions in Chap. 5, where we primarily use real-time x-ray
scattering techniques to study the growth and structure of thin films consisting of small
organic molecules. In this context, a very important consideration is the applicability of
such atomistic growth models to organic molecules, particularly because in most cases
there is a distinct shape anisotropy, with implications for the structure formations.
2.1 Introduction to thin film growth
In general, the emergence of thin (organic) crystalline structures from the vapor-phase
grown on inert substrates, such as silicon oxide (SiOx), involves many kinetic processes.
Some of these include, for instance, diffusion, nucleation, adsorption, desorption, etc.,
all of which are inherently connected to the dynamic aspects of thin film growth. Obvi-
ously, one has to precisely understand and analyze such entities to grasp the essence of
growth. We will discuss this in more detail in the subsequent sections. In this section
we rather restrict ourselves to the static situation observed post growth, i.e. assuming
thermal equilibrium once the growth has been stopped.
A liquid-droplet model (see Fig. 2.1) is quite useful to explain the wetting behavior
in heterogrowth, i.e. a material of type A is grown on a substrate of type B, at least
from a qualitative perspective. Assuming thermal equilibrium, a droplet is in contact
with a structure-less substrate, i.e. a substrate which has no surface potential for surface
diffusion in the first approximation [35]. In this case, the contact angle θ defined between
the droplet surface and the substrate plane, is given via Young’s equation [34, 35]
cos θ =
σsv − σsa
σav
. (2.1)
Here, σsv, σsa, and σav denote the surface tension (or specific surface energy of the free
surface) between the substrate-vapor, substrate-adsorbate and adsorbate-vapor interfaces.
Interestingly, in the case of a solid material grown on a solid substrate, e.g. lead deposited
on graphite, this relation is not a bad approximation [34]. More generally for heterogrowth,
5
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Figure 2.1: Liquid droplet on a structure-less substrate gives rise to contact angle θ.
Image taken from Ref. [34].
a) b) c)
Figure 2.2: In OMBE-type of experiments there are usually three growth scenarios that
can be observed. (a) Frank-Van der Merwe or layer-by-layer (lbl) growth. (b) Vollmer-
Weber (VW) growth. (c) Stranski-Krastanov (SK) growth.
either for inorganic or organic materials, there are three types of scenarios summarized in
the following:
 Frank-Van der Merwe (layer-by-layer, lbl) growth. In this scenario the substrate is
completely wetted by the material, i.e. the growth progresses primarily in the lateral
direction (2D), and the first layer is completely finished before the subsequent layer
grows on top of it (see Fig. 2.2a).
 Vollmer-Weber growth. Here, mounds grow mainly in the vertical direction, i.e. the
growth of the second layer sets in before the first layer is finished. The growth in
the vertical direction is also referred to as 3D-growth. (see Fig. 2.2b).
 Stranski-Krastanov growth. In this situation the substrate is completely wetted
by the film, i.e. the growth starts off similarly to a lbl-growth scenario. Suddenly,
the growth type changes to a 3D-growth. This happens when one or more layers
are completely filled and the influence of the substrate on the growth kinetics of
the adsorbates, i.e. the adsorbate-substrate interaction, is shielded by the wetting
layers (see also Fig. 2.2c).
6
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When considering the previously introduced simple model of liquid droplets, it becomes
clear from Eq. (2.1) that one can compare these growth scenarios to the following two
extreme cases:
 In the first case we find that σsv < σav + σsa. Obviously this is related to the
Vollmer-Weber type of growth, where 3D growth sets in from the very beginning of
the film growth.
 Additionally, one finds that Eq. (2.1) does not work if σsv > σav + σsa, since this
would imply that cos θ > 1. Therefore, we can relate this case to the situation of
Frank-Van der Merwe growth.
In the case of a liquid droplet, one finds indeed that the surface tension is isotropic.
In order to extend this picture to the more general situation of epitaxial growth (i.e.
a crystalline film is grown on a crystalline substrate corresponding to the experiments
performed in this thesis) we need to get rid of the idea of a structure-less substrate. This
leads to the concepts of elasticity and commensurability. The discussion of the influence
of the elasticity on the growth is not within the scope of this short introduction and can,
for instance, be found in [36]. The latter one is illustrated in Fig. 2.3.
If the in-plane lattice planes of the substrate and the adsorbate do not match we
expect that the structure of the substrate is superimposed on the structure of the first
monolayer. This leads to lattice misfits and dislocations. The situation is illustrated for
the first monolayer in the top panel of Fig. 2.3, either for krypton grown on graphite
leading to a commensurate structure or for argon grown on graphite giving rise to an
incommensurate structure. As the growth progresses, the adsorbate gradually tries to
compensate for the misfits and adjusts to its own lattice spacing. Thus, the influence of
the substrate is shielded by the molecular layers close to the substrate (see bottom panel
of Fig. 2.3).
We can accept that the previous concepts and, more specifically, the answer to the
question, “What exactly drives heterogrowth?” are, in a more general sense, strongly
related to the interaction potentials between the participants [34,35]. In fact, the case in
which an adsorbate of type A is grown on a substrate of type B primarily depends on the
relation of adsorbate-adsorbate interaction to adsorbate-substrate interaction. Both can
be expressed by Hamiltonians Haa and Has. If the growth is dominated by the first one,
where the adsorbates (atoms, molecules) experience a strong affinity, the incommensurate
structure is energetically favored. On the other hand, the case that the latter interaction
is significantly stronger leads to a stabilization of the commensurate structure.
The situation becomes even more complex in the case of organic materials, which will
be within focus in this thesis. It becomes clear from Fig. 2.4 that the shape anisotropy
of the molecules leads to additional orientational degrees of freedom, implying that, in
most cases, both the molecules and the substrate will have very different in-plane lattice
parameters. This gives rise to an incommensurate type of growth. In this case, the
dominant structural orientation (lying or standing molecules) depends critically on the
difference between the molecule-substrate and molecule-molecule interaction. For rodlike
7
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Figure 2.3: Top panel: (a) Commensurate structure of krypton grown on graphite. (b)
Incommensurate structure of argon grown on graphite. Bottom panel: Schematic illus-
tration on how the growth progresses, if the lattice spacing of the substrate (thick lines)
and the adsorbate (thin lines) are incommensurate. Figures in the top and bottom panel
were taken from Ref. [34].
molecules such as pentacene (see Chap. 3) and similar polycyclic aromatic hydrocarbones,
the inter-molecular interaction is usually quite strong due to inter-molecular coupling of
the pi-orbitals. If such molecules are grown on inert substrates (weak molecule-substrate
interaction) and the temperature of the substrate is sufficiently high to allow for molecular
diffusion processes, the standing orientation is usually energetically favored.
2.2 Atomistic nucleation
The complicated situation of growth (involving all the kinetic effects illustrated in Fig. 2.5a
is mirrored in a typical growth-scenario occurring in an ultra-high vacuum (UHV) sur-
rounding of the sample. It can be explained in the following way: Adatoms (or molecules)
are deposited with a flux F onto a substrate, which has a certain temperature T , pro-
viding the adatoms kinetic energy. Once the adatoms reach the surface they randomly
migrate (owing to their kinetic energy) until events of the following kind take place:
8
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Figure 2.4: Rodlike molecules deposited on inert, isotropic substrates (surface potential
of the substrate indicated by sinusoidal lines) can grow in different structural orientations.
(a) If the molecule-molecule interaction dominates the growth, molecules can stand up,
while forming an angle θt with respect to the substrate plane. (b) If the molecule-substrate
interaction dominates, molecules can lie down. Figure taken from Ref. [37].
 Two adatoms can meet, leading to the nucleation of a new dimer.
 A dimer may either dissolve into two freely diffusing adatoms, or a trimer may be
formed by aggregation of a new adatom.
 A trimer can, again, be converted into a dimer (by separating one adatom) or into
a nucleus consisting of four adatoms (by incorporating one more adatom).
 Events involving clusters of s ≥ 4 adatoms occur.
Aggregation of new adatoms successively leads to an enlargement of the existing nuclei,
which finally coalesce into bigger islands. The scenario may then be repeated for the
subsequent layers, i.e. each layer is completely filled before new-layer islands nucleate on
top of the closed layer, corresponding to the case of a layer-by-layer type of growth. We
can connect this to the absence (or very weak presence) of the Ehrlich-Schwoebel-Barrier
(ES-Barrier) [40, 41], which is an additional energy barrier that has to be overcome by
adatoms migrating from the top of an island to the island below, i.e. adatoms crossing an
island step-edge (see Fig. 2.5b). More precisely, if the ES-Barrier is very weak, adatoms
that arrive on top of an island can diffuse downwards easily. Consequently, the presence
of such an ES-Barrier practically limits the inter-layer transport and contributes to the
formation of new nuclei on top of an existing island, leading to 3D growth. Notably,
all of these processes happen with a certain probability depending, inter alia, on the
temperature T , the binding energy of the adatoms, the intra-layer diffusion D and inter-
layer diffusion D′, which can all be taken into account via different kinetic rates. Note
that in this picture all the kinetic effects including intra-layer and inter-layer diffusion are
thermally activated. Depending on the situation whether the growth mainly occurs in
9
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Figure 2.5: (a) Schematic illustration of the kinetic processes occurring during the deposi-
tion and subsequent assembling of the adsorbate layer (see Ref. [38] for a full description
of all processes and parameters involved). (b) The crossing of a step-edge involves an
additional energy barrier, ∆ES, which is superimposed on the surface potential. Fig. (a)
taken from Ref. [38] (Copyright Plenum Press,1997) and Fig. (b) taken from Ref. [39].
the lateral or in the vertical direction, the theoretical growth model and the assumptions
made change. Therefore, the next section gives a brief review on the two-dimensional
nucleation theory, followed by the case of a 3D growth in Sect. 2.2.2.
2.2.1 Atomistic, two dimensional nucleation
In general, as pointed out in the last section, the different kinetic effects are taken into
account by rates leading to a set of coupled ordinary differential equations, whose deriva-
tion shall be illustrated here for the simple case of first layer nucleation in the very low
coverage regime. This is shown explicitly in full detail and in the perspective of a more
general overview (including most of the prevailing growth-theories) in Refs. [36, 39]. The
nucleation of the second layer involves an additional step-edge barrier to confine the ver-
tical migration of adatoms; therefore, we will only treat the case of the simpler, first-layer
nucleation in this section. The starting point in classical nucleation kinetics, in the sense
of a mean-field approach, considers the concentration ns of clusters, which are composed
of s adatoms. Assuming that the diffusion of large clusters is negligible, i.e. clusters only
grow by aggregation, one can express the change of ns in terms of a net-rate Γs describing
the emergence of s+ 1-clusters from s-clusters, i.e.
dns
dt
= Γs−1 − Γs (s ≥ 2) (2.2)
Γs = σ
c
sDn1ns − γs+1ns+1 . (2.3)
Γs is defined by the detachment rate γs (for clusters composed of s adatoms), n1 accounts
for the density of monomers (adatoms) and σcs is the capture number. Using the assump-
tion that desorption of adatoms from the surface is negligible, which is also referred to
as complete condensation limit in the literature [39], one can express the change in the
10
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monomer density by
dn1
dt
= F − 2Γ1 −
∑
s≥2
Γs . (2.4)
Note that this set of equations (Eq. (2.2)–Eq. (2.4)), though giving a full description of
the growth in terms of the kinetic rates, is not well-suited for computation. It depends
on many different parameters, which are usually not known explicitly. In particular, the
capture number σcs describing the probability of an s-cluster to incorporate a new adatom
depends on the cluster size and the environment around the cluster. It would, therefore,
require a self-consistent implementation of a diffusion equation [39]. The solution of such
rate-equation models requires a parametrization of the following type: One assumes that
clusters below a critical size i⋆ of adatoms are considered unstable, i.e. they are allowed to
dissociate, while clusters containing i⋆ or more adatoms are stable. This concept implies,
on the one hand, that γs≥i⋆ = 0, and requires, on the other hand, that the separation of
adatoms maintains thermal equilibrium, which means that Γs = 0 for 1 ≤ s ≤ i⋆−1. The
total density of clusters is
N =
∞∑
s=i⋆+1
ns , (2.5)
so one can rewrite (Ref. [39,42,43]) the previously-introduced set of equations (Eq. (2.2)–
Eq. (2.4)) into
dN
dt
= σci⋆Dn1ni⋆ (2.6)
ns ≈ (n1)seEs/kBT (2 ≤ s ≤ i⋆) (2.7)
dn1
dt
= F − σci⋆Dn1ni⋆ − σ¯cDn1N , (2.8)
where the binding energy per cluster Es, and the average capture number of stable islands
σ¯c is introduced as
σ¯c = N−1
∞∑
s=i⋆+1
nsσ
c
s . (2.9)
For solving this set of equations we refer, again, to Ref. [36, 39], in which a detailed
description of the atomistic growth theories is presented. Consequently, we would rather
provide the final solution here. Owing to the fact that in most cases σci⋆ and σ¯
c can be
considered as slowly-varying functions, which are usually approximated by scalar numbers,
one can generally distinguish the following two temporal growth regimes :
 The transient nucleation regime (in the very early stages of growth) is characterized
by the assumption that the loss terms in Eq. (2.8) are basically negligible. Intro-
ducing the total deposited coverage Θ, one finds that
Θ = Ft (2.10)
N ∝ Θi⋆+2 . (2.11)
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 In the steady-state nucleation regime the loss terms cancel out each other, and the
aggregation of adatoms at stable clusters is not negligible, anymore. In this case,
one obtains
N ≈ Θ1/(i⋆+2)
(
F
D
) i⋆
i⋆+2
eE
⋆
i /(i
⋆+2)/kBT . (2.12)
Equation (2.12) further implies that N ∝ (F
D
)χ
, which is also known as the scaling relation
with the scaling exponent χ = i⋆/(i⋆ + 2). In both regimes the island density increases
when the coverage is increased, thus Eq. (2.11) – Eq. (2.12) correspond all to the low
coverage regime. However, due to different exponents the island density increases much
faster in the transient nucleation regime compared to the steady state nucleation regime.
There are two remarks worthwhile mentioning before concluding this section. First,
cluster mobility is neglected in this discussion implying that the island density can only
decrease by means of island-coalescence [39]. The beginning of the coalescence regime
is, in this sense, usually characterized by a maximum of the island density. Second,
the equations valid in the steady-state nucleation regime will be adapted for our data-
analysis presented in Sect. 5.3, in which the growth kinetics of the organic semiconductor
diindenoperylene is investigated in real time. In this context it is surprising that the
scaling relation works reasonably well, even if the island density is investigated not exactly
in the low coverage regime. This becomes more obvious in Sect. 5.3, where the analysis
is employed in a relatively large coverage range.
2.2.2 Atomistic, three dimensional nucleation
It is commonly accepted that the presence of a step-edge barrier, which imposes the
condition that D′ < D, leads to growth instability and manifests itself in the formation
of 3D-mounds or wedding-cakes on the surface [39, 44]. Therefore, the consideration of a
step-edge barrier is in complete contrast to the assumption of Sect. 2.2.1, where growth
progresses only in the lateral direction. The more general description is necessitated to
take such a step-edge barrier into account. One of the extreme cases in this context is an
infinite step-edge barrier, where D′ = 0, and in which the inter-layer mass-transport is
completely suppressed. More precisely, one assumes that adatoms stay on the terrace on
which they have been deposited. Once diffusing on the terrace they only contribute to the
growth of the succeeding layer on top of it. This implies that inter-layer mass-transport
and lateral mass-transport occurring between the mounds are neglected, which is only
a first approximation. In the literature this is also known as statistical growth (Poisson
growth) or the random deposition limit, whose equations will be provided shortly in the
following (see Ref. [36, 39] for detailed explanation). Following the idea of Sect. 2.2.1, a
simple set of equations can be derived based on a rate-equation approach. One considers
the relative coverage θn of layer n whose value per definition lies in the interval [0, 1]
(θn = 0 accounts for an empty layer and θn = 1 for a completely filled layer). The exposed
coverage, i.e. the free area of a layer which is not covered by the succeeding layer above,
12
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can be defined as
φn−1 = θn−1 − θn , (2.13)
and is directly proportional to the flux (or rate) F
dθn
dt
= Fφn . (2.14)
This set of ordinary differential equations (Eq. (2.14)) describes the continuous, temporal
evolution of the coverages of the respective layers and can be solved with the boundary
condition θ0 ≡ 1 (the substrate-layer is “full”) and the initial conditions θn≥1 (t = 0) ≡ 0
(all remaining layers are “empty” when the growth starts). This leads to the solution
θn = 1− e−Θ
n−1∑
k=0
Θk
k!
(2.15)
Θ =
∞∑
n=1
θn = Ft . (2.16)
In this set of equations Θ is the total deposited coverage [39]. The exposed coverage for
layer n can thus be expressed as a Poisson distribution
φn =
e−ΘΘn
n!
, (2.17)
of the parameter Θ. Hence, using the representation of the surface roughness σ
σ2 =
∞∑
n=0
(n−Θ)2 φn , (2.18)
one finds the important result that
σ =
√
Θ . (2.19)
Poisson growth basically provides an upper limit for the surface roughness, in the case of
a complete absence of inter-layer diffusion, similar to the situation of an infinite step-edge
barrier. The presence of a weak step-edge barrier, on the contrary, promotes a smoother
film surface, which can be summarized with the following statement: While the inter-layer
diffusion is the mechanism to decrease the surface roughness, the intra-layer diffusion only
has an impact on the lateral material transport [39].
13
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Chapter 3
Materials
In recent years organic materials have attracted much attention, particularly due to their
applicability in active thin-film electronic devices. Although, the charge carrier mobility of
such materials is, in general, still a few orders of magnitudes less than that of commercial,
inorganic, silicon-based semiconductors, their intrinsic properties open an entirely new
branch of potential applications. On the one hand organic materials offer the perspective
of low-cost mass production, e.g. ink-jet printing of electronic circuits. On the other
hand they provide unique physical properties not found with inorganic materials. These
can comprise, for instance, extremely short carrier transit distances leading to very fast
electronic response-times or, if deposited on a flexible substrate, they can easily resist
mechanical deformations like bending and twisting [5].
In general, we can divide organic semiconductors into two classes of materials – poly-
mers and small molecule OSCs [8]. The polymer-based thin films can have a relatively
large degree of disorder resulting in less mobility as compared to crystalline materials.
However, they are usually very cost efficient and easy to process using solution based prepa-
ration techniques such as spin-coating. In contrast, small organic molecules can have a
relatively high degree of crystallinity associated with a mobility of up to µ ≈ 1 cm2/Vs [45]
making them in particular attractive for OPV applications. In this thesis we will only fo-
cus on the latter class. The following sections provide a short description of the materials
studied in this thesis, as well as how the molecules are expected to grow, along with their
relevant crystal structures.
3.1 Pentacene (PEN)
Pentacene (C22H14, PEN), or “2,3,6,7-dibenzoanthracene” as named according to the
International Union of Pure and Applied Chemistry (IUPAC) is composed of five benzene
rings, which are arranged in a linear structure.
In recent years pentacene (see Fig. 3.1) has not only been used as a model system
to understand the growth behavior of organic thin films [47–50], but also exhibits a lot
of promising electronic characteristics, which are relevant to the developing of organic
semi-conducting devices and OPV applications [51].
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c)a) b)
Figure 3.1: (a) Structural composition of pentacene. At 300K, pentacene occurs within
the triclinic thin-film phase with two molecules in the unit cell arranged in a herringbone-
like structural conformation. Molecular orientations are shown along the a⋆-axis, i.e.
perpendicular to the bc-plane (b) and along the c⋆-axis, i.e. perpendicular to the ab-plane
(c). Atom positions were taken from Ref. [46].
a [nm] b [nm] c [nm] α [◦] β [◦] γ [◦] d(001) [nm]
Bulk phase (BP) 0.6266 0.775 1.4530 76.475 87.682 84.684 1.412
Bulk phase (BP) 0.6485 0.7407 1.4745 77.25 85.72 80.92 1.437
Thin-film phase (TF) 0.5958 0.7596 1.561 81.25 86.56 89.80 1.54
Table 3.1: Comparison of unit-cell parameters for different polymorphs adopted by pen-
tacene grown on SiOx substrates. Lattice parameters taken from Ref. [52] for the bulk
phases (BP), and from Ref. [46] for the thin-film phase (TF).
Pentacene is known to grow in at least three different polymorphs [52, 53], which can
even exist simultaneously. It has been observed that the presence of the polymorphs
depends not only on the choice of the substrate (molecule-substrate interaction), but
also on the film thickness and the growth temperature. The different polymorphs can
be distinguished by means of their out-of-plane lattice parameter d(001). A summary of
the different polymorphs observed on SiOx substrates is given in Tab. 3.1. It has been
reported that the thin-film phase [54–56], i.e. substrate-induced phase, corresponding to
d(001) = 1.54 nm, predominates the film structure below a critical-film thickness (. 30ML
at Tsub ≈ 300K). Above that critical thickness a polymorph known as the bulk phase
appears (d(001) = 1.44 nm), which has been reported to occur early, at elevated substrate
temperatures also [52].
Later studies, however, suggest that starting from the first monolayer, the bulk phase
nucleates (though with less probability) along with the thin-film phase. As the growth
progresses the thin-film phase is gradually suppressed by the bulk phase leading, to a
saturation of the thickness of the thin-film phase [57]. The thin-film phase plays an
important role for the development of OFETs because the field-induced conductivity
occurs primarily within the first few monolayers. [10].
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Figure 3.2: (a) Structural composition of perfluoropentacene. At 173K, PFP occurs
within the monoclinic bulk phase with two molecules in the unit cell arranged in a
herringbone-like structural conformation. The corresponding molecular orientations are
shown along the b⋆-axis, i.e. perpendicular to the ac-plane (b) and along the a⋆-axis, i.e.
perpendicular to the bc-plane (c). Atom positions were taken from Ref. [58].
3.2 Perfluoropentacene (PFP)
According to the IUPAC-notation perfluoropentacene (C22F14, PFP) is also labeled as
“1,2,3,4,5,6,7,8,9,10,11,12,13,14-tetradecafluoropentacene”. Similarly as with PEN, PFP
is composed of five linearly-arranged benzene rings, whose hydrogen atoms are, however,
replaced by fluorine [14] (see also Fig. 3.2).
Recent time-dependent density-functional calculations illustrate that fluorination of pi-
conjugated organic molecules not only leads to improved stability of the material even
after exposure to air, but more importantly, fluorination may provide an efficient method
to convert the material into an n-type OSC [59]. Moreover, due to the similarity of the
molecular dimensions and lattice parameters with those of PEN, both molecules can be
considered sterically compatible. All of this offers interesting perspectives. On the one
hand, the combination of PFP (acting as an acceptor (A) material) and PEN (acting
as a donor (D) material) either grown as a bulk or as a planar heterojunction, allows
design of different types of OSC applications [23, 58, 60]. On the other hand, molecular
blends consisting of the two compounds with different molecular fractions can be explored
from a structural point of view to investigate the general mixing behavior of pi-conjugated
molecules. This has been thoroughly investigated in previous studies [28, 61]. It was
shown that, in particular, the two compounds PFP and PEN feature a strong signature
of intermixing on the molecular level, i.e. the formation of mixed phases is favored. This
is true even for different compounds as long as the sterical compatibility is satisfied [62].
However, the degree of molecular ordering may, in fact, exhibit an anisotropic behav-
ior [29]. In contrast, sterically-incompatible compounds demonstrate a strong tendency
to phase-separate [32].
Understanding the dynamic aspects of the thin-film growth is equally important, also
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a [nm] b [nm] c [nm] α [◦] β [◦] γ [◦] d(100) [nm]
Bulk phase (BP) 1.551 0.449 1.145 90.0 91.6 90.0 1.58
Thin-film phase (TF) 1.575 0.451 1.148 90.0 90.4 90.0 1.575
Table 3.2: Comparison of the unit cell parameters for the different polymorphs adopted
by perfluoropentacene grown on SiOx substrates. The lattice parameters are taken from
Ref. [58, 63] for the bulk phase (BP) and from Ref. [61] for the thin-film phase (TF).
Figure 3.3: (a) Structural composition of diindenoperylene. At 298K DIP occurs within
the triclinic low temperature α-phase. Molecular orientations are shown along the a⋆-
axis, i.e. perpendicular to the bc-plane (b) and along the c⋆-axis, i.e. perpendicular to the
ab-plane (c). Atom positions were taken from Ref. [26].
with regard to the design of heterojunctions. Therefore, in this thesis we mainly investi-
gate the growth dynamics of PFP thin films with respect to the in-plane structure [33].
This is complementary to previous studies, where the evolution of the out-of-plane struc-
ture was in the focus [64].
The bulk phase of PFP (grown on SiOx substrates) was first reported in Ref. [58, 63].
The unit cell, just like in the PFP single crystal structure (see Tab. 3.2), contains two
molecules arranged in a herringbone-like conformation, i.e. similar to PEN. Later studies
have revealed the existence of the PFP thin-film phase [61]. Note that in our notation,
which is based on Ref. [58], and which we will use throughout this thesis, the long unit-
cell axis is assigned to the a-axis, though the molecules are nearly upwardly oriented with
respect to the sample surface.
3.3 Diindenoperylene (DIP)
Diindenoperylene (C32H16, DIP) is also known with the IUPAC-notation “diindeno[1,2,3-
cd:1’,2’,3’-Im]perylene”. It is composed of a perylene core linearly connected to several
benzene-rings (see Fig. 3.3).
Similarly to other OSC materials, different polymorphs have been observed for DIP.
Temperature-dependent x-ray diffraction experiments on DIP single crystals reveal that
at low temperatures (T ≤ 403K) DIP grows in the low temperature α-phase. Here,
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a [nm] b [nm] c [nm] α [◦] β [◦] γ [◦]
α-phase (T = 403K) (SC) 1.16592 1.30102 1.4966 98.440 98.023 114.548
β-phase (T = 423K) (SC) 0.71709 0.85496 1.6798 90.0 92.416 90.0
σ-phase (T = 403K) (TF) 0.709 0.867 1.69 90.0 92.2 90.0
Table 3.3: Comparison of the unit cell parameters for the different polymorphs adopted
by diindenoperylene. The lattice parameters are taken from Ref. [26] for the single crystal
phases (SC) and from Ref. [24] for the thin-film phase (TF). Note d(100) = 1.66 nm for
the thin-film phase.
molecules are confined to a triclinic unit cell with four molecules arranged in a herringbone
structure. At higher temperatures (observed at T ≥ 423K) the unit cell is different in the
sense that the structure is monoclinic with two molecules in the unit cell also arranged in
a herringbone conformation [26]. This is also known as the β-phase.
DIP thin films deposited on SiOx can grow either in the σ-orientation, with the long
molecular axis orientated perpendicular to the sample surface, or in the λ-orientation,
with the long molecular axis oriented parallel with respect to the sample surface. At room
temperature the σ-orientation prevails during the initial stages of the growth because the
λ-phase favors the nucleation on top of the σ-oriented crystallites [65]. The structure of
the σ-phase has been determined in Ref. [24]. It was shown that at T = 403K the thin
film σ-orientation is essentially very similar to the high-temperature single-crystal phase
and, accordingly, very different from the single crystal phase at the same temperature,
which has four molecules in the unit cell. The different polymorphs are listed in Tab. 3.3.
Particularly relevant in the context of the growth physics are some of the rather com-
plex processes observed during the deposition of DIP. These include kinetic effects like a
post-growth structural re-organization on the surface [66, 67], a rapid roughening of the
film surface [68, 69], or the competition of different structural orientations [26, 65]. All of
these effects are interconnected to the molecular flux, the kinetic energy of the molecules
and the molecular diffusion. Remarkably, it was reported that in combination with dif-
ferent materials, DIP either favors a thickness dependent phase separation (in the case of
sterically incompatible materials) [32] or an anisotropic ordering behavior (in the case of
sterically compatible materials) [29]. These properties, along with the reported ambipo-
lar charge carrier transport in donor:acceptor blends [70] of DIP clearly offer interesting
perspectives in the development of OSC applications.
3.4 Buckminsterfullerene C60 (C60)
Another prominent organic semiconductor is buckminsterfullerene C60 (C60) (see Fig. 3.4),
which is also known in the IUPAC notation as“(5,6)fullerene-C60-Ih”.
For various reasons, C60 is considered an interesting material. On the one hand the
spherical and buckyball-like shape of the molecule [73–75] provide an interesting model
system to study the growth mechanisms of isotropically shaped materials. This becomes
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a [nm] b [nm] c [nm] α [◦] β [◦] γ [◦]
HCP (P63/mmc) 1.0009 1.0009 1.6338 90.0 90.0 120.0
FCC (Fm3¯m) 1.4156 1.4156 1.4156 90.0 90.0 90.0
SC (Low Temp.) 1.404 1.404 1.404 90.0 90.0 90.0
Table 3.4: Comparison of unit cell parameters for different single-crystal structures of
buckminsterfullerene C60. Crystal structures were observed to occur at room temperature
either in a hexagonal closest packing (HCP) or a face centered cubic (FCC) lattice. At
low temperatures (T = 249K) a simple cubic (SC) phase is observed. Lattice parameters
taken from Refs. [71, 72].
even more important in conjunction with molecules that differ chemically – allowing to
reveal some of the manifold and complex aspects of thin film growth of organic blends [32,
76]. On the other hand one can take advantage of intrinsic electronic properties such as
C60’s applicability as an acceptor material for developing of OSC devices [77–79].
c)a) b)
Figure 3.4: (a) Structural composition of buckminsterfullerene C60. C60 single crystals
can be grown from solution resulting in a FCC structure. Molecular orientations (at room
temperature) are shown along the a⋆-axis, i.e. perpendicular to the bc-plane (b) and along
the c⋆-axis, i.e. perpendicular to the ab-plane (c). Atom positions taken from Ref. [80].
In the single crystal, C60 grows either in the hexagonal (HCP), or in the face centered
cubic (FCC) phase as shown in Tab. 3.4. At low temperatures, i.e. T = 249K, a molecular
arrangement corresponding to a simple-cubic (SC) structure with four molecules per unit
cell is observed [71, 72].
Note that when grown on SiOx, C60 growth is polycrystalline with a low structural
order in the out-of-plane direction (see also measurements in Sect. 5.4). Therefore, a
Bragg reflection in the out-of-plane direction is usually not observed on SiOx.
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Figure 4.1: Portable UHV-chamber, in which the samples are prepared and probed with
x-rays. Image taken from Ref. [50]
Chapter 4
Methods
In this chapter we will briefly review some of the experimental techniques used to prepare
and measure our samples.
4.1 Organic molecular beam deposition (OMBD)
As previously mentioned in Chap. 3, there are multiple techniques to grow organic thin
films. In this thesis we have used exclusively samples prepared via the organic molecular
beam deposition (OMBD) method. On the one hand it allows one to grow highly crys-
talline films, and on the other hand the growth parameters can be controlled precisely.
Moreover, to grow the films in an UHV surrounding a rather sophisticated experimental
setup is required. Figure 4.1 shows the portable UHV-chamber employed in the lab and
during the beam-times, to prepare the samples and to obtain in situ x-ray measurements
(while providing an evacuated environment) [81]. The vacuum in the chamber is main-
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Figure 4.2: Side view of a stratified sample, which is probed with the XRR technique. The
incidence and the exit angle are scanned during measurement, maintaining the condition
αi = αf = 2θ/2. Accordingly, the scattering intensity is obtained as a function of the
z-component of the momentum transfer (see scattering-triangle on top). The scattering
of x-rays on the different layers (with thicknesses dn) gives rise to interference phenomena,
which are apparent in the XRR scattering profile (see also Fig. 4.4a).
tained via the coupling of a membrane-, turbo-molecular, and ion pump, yielding a base
pressure of the order of ≃ 10−10mbar. Using a temperature-controlled sample stage, the
substrate temperature can either be heated up to ≃ 600 ◦C (completely blowing off the
organic layers), or by using liquid nitrogen it can be cooled down to ≃ −130 ◦C (for low
temperature growth experiments). Furthermore, the chamber is equipped with two Knud-
sen effusion-cells, which can be simultaneously used to grow organic binary mixtures. A
Beryllium window allows for monitoring the film growth with x-rays in real time.
4.2 X-ray reflectivity (XRR)
One of the major techniques to study the structural and morphological properties of
(organic) thin films is x-ray scattering. The out-of-plane structure is of high importance,
particularly for the processing of optoelectronic devices. In this context, x-ray reflectivity
(XRR) has been proven to be a very powerful tool. Figure 4.2 shows a sketch of the
scattering geometry, generally employed in XRR type of experiments. The orientation
of the scattering plane, in which the angular positions of the incoming x-ray beam (the
incidence angle αi) and of the detector (exit angle αf) can be changed simultaneously
during data acquisition, is perpendicular to the substrate plane. The reflectivity of the
sample is then obtained by measuring the reflected intensity as a function of the scattering
angle 2θ, while maintaining the condition αi = αf = 2θ/2, i.e. by only scanning the
specular rod in the reciprocal space. Consequently, the z-component of the momentum
transfer (qz) is obtained, yielding only out-of-plane structural information of the sample.
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In the case of a multilayer sample, depicted in Fig. 4.2, the reflected intensity comes from
the coherent superposition of the diffracted waves emerging from the respective layers n.
Note that, generally, there are two different approaches to calculate the reflected intensity.
We will briefly touch upon both. The following two sections aim to summarize some of
the chapters from Ref. [82]. More information on XRR can be found in Ref. [83–87], for
instance.
4.2.1 Dynamical theory
In dynamical scattering theory we solve the Maxwell equations describing the propagation
of light, here in the case of a stratified medium (see Fig. 4.2). Consequently, one has to
take into account all the reflected and transmitted waves, which arise at each interface
of the multilayer sample. More precisely, each layer of thickness dn gives rise to a phase
difference of the penetrating waves. To obtain the reflected intensity one has to sum over
all the partial waves, taking the respective phase differences into account. This implies
that, per definition, on the one hand all the multiple scattering and absorption effects
most dominant when incidence angle αi or exit angle αf are very close to the critical
angle αc are accounted for. On the other hand, knowing all the parameters describing our
stratified medium (see Fig. 4.2) means we obtain an exact solution of how the sample looks
like in the out-of-plane direction. In this sense, one of the central results in dynamical
theory for calculating the specular intensity in the out-of-plane direction is the Parratt
formalism. One can conveniently motivate the derivation by considering the following
models:
Reflection from perfectly sharp, flat interface
Based on laws describing the propagation of light, a difference in the indices of refraction
at the interface splits the incoming ray of light into a reflected and a transmitted ray (see
Fig. 4.3a). Thus, in the case of x-rays one can define a complex index of refraction
n ≡ 1− δ + iβ , (4.1)
with δ describing the dispersion and β describing the absorption. Forcing continuity at
the interface renders the Fresnel equations for the reflected and transmitted amplitudes
(r, t) of the electric field vector
r =
α− α′
α + α′
, t =
2α
α+ α′
. (4.2)
Note that in this representation the angles of incidence and reflection (αi = αr ≡ α) are
defined between the incoming ray of light and the interface, while the angle of transmission
(α′) is defined between the interface and the transmitted ray. Owing to the complex index
of refraction the angle of transmission is defined to be complex, as well
α′ ≡ Re(α′) + iIm(α′) . (4.3)
23
Methods
Figure 4.3: At interfaces the incoming x-ray wave splits into a reflected and transmitted
beam. (a) In the case of an infinitely thick slab the total reflectivity can be calculated
using the Fresnel equations. (b) For a slab of finite thickness ∆ an infinite number of
reflections occurs. The total reflectivity is in this case obtained by summing up all the
partial reflections. Figure (a)–(b) taken from Ref. [82]
The Fresnel reflectivity RF is obtained from the absolute square of the reflected amplitude,
i.e. RF = |r|2, and it can be shown that it decays with RF ∝ q−4z .
Reflection from a homogeneous slab
The previous discussion of one interface (or, equivalently, an infinitely thick slab) can
easily be extended to the situation of a slab of finite thickness ∆ (single layer) sitting on
top of an infinitely thick slab (substrate), i.e. we have to take two interfaces into account
(see Fig. 4.3b):
0− 1(air – slab of thickness ∆) ; 1− 2 (slab of thickness ∆ – infinitely thick slab). This
gives rise to the following multiple scattering effects:
1. Reflection: r01 (air - thin slab).
2. Transmission t01 (air - thin slab) + reflection r12 (thin slab - infinite slab) + trans-
mission t10 (thin slab - air) modulated with a phase factor (p = e
ik sinα∆ ≡ eiqz∆),
which takes into account the phase shift a wave with wave-number k experiences
when propagating through the thin slab of thickness ∆, leading to: t01r12t10p
2.
3. Multiple reflections on both interfaces.
The reflected intensity at the interface (air - thin slab) is then obtained by an infinite
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summation of all multiply scattered amplitudes, leading to a geometric series, which can
be expressed as
rslab =
r01 + r12p
2
1 + r01r12p2
. (4.4)
Reflection from multilayer structures
In view of the preceding discussion a stratified medium can be considered as a stacked
multilayer system consisting of N slabs of finite thickness ∆n. It is now straightforward to
show that the reflected intensity of such a stacked system can be obtained by iteratively
calculating the reflected amplitude of each slab. One basically starts from the substrate,
which has no multiple reflections due to its infinite thickness, and progresses iteratively
in calculating the reflected amplitude for each slab. This method is also known as the
Parratt-formalism [84]. In this sense, the Parratt-formalism is as an exact recursive-
matrix method to calculate the reflectivity of a stacked multilayer system, while taking
all the multiple scattering events into account.
4.2.2 Kinematical theory
Kinematical scattering theory is based on the first-order Born approximation (BA). This
implies that multiple scattering effects are not accounted for and limits the validity of this
theory to regions where α ≫ αc (or, equivalently, qz ≫ qz,c). Although, the dynamical
scattering theory provides an exact calculation of the specular intensity, there are situa-
tions in which it is more illustrative to use the latter approach. Kinematical scattering
theory allows, for instance, to directly relate the electron density profile ρ(z) of the sample
to the scattered intensity.
Reflectivity from graded interfaces
One uses a similar approach as in the case for the multilayer system, i.e. assuming that
an infinitesimally thin slab at a depth z can be expressed as
δr(qz) = −i
q2z,c
4qz
ρ(z)dz , (4.5)
one can derive an expression for the reflectivity observed at a graded interface (by an
integration over the graded interface)
R(qz) = RF (qz)
∣∣∣∣
∫ ∞
0
(
dρ
dz
)
eiqzzdz
∣∣∣∣
2
, (4.6)
which is also known as the master equation. Note that RF (qz) is the previously-introduced
Fresnel reflectivity and ρ(z) is a function satisfying ρ(z) → 1 as z → ∞. It is now quite
instructive to show that in the case of a graded interface having the width σ, which,
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Figure 4.4: (a) 20 nm DIP grown on SiOx along with a fit based on Parratt-model.
(b) Corresponding electron density profile obtained from Parratt-fit in (a). From the
oscillation period of the electron density profile, one can infer to the out-of-plane lattice
spacing d⊥. (a–b) taken from Ref. [76].
for instance, can be modeled using the error function ρ(z) = erf
(
z√
2σ
)
, the reflectivity
becomes
R(qz) = RF (qz)e
−q2zσ2 . (4.7)
Note that the exponential factor on the right hand side of Eq. (4.7) is sometimes in the
literature also referred to as Ne´vot-Croce factor. In this sense, the grading of the interface
leads to an exponential decrease of the Fresnel reflectivity.
4.2.3 Characteristic shape of x-ray reflectivity curves
Figure 4.4a shows a typical XRR curve of 20nm DIP deposited on SiOx along with a
fit-model based on the Parratt formalism (see Sect. 4.2.1). The angular dependence of
the intensity transforms into reciprocal space according to
qz =
4pi
λ
sin
(
2θ
2
)
. (4.8)
It becomes clear from the previous discussion that in XRR type of experiments we basically
observe interference phenomena, which happen on different length-scales. Accordingly, we
can distinguish different regions in Fig. 4.4a containing different information on the out-
of-plane structure of the sample. We will discuss this briefly in the following:
Total-reflection edge
Below the critical angle αc of the material we observe that the incoming x-rays are totally
reflected from the surface. Once we approach the critical angle, x-rays start to penetrate
the material and the reflectivity decreases. From the position of the critical angle we can
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Figure 4.5: Subsequent filling of individual layers in periodic manner increases and de-
creases the film roughness, giving rise to periodic oscillations of the specular and diffuse
scattering intensity. Image taken from Ref. [50]
infer the dispersive part of the index of refraction, which is related to the mean electron
density of the material, i.e.
αc =
√
2δ =
√
4piρr0λ
2pi
, (4.9)
r0 = 2.82× 10−5 A˚ being the classical radius of an electron.
Kiessig oscillations
Kiessig fringes emerge from an interference of x-rays, which are reflected from the top-
layer and the substrate. Accordingly, one can relate the total film thickness dtot to the
period ∆qz of the oscillation via dtot =
2π
∆qz
.
Laue oscillations
Laue fringes emerge from a coherent scattering of x-rays on crystallites. From the period
of the oscillations ∆qz one can infer to the coherent crystallite size in the out-of-plane
direction, dcoh, via dcoh =
2π
∆qz
.
Bragg reflections
Bragg reflections arise from the coherent scattering of x-rays on the lattice-planes in out-
of-plane direction. One can relate the out-of-plane lattice spacing dn to the position of
the Bragg peak qz via dn =
2πn
qz
, n being the order of the Bragg reflection.
For a detailed description of the XRR-technique and the interpretation of the XRR line
profiles we, again, refer to Ref. [82, 86, 87].
4.3 Growth oscillations
Following the discussion of different growth types in Sect. 2.1 it becomes clear that in
a real-time scattering experiment, where, for instance, the reflectivity of a sample is
monitored during the growth’s progress, the dependence of the scattered intensity on the
growth time is not simply a constant function, but rather changes during the growth.
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Moreover, one can analyze such behavior under the specular and diffuse measurement
conditions, both leading to growth oscillations.
In the case of a layer-by-layer type of growth (see also Fig. 4.5), where the coverage of
the top layers increases (θ ∈ [0, 1]), the film roughness changes periodically from a mini-
mum (completely filled layer) to a maximum (half filled layer), and again to a minimum
(completely filled layer). When the roughness exhibits a minimum one observes a maxi-
mum in the specular intensity. When the roughness is maximal one finds greater intensity
in the diffuse channels. Moreover, since the overall number of scattered photons does not
change in a first approximation (when neglecting absorption) a strong diffuse scattering
signal leads to weaker intensity in the specular channel. Consequently, an oscillation in
the intensity of the specular and the diffuse channels is measured. In contrast, in the case
of 3D growth the film roughness increases monotonously as the growth progresses, and
we observe the damping of growth oscillations in the specular and the diffuse scattering
regimes.
Specular growth oscillations can be well-described using the kinematical scattering
theory. In particular, one finds for the functional dependence of the scattering inten-
sity [25, 31, 88]
I(t) =
∣∣∣∣∣Asub(qz)eiφ + c
∑
n
θn(t)e
−inqzd
∣∣∣∣∣
2
, (4.10)
with the scattering amplitude Asub, the phase shift φ, the layer form factor c, the layer
coverage θn of layer number n, the out-of-plane component of the momentum transfer
qz, and the out-of-plane lattice parameter d. Multiple scattering events and absorption
effects are neglected in this equation implying that the specular intensity is not properly
reproduced very close to the critical angle. It becomes clear from Eq. (4.10) that additional
assumptions on how the film coverage evolves in the respective layers are required. In
the literature there are many different approaches to predict the evolution of the film
growth [25,36,43,89–92]. We will analyze the specular growth oscillations in larger detail
in Sect. 5.3.2, primarily based on the Trofimov growth-model [93–96]. Diffuse growth
oscillations are not trivial to simulate. However, we will qualitatively discuss it in Chap. 5,
as well.
4.4 Grazing incidence small angle x-ray scattering
(GISAXS)
Grazing incidence small angle X-ray scattering (GISAXS) is used in Chap. 5 as one of
the major methods to probe and characterize the morphologies of different samples. This
is done either post growth, or in real time studies, where the film growth is monitored.
The geometry typically employed in GISAXS experiments is sketched in Fig. 4.6a. The
x-ray beam impinges the sample under an incidence angle αi and the scattered GISAXS
signal is measured on an area detector (see Sect. 4.7) very close to the origin in reciprocal
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Figure 4.6: (a) Scattering geometry used in GISAXS experiments. Image taken from
Ref. [30]. (b) Illustration of multiple scattering events taken into account in DWBA theory.
The DWBA island form factor depends on the four depicted island form factors (in the
Born approximation), evaluated for the different vertical components of the momentum
transfer and the Fresnel reflection coefficients for the four scattering events. Image taken
from Ref. [85].
space. Accordingly, the scattering intensity varies with the exit angle αf and the in-plane
scattering angle φ. In particular, one finds the relations between the three scattering
angles and the momentum transfer
qx = k [cosαf cosφ− cosαi] (4.11)
qy = k [cosαf sinφ] (4.12)
qz = k [sinαf + sinαi] . (4.13)
During measurement αi is usually fixed very close to the critical angle αc. This implies
that an evanescent wave-field is created, whose penetration depth can be controlled by
varying αi in order to probe the (organic) layer only. Thus, scattering coming from
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the substrate is mainly suppressed, making GISAXS an ideal surface-sensitive scattering
technique. Moreover, GISAXS allows one to probe the morphology of the samples. The
variation of the electron density is measured on large length-scales, yielding information
on island sizes, inter-island distances and island-island correlations. Hence, GISAXS can
be compared directly to AFM. In Fig. 4.6a one observes the GISAXS signal for a thin
DIP-layer grown on a SiOx-substrate, whose typical features will be discussed in the
following. More general information on the GISAXS technique can be found, for instance,
in Refs. [85, 97–100].
Specular reflection
Specular reflection corresponds to the case where (αi = αf , φ = 0). The intensity observed
in this spot is usually several orders of magnitude higher than that of the diffuse scattering
around. The finite dynamic range of the detector requires one to shield the specular
intensity with a beamstop (round shadow in Fig. 4.6a) in order to resolve the diffuse
intensity.
Yoneda wings
Yoneda wings are observed in the region close to the critical angle, i.e. (αf = αc, φ).
These features cannot be explained using the first-order Born approximation, i.e. using
the kinematical approximation. A modification of the theory is required, leading to the
distorted wave Born approximation (DWBA) [98]. DWBA is a first-order perturbation
theory describing the propagation of light, when taking into account the multiple scatter-
ing events occurring close to the critical angle (see Fig. 4.6b). The unperturbed, i.e. exact
state, is given by the solution of the Fresnel equations and the perturbation comes from
the coherent scattering of the islands on top of the surface. In DWBA, the Yoneda-wings
arise from the coherent superposition of the four scattering events (depicted in Fig. 4.6b),
which can involve a reflection from both the incident and the scattered wave on the surface.
Consequently, the diffuse signal has a maximum [85].
Specular rod
The specular rod corresponds to the case where (αf , φ = 0) and is characterized by a
strong scattering signal. The intensity is proportional to both the number of scatterers
N in the scattering volume and the mean island DWBA form factor F at the origin [85].
Thus,
Icoh ∝ N〈
∣∣F(q|| = 0, ki,z, kf,z)∣∣2〉δ(q||) , (4.14)
δ(q||) being the Kronecker-delta function. In practice, all the sources, contributing to
the loss of coherence (energy-/angular-resolution, detector-acceptance and microscopic
sample-curvatures) increase the (finite) width of the specular rod [85]. It is, therefore,
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difficult to provide an exact reproduction of the intensity in this angular regime, at least
in most cases.
Vertical intensity maxima
In all the samples we analyze in this work we typically observe two vertically distributed
intensity maxima centered around q|| = 0. The distance between the maxima carries infor-
mation about the preferred nearest-neighbor distance contained in the sample morphology.
We will discuss this in more detail in Chap. 5.
4.5 Grazing incidence diffraction (GID)
The scattering geometry in grazing incidence diffraction (GID) experiments is similar
to that shown in Fig. 4.6(a). The penetration depth of the evanescent wave-field is
controlled by varying the incidence angle αi very closely to the critical angle αc, allowing
one to obtain a surface-sensitive depth-resolved scattering signal in which the contribution
from the substrate can be suppressed. In contrast to GISAXS, the in-plane angle φ is
usually chosen as much larger, particularly φ & 5◦. Consequently, GID is used to probe
lattice planes in the in-plane direction. In this sense XRR and GID can be considered
complementary techniques, since the first probes the lattice planes only in the out-of-
plane direction, while the second probes them only in the in-plane direction. In Chap. 5
we analyze the GID profiles mainly in terms of the position and the width of the Bragg
peaks. The position yields the in-plane distance between lattice planes, while the width
can be related to the coherent in-plane crystallite size, in the associated direction. GID
measurements were performed post growth and in real time. More information on GID
can be found in Refs. [82, 87, 97], for instance.
4.6 Synchrotron radiation
Synchrotron radiation is not only required to provide the high beam intensity necessary for
the diffuse scattering techniques employed in Chap. 5, but also to yield a large coherence
length of the x-ray photons. All are crucial for resolving the morphology of the samples,
which can comprise of length-scales of several 100 nm.
Figure 4.7 illustrates the working principle of a 3rd generation synchrotron facility.
Electrons are accelerated in an evacuated storage-ring to kinetic energies of several GeV.
Large magnets mounted along the ring-side force the electron beam into curved pathways,
leading to the creation of synchrotron radiation. The radiation’s energy and coherence
can be controlled precisely by the magnetic field. Depending on the experiment, the such-
obtained x-ray beam is monochromized and focused by beamline optics. Such a beam
is then delivered to the experimental hutch. More detailed descriptions can be found in
Ref [82, 101], for instance.
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Figure 4.7: Working principle of a 3rd generation synchrotron facility. Image taken from
Ref. [101].
4.7 Detector specifications
Photon detection with different types of area detectors used in this work is either based on
the charged-coupled-device (CCD) or on the single-photon-counting (SPC) principle [101].
In the first case, photons are detected by individual scintillator elements and, using optical
fibers, are subsequently guided to single CCD- semiconductor chips. The active area
is composed of several CCD-chips arranged in a 2D matrix. In single photon counting
detectors the charge generated in each pixel, due to an absorbed x-ray photon, is amplified
and subsequently compared to a threshold level. In the case that the signal is larger than
the threshold, the detected event counts as a photon and the respective counting unit
(connected to that pixel) is incremented. The advantages of SPC compared to CCD
detectors are extremely good signal-to-noise ratio, fast read-out time and a high dynamic-
range. Furthermore, one can easily filter fluorescence radiation by changing the threshold
level. A detailed introduction to the working principle of the different detector types can
be found in Ref. [101]. Table 4.1 provides a short comparison of the technical specifications.
4.8 Atomic force microscopy (AFM)
Atomic force microscopy (AFM) is a versatile technique allowing one to locally probe vir-
tually any kind of surface [102]. These include soft, liquid, and solid surfaces as they can
occur, for instance, in soft condensed-matter science [103, 104]. The spatial resolution in
the vertical direction is usually in the sub-nanometer range, while in the in-plane direction
it spans several tenths of nanometers [105]. Measurements are performed in real space
allowing for direct inspection of the surface morphology. In contrast to x-ray techniques
one of the major drawbacks of AFM is that one can not follow the growth in real-time
since the measurement itself would interfere with the deposition process. Additionally, in-
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MAXIPIXa,b PILATUS 1Ma,b MARCCDa
working principle SPC SPC CCD
pixel pitch 55× 55 [µm2] 172× 172 [µm2] ∼ 80 [µm]
image dimension 1296× 256 [px] 981× 1043 [px] 2048× 2048 [px]
active area 71.3× 14.1 [mm2] 169× 179 [mm2] 133 [mm] (diameter)
dynamic range 2× 105 [cnts/sec/px] 220 [cnts/px] –
data output time ≃ 0.99 [msec] 3.6 [msec] ∼ 15 [sec]
beam energy ∼ 5–25 [keV] ∼ 3–30 [keV] –
max. count rate ∼ 108 [cnts/sec/mm2] > 2× 106 [cnts/sec] –
Table 4.1: Comparison of the technical specs for the different types of area detectors
employed in the experiments. For some of the parameters no information could be found.
a http://www.esrf.eu
b http://www.dectris.com
terpretation of the data can be difficult under certain conditions. In principal, one needs
to take into account all the effects induced by the tip, which can lead to distortions of
the image if the sample has a complex morphology. Furthermore, measurements have to
be performed on many different sample spots in order to get the same meaningful, statis-
tical significance as those of x-ray studies. However, in most cases, such a measurement
strategy would be rather time-consuming. Beside the characterization of the surface mor-
phology the AFM probe can be modified to determine, for instance, the conductivity or
the interaction potential of the tip with the sample surface.
AFM measurements shown in this thesis, are performed on a JPK Nanowizard II instru-
ment and subsequently analyzed with the software package Gwyddion [106]. More specific
information on the AFM technique can be found in Ref. [102, 104, 105], for instance.
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Chapter 5
Results and discussion
The main results of the thesis are presented in this chapter. The central goal is to provide
real-time x-ray measurements on different organic systems using a combination of state-
of-the-art area detectors (see Sect. 4.7) and highly brilliant 3rd generation synchrotron
radiation. Measurements were performed either in the wide-angle or in the small-angle
regime, thus delivering (time-resolved) information on different length-scales. This shall
demonstrate the capability and importance of real-time X-ray scattering techniques [50],
particularly in the frame of organic growth. Depending on the thin-film preparation,
the substrates used (exclusively wafers of native SiOx in this thesis), and the materials
involved the samples may exhibit a rather complex structural composition of different
molecular phases [76]. Hence, following the growth evolution on microscopic and macro-
scopic length-scales not only allows for an optimization of the intended thin-film applica-
tion but also to relate experimental data to available atomistic growth theories and the
involved surface physics.
The organization of Chap. 5 is the following: Part I (Sect. 5.1) of this chapter focuses
on real-time GID measurements on multilayer films of PFP and blended films (consisting
of PFPx:PEN1−x) grown at different substrate temperatures. A key question is, in this
context, the dependence of the molecular lattice on the growth temperature and a po-
tential re-arrangement of the molecules involved. Part II (Sect. 5.2) investigates the post
growth GISAXS pattern of a set of DIP samples, which differ only in film thicknesses.
Here, the morphology of the samples is analyzed with theory from small angle scattering,
using the form factors of a cylinder, a cone, and a truncated sphere. The results are
finally compared with AFM measurements on the same sample set. Most importantly,
such analysis provides the actual shape of the DIP islands and how it evolves as a func-
tion of deposited monolayers. Sect. 5.3 investigates the time dependence of the GISAXS
signal of the DIP thin-films. For that purpose in situ measurements of the DIP thin-film
growth were performed at the synchrotron source. We mainly focus on the investigation
of kinetic growth aspects such as molecular diffusion and structural evolution. Part III
(Sect. 5.4) uses methods, which have been introduced in the preceding sections. As a
model system for a typical OPV-application (namely mixed compositions of DIP:C60), we
investigate how the morphology and structure depend on the choice and mixing ratio of
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the materials.
5.1 Real-time GID measurements on pristine PFP
and PFP:PEN blends
This section contains results, most of which are published in Ref. [33]1 and reports on real-
time scattering investigations of growth of thin films of Perfluoropentacene (PFP) and its
dependence on the substrate temperature, ranging between −120 ◦C and 60 ◦C. All films
were grown up to 50 nm on silicon oxide. Additionally, measurements of PFPx:PEN1−x
blends are presented in Sect. 5.1.4.
In recent years, significant effort has been made to investigate structural and optical
properties of organic materials with potential for device applications [23,107]. In this con-
text, perfluoropentacene (PFP, C22F14) is a promising n-type organic semiconductor [108–
112]. Relative to its hydrogenated counterpart pentacene (PEN, C22H14) [113], PFP may
serve as an electron acceptor [114, 115]. In particular, shifting the HOMO/LUMO en-
ergy levels via fluorination may provide an efficient way to tailor electronic properties,
such as the electron injection barrier [59,116–121]. In the developing field of organic elec-
tronics, this offers interesting possibilities to combine such p- and n-type semiconductors
either in heteroplanar [60,122] or mixed [28,62] structural configurations. However, while
PEN has been thoroughly studied [58, 114, 123], reports on the structure of PFP are still
scarce [14, 25, 63, 64, 104, 124–128].
The investigation of structure and morphology of PFP is of prime importance, since
the electronic and steric compatibility with PEN offers interesting perspectives. Real-time
X-ray studies have been proven to be an extremely powerful, non-invasive technique to
study the growth of inorganic and organic materials [129], in particular when utilizing new
detector technologies combined with high brilliance synchrotron radiation. For devices
based on thin films, the degree of crystallinity significantly influences the charge carrier
mobility of organic semiconductors [130]. To optimize this for possible device applications
it is important to be able to tune the crystallinity of PFP, which is strongly connected to
diffusion processes during growth, by changing the substrate temperature. In this section,
the effect of the substrate temperature on the structure of PFP films prepared by OMBD
is investigated. Generally, OMBD is a non-equilibrium and dynamic process. Molecules
may reorganize even after impinging on the sample surface and transient structures may
arise [13, 37, 39]. This dynamic nature already implies the need for time-resolved studies
to obtain a full understanding of how different growth parameters influence the thin-film
properties, structurally as well as optically or electronically [25, 64, 125, 131, 132].
One of the crucial parameters controlling the growth dynamics, which may also lead
to polymorphism, is the substrate temperature [133–137]. The scope of this work is to
1C. Frank, J. Nova´k, A. Gerlach, G. Ligorio, K. Broch, A. Hinderhofer, A. Aufderheide, R. Banerjee,
R. Nervo, and F. Schreiber, J. Appl. Phys. 114, 043515 (2013): Real-time X-ray scattering studies on
temperature dependence of Perfluoropentacene thin film growth.
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follow the structural evolution of PFP thin films at different substrate temperatures, by
using X-ray scattering techniques in a wide angle regime and in real-time (i.e. with a
sub-mono-layer resolution) during growth. The results are complemented by atomic force
microscopy (AFM) studies.
5.1.1 Growth conditions and sample preparation
The substrates were cleaned using an ultrasonic bath with acetone, iso-propanol and ultra-
pure water. Purified PFP (≥ 99%) was purchased from Kanto Denka Kogyo Co. and
deposited on commercial silicon oxide (SiOx) wafers with a native oxide layer. PFP films
were grown via OMBD in a portable UHV-chamber (base pressure < 8× 10−9 mbar) [81].
The growth rate was approximately 3 A˚/min and verified by a water-cooled quartz crystal
micro-balance. The substrate temperature was changed in a wide range from −120 ◦C to
60 ◦C. A beryllium window allows entry and exit of X-rays, which facilitates following the
growth in real time. Using synchrotron radiation, reciprocal space maps (RSMs) in the
grazing incidence diffraction (GID) regime and post-growth scans were measured either
with a point detector or with a Pilatus-II detector, in situ at the ID10B end station
(λ = 1.0754 A˚) at the European Synchrotron Radiation Facility in Grenoble. Ex situ
samples were characterized in our in-house laboratory via AFM, X-ray reflectivity (XRR)
and rocking-scans. AFM images were measured in tapping mode with a JPK Nanowizard
II instrument and post processed with the free software package Gwyddion [106]. XRR
and rocking-scans were measured with a GE XRD3003 diffractometer (CuKα1).
5.1.2 Calculation of the experimental resolution
An important consideration in X-ray diffraction experiments is the influence of the resolu-
tion function on the measurements. Thus, analyzing the data without applying a proper
correction can be misleading. The optimization of the experimental resolution, very of-
ten turns out to be quite challenging. For example, the resolution can be improved by
choosing the x-ray wavelength λ used in the experiment. However, depending on the ex-
posure time many organic systems may seriously suffer from beam-damage at low X-ray
energies, thus influencing the growth, especially if followed in real-time. Alternatively,
the sample-to-detector distance L may be increased or, additionally, smaller primary and
secondary slits can be used. In this experiment, the maximum sample-to-detector dis-
tance was limited by the maximum weight load onto the detector arm, and smaller slit
sizes are usually traded for a worse signal-to-background ratio. To obtain still a good
estimate of the in-plane coherent island size ds (see Sect. 5.1.3) we have to correct the
real-time data of the area detector. The resolution function, as in a first approximation
determined in the following, assumes that the full width at half maximum (FWHM) of
the (012)-Bragg peak of the (high-resolution) post-growth obtained GID-scans (measured
with the point-detector) represents the real island size of the system, i.e. accounts for
“perfect” resolution. The peak width recorded with the area-detector is then corrected by
de-convoluting the peak’s line-profile with that obtained by the point-detector. Assuming
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Figure 5.1: Slit configuration for the point-detector (a) and the area-detector (b).
in a first approximation that the resolution function of the point detector locally behaves
like a delta-function, i.e. representing experimentally the best achievable resolution, the
coherent island size in the in-plane direction is obtained via ds = 2pi/∆q|| (see Sect. 5.1.3),
where ∆q|| is now corrected according to
∆q|| =
√
∆qr||,area
2 −∆qr||,res2 , (5.1)
with the FWHM’s of point- ∆qr||,res and area detector ∆q
r
||,area.
Furthermore, it is important to know the resolution limit, i.e. the maximum island-size,
which can be experimentally resolved with each detector configuration for given experimen-
tal setup. Figure 5.1a shows the scattering geometry for the post growth measurements,
where a point detector was used. An exact determination of the device’s resolution func-
tion is often non-trivial. Instead, one can obtain a relatively precise estimation of the
resolution limit using a Taylor expansion of the resolution function (parallel to the sam-
ple plane, with the in-plane scattering angle δ) in an angular range ∆, which lies in the
vicinity of the respective Bragg-peak2
q|| = f(δ)⇒ q||(δ +∆) = q||(δ) +
dq||(δ)
dδ
∆
∣∣∣∣
δ
+
d2q||(δ)
dδ2
∆2
∣∣∣∣
δ
+ ... (5.2)
It follows then, that
∆qr|| = q||(δ +∆)− q||(δ) =
dq||
dδ
∆
∣∣∣∣
δ
(5.3)
2The estimation of the resolution limit, as provided in the following, was derived with contribution
from Jiri Nova´k.
38
Results and discussion
Using the parallel component of the wave vector transfer [97]
q|| =
2pi
λ
[2− 2 cos (δ)]1/2 , (5.4)
the resolution limit of the point-detector, parallel to the sample plane is then obtained
via
∆qr|| =
2pi
λ
cos
(
δ
2
)
∆ . (5.5)
In this equation, the angular acceptance is determined by the width s1 = 0.3mm
and s2 = 0.3mm of the slits and the distance L = 340mm between them, i.e.
∆ = (s1 + s2)/L = 0.0018 (rad). Accordingly, the experimental resolution parallel to the
sample plane and in the vicinity of the (012)-Bragg peak is limited to a horizontal island
size of rmax= 2pi/∆q|| = 604 A˚ for the point detector configuration.
For the real-time measurements, i.e. the evolution of the FWHM of the (012)-Bragg
reflection, a 2D area detector was used. Similarly, the resolution limit is estimated using
the Taylor expansion in Eq. (5.2). Figure 5.1b shows the scattering geometry for the
area-detector configuration. Here, the angular acceptance is defined by the pixel width
∆x acting as a slit, the size of the beam w and the projection of the sample onto the
detector (given by the sample length l and the in-plane scattering angle δ). Therefore,
∆ = (∆x+∆B)/l, where ∆B = max(w, l sin δ). In our configuration (i.e. ∆x = 80µm,
w = 0.3mm, L = 420mm, and l = 20mm) the angular acceptance is ∆ = 0.0145(rad).
The resolution limit for the area detector is estimated using Eq. (5.5), while δ has to be
related to the horizontal pixel number, i.e.
∆qr|| =
2pi
λ
cos
[
(δ′ · CPD + x0 − x)pi
CPD · 360
]
(5.6)
In this equation δ′ is the horizontal detector position, x0 the position of the direct beam
(while the detector is centered at δ′ = γ′ = 0) and x the actual pixel position of the
(012)-Bragg peak. In particular, with CPD = 122 px/deg, x0 = 1610 px and x = 471 px
the resolution limit for the area detector is estimated at the (012)-Bragg reflection as
rmax=
2π
∆qr
||
= 75 A˚.
5.1.3 Results and discussion of pure PFP thin films
In post-growth AFM studies we observed that changing the substrate temperature results
in very different film morphologies, see Fig. 5.2 showing AFM images of 50 nm PFP grown
at 60 ◦C and −20 ◦C, respectively. At a substrate temperature of 60 ◦C PFP forms long
needle-like crystallites several micrometers in length. The Root Mean Square (RMS)-
roughness is ∼7 nm, i.e. relatively smooth compared to the final nominal film thickness
of 50 nm. The corresponding height-distribution of the crystallites is shown in the inset
of Fig. 5.2a. The distribution has a sharp maximum at a height of z ≈ 28 nm and has a
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Figure 5.2: AFM images of 50 nm PFP grown at a substrate temperature of (a) 60 ◦C
and (b) −20 ◦C. The images cover a scan area of 20×20µm2 and 20×5µm2, respectively.
The inset shows the corresponding height-distributions at 60 ◦C.
Full Width at Half Maximum (FWHM) of ∆z ≈ 15 nm. Similar morphologies have been
reported in previous studies [61,64,123], where PFP was grown either at high temperatures
or close to room temperature. In contrast, for the growth at −20 ◦C (Fig. 5.2b) the thin
film is formed by small mounds with heights up to 500 nm and diameters up to 500 nm.
(Note that a smaller scan-area is shown, which does not display artifacts caused by the
film morphology). The film is very jagged and a precise quantification of the film surface
parameters is beyond the capabilities of the employed AFM. Hence, the AFM images
already suggest a better ordering of PFP molecules in films grown at high temperatures.
5.1.3.1 Characterization of the morphology
In view of the the discussion of the AFM images in Fig. 5.2, an useful tool to character-
ize the surface of the PFP films (post-growth) is the height-height correlation function
(HHCF). The one dimensional discrete HHCF, which is usually calculated along the fast
scanning axis, can, for instance, be found in Ref. [106]
Hx(τx) =
1
N(N −m)
N∑
l=1
M−m∑
n=1
(zn+m,l − zn,l)2 , (5.7)
where l, m denote the column-, row-index and N , M the total number of columns, rows.
The HHCF is a measure for the probability to find the difference in height between two
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Figure 5.3: HHCF obtained from AFM-images for 60 ◦C (a) and −20 ◦C (c). 2D-FFT
obtained from AFM-images for 60 ◦C (b) and −20 ◦C (d). Red and blue lines mark the
length scales with the highest occurrence for the long and short crystallite axis.
points x and x′, which are separated by a distance τ = x − x′. Consequently, it can be
used to estimate the mean island radius from the first maximum of the HHCF for circular
shaped domains, which however (due to the shape anisotropy), is not a good estimate
for the needle-like crystallites of PFP grown at 60 ◦C. More importantly, assuming a
Gaussian representation the HHCF can be fitted according to
Hx(τx) = 2σ
2
[
1− exp
(
τ 2x
T 2
)]
, (5.8)
which allows to extract the surface roughness σ and the surface correlation length T .
Figure 5.3a and 5.3c show the HHCF for 60 ◦C and −20 ◦C obtained from the AFM-
images in Fig. 5.2. The roughness thus statistically estimated, i.e. σ = 6.9 nm for 60 ◦C,
is in good agreement with the RMS-roughness for the 60 ◦C film. It may be speculated
that the corresponding surface correlation length T ≃ 291 nm is determined by the
periodicity of the PFP-needles. Although, the HHCF of the −20 ◦C film is for the sake
of completeness shown in Fig. 5.3c as well, the large jaggedness of the surface prevents a
similar analysis, i.e. the parameter obtained from the HHCF are not reliable. Figure 5.3b
and 5.3c show the modulus of the 2D-fast Fourier transform (FFT) for 60 ◦C and −20 ◦C,
which are representative of a reciprocal space image. Measuring the highest occurrence
of the smallest and largest length-scale within the images (indicated by the blue and red
lines) allows to estimate the average size of the long and short axis of the crystallites. For
PFP grown at 60 ◦C it is then found that the average diameter of the long crystallite axis
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Figure 5.4: (a) XRR-scans of PFP grown at 60 ◦C (red), −20 ◦C (blue) and −120 ◦C
(black). Additionally, rocking scans were performed on the (100)-Bragg reflections. (b)
GID-scans of PFP grown at 60 ◦C (red), −20 ◦C (blue) and −120 ◦C (black). XRR- and
GID-scans are vertically shifted for clarity in (a) and (b). The molecular packing of PFP
is shown as an inset in perpendicular (a) and parallel (b) direction to the sample surface.
(100) and (012) scattering planes are indicated with dashed lines.
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is dl ≃ 2.47 µm and of the short axis ds ≃ 0.37 µm. In contrast, for −20 ◦C, it is observed
that dl ≃ 0.88 µm and ds ≃ 0.69 µm, i.e the circular shaped geometry of the PFP-islands,
grown at low temperatures is mirrored in the 2D-FFT image.
5.1.3.2 Post-growth analysis of the molecular structure
The out-of-plane film structure can be characterized by XRR. Figure 5.4a shows XRR-
scans of two 50 nm PFP ex situ samples, which were grown at substrate temperatures
of 60 ◦C (red) and −20 ◦C (blue), respectively. For both temperatures, Bragg reflections
(h00) up to the 2nd order can be observed. The indexing throughout the thesis is chosen
in compliance with Ref. [58], which means that the long molecular axis is assigned to axis
a (see bottom left inset of Fig. 5.4a). Note that at a substrate temperature of −120 ◦C
no Bragg reflections are found. For 60 ◦C well pronounced Kiessig- and Laue oscillations
are observed. From the respective periodicities the total and the coherent film thickness
are estimated to be Dtot = 566 ± 36 A˚ and Dcoh = 402 ± 18 A˚. The out-of-plane lattice
spacing is derived in the following from the second order Bragg peak including a refractive
correction for the PFP-layer.
The lattice parameter a = 15.52 ± 0.02 A˚, agrees well with that of the PFP single
crystal phase, reported by Sakamoto et al. [58]. For growth temperatures of −20 ◦C
Kiessig- and Laue-oscillations are rapidly damped due to the higher roughness of the film.
The out-of-plane lattice parameter is a = 15.70 ± 0.02 A˚, i.e. we observe a change in the
lattice parameter by ∆a ≈ 0.2 A˚ compared to 60 ◦C. This increase of the lattice parameter
upon decreasing the substrate temperature obviously implies a slight rearrangement of
the molecular packing.
The in-plane film structure is explored by GID-scans performed post-growth with a
point detector for low and high temperatures. For −20 ◦C and 60 ◦C (see Fig. 5.4b)
the observed in-plane Bragg-reflections are close to the reported thin-film structure [64].
The absence of in-plane Bragg reflections for −120 ◦C is consistent with amorphous film
growth of PFP at very low temperatures. Comparing the in-plane peak positions in
Fig. 5.4b for 60 ◦C and −20 ◦C (see dashed lines) we observe a peak-shift in the [012]-
direction. Decreasing the temperature obviously leads to a shift of ∆(012) = 0.016 A˚−1,
which corresponds to a lattice expansion of ∆d = 0.032 A˚ in the [012]-direction. Close
to the (012) and (013) Bragg reflections two peaks (marked by arrows), are observed for
60 ◦C. We attribute these peaks to the projection of the (112)- and (113)-Bragg reflections
onto the qxy plane.
A better understanding of growth mechanisms can be obtained by taking advantage
of the most recent detector technology with high dynamic range, high signal-to-noise
ratio and faster acquisition and read-out times, which provides unprecedented spatial
and temporal resolution. In situ RSMs were taken during growth and post-growth in
the GID-regime. Post-growth RSM images are shown in Fig. 5.5a and Fig. 5.5b for the
substrate temperatures 60 ◦C and −20 ◦C. Note that at −120 ◦C (Fig. 5.5c) no diffraction
peaks are visible, similar to the XRR/GID-scans. At 60 ◦C well-defined crystal truncation
rods (CTRs) are observed for all diffraction orders hkl. In contrast, CTRs are broader
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Figure 5.5: (a) RSM of 50 nm PFP grown at a substrate temperature of 60 ◦C. (b) RSM
of 50 nm PFP grown at a substrate temperature of −20 ◦C. Blue rectangles mark the
(012) Bragg reflection, which is used for the real-time data analysis. (c) RSM of 50 nm
PFP grown at a substrate temperature of −120 ◦C. No noticeable diffraction features are
present at this temperature. Note, that the same color scaling is used in (a–c)
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and more diffuse at −20 ◦C. This suggests that at low temperatures the projection of
the coherent scattering volume onto the sample surface is smaller. Furthermore, the
absence of diffraction rings for both temperatures indicates that PFP-molecules grow in
a 2D-powder structure on SiOx-substrates. This is confirmed by rocking-scans, which are
taken on the first Bragg reflection (see top right inset in Fig. 5.4a). At both temperatures
a similar mosaicity is observed but with a higher diffuse background at low temperatures.
PFP exhibits a high degree of crystallinity perpendicular to the sample surface when it is
grown on SiOx at elevated substrate temperatures. This is evident from our measurements
here and also corroborates earlier studies [64]. However, the fact that the structure is
also crystalline even at a temperature as low as −20 ◦C was not reported earlier and is
established in this study.
At 60 ◦C, surprisingly, a series of weak (1
2
kl) diffraction peaks is observed (Fig. 5.5a).
Evaluating their positions along the qz-rods (see Fig. 5.5c for the (h12)- and h02-rod),
results in qz = 0.211 A˚
−1, i.e. half the qz-value of the first order Bragg reflections. There-
fore, we conclude that a coexisting phase with a unit cell two times larger along the a
axis than the dominating PFP thin-film phase [64,123] (with two molecules per unit cell)
nucleates. This indicates that two molecules are arranged along the a axis of the unit cell,
as was also observed e.g. for poly(p-phenyl)oligomers [138]. In contrast, at −20 ◦C the
(1
2
kl) diffraction peaks are weaker (see also Fig. 5.5c). We speculate that the phase with
the long axis doubled is on the one hand energetically more favored and its nucleation is
on the other hand thermally activated. Thus, it is not present at low temperatures. In
addition, at both substrate temperatures we observe a CTR next to the (h13)-rod, which
to our knowledge has not been reported yet. Note that line scans of the (h11) and (h13)
CTR’s are shown in Fig. 5.6. The evolution of the in-plane grain size is of significant
interest, because in previous studies it was observed that the ordering behavior of organic
materials can be very different in the in-plane and the out-of-plane direction [29].
5.1.3.3 Real-time analysis of the in-plane structure
For the real-time data analysis, we have taken series of RSM-images in situ at −20 ◦C and
60 ◦C during the film growth with sufficient time resolution, i.e. the time between two
images corresponds to ∼0.5ML (mono-layer). Focusing on the in-plane information we
restrict ourself to the (012)-diffraction peak, which is the strongest in-plane reflection with
the best signal-to-noise ratio. Using the stronger (112)-reflection would also be possible,
but in this case we would have a considerably large qz-component, thus yielding a super-
position of in-plane and out-of-plane information. For the following analysis, intensities
are integrated within a region-of-interest (ROI), which is defined around the (012)-Bragg
reflection (indicated by blue rectangles in Fig. 5.5).
Figure 5.7a shows the integral intensity plotted as a function of the nominal film
thickness. At 60 ◦C the intensity increases linearly, which indicates the virtually ideal
poly-crystallinity of PFP grown at high substrate temperatures. In contrast, at −20 ◦C
the intensity increases in a non-linear fashion and starts to saturate at the film thickness
of ∼20 nm. Obviously, there are more crystal defects at low temperatures leading to a
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Figure 5.6: Line-scans (integration along qxy-direction) extracted from the post growth
RSM images for 60 ◦C and −20 ◦C (Fig. 5.5a and Fig. 5.5b), which show the diffuse
intensity in the vicinity of the (h02) and (h12) CTRs. At 60 ◦C a diffraction peak is
observed most evidently at (1
2
12), which nearly disappears at −20 ◦C. Note that the
intensities of the 60 ◦C and −20 ◦C line-scans as well as the RSMs were normalized to a
common maximum.
Figure 5.7: (a) Integrated intensity of the (012)-Bragg reflection, plotted against the
nominal film thickness for 60 ◦C (red) and −20 ◦C (blue). (b) Position of the (012)
diffraction peak plotted against the nominal film thickness for 60 ◦C (red) and −20 ◦C
(blue). Fitting of the peak position was not possible at the initial stage of growth as the
signal-to-noise ratio was too low. Black lines indicate the tentative trend of the temporal
evolution in regime II.
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Figure 5.8: RSM images were integrated in the vicinity of the (012)-Bragg peak along qz
(≃ 15 pixel) to follow the peak evolution. (a–b) show the raw-data (intensity as function
of pixel number) of the CCD-images for 60 ◦C and −20 ◦C together with the applied
Pseudo-Voigt fit for the final film-thicknesses of 50 nm. Note that due to the orientation
of the CCD-detector the peaks are vertically mirrored in comparison with the GID data
(see Fig. 5.4), which was measured with a point-detector.
decrease of the coherent scattering crystal size parallel to the substrate plane. Addition-
ally, at −20 ◦C there may well exist an amorphous fraction of material, which does not
contribute to the coherent scattering. Therefore, resulting in a film thickness dependent
loss of scattering intensity.
To gain real time information on grain size and lattice spacing we integrate intensities
within the ROI along the qz-direction to obtain a line scan with intensity as a function of
qxy. For both temperatures such line-scans were fitted with a double pseudo-Voigt profile
(see Fig. 5.8), which was applied, to take the influence of the (112)-diffraction peak at
60 ◦C into account. From the fits the position of the peak as well as the FWHM were
obtained. The evolution of the peak position as a function of nominal film thickness
is shown in Fig. 5.7b. At both temperatures two regimes can be distinguished. The
early stage of the growth, labeled as regime I, corresponds to a nominal film thickness of
d ≈ 0−19 nm (i.e. d ≈ 0−12ML). At this stage the (012)-diffraction peak shifts rapidly in
a nonlinear fashion towards smaller qxy, which means that for thin films of PFP, i.e. up to
d ≈ 12ML, a significant relaxation of the lattice occurs. Regime II characterizes thicker
films of PFP (d ≈ 19−50 nm). At both temperatures the change of the lattice parameter
is now linear and (as indicated by black lines in Fig. 5.7b) much slower. Additionally,
it is observed that at 60 ◦C the peak shift is smaller than at −20 ◦C. This signifies
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Figure 5.9: Evolution of the in-plane coherent island size in [012]-direction as a function
of nominal film thickness for −20 ◦C.
that for PFP grown at 60 ◦C a relevant relaxation of the lattice takes place only until
a critical film thickness of approximately 12ML, in contrast to a substrate temperature
of −20 ◦C. For thicker high temperature PFP films no significant modification of the
lattice is expected. The final difference of the lattice parameter in [012]-direction between
both highlighted temperatures is ∆qxy = 0.011 A˚
−1, which corresponds to a real space
expansion of ∆d = 0.022 A˚. Within the experimental resolution this agrees well with the
temperature related shift of the (012)-Bragg reflection observed in the post-growth GID-
scans (see Fig. 5.4b). The evolution of the coherent island size ds in the in-plane direction
(see Fig. 5.9) is obtained via the Scherrer-formula, i.e. 2pi/∆qxy, where ∆qxy was corrected
for the resolution function (see Sect. 5.1.2):
∆qxy =
√
∆q2CCD −∆q2res
Here, ∆q2CCD is the FWHM, which is obtained by fitting the (012)-peak in the RSMs and
∆q2res is the FWHM of the resolution function.
At −20 ◦C the in-plane coherent island size evolves very fast during the deposition
of the first 5 nm. Subsequently, the island size increases linearly until a final size of
ds = 24nm is reached. Since the experimental resolution limits the determination of
the in-plane-island size to ds ≈ 25 nm, we were not able to follow the evolution at the
high substrate temperature. However, by analyzing the 60 ◦C post-growth GID-scan the
final island size is determined to be ds ≈ 44 nm. Therefore, we conclude that for high
temperature PFP growth, islands evolve in-plane in [012]-direction rapidly, i.e. within a
few ML, to a size beyond 25 nm.
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Figure 5.10: Suggested growth of PFP-crystallites at −20 ◦C (left) and 60 ◦C (right).
The scattering volume is indicated by a dashed red line. Due to smaller crystallite sizes
at −20 ◦C we expect a larger amount of domain boundaries (green lines) lying within the
scattering volume. The possible occurrence of an amorphous fraction of material is not
shown in the sketch.
Combining these results, we suggest a temperature dependent structure of PFP thin
films as proposed in Fig. 5.10. At low temperatures the surface diffusion of molecules
is limited. This leads to the formation of dislocations in the lattice resulting in smaller
crystallites. As the film grows the lattice experiences a strong relaxation, i.e. structural
re-arrangement of molecules until a critical thickness of approximately 12ML is reached.
Subsequent ML rearrange in a much more facile way. Crystallites are defined by grain
boundaries, which on the one hand decrease the coherent scattering volume and on the
other hand increase the contribution of diffuse scattering. Therefore, the final film is
composed of relatively small crystallites exhibiting a low crystalline order in the in-plane
direction. At elevated substrate temperatures the diffusion is stronger. Therefore, less
dislocations are incorporated in the lattice resulting in larger crystallites. The crystallinity
is significantly enhanced in the in-plane direction, i.e. better long-range order compared
to low temperatures. The relaxation of the lattice is much weaker and beyond a critical
thickness molecules barely re-arrange.
5.1.4 Results and discussion of PFP:PEN blends
This subsection contains yet unpublished results, which were measured at the ID3 beam-
line at the ESRF, Grenoble. Due to the limited available time at this beamtime we were
only able to prepare PEN2:PFP1 and PEN1:PFP2 samples at Tsub = 60
◦C.
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Figure 5.11: RSM of the PEN2:PFP1 sample (a) and the PEN1:PFP2 sample (b) mea-
sured post growth. Symbols indicate the different phases: pure PFP (green “x”), pure
PEN (blue “x”), mixed PFP:PEN σ (“+”) and mixed PFP:PEN λ (“”). Bottom figures
in (a) and (b) show the corresponding GID scans recorded with a point-detector. Note,
that Fig. 5.11 was taken from Ref. [28] in order to indicate at which positions the ROI’s
have been placed to extract the real-time information of the different phases.
In order to analyze the structural evolution of the PFP:PEN thin film blends, Fig. 5.11
was taken from Ref. [28], in which the post-growth measurements of this experiment were
already published. Accordingly, the preparation of the samples used in this section as well
as the experimental setup and the growth parameters follow the procedure described in
Ref. [28]. Figure 5.11 shows the post-growth reciprocal space map (RSM) of a PEN2:PFP1
and PEN1:PFP2 mixture. As indicated by the images one observes the simultaneous
occurrence of the mixed σ- and λ-phases along with the thin-film phase of the pristine
excessive molecule. Thus, we emphasize the observation from Ref. [28] that the growth
of the λ orientation of the mixed phase results in a rather textured ring, whereas the
σ-phase exhibits crystal truncation rods.
In this subsection we aim to complement the post-growth findings from Ref. [28] with
our real-time analysis by investigating the thickness dependent evolution of the different
phases. More precisely, not only the image after completion of the growth but rather the
whole image series was processed. For the data analysis ROIs were placed at the positions
were the σ- and λ-phases scatter in the RSM, i.e. for the σ-phase at qxy ≈ 1.78 nm−1 (“x”)
and for the λ-phase at qxy ≈ 1.8 nm−1 (“”). It turned out that a quantitative analysis
based on the footing of the previous section (where pristine PFP was investigated) is
rather challenging. This comes from the fact that due to the similar unit cell parameters
of the different structural orientations the features in the RSM overlap indistinguishably,
particularly at low qz-values. Therefore, only the evolution of the integrated intensities
within the ROIs of the respective orientations were analyzed as a function of film thickness
in Fig. 5.12. Surprisingly, we find that only for the mixture with an excess of PEN
50
Results and discussion
0 20 40 60 80 100
0.0
0.5
1.0
 Film Thickness [nm]
 -phase PFP
1
:PEN
2
 -phase PFP
1
:PEN
2
 PEN (111)
In
te
ns
ity
 [a
.u
.]
Growth Time [min]
0 2 4 6 8 10
0 20 40 60 80
0.0
0.5
1.0
In
te
ns
ity
 [a
.u
.]
Growth Time [min]
 -phase PFP
2
:PEN
1
 -phase PFP
2
:PEN
1
 PFP(112)
0 2 4 6 8 10 12 14
 Film Thickness [nm]
a) b)
Figure 5.12: Intensity evolution for PFP2:PEN1 (a) and PFP1:PEN2 (b) grown at Tsub =
60 ◦C. For both mixing ratios the time evolution of the σ- and λ-phase (of the mixed
structure) are compared with respect to the pure excessing materials.
the nucleation of the λ-phase is significantly delayed. This actually, corroborates the
experimental observation from Ref. [28] that PFP:PEN mixed films with an excessive
amount of PEN material show a weaker scattering contribution from the λ-phase. In fact,
for such films and below a thickness of ≃ 6ML we have no indication that the λ-phase
nucleates at all. Therefore, we may speculate that the presence of pure PEN crystallites
hinders the nucleation of the mixed λ-phase leading then to a weaker scattering signal as
compared to the PEN1:PFP2 sample.
5.1.5 Summary and conclusion
This study gives an account of the temperature dependent structure and morphology of
PFP thin films with thicknesses up to 50 nm prepared by OMBD on SiOx-substrates. At
growth temperatures of 60 ◦C, lying needle-like crystallites, several microns in length,
are formed composed of smaller grains with an average size of 44 nm. Interestingly and
so far unreported, a crystal phase containing four molecules per unit cell is observed. In
contrast, at growth temperatures of−20 ◦C thin films are composed of mounds of diameter
and height ∼500 nm. The final grain size is reduced to 22 nm. At growth temperatures
of −120 ◦C we observe a fully amorphous film growth. A compression of the lattice
parameters in the in-plane direction (∆d/d (012) = 0.91%) and their dilatation in the
out-of-plane direction (∆a/a (h00) = 1.29%) is observed between growth temperatures
of −20 ◦C and 60 ◦C.
Real-time in situ studies provide evidence for different kinetics of grain formation
for low and high temperatures. In particular, for the pristine PFP films we suggest a
growth model where the crystallinity in the in-plane direction is affected by the substrate
temperature whereas in the out-of-plane direction it does not depend significantly on the
temperature.
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For the two mixtures it turned out that a quantitative data analysis is not so easy
due to the overlap of the standing and the lying phase in the RSM. Thus, one can not
clearly distinguish between those features, except at high qz values, where the in-plane and
the out-of-plane information of the crystal structure are however twinned. Therefore, we
have only analyzed the evolution of the respective intensities. This leads to the important
observation that the nucleation of the λ-phase is significantly delayed for films with an
excessive amount of PEN.
Since the crystalline order is strongly connected to electronic transport properties, tun-
ing the substrate temperature together with the film thickness may therefore be considered
as a promising method to tailor the structure in device applications.
5.2 Post-growth GISAXS measurements on pristine
DIP
The results of this section are taken from Ref. [30]3.
The investigation of growth processes and related changes in the interface morphologies
are extremely relevant in many scientific areas. One of the ideally suited experimental
methods to study the kinetic effects involved, such as surface diffusion, island conden-
sation, and island nucleation [36, 139], all of which are inherently connected with the
growth process itself, is x-ray scattering [25,64,140]. Particularly, diffuse scattering tech-
niques [141–143] have widely been employed to decipher such processes. Apart from
the surface correlations [144–146], in situ studies allow to monitor the growth and the
evolution of the surface morphology in real time [31, 147–149].
In contrast to grazing incidence diffraction (GID), where the in-plane lattice planes of
the crystallites are probed [33] on a molecular level, grazing incidence small angle x-ray
scattering (GISAXS) provides access to length-scales ranging from several tens of nanome-
ters to ≃ 1µm [98,100]. Therefore, among the prevalent off-specular scattering techniques
GISAXS is the ideal tool to characterize the morphology of the sample, while simultane-
ously yielding a complete and non-invasive, statistical averaging of the surface (within the
limits of the transverse coherence length of the x-ray beam) [150–152]. However, a quanti-
tative analysis of the GISAXS data from island sizes, island-island correlations, and island
shapes can require a significant computational and numerical effort. Although such kind
of analysis has successfully been employed for well-ordered inorganic 2D structures [153],
a generalization to organic materials, particularly to those with steps in the morphology
and with shape anisotropy on the molecular level, is to our knowledge, still lacking. In
this study we model our GISAXS data using the inverse Fourier transform of different
island form factors.
As a representative material for rodlike organic semiconductors we use diindenoperylene
3C. Frank, R.Banerjee, M. Oettel, A. Gerlach, J. Nova´k, G. Santoro, and F. Schreiber, submitted
to Phys. Rev. B (2014): On the analysis of of island shape evolution from diffuse x-ray scattering of
organic thin films and the implications for growth.
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(DIP, C32H16) [19,154–156], which is a crystalline small-molecule with significant potential
for optoelectronic devices [8, 130]. Due to the large hole mobility [130] and ambipolar
charge carrier transport in donor:acceptor blends [70], DIP is considered as a material
of choice for the design and construction of organic semiconductor (OSC) applications.
However, the intrinsic (rodlike) shape anisotropy of the molecule gives rise to a very
complex growth. For instance, in the combination with different materials, which however
is a prerequisite for working OSCs, there can either be a thickness dependent kinetically
limited phase separation (in the case of a phase separating system) [32], or a mixing
induced anisotropic correlation (in the case of an intermixing system) [29].
Inter alia, connected with the DIP thin film growth are the complicated growth mecha-
nisms offering manifold facets and aspects of growth processes and diffusion mechanisms.
These comprise post-growth structural reorganization [66,67,157], rapid roughening of the
sample surface [68] and potentially, competing phases of the crystal structure [26,65,158].
Yet, studies, which investigate the DIP growth, primarily by the means of diffuse scatter-
ing techniques are very scarce [31, 159].
Here, we provide a combined GISAXS and atomic force microscopy (AFM) study on
a set of ex situ samples with film thicknesses covering the first few monolayers, which
represent the initial stages of the growth. Using a theoretical description from small
angle scattering, we model our data with the form factor in the Born approximation
(BA), taking different island shapes into account. The Born approximation form factor
can provide a good approximation when both, the incident angle and the exit angle are
higher than the critical angle. In this angular regime the dominant term of the distorted
wave Born approximation (DWBA) corresponds well to the BA and multiple scattering
and absorption effects can be neglected [97, 160]. For computational efficiency in the
island shape fits, we have solved the Hankel transform for the in-plane component of the
momentum transfer using the logFFT algorithm. Subsequently, we compare the estimated
island size with that, obtained from AFM measurements. Our results are qualitatively
corroborated by Ref. [31], in which the growth kinetics and the nucleation behavior of
ultra-thin films of DIP were investigated in real-time, thus allowing for the determination
of the mean island size and the molecular diffusion in the very first layers.
Based on our results, we finally suggest a model on how the average shape of the
islands changes in the respective layers as the growth progresses. We emphasize that our
experimental strategy as well as our approach for the data analysis should be equally
applicable to other systems with evolution of islands during growth.
5.2.1 Growth conditions and sample preparation
Using an ultrasonic bath, the SiOx substrates were cleaned with acetone, iso-propanol and
ultra-pure water. DIP (see Fig. 5.13) was purchased (with gradient sublimation purity)
from the Institute fu¨r PAH Forschung (Greifenberg, Germany). Samples were prepared
in UHV conditions using the OMBD technique akin to the procedure described, e.g. in
Ref. [13, 23, 37, 64, 81].
To be able to perform a consistent and thorough data analysis, several DIP sam-
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Figure 5.13: Left panel: (top) Single DIP (C32H16) molecule shown from a perspective
view and (bottom) DIP molecules (at 298K) arranged in the unit cell with the view
along the c*-axis. The atom positions were taken from Ref. [26]. Right panel: GISAXS
scattering geometry. The specular reflection is shielded with a beamstop, while the diffuse
intensity, which is caused by the surface roughness, is recorded in the reciprocal space
map (RSM) as a function of the exit angle αf and the in-plane angle φ.
ples were grown with film thicknesses (or equivalently total film coverages) ranging from
∼ 0.5–5.5ML. Notably, to obtain a strong diffuse scattering intensity we have chosen the
respective layer coverages of the films in fractions corresponding to half a monolayer [31].
The growth rate for this sample series was set to Rgrowth ≈ 0.1 nm/min and the substrate
temperature was fixed to ≃ 25 ◦C.
In order to investigate how the in-plane morphology of DIP changes as a function of
deposited material, GISAXS measurements (see Fig. 5.13 for schematic) were performed
at the P03 MiNaXS beamline [161–163] at the PETRA III storage ring, DESY, which
is ideally suited to measure long-range in-plane correlation lengths. In the experiment,
the detector-to-sample distance was 4.9m and a Pilatus 300K detector with a pixel size
of 172 × 172 µm2 was used. During the measurements the incidence angle was set to
αi = 0.39
◦ and a wavelength of λ = 1.0868 A˚ was employed. For each of the samples 51
frames were recorded with a measurement time of one second per frame and subsequently
binned to one image. Our AFM measurements were performed in non-contact mode on a
JPK Nanowizard II instrument. The AFM data analysis was performed using the software
Gwyddion [106].
5.2.2 Results and Discussion
In view of the discussion above, reciprocal space maps of the DIP samples are analyzed
to determine how the morphology changes with respect to the film thickness.
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5.2.2.1 Discussion of the reciprocal space maps
Although, in principle AFM gives similar information as GISAXS, there are situations
were the AFM technique is not ideal. Apart from the fact that the AFM is primarily a
local probe and the images obtained are not necessarily a true representative of the average
topography, there is always the risk of tampering the top organic layers particularly,
when measurements have to be performed in situ at a sufficiently short time scale [31].
Therefore, in order to test the applicability of our method in real-time the data analysis
is first tested under conditions, which can be compared to AFM. Accordingly, we employ
GISAXS as the main technique in this study.
Figure 5.14 shows the GISAXS signal as reciprocal space maps (RSM) for the binned
images covering a film thickness between 0.5–5.5ML. The position qz,c of the Yoneda
wing [144] was extracted and translated into the critical angle αc according to
αc = sin
−1
(
qz,cλ
2pi
− sinαi
)
, (5.9)
leading to αc(SiOx) ≈ 0.163◦ and αc(DIP) ≈ 0.15◦ (see also Ref. [12, 159]. Note that
(neglecting absorption) the penetration depth [97] is given by z1/e = λ/(4piαc). Therefore,
under the specular condition of reflection, i.e. where αi = αf = 0.39
◦ and correspondingly
qz = 0.79 nm
−1, the penetration depth of the incoming wave is of the order of ∼5000 A˚,
resulting in a full penetration of the thin organic layer.
A further prominent scattering feature in GISAXS experiments is the presence of side
streaks along the qz-direction in the RSM. These (in the following called) “correlation
streaks” point to a certain in-plane correlation length, which is caused by lateral roughness
modulations in the morphology of the sample. In all of the images of Fig. 5.14 we find two
such streaks at different q||-positions symmetrically located around q|| = 0. It is observed
that the q||-positions of the streaks strongly depend on the film thickness. In particular, we
find that for larger thicknesses the separation between the two streaks decreases. Since we
are mainly interested in the in-plane component of the momentum transfer, line profiles
were extracted from the images in Fig. 5.14. By choosing a suitable region of interest
(ROI) as indicated by the red box in Fig. 5.14a, in which the intensity was integrated
along the qz-direction (in the range qz = 0.88−0.94 nm−1) we get the horizontal GISAXS
sections only as a function of q|| as shown in Fig. 5.14f for the different film thicknesses.
For small thicknesses the samples exhibit a very pronounced central peak at q|| = 0.
Due to the increasing film roughness, which usually occurs during the deposition of more
DIP material [68], this peak gradually decreases and is finally masked by the approaching
correlation peaks. Importantly, and relevant for the analysis in the following sections,
we find that the correlation peak position in the line profiles (or correlation streaks in
the RSM) do not show any dependence on qz. This is observed for all thicknesses and
is illustrated in Fig. 5.15 for the respective samples. As a consequence, the horizontal
line profiles can be extracted at arbitrary qz-positions within the GISAXS images, while
still containing enough information (particularly, at qz-positions well above the Yoneda
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Figure 5.14: (a-e) GISAXS signal of ultra thin films of pure DIP grown on native SiOx
substrates. The film thickness covers a range of 0.5–5.5ML. The dark blue horizontal
stripe corresponds to the non-sensitive inter module detector gaps, while the dark circle
corresponds to the specular beamstop. Green dashed lines in (a) indicate the positions
of the correlation streaks. The red box in (a) shows at which q-position the region of
interest (ROI) was chosen in order to extract the GISAXS line profiles. To improve the
statistics of the line profiles the ROI was integrated along the qz-direction. The resulting
horizontal GISAXS sections are shown for the respective coverages in (f). One observes
that the maximum position of the correlation peaks shifts towards smaller q|| for increased
film thickness indicating the increase in the in-plane correlation length as a function of
film thickness. Note that the curves have been shifted for clarity in (f).
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wings, where multiple scattering and absorption effects are essentially negligible). As
a consequence, the Born approximation [97] still holds and an appropriate theoretical
model can be used in the data analysis. Albeit, there are pre-built tools for GISAXS
data analysis, such as the software package “FitGISAXS” [164], which is based on the
distorted wave Born approximation, we find that some of the more realistic island shapes,
e.g. a cone, are currently not supported. Therefore, we restrict ourself to model the line
profiles with the description provided in the next section.
5.2.2.2 Modeling the GISAXS profiles
In the following, we introduce a simple model similar to Refs. [86,165,166] to describe the
scattering intensity I. In this approach, the scattering occurs from N identical “objects”,
i.e. islands, with a three–dimensional shape, which are distributed on a two–dimensional
plane (parallel to the substrate) such that their distribution only depends on the in–
plane coordinates. The average two–dimensional density of the islands is denoted by
ρ. In general, we decompose the three–dimensional scattering vector q and the three–
dimensional position vector r into in–plane (||) and z–components:
q =
(
q||
qz
)
, r =
(
r||
z
)
(5.10)
Hence the scattering intensity can in general be expressed as a product of an island form
factor and a factor describing the in–plane distribution of the islands [153, 167, 168]
I(q||, qz) ∝ |F (q||, qz)|2
〈
N∑
j=1
N∑
k=1
eiq||·(rj,||−rk,||)
〉
, (5.11)
where rj,|| is the in–plane position vector of island j and the form factor F is defined as the
Fourier transform of the three–dimensional island shape function Ωs(r||, z). Introducing
the in–plane pair correlation function for the islands, g(r||), and the total correlation
function h(r||) = g(r||)− 1, one can define a two–dimensional structure factor by S(q||) =
1 + ρh˜(q||) where h˜(q||)) = FT2Dh(r||) is the two–dimensional Fourier transform of h.
With these definitions, the scattering intensity becomes
I(q||, qz) ∝ N |F (q||, qz)|2
(
S(q||) + (2pi)
2ρδ(2)(q||)
)
. (5.12)
Thus I contains a delta-peak corresponding to the in–plane forward direction. In the
following, this peak will be neglected since it is not resolved by the measured diffuse
scattering intensity I ≡ Idiff [85, 99, 168].
In order to obtain information about the island shape, the scattering intensity will
be analyzed at a particular qz but in real space on the plane. Hence one needs a two–
dimensional inverse Fourier transform (FT−12D) of Eq. (5.12). We introduce
Φ(r||, qz) = FT
−1
2D|F (q||, qz)|2 (5.13)
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Figure 5.15: Horizontal sections of the GISAXS-signal taken from Fig. 5.14. Sec-
tions are extracted in the ranges qz,1 = 0.4–0.51 nm
−1, qz,2 = 0.6–0.65 nm−1 and
qz,3 = 0.88–0.94 nm
−1 and shown for thicknesses between 0.5–5.5ML. Dashed lines in-
dicate that the position of the correlation peak does not change with respect to qz.
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which is related to the (real–space) island shape function Ωs by
Φ = (FTzΩs)⊗ (FTzΩs)⋆ . (5.14)
Here, FTz is the Fourier transform in z–direction, ⊗ denotes the two-dimensional, in–
plane convolution and ⋆ denotes complex conjugation. Hence Eq. (5.12) becomes
Iˆ(r||, qz) = FT
−1
2DI(q||, qz)
∝ N (Φ(r||, qz) + ρΦ(r||, qz)⊗ h(r||)) (5.15)
For our subsequent analysis, we assume an island shape which is isotropic in the plane,
hence Iˆ ,Φ, h depend only on r|| = |r|||. Determination of the island shape (using the shape
function Ωs and, derived from it, the function Φ) is easily possible if the total correlation
function in the plane h is sufficiently small and the variations of h occur on larger length
scale than those of Φ. Then one can restrict oneself to regions of small r|| where Iˆ is
dominated by the island form factor contribution and assume
Iˆ(r||, qz) ∝ N Φ(r||, qz) (small r||) . (5.16)
This equation will be used in the following to determine the average island shape. The
different island shapes used to model our data are shown in Fig. 5.16.
2R0
H0
2R0
H0
2R0
H0
a
z
x
y
Figure 5.16: Geometries of the island shape used to fit Φ in Eq. (5.16). Shown from left
to right are a cylinder, a truncated sphere and a cone. The most relevant fit parameters
are the radii R0 and the tilt angle α of the cone.
5.2.2.3 Discussion of the GISAXS profiles
A comprehensive summary of the inverse in–plane Fourier transform Iˆ(r||, qz = 0.91 nm−1)
of the GISAXS line profiles is provided for all samples in Fig. 5.17. For all coverages
0.5...5.5 ML, Iˆ shows a strong variation for small r|| (r|| . 100 nm) which are attributable
to the island shape. However, for the lowest coverages of 0.5 and 1.5 ML, Iˆ is not small for
larger lengths and shows a decay on the scale of several hundred nm. It is actually difficult
to explain this behavior of Iˆ using Eq. (5.15) which is based on a model of monodisperse
islands having a size of about 100 nm. Indeed, the AFM images for these low coverages
(see Fig. 5.18a and Fig. 5.18b) reveal that islands are quite dense and are coalesced to
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Figure 5.17: (a-e) Normalized Fourier transform (blue solid line) of the line profiles shown
in Fig. 5.14 for coverages Θ of 0.5 to 5.5ML (taken at qz = 0.91 nm
−1). The inset shows
a magnification for small radii (indicated by the shaded area) along with the fit of Φ for
the different island shapes. (f) In-plane correlation length observed in the morphology of
the samples, as function of film thicknesses. The correlation lengths are obtained from
(a-e) and can be related to the average inter-island distance. The dashed line represents
the saturation value.
greater, anisotropic objects with different sizes. This case should be more appropriately
analyzed with a model taking into account the polydispersity of such fused islands, and
we expect that fitting an island shape through Eq. (5.16) is a first guess. For higher
coverages (2.5 to 5.5 ML) the separation of form factor and pair correlation contribution
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is much clearer in the results for Iˆ. From the behavior at r|| > 200 nm, one can infer that
the total correlation function h shows small oscillations with a relative strength of about
10% of the maximum value of Iˆ with a first minimum at about 250 nm. This is consistent
with pair correlations of hard objects of about 100 nm size at small to moderate densities.
The positions of the first maxima of Iˆ in Fig. 5.17a – Fig. 5.17e account for an in-plane
correlation length within the sample surface and can be related to the average (nearest
neighbor) island-to-island distance.
The dependence of the inter-island distance (or inter-island spacing) on the film cover-
age, as derived from the positions of the first maxima, is demonstrated in Fig. 5.17f. We
observe that the inter-island spacing for small coverages (0.5 and 1.5 ML) is substantially
smaller than the inter-island spacing for higher coverages. In view of the discussion above,
the small distance for 0.5 ML (≈ 80 nm) is just the distance of coalesced islands, while
for 1.5 ML (≈ 250 nm) it is related to both coalescence and distance between islands
since the islands are quite dense. In the case of 3D-growth (for small film thicknesses) the
inter-island distance does not depend on the amount of deposited material, since mounds
only grow higher but do not change their lateral positions. Therefore, the saturation value
of ≃ 600 nm, which is achieved for thicknesses Θ ≥ 2.5ML, points to the formation of
3D-islands. These observations are consistent with the in situ evolution of the inter-island
distance reported in Ref. [31].
5.2.2.4 Fitting the GISAXS profiles
Based on the theory discussed in the previous section, the mean island shape and size can
be determined from the functional dependence of Iˆ(r||, qz) = FT
−1
2DI(q||, qz) close to r|| = 0.
Since ∆r||, i.e. the minimum resolvable distance between two points in real space, is given
by pi/q||,max, a sufficient experimental resolution and maximum momentum transfer are
required to satisfy the Nyquist-Shannon sampling theorem [169] and to obtain information
close to r|| ≃ 0.
In our model, Iˆ close to r|| = 0 is only determined by the island shape function (see
Eqs. (5.14) and (5.16)). When using hard shapes with rotational symmetry as depicted
in Fig. 5.16, the necessary in–plane convolutions in Iˆ could also be computed analytically
(overlapping circles), and an additional z–integration has to be done numerically. Here,
we have chosen to fully numerically compute Iˆ by using Fast Fourier transformation
techniques in Eq. (5.13). Owing to the cylindrical symmetry of the islands, the 2D Fourier
transform for the ||-component can actually be related to a Hankel transform, when using
polar coordinates. The Hankel transform is most efficiently calculated by the logFFT
algorithm [170, 171], i.e. by solving the Fast Fourier Transform (FFT) on a logarithmic
grid. Note that from a numerical perspective, the Hankel transform is ideally suited to
analyze the full range of Iˆ, i.e. taking the correlations of the islands h(r) into account, or to
analyze “fuzzy” shape functions which would arise when one orientationally averages over
fused islands. This is however beyond this study but potentially interesting for future work.
Accordingly, utilizing the scientific computational software package “MATLAB” [172], Φ
has been calculated using the form factor of either a cylinder, a cone or a truncated
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Thickness Cylinder Tr. Sphere Cone
Model Model Model
[ML] [χ2] [χ2] [χ2]
0.5 287.9 2393.8 384.0
1.5 120.5 159.3 83.6
2.5 368.3 143.8 62.2
3.5 902.2 116.5 45.4
5.5 781.3 148.5 25.9
Table 5.1: χ2-parameters obtained by fitting the data in Fig. 5.17 with different island
shapes. Note that we assumed constant weighting factors for all data points in Φ(r||, qz).
sphere. A summary of the prevailing theoretical descriptions and a collection of form
factors for the different island shapes can, for instance be found in Ref. [97]. To fit the
data, the autocorrelation functions for the respective island types were implemented in
the MATLAB software package “Mfit” [173]. The optimization of the parameters was
then performed using the Simplex Nelder-Mead algorithm [174], which is ideally suited to
minimize higher dimensional problems. The resulting deviation from the dataset yields
the χ2-parameter for the goodness of the fit. Based on the AFM-images shown in Fig. 5.18
we have determined the height H0 of the islands for each thickness and subsequently used
this as an initial guess for the fitting. As expected, it turned out that Φ is not very
sensitive to the island height. Thus, depending on the island type, the base radius R0
and, in the case of the cone also the tilt angle α, are the relevant parameters to describe
Φ. A description of the parameters and the island shapes used for the fitting is shown in
Fig. 5.16 and a complete summary of the χ2-parameter for all the fits is given in Tab. 5.1.
Analysis of the morphology and comparison with AFM
In order to compare the different island shapes AFM measurements for all ex situ samples
are shown in Fig. 5.18. A close inspection of the images taken for Θ = 0.5ML and
Θ = 2.5ML reveals that islands already coalesce, which suggests that here the top layer
coverages are slightly larger than 50%. The insets of Fig. 5.18 show the island size
distribution for the top structures along with a Gaussian fit to obtain the mean island
size. From the full width at half maximum (FWHM) of the Gaussian fits one finds the
polydispersity of islands, which is largest for Θ = 1.5ML. Remarkably, we observe that
the radii obtained by the GISAXS fits (see Fig. 5.18f) match very well with the AFM
radii of the structures on top of the islands. This becomes most evident for Θ = 2.5ML
(see Fig. 5.18c) where the bottom terraces are of the order of ∼ 500 nm, whereas the top
structures are of the order of ∼ 100 nm. We suppose that the contrast in the electron
density is much higher in the very top layers as compared to the bottom layers. These are
practically filled (especially at Θ = 2.5ML) and act like the “substrate” for the mounds.
Thus, the main contribution to the scattering signal comes from the top layers allowing
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Figure 5.18: (a-e) AFM images for Θ = 0.5–5.5ML. The inset contains the respective
island-size distribution along with a Gaussian fit. The images for 0.5ML and 2.5ML show
a signature of the coalescing of islands, which suggest that the top layer filling is slightly
larger than 50%. (f) Comparison of the thickness dependent radius obtained by AFM
(black squares with error bars accounting for the polydispersity) and the GISAXS fits
using different island shapes. Among the models used the cone model provides the best
description for most of the thicknesses.
the GISAXS technique to primarily sense the top structures.
The insets of Fig. 5.17 provide a summary of the results obtained by fitting the fall-
off of Iˆ(r||, qz) normalized to Iˆ
(
r|| = 0, qz
)
with the function Φ(r||, qz). From the fits in
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Fig. 5.17 (summarized in Tab. 5.1) we observe that the modeling with the cone model
provides an excellent agreement at higher film coverages. In contrast, we find that the
goodness of the fit, i.e. χ2, becomes worse towards small coverages. For the fits with the
cylinder model it is the other way around, i.e. we obtain better agreement at low film
coverages.
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Figure 5.19: The tilt angle of the cones is shown as a function of the film thickness.
Smaller film thicknesses favor a cylinderlike island shape, whereas larger ones deviate
from that shape. Note that the dashed line should only serve as a guide for the eyes.
The preceding discussion allows to compare the mean island radii obtained by AFM
with those obtained by GISAXS as shown in Fig. 5.18f. For the cylinder and the cone
model we observe very good agreement for all coverages except for Θ = 2.5ML. How-
ever, as mentioned above, this sample particularly features a strong signature of island
coalescence and thus a precise statistical determination of the island size is difficult with
both methods. We note that the truncated sphere model overestimates the island radius
significantly for coverages Θ > 0.5ML. For the sample, which shows the worst fit, i.e.
Θ = 2.5ML, the cone model deviates by ∼22% from the AFM data, while the truncated
sphere model already differs by ∼35%. Therefore, we conclude that the truncated sphere
model is physically less relevant. Henceforth, the following discussion will only focus
on the cylinder and cone shapes. From our observations these models provide a better
parameterization of the film surface.
Thickness dependence of the island shape
To further exploit how the morphology varies, we show the tilt angle α (obtained from
fitting our data with the cone model) versus the film coverage in Fig. 5.19. As intuitively
expected, we find that for low thicknesses (Θ ≤ 1.5ML) the tilt angle α is very close to
0 ◦ corresponding to a cylinder (i.e. a cone with a tilt angle of 0 ◦). Evidently, the tilt
angle increases only slightly for higher coverages. However, we observe that such a slight
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increase, already, has a large impact on the shape of the islands: obviously, a significant
deviation from the cylinder shape is necessary to suit the moundlike surface morphology
of the growing islands (see also Tab. 5.1).
This also complies with the results of Ref. [31] where we observe a layer-by-layer growth
until a film coverage of 2ML and subsequently a transition to a 3D growth. Therefore,
we suppose a growth scenario of the following type: at low coverages (i.e. Θ ≤ 2ML)
a relatively large interlayer mass transport results in 2D (cylinderlike) islands, which
increase in size as the growth progresses and finally merge into non-geometric anisotropic
shapes, thus accounting for a layer-by-layer growth. At high coverages (i.e. Θ > 2ML)
the interlayer transport is significantly smaller, which leads to the formation of mounds,
therefore we observe a measurable deviation from the cylinder shape. An extreme case
would be met, if the interlayer mass transport is completely suppressed resulting then
in Poisson-growth. Both, this intermediate case of “wedding-cake” structures and the
extreme Poisson-growth have previously been observed [36].
Further improvement of the fits may be obtained e.g. by modeling Φ with two partly
merged cylinders in the very low coverage regime. Here, islands show a signature of
coalescence and a precise evaluation is more difficult. However, implementing such a
complex function is rather challenging and is beyond the scope of the present study.
5.2.3 Conclusion
This work presents GISAXS measurements of ultra-thin films (i.e. below 6ML) of the
organic semiconductor DIP grown on native SiOx-substrates. Using the shape function
of a cone, a cylinder and a truncated sphere we model the DIP-islands and determine
the mean radius. This allows for a comparison with the island size distribution obtained
by our supporting AFM measurements. Remarkably, we observe a significant difference
between the employed models. We find that for low film coverages a cylinder provides
a suitable shape function to model the islands. Towards higher thicknesses a continuous
deviation from the cylinder shape is observed, which is characterized by the formation of
wedding-cake structures in the film morphology.
This work in principle provides a comprehensive picture on the complicated nature of
thin film growth and in general its dynamics, which are not yet fully deciphered. Impor-
tantly, we believe that the presented approach is not only useful to analyze the surface
morphology of organic thin film growth in real time, but additionally, may successfully
be adopted to other materials potentially featuring a very different shape.
The next step to acquire a better understanding of the growth, especially in the sub-
monolayer coverage regime demands for the utilization of real-time techniques. Based
on the findings in the preceding sections, the next part investigates in real-time how the
GISAXS-pattern of DIP changes during the film growth. Importantly, measurements
were here performed on a sufficiently small time-scale, which allows to observe dynamic
processes.
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5.3 Real-time GISAXS measurements on pristine
DIP
The content of the following section has been published in Ref. [31]4.
Substantial experimental as well as theoretical efforts have been made to establish a
molecular level understanding of the physics underlying the growth of organic thin films [8,
34,139,175,176]. Yet, connecting microscopic and macroscopic processes such as molecular
diffusion and island size evolution remains a serious challenge. This is particularly true
for rod-shaped organic semiconductor molecules because of their additional degrees of
freedom, i.e. tilting (for non-spherical compounds) and bending (for flexible compounds).
In this context, diindenoperylene (DIP, C32H16) is known to exhibit the complexities of the
growth process rather typical for molecular systems with shape anisotropy [25,68,157,158].
These can include, e.g., rapid roughening, thickness-dependent lattice parameters and the
competition of different structural phases. Since some of these effects may be transient,
a key to their understanding are real-time investigations [125, 177, 178]. An important
aspect is the evolution of the lateral island size l (see Ref. [179]), which not only can
be used to optimize the thin film growth, but also provides information on the surface
diffusion.
In this section, we investigate the growth of DIP with film thicknesses of only a few
monolayers (ML) on native silicon oxide at different deposition rates and substrate temper-
atures. Simultaneous recording of the specular [64,88] and the off-specular (diffuse) [180]
intensities (see Fig. 5.20), which is performed in situ and in real-time in this study, allows
to gain insight into the growth mechanisms and evolution of islands of such anisotropic
organic molecules. Notably, the specular signal was measured at a fixed incidence angle,
which was chosen to coincide with the so called anti-Bragg point [88, 181], i.e. at half of
the reciprocal lattice vector belonging to the (001) reflection of the DIP σ-phase [158].
Among the prevalent off-specular scattering techniques, grazing incidence small angle x-
ray scattering (GISAXS) [98, 100] is the ideal tool to characterize the growth process in
situ in a non-invasive way. While the intensity at the anti-Bragg point contains time-
resolved information on the out-of-plane film structure [129], the off-specular scattering
in the vicinity of the critical angle αc (Yoneda-wings) [86,144] can be exploited to observe
changes of the in-plane film morphology. This can be realized by the use of high brilliance
synchrotron radiation in combination with a fast area detector with high dynamic range.
In particular, the oscillations of the specular intensity (which were extracted from the
GISAXS images taken during film growth by choosing an appropriate region around the
specular reflection at the anti-Bragg point) are analyzed taking into account a thickness-
dependent out-of-plane lattice parameter in order to determine the different layer cov-
erages. The evolution of the diffuse signal (extracted by choosing a suitable region in
the vicinity of the Yoneda-wings) is then used to follow the film thickness dependence
4C. Frank, J. Nova´k, R. Banerjee, A. Gerlach, F. Schreiber, A. Vorobiev, and S. Kowarik, Phys. Rev.
B 90, 045410 (2014): Island size evolution and molecular diffusion during growth of organic thin films
followed by time-resolved specular and off-specular scattering.
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Figure 5.20: Scattering geometry, typically used in GISAXS experiments. Recording
data with sub-monolayer time resolution allows to follow the growth in real-time. A
gradual filling of successive layers leads to an oscillating intensity of the vertical streaks
in the image series. The separation qy,max of these features around the Yoneda-wings can
be related to the average island-to-island distance L and for a known molecular coverage
in the layer also to the average island diameter l.
of the average island size. Henceforth, any reference to “specular” and “diffuse growth
oscillations” would correspond to the differently oscillating intensities taken from the re-
spective part of the GISAXS profiles, as mentioned above. GISAXS measurements are
complemented by ex situ x-ray reflectivity (XRR) and atomic force microscopy (AFM).
Using the results of these investigations, we demonstrate the influence of the activation
energy barrier on the island nucleation during the initial stages of growth.
5.3.1 Growth conditions and sample preparation
DIP was purchased from the Institut fu¨r PAH Forschung (Greifenberg, Germany) with
gradient sublimation purity. The films were grown on SiOx substrates in a portable UHV
chamber [81], allowing control of the substrate temperature Tsub (25, 50 and 100
◦C)
and the growth rate Rgrowth (0.1, 0.4, and 1.1 nm/min). All real-time measurements
were performed at beamline ID10B of the ESRF (Grenoble, France) at a wavelength of
λ = 0.929 A˚ and an incidence angle of αi = 0.8
◦, which corresponds to the anti-Bragg
condition of the (standing up) σ-phase of DIP [65,158,182]. For data acquisition a photon-
counting pixel detector (MAXIPIX) was used, which provided a horizontal resolution of
∆qxy = 2.8× 10−3 A˚ and a dynamic range of 2× 105 counts/pixel.
In order to measure the in-plane and the out-of-plane structural evolution simultane-
ously, the GISAXS scattering geometry (as shown in Fig. 5.20) was employed. Corre-
sponding to a wavelength of λ = 0.929 A˚, the critical angle (αc) of DIP was 0.12
◦. Both,
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Figure 5.21: (a) Scattering intensity at the critical angle (Yoneda-wings) as a function
of adsorbed material for DIP grown at Tsub = 25
◦C and Rgrowth = 0.1 nm/min. Detector
images from which the horizontal GISAXS sections have been extracted, were integrated
for 20 seconds per frame leading to a resolution of ≃ 15 frames/ML. (b) Horizontal line
sections (extracted from the GISAXS images in (a)) at coverages of θ = 0.5, 1.5, and
2.5ML. It is clearly observed that the separation between the two correlation peaks de-
creases for higher film coverages. As the growth progresses, more material is adsorbed on
the surface and the correlation peaks become more intense.
the specular (i.e. αi = αf = 0.8
◦, φ = 0 ◦) and the GISAXS (i.e. αf ≈ αc, φ 6= 0 ◦) signal
are analyzed as a function of time. This allows a self-consistent thickness calibration in
units of monolayer equivalents.
5.3.2 Results and discussion
Figure 5.21 shows the evolution of the GISAXS intensity profiles integrated within the
region qz = 1.03–1.30 nm
−1 as a function of adsorbed material and the in-plane momentum
transfer qy. The chosen range includes the Yoneda-wings, thus providing information
on the characteristic surface correlation length. The associated time-resolution was ≃
15 frames/ML, where each frame has been exposed for 20 seconds. The appearance of two
relatively weak correlation peaks at the very beginning of the growth (qy ≃ 0.17 nm−1)
indicates the existence of a well-defined correlation length, which corresponds to the
average island-to-island distance L. Below one ML coverage, we observe a significant
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change in the intensity as well as in the position of these correlation peaks. The shift
towards smaller values of qy (≃ 0.05 nm−1) implies that the island-to-island distance,
measured from the island’s center of mass (see Fig. 5.20), increases as the 1st layer is
being filled. At a coverage of 1ML both peaks disappear, which points to the absence
of any noticeable long-range surface modulations for the smooth, completely filled 1st
ML. The off-specular intensity oscillates between a maximum at half-filled layers to a
minimum at the completion of subsequent layers. During the growth of the 2nd ML the
peaks appear at still smaller values of qy (≃ 0.03 nm−1). Above ∼ 3ML we observe
two intense streaks, which do not change position with respect to qy, accounting for an
average correlation length-scale which is representative of the finite average distance of
the DIP mounds. This is a clear signature of a transition from the layer-by-layer (LBL)
to the 3D-growth, i.e. formation of molecular islands, which is analogous to the classical
Stranski-Krastanov (SK) growth mode. Similar observations were made for other growth
conditions of the film (e.g. different temperature and growth rate), indicating that in
general for DIP the 1st ML is always completely filled before the 2nd or subsequent ML
grow on top of it. Generally, the critical thickness, at which a transition from the LBL
to the 3D-growth occurs, depends non-trivially on Rgrowth and Tsub and requires separate
systematic investigations to gain further detailed knowledge.
5.3.2.1 Analysis of the out-of-plane structure
To probe the dependence of the out-of-plane structure on the growth conditions, we have
analyzed the thickness-dependent intensity at the anti-Bragg point (corresponding to
qz = 1.87 nm
−1) using a combination of a growth model first proposed by Trofimov et
al. [183] and kinematical scattering theory [25, 88, 129] (see Fig. 5.22a – Fig. 5.22c).
According to this prevailing model (PM) the total scattering intensity is given by
I(t) =
∣∣∣∣∣Asub(qz)eiφ + c
∑
n
θn(t)e
−inqzd
∣∣∣∣∣
2
, (5.17)
where Asub is the scattering amplitude, φ the phase shift, c the molecular layer form factor,
θn the coverage of layer n, qz the out-of-plane momentum transfer, and d the out-of-plane
lattice parameter. We find that this model deviates considerably from the observed in-
tensities during the growth of the 2nd ML for all DIP samples grown at high substrate
temperatures (see Fig. 5.22). Organic molecules with shape anisotropy may exhibit a
change of their tilt angle [175] — an effect which is not considered in Eq. (5.17). In par-
ticular for the molecular system DIP/SiOx previous studies reveal kinetically determined
orientational and structural transitions of the molecular layer, which (depending on the
substrate material) take place in the first few-monolayer regime [158] and can be related
to a thickness dependent inter-layer mass transport [157, 184]. This collective change of
the molecular tilt angle potentially involves all layers simultaneously. Therefore, we intro-
duce thickness-dependent parameters (c′,Φ, d′), where Φ is the phase of the now complex
layer form factor c′eiΦ. To determine at which stage and how gradually the collective
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Figure 5.22: ((a-c) Specular oscillations at the anti-Bragg point (scatter plots) for DIP
grown at Tsub = 25
◦C, 50 ◦C, 100 ◦C and Rgrowth = 0.4 nm/min. The data were fitted
using the prevailing model (PM) but show a considerable deviation during the filling of
the 2ndML. However, the fit improved remarkably once the refined model (RM) has been
applied. (d) Using the refined model the thickness dependence of the out-of-plane lat-
tice parameter was determined for three different temperatures, showing an orientational
transition from the transient surface induced to the thin-film phase. Importantly, the
transition is delayed for higher substrate temperatures.
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Figure 5.23: (a) Ex situ post-growth XRR scans (open symbols) of DIP grown at a
substrate temperature of Tsub = 25
◦C and a growth rate of Rgrowth = 0.1 nm/min. The
film thickness was varied between 0.5–5.5 ML. Solid lines show fits based on the Parratt
formalism. (b) Corresponding electron densities plotted against the nominal film thickness.
(c) Out-of-plane lattice parameters obtained from the XRR data shown in panel a (open
circles) and the respective tanh-functional fit (solid line).
change occurs, the variation of the lattice parameter (as a function of thickness) is ob-
tained from analyzing the XRR profiles of the films (see Fig. 5.23). The XRR data were
fitted using the Parratt formalism [84,97]. The electron density profiles and the respective
out-of-plane lattice parameters obtained from the fits are shown in Fig. 5.23b and 5.23c,
respectively. Finding that the change in the lattice parameter can be well described using
a tanh-functional dependence (Fig. 5.23c), we introduce an empiric variation of the three
parameters c′,Φ and d′, (which, for the sake of convenience, are combined in a vector P ),
according to
P γ,t0 = P∞ +
∆P
2
(tanh[γ(t− t0)]− 1) . (5.18)
From our data we are able to extract the asymptotic value P∞ ≡ P (t→∞), the variation
∆P ≡ P (t = t0) − P (t → ∞) and the steepness parameter γ. Fitting the anti-Bragg
growth oscillations with this function results in a remarkable agreement (see Fig. 5.22a –
Fig. 5.22c).
Importantly, the change of the out-of-plane lattice depends on the growth temperature.
For example, we observe that while the fit for 100 ◦C reproduces the experimental data
very well, using the same functional dependence of the lattice parameter and complex layer
form factor for a different temperature (say 25 ◦C) leads to a markedly different intensity
profile. Figure 5.22d shows the thickness-dependent evolution of the out-of-plane lattice
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parameter of the thin films at the same Rgrowth (0.4 nm/min) for three different Tsub. We
find that the transition from the transient to the stable thin film phase, which results in a
lattice spacing decrease of ∼ 0.5 A˚, occurs between 2–4ML (see Fig. 5.22d). Interestingly,
this change in the molecular tilt angle occurs simultaneously with the transition from
the LBL to the 3D-growth. Additionally, we observe a delay in this collective molecular
tilting (to the stable thin film orientation) for the films grown at a higher substrate
temperature. We attribute this delay to the fact that the strength of the long-range
in-plane cohesive interaction depends on the dimensions of the islands. Within the model-
description it is quite reasonable to assume that the close packing of molecules within
an island confines their respective molecular movements (including tilting). In particular,
the more molecules are involved (i.e. the larger the island size), the more difficult it is to
collectively cause the molecules to flip within that island. Consequently, we expect that
the critical point, where the collective tilting occurs depends on the parameters describing
the shape of the islands, i.e. for disc shaped islands (as observed in this study) the island-
diameter and height. Because increasing Tsub leads to larger islands (as discussed later),
the tilt is delayed.
5.3.2.2 Analysis of the in-plane morphology
AFM was performed post growth to complement our scattering measurements on the
same set of samples with various thicknesses (0.5–5.5ML) and coverages (see Fig. 5.24).
At ∼ 0.5ML 2D compact islands, which already start to coalesce, form on the substrate.
At ∼ 1.5ML the substrate is completely covered by the 1st layer (Fig. 5.24b inset), which
serves as a template for the nucleation of the 2nd layer. We also observe that islands
nucleating on top of the 1st layer are significantly larger than those on SiOx. For higher
coverages (Fig. 5.24c and Fig. 5.24d) we observe mound formation with the 2nd layer
providing the base for the mounds. This indicates a very pronounced LBL growth during
the early stages, followed by a transition to island-like growth as was also observed in the
GISAXS data (Fig. 5.21a).
For the quantitative analysis of the real-time GISAXS, we deduce the mean island-
to-island distance L = 2pi/ |qy,max| from the position of the two correlation peaks using
Lorentzian fits of the Yoneda-wing at an exit angle αf ≃ αc (Fig. 5.25a). As expected for
the initial LBL growth, the specular intensity oscillates up to ∼ 3ML. The subsequent 3D-
growth results in a rapid damping of the oscillations. Importantly, the diffuse scattering
intensity also exhibits pronounced oscillations in the LBL regime with maxima at half-
filled and minima for closed layers. This anti-correlation of specular and diffuse intensities
is related to the periodically changing surface roughness, i.e. for half-filled layers the
roughness takes on a maximum. A sudden change of the island distance after filling
the 1st layer accounts for the nucleation of new widely spaced islands in the 2nd ML.
Additionally, we find that islands nucleating on top of the 1st layer are significantly larger
than on top of the substrate, as also confirmed by AFM.
To derive the average island diameter l we approximate DIP islands as 2D disks and
combine the layer coverage θn (obtained by fitting the anti-Bragg oscillations) with the
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Figure 5.24: AFM images of DIP grown at Tsub = 25
◦C and Rgrowth = 0.1 nm/min taken
with a JPK Nanowizard II. Respective height-distributions are shown in the insets. Line
profiles (indicated by red lines) are shown below the respective images. The images are
shown for coverages of ∼ 0.5ML, ∼ 1.5ML, ∼ 3.5ML and ∼ 5.5ML (a–d) and cover an
area of 2× 2µm2.
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Figure 5.25: (a) Average island distance (left axis), specular and diffuse intensity (right
axis) obtained by fitting the GISAXS data for DIP grown at Tsub = 25
◦C. (b) Arrhenius
plot for two different growth rates and two different thicknesses. The solid lines correspond
to linear fits of Rgrowth = 0.4 nm/min and the dashed lines to Rgrowth = 1.1 nm/min,
respectively. (c) Effective activation energy of nucleation Eeffact calculated for different
coverages, which are almost constant throughout the layer filling. Note that Eeffact was
derived using Eq. (5.19), which is valid only for small coverages (shown here as shaded
areas).
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island distance L given by l = 2L
√
θn/pi. Figure 5.25b shows that the island diameter
extracted at coverages of 0.5ML and 1.5ML consistently follows the same trend within
the investigated temperature/growth rate regime. For example, at Rgrowth = 0.4 nm/min
and a coverage of 0.5ML (1.5ML) we find that the island size increases from l = 36nm
(103 nm) to l = 153 nm (205 nm), when increasing the substrate temperature from 25 ◦C
to 100 ◦C. Increasing the growth rate to Rgrowth = 1.1 nm/min has less impact on the
island size and leads to only marginally smaller islands. Importantly, we observe that
the nucleation of larger islands in the 2nd layer is a general feature of DIP growth un-
der different conditions. We relate this behavior to a significant difference between the
molecule-substrate interaction (dominant during the initial stage of growth) versus the
molecule-molecule interaction (dominant during the later stages of growth), which leads
to a difference in the corresponding diffusion length scales.
5.3.2.3 Estimation of effective activation energies
The relevant growth kinetics within such systems may be obtained by comparing the
effective activation energy of nucleation Eeffact between the 1
st and 2nd layer. In this context,
Eeffact is derived from the Arrhenius plot of the island diameter (or alternatively island
density) versus temperature (Fig. 5.25b). The in situ data has been analyzed over a
broad coverage regime using this approach. The different slopes in the two Arrhenius
plots indicate a difference between the activation energies, and therefore also between
the diffusion barriers in the 1st and the 2nd layer. In dynamical 2D-nucleation theory
considering small layer coverage (θn ≪ 1), the kinetics of the island growth, i.e. the time
dependence of the island size and density, is related to the flux of the incoming molecules
F, the surface diffusion coefficient D, the thermal energy kBT, and the critical nucleus
size i⋆ [43, 185, 186]. For the first two ML we relate l to Eeffact via
l ∝ θ−
(i⋆+1)
2
n
(
D0
F
) i⋆
2(i⋆+2)
e−E
eff
act/kBT , (5.19)
where D0 is the diffusion pre-exponential factor. The activation energy is proportional to
the diffusion barrier ED and binding energy Ei⋆ of clusters consisting of i
⋆ molecules and,
in conventional theory, [36, 175, 179] given by Eeffact = (i
⋆ED + Ei⋆)/2(i
⋆ + 2). Note that a
precise determination of Ei⋆ turns out to be very difficult. Even for comparatively simple
inorganic systems, like Pt grown on Pt(110), the experimentally obtained binding energy
of a Pt dimer differs from those estimated by density functional calculations [36,187,188]
by 66%. For molecular systems with shape anisotropy orientational degrees of freedom
arise, which implies that even Ei⋆ (and actually in principle also ED) are not unique
numbers, since they depend on the relative orientation of the molecules. These issues call
for an extension of the theoretical description on a fundamental level, as e.g. also seen
in previous results on the growth exponents [68, 158]. Therefore, we restrict ourselves to
the determination of the effective activation energy for island nucleation. The effective
activation energies thus determined for different coverages are shown in Fig. 5.25c and
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Rgrowth E
eff
act ∆E
eff
act
Layer 1 (DIP on SiOx) 0.4 nm/min
0.19±0.01 eV
0.11 eV
Layer 2 (DIP on DIP) 0.08±0.01 eV
Layer 1 (DIP on SiOx) 1.1 nm/min
0.16±0.04 eV
0.09 eV
Layer 2 (DIP on DIP) 0.07±0.01 eV
Table 5.2: Effective activation energy of nucleation Eeffact for the 1
st and 2nd layer obtained
by taking the layer-specific average of the data shown in Fig. 5.25c. The error bars for
Eeffact correspond to the standard deviation of the different datasets.
summarized in Table 5.2. For both growth rates, we observe a consistent difference of
∆Eeffact ≈ 0.1 eV between the 1st and 2nd molecular layer. This implies an increase of
the diffusion length of DIP in the 2nd layer, which leads to a longer migration time of
monomers and thus explains the observed formation of larger islands.
5.3.3 Summary and conclusion
We have used real-time x-ray specular and diffuse scattering to study in situ the dynamics
of DIP thin film growth on silicon oxide, namely the thickness-dependent evolution of lat-
tice parameters, island-size evolution and surface diffusion processes. We have introduced
an improvement on the existing model for simulations of anti-Bragg growth oscillations by
including the effect of the change in the molecular tilt angle during growth. We suggest
that the observed molecular tilting from the transient surface induced towards the stable
thin-film phase orientation is related to a change in the inter-layer transport leading to
the transition to 3D-growth. Furthermore, we have used real-time GISAXS to study the
island size evolution during deposition of DIP. The smaller diffusion activation energy on
top of the 1st molecular layer results in a larger diffusion length and hence the formation of
bigger islands than on the silicon oxide substrate, where the activation energy is ∼ 0.1 eV
larger. For DIP on SiOx, this seems to be a rather general phenomenon at various growth
rates and substrate temperatures.
We have provided a systematic x-ray scattering study to investigate in real-time the
growth behavior of rod-like organic semiconducting molecules. The evolution of island
sizes and differences of the molecular diffusion in the very first layers are important ques-
tions that need to be addressed – also for more complex systems such as binary mix-
tures [23, 29, 32]. Our results provide key insights into this rich field, which could be
used for the development of new theoretical models of growth that go beyond the existing
formalism by including shape anisotropy.
76
Results and discussion
5.4 GID-GISAXS measurements on DIP:C60 blends
The results in the following section emerged from a collaboration with R. Banerjee et al.
and were published in Ref. [32]5.
OSCs have attracted substantial research interest in recent years, in an effort to comple-
ment inorganic semiconductors, due to their attractive optical and structural properties.
Several device applications, such as diodes, field-effect transistors up to all-organic inte-
grated circuits, photodiodes, OPVs, and organic light emitting diodes have been demon-
strated by OSCs based on polymers or small molecules such as C60, acenes, perylene-
derivatives, and phthalocyanines [4,8,189–193]. Since the structure and morphology have
a strong influence on the performance, their control is mandatory, but the mechanisms
of structure formation of OSCs and their mixtures (and indeed molecular materials in
general) are not completely understood on a fundamental level [23, 68, 158, 194, 195].
One principal strategy in OPV employs the mixing of donor and acceptor molecules
(bulk heterojunction) [70, 196, 197]. The resulting efficiency crucially depends on the
interplay of the diffusion lengths of the excitons generated by the absorption of light
and the structural length scales of the D:A mixture, such as the typical width of the D
and A domains [70]. Controlling these structural length scales in D:A mixtures, which
are potentially phase-separating, is thus a key point in this field. In addition to the
relevance for applications, this is also a challenge for the fundamental understanding of
the structural evolution of mixtures. Some comparisons can be made to the rich area of
binary alloys (i.e. mixtures of elementary systems) [198] and to organic bulk crystals [199].
In the latter field, due to the different ratio of the range of interactions to the size of the
objects (molecules) as well as their inherent anisotropy in shape, additional parameters
have to be considered, which can lead to an even broader range of scenarios [23, 29].
An important further challenge also comes from the fact that applications of OSCs are
typically based on thin films, so that issues related to their interfaces and kinetically
controlled growth enter the scenario.
The main focus of the present section is the real-time and in-situ observation of growth
as well as post-growth structural characterization of two prototypical OSCs, DIP and C60
(inset of Fig. 5.26a), co-evaporated in different mixing ratios. DIP and C60 are relevant
for OPVs as a model D:A pair [19, 77]. GID was performed as a function of time during
growth and also as a function of probing depth post growth, to observe the evolution
of the in-plane Bragg peaks. XRR and GISAXS measurements were performed for post-
growth analysis of the out-of-plane structure and in-plane domain size of the mixed films,
respectively.
In this part of the thesis, it is shown that for co-evaporated DIP:C60-blends with
phase-separating tendency as used in OPVs, the domain size is thickness (or growth time)
dependent and thus kinetically limited. The coherent crystallite grain size as well as the
inter-domain distances of the mixing molecules, for a given thickness, can be tailored by
5R. Banerjee, J. Nova´k, C. Frank, C. Lorch, A. Hinderhofer, A. Gerlach, and F. Schreiber, Phys.
Rev. Lett. 110, 185506 (2013): Evidence for kinetically limited thickness dependent phase separation in
organic thin film blends.
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tuning the mixing ratio of molecules. At the same time, enhanced out-of-plane order and
smoothing of the mixed films is observed compared to pure films upon co-evaporation
of these mixed films in different mixing ratio. The results provide fundamentally new
insight into the basic understanding of the phase separation kinetics of these systems by
demonstrating the inter-correlation between the lateral and the vertical length scales (or
time) with substantial implications for the theoretical understanding of OPVs.
5.4.1 Growth conditions and sample preparation
Sublimation grade DIP and C60 were obtained from Institut fu¨r PAH Forschung Greifen-
berg, Germany, with 99.9% purity, and Creaphys with 99.9% purity, respectively. Films
containing DIP and C60 with varying mixing ratio were co-evaporated on Si wafers cov-
ered with a native oxide layer (∼ 9 A˚) at a base pressure < 5×10−9mbar. The growth
rate monitored by XRR and a quartz crystal microbalance was ∼ 0.4 nm/min. Apart
from the pure films of DIP and C60, five different molar mixing ratios of DIP:C60 (3:1,
2:1, 1:1, 1:2, 1:3) were investigated. The error in the stoichiometry of the mixtures is
10% determined by the error in the read-out of the quartz-crystal microbalance. All films
for in-situ measurements were deposited up to a thickness of ∼ 20 nm at a substrate
temperature of 25 ◦C. Scattering measurements (viz. XRR, time and depth-resolved GID
and GISAXS) were performed at the X04SA beamline of the Swiss Light Source at a
wavelength of 0.99987 A˚, in a custom-built portable organic molecular beam deposition
chamber [81], using a Pilatus II detector.
5.4.2 Results and Discussion
The results of the blended DIP:C60 films are presented in the following subsections, where
they are organized in terms of post-growth and real-time analysis.
5.4.2.1 Post-growth analysis of the structure and morhology
XRR is used for the extraction of the electron density profile along the direction perpen-
dicular to the sample surface and provides structural parameters like thickness and surface
and interface roughness of thin films. The XRR profiles show distinct thickness oscillations
for all the films and out-of-plane Bragg peaks for some of them (Fig. 5.26a). It is evident
from the XRR measurements that when DIP dominates the mixture, extremely smooth
films are produced. The higher the ratio of DIP in the blend, the smoother is the film
(see Fig. 5.26a). For mixed thin films of DIP and C60, the first Bragg peak was observed
distinctly for DIP:C60 3:1 ratio (henceforth called only 3:1) and 2:1. However, for 1:1, the
Bragg peak is severely distorted and for further increase in the C60 molar concentration,
i.e. for 1:2 and 1:3, the Bragg peak completely disappears. The C60 Bragg peak along the
specular direction for pure as well as mixed films is not properly recognizable, because
the C60 forms essentially untextured polycrystalline thin films with low structural order
78
Results and discussion
0.0 0.2 0.4 0.6 0.8
10-7
10-3
101
105
109
1013
 
 
DIP
DIP:C60 3:1
DIP:C60 2:1
DIP:C60 1:1
DIP:C60 1:2
DIP:C60 1:3
C60
R
ef
le
ct
iv
ity
 (a
rb
. u
ni
ts
)
qz(Å
-1)
0.0 0.5 1.0
0.39
0.42
0.45
0.48
0.0 0.5 1.0
10
15
20
25
(b) (c)
 
 
 extracted el density
   nominal el density
El
ec
tro
n 
de
ns
ity
 (e
l/Å
3 )
 C60 molar ratio
 
R
ou
gh
ne
ss
 (Å
)
 C60 molar ratio
(a)
C
60
Diindenoperylene
Figure 5.26: XRR profiles for the pure and the mixed films with various mixing ratios.
The data have been scaled for clarity. The inset shows the molecular structure of DIP
and C60. (b) The average electron density derived from the fits of the XRR profiles. The
dashed line shows the nominal electron density. (c) The top surface roughness and error
bars derived from the XRR fits of the various films.
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Figure 5.27: GID plots of the pure films as well as the films with varying mixing ratio. All
films were ∼ 20 nm thick. The various peaks have been identified as either belonging to
DIP thin film or C60 fcc thin film phases and no new or unidentified peaks were observed.
on bare Si substrates (in contrast to layered D/A heterostructures, showing a distinct
C60(111) Bragg peak at ∼ 0.75 A˚−1, if DIP serves as a template for C60 [200]).
The XRR data were fitted using the Parratt formalism [84,97,145] up to a value of the
out-of-plane component of the momentum transfer vector (qz) equal to 0.2 A˚
−1 to estimate
the average electron density and the top layer roughness of the films. A single box model
was used in order to limit the number of fitting parameters. The average electron density
(ρ in el/A˚3) and the top surface roughness extracted from the XRR fits are plotted in
Fig. 5.26b and Fig. 5.26c. We observe that ρ increases linearly from the value of ρDIP to
the value of ρC60 which consolidates the fact that there is no preference for either species
to dominate the growth. In view of the strong tendency to phase-separate (see below), it
is quite remarkable that DIP:C60 shows a smoothing effect upon mixing. Indeed, overall
the roughness evolution appears to be non-trivial from a fundamental perspective, but
its tunability via the mixing ratio may be exploited in applications demanding smooth
interfaces.
GID probes reciprocal space at high in-plane scattering angles and provides information
on the crystallinity of the samples. The post-growth GID measurements (Fig. 5.27) show
the known in-plane Bragg reflections for C60 (rather broad, as expected) and DIP [23,26].
The data show clear signs of phase separation since we can identify known peaks of pure
DIP and C60 crystallites and no new or unidentified peaks even for mixed films with differ-
ent ratio of mixing. Relative Bragg peak intensities from DIP and C60 correspond to the
respective mixing ratios showing the expected predominance of the abundant species. The
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peak width for DIP is also seen to increase, signifying smaller grain sizes for smaller DIP
content. For the mixing ratios 1:2 and 1:3, the DIP and C60 peaks cannot be discriminated
and result in a broad hump around the in-plane component of the momentum transfer
vector qxy = 1.3 A˚
−1 where the peaks are expected. From the perspective of applications
in OPV, another important consideration relates to the crystallite grain sizes which is
either small (hence large number of grains) or big (hence fewer) for a fixed molar mixing
ratio. For a given thickness, this is expected to be tunable by substrate temperature and
rate of deposition. In the active region of a bulk heterojunction composed of a phase-
separating D:A pair, smaller domains increase the surface area of exposure and hence the
possibility for the excitons to reach the interface (where they eventually separate), but on
the other hand decrease the charge mobility and hence the charge extraction. Optimizing
the efficiency would thus be a trade-off between the domain size (exciton exchange area)
and the availability of percolation paths for charge transport.
GISAXS is sensitive to the morphology and preferential alignment of nanoscale objects
at the surface. Additionally, it renders valuable information like the lateral correlations
and sizes and shapes of nanostructures [97, 99, 145]. We observe distinct side peaks in
the GISAXS measurements at different qxy, depending on whether the thin film has a
majority of DIP or C60 molecules (Fig. 5.28a – Fig. 5.28b). The line profiles obtained
from post-growth GISAXS measurements are shown in Fig. 5.28a and clearly exhibit
differences in the in-plane characteristic length scales for the various mixed films. For
mixtures with more DIP the peak maximum is closely spaced around the specular, i.e.
large in-plane length scales in real space, but for mixtures with more C60, the peaks are
observed at larger qxy suggesting smaller in-plane length scales. For the 1:1 mixture two
distinct length scales are seen which correspond to the DIP and C60 phases. It is also
observed that the characteristic length (or island distance) of one of the mixing molecules
(say C60) depends on the ratio of the other (DIP) (see Fig. 5.28c). This can be exploited
to prepare bulk heterojunctions with desired grain size as well as inter-domain distance.
5.4.2.2 Real-time analysis of the in-plane structure
Having established the tendency for phase-separation and the approximate in-plane corre-
lations (island distances of the two respective components), a key question in film growth
physics and for device architectures is whether this process is homogeneous or thickness-
dependent. To address this issue, we focus on the 1:1 mixing ratio which has been used in
devices [19,77]. Real-time GID was performed to investigate the kinetics of phase separa-
tion during the growth process. The incident angle (θi) for GID measurements was 0.13
◦
corresponding to a penetration depth of the entire film thickness. The real-time GID
measurements (see Fig. 5.29) show that the GID peaks start to appear (i.e. crystallites
of DIP and C60 start forming) only after a certain thickness and become more intense
as the growth progresses. This leads to the speculation that there is a delayed onset of
crystallization and phase separation until a certain thickness is reached. This is obvi-
ously kinetically determined for a non-equilibrium growth process. Also, it is intuitively
plausible that the crystallization process is delayed for a statistical mixture with two dif-
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Figure 5.28: (a) GISAXS line profiles of the DIP and C60 mixed films at final stages of
growth. The position of the correlation peak clearly indicates that the C60 island distances
are smaller in size than the DIP islands. For the 1:1 mixture, two distinct length scales
are seen corresponding to C60 and DIP molecules. (b) Representative GISAXS data for
1:2 mixed film. The white dashed line shows the line scan from which characteristic length
scales have been derived. (c) The characteristic length scales (island distances) for DIP
and C60 as a function of the molar ratio. The dashed lines are guide to the eye.
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Figure 5.29: Contour plot of real-time GID data measured during growth of 1:1 mixed
film. Contour lines indicate levels with equal intensity. GID data from the final thickness
has been plotted at the bottom. The blue lines indicate the peak maxima. Schematic
representation of the model proposed for the kinetically driven phase-separation during
the growth of a co-evaporated DIP and C60 thin film. The molecules phase-separate into
domains of crystallites which grow laterally with increasing thickness of the film.
ferent molecules than for the one with just the pristine molecule. Below this thickness,
the molecules are probably still in a mixed, albeit non-crystalline phase, but as soon as
this thickness is reached, they start to phase-separate and further growth of the mixed
film only increases the lateral grain size of the phase-separated molecular domains. A
schematic of the proposed model of growth is shown in Fig. 5.29.
To corroborate this model further and to demonstrate that the thickness-dependent
lateral crystallite sizes are not a transient effect but rather prevail, post-growth ex-situ
depth-resolved GID measurements were additionally performed on two films in ambient
conditions to ensure that there is no significant post-growth structural reorganization in
the mixed films. GISAXS probes the top surface structures and even by varying θi the
buried structures cannot be easily probed due to the weak scattering contrast between
DIP and C60. Depth-resolved GID on the other hand probes the variation of the “coherent”
lateral crystallite size at different depths of the film. For the 20 nm and 40 nm 1:1 mixed
films, we performed depth-resolved GID by changing θi and hence the penetration depth
of the impinging x-rays. Figure 5.30 shows that the peaks are better resolved at a very
low penetration depth (50 A˚ corresponding to θi=0.05
◦), clearly indicating that the grain
size at the top surface of the film is larger than near the bottom (film/substrate) interface
for both films. The size of the crystallites estimated by the Scherrer formula is shown
in Fig. 5.30 for DIP and C60 as a function of penetration depth. We already penetrate
the entire film at θi=0.12
◦ so the estimated crystallite size does not change on further
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Figure 5.30: (a) Depth-resolved GID measurements of a 20 nm mixed film with ratio 1:1.
(b) The average crystallite size estimated from the GID peaks using Scherrer-formula for
the 20 nm film. It is observed that the crystallite at the top surface are much larger than
at the bottom. (c) Depth-resolved GID measurements of a thicker (40 nm) film. Here,
clear separation of the GID peaks is seen suggesting larger crystal grains for both DIP
and C60. (d) The average crystal grain size for the 40 nm film is much larger than that for
the 20 nm film and one observes the same trend of increased grain size at the top surface.
The dashed lines are guides to the eye.
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increment of θi to 0.14
◦. For the thicker film (40 nm) we observe that the peaks are even
better resolved and sharper than in the 20 nm film for the different depths of penetration.
We observe larger lateral grain size for both constituents with increasing film thickness
from 20 nm to 40 nm (see Fig. 5.30). The growth model (Fig. 5.29) is thus also valid for
the 40 nm film but with larger crystallite grains than in the 20 nm film.
5.4.3 Summary and Conclusion
In conclusion, using surface-sensitive scattering techniques it was consistently shown that
the co-evaporation of two prototypical small-molecule OSCs with a tendency for phase-
separation leads to a thickness and growth-time dependent domain size. Thus, a plausible
speculation is that this is a rather general phenomenon in kinetically limited growth
of phase separating systems, most likely not limited to OSCs. This means that the
relationship between the structural length scales and those relevant for the functioning
of a device, namely exciton diffusion and carrier transport, can be vastly different for
the region near the top vs. that near the bottom electrode and particular attention
has to be paid to top-to-bottom asymmetry in mixed layers, as observed in this section.
Qualitative agreement between real-time GID and post-growth depth-resolved GID is
established which is consistent with the growth model proposed. The characteristic length-
scales probed by GISAXS demonstrate clear dependence of island distances on the mixing
ratio of molecules. The results may have substantial implications for the fundamental
understanding of the phase separation kinetics of these systems as well as the modeling
of device architectures of D:A blends.
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Chapter 6
Summary and Conclusion
In this thesis we have characterized the growth of different organic materials, primarily
by the use of real-time, diffuse x-ray scattering techniques. Post-growth studies often
provide only a “snapshot” of the system, whereas real-time techniques allow, among
other things, to follow the entire growth dynamics of the film. Here we have investigated
pure, as well as mixed systems, in order to understand the kinetic issues involved, such
as the structural and morphological film evolution and the molecular diffusion, which is
only possible using time-resolved measurements. The following discussion summarizes our
findings from Chap. 5.
6.1 Results of pristine PFP- and blended PFP:PEN
films
In Sect. 5.1.3 we investigated the growth of thin films of pristine perfluoropentacene
and its dependence on the substrate temperature. Real-time scattering was employed
to probe the evolution of the in-plane crystal structure, which clearly depends on the
film thickness. All films were grown up to 50 nm on silicon oxide, and the substrate
temperature was varied between −120 ◦C and 60 ◦C. Additionally, blended films of the
two sterically compatible compounds perfluoropentacene and pentacene were grown in
order to extend the discussion in Sect. 5.1.3 to binary mixtures. The most important
findings from Sect. 5.1 are summarized as follows:
 Along with the known thin-film phase, there is also a coexisting molecular arrange-
ment with a unit cell having twice the size with respect to the long unit cell axis of
the thin-film phase. This has been observed for the first time for PFP [33].
 Even at growth temperatures as low as −20 ◦C PFP shows a high degree of crys-
tallinity in the out-of-plane direction. [33]
 The growth of PFP is characterized by a two-stage process. The molecular lattice
experiences much stronger in-plane relaxation in the 0–19 nm thickness regime when
compared to the 19–50 nm thickness regime [33].
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 Co-deposition of PENx:PFP1−x reveals that when PEN is in excess, nucleation of
the mixed λ-phase is retarded with respect to the other crystal structures.
In conclusion, we have investigated the growth dynamics of PFP from a structural point-
of-view. On the one hand, we find that the crystallinity of PFP is strongly affected by the
substrate temperature only in the in-plane direction, which may potentially be a general
effect for rodlike organic materials. In particular, for PFP we have explicitly determined
the coherent in-plane crystal size as a function of film thickness. Thus, with regard to OSC
applications, this actually allows one to tailor the in-plane crystallite size by altering the
film thickness, while still having good crystallinity in the out-of-plane direction. In most
electronic applications this is the relevant direction for charge transport. On the other
hand, we have shown that there is evidence for different kinetic processes of crystal grain
formation at low and high substrate temperatures [33]. Moreover, different functional
dependence of the in-plane lattice relaxation is observed in different thickness regimes.
All of these observations may be attributed to molecular diffusion processes. Yet, at
present, there is no fully-developed theory to describe the growth of such anisotropic
molecules. Therefore, studying the growth of such systems on a molecular level is of great
interest, primarily to extend the existing growth theories.
The growth processes of mixed films are obviously even more complex in comparison
to the pristine films. The simultaneous occurrence of the different structural orientations
makes the analysis on a molecular level rather complex, particularly since some of these
features tend to overlap at low qz values. Thus, mixed films were only qualitatively
investigated. Here, we find that below a certain film thickness the nucleation of the
mixed λ-phase can be suppressed by an excessive amount of PEN. This observation is of
particular relevance since it allows to study the mixed σ-phase (for low film thicknesses)
at elevated substrate temperatures without the interference of a significant amount of
lying molecules.
6.2 Results of pristine DIP films
This section summarizes our results from Sect. 5.2 and Sect. 5.3. In the first part (Sect. 5.2)
a series of ex situ samples of pristine DIP was prepared on SiOx. In contrast to the experi-
ments in Sect. 5.1 we have limited the film thickness here on-purpose to the ultra-thin-film
coverage regime, i.e. θ = 0.5–5.5ML. This allows, for instance, the study of the structure
and morphology during the initial stages of the growth. Furthermore, it allows one to
discriminate between the molecule-substrate and molecule-molecule interaction [39]. High-
resolution GISAXS measurements were performed post-growth in order to characterize
the morphology of the films. This is, inter alia, necessary to analyze the DIP thin-film
growth in real time, which was the focus of the second part (Sect. 5.3). In the following
we give a short summary of the main results from the first part:
 We derive how the correlation length, which was obtained from the inverse Fourier
transform of the GISAXS profiles, evolutes for the different coverages to a saturation
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(≃ 600 nm), and provide an explanation for how it is related to the morphology of
the sample [30].
 Using small angle scattering theory derived for simple liquids and the LogFFT algo-
rithm from Ref. [170,171] to numerically calculate the 2D inverse-Hankel transform,
we could successfully model the DIP islands, which were actually found to be in
the order of ≈ 100 nm. Moreover, we observed a significant difference between our
employed models, which was most pronounced in the kinetic roughening growth
regime, i.e. 3D growth mode [30].
 At low coverages (in the layer-by-layer growth mode) we found that islands could be
extremely well-modeled using the shape function of a cylinder. At higher coverages
(in the 3D-growth mode) a detectable deviation from that shape is observed [30].
 AFM measurements on the same sample set corroborate the findings mentioned
above [30].
Using specular and off-specular x-ray scattering in a combined way, we have studied
the growth of ultra-thin films of pristine DIP, in situ, in the second part. In particular, we
have measured the specular and the diffuse growth oscillations in real time, which allowed
us to determine simultaneously the evolution of the out-of-plane structure and the in-plane
morphology. DIP growth was studied with regard to different substrate temperatures and
growth rates. Both parameters were varied in a relatively wide range. The results from
the second part are summarized in the following:
 We studied the evolution of the in-plane correlation length and the growth kinetics of
the films, including their dependence on the substrate temperature and the growth
rate [31].
 We observed a temperature-dependent collective rearrangement of DIP-molecules
from a transient, surface-induced phase to the stable, thin-film phase, resulting in a
change of the out-of-plane lattice parameter of ∆d ≈ 0.5 A˚. We rationalize this by
incorporating a thickness-dependent out-of-plane lattice parameter [31].
 We further observed that the nucleation behavior of DIP changes from the first to
the second monolayer, which we relate to a difference in the diffusion length of the
molecules and, connected with that, a difference in the effective activation energy
of ∆Eeffact ≈ 0.1 eV [31].
In conclusion, we have aimed to model the morphology of the DIP thin films in the
first part. We have seen that the functional dependence of the correlation length itself
provides an indication, on how the material grows. In the case of DIP, we find that
the first two layers are completely filled, whereas deposition of more material leads to the
formation of wedding-cake-like structures. We have modeled the form factor of the islands
within the Born approximation and find that for the first two layers the shape function
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of a cylinder provides a good approximation. At higher coverages, islands significantly
deviate from that shape. Importantly, we use this model, i.e. cylinderlike islands within
the first two layers, as a feedback to analyze the real-time data in the second part. The
morphology observed in the first part is confirmed in the second part, as expected. Using
the description of cylindrically-shaped islands, we investigated the growth kinetics within
the first two layers. Note that only a few ML of DIP were grown, either close to room
temperature or at elevated substrate temperatures, with the measurements performed
in situ. Thus, we can exclude the occurrence of the DIP λ-phase [65], which would
potentially complicate the analysis. Furthermore, we have no evidence that kinetic effects
such as a potential post-growth structural reorganization or rapid roughening [66–68]
are of relevance here. Excluding these kinetic effects and a potential polymorphism, we
could quantitatively analyze the effective activation energies of diffusion in the first and
the second layer. We conclude that due to an increase of the diffusion length of the
DIP molecules in the second layer, the migration time of monomers is increased, leading
to larger islands as compared to the first layer. Furthermore, we observed molecular
rearrangement with respect to the out-of-plane directions from a substrate-induced thin-
film phase to the stable thin-film phase, which typically occurs after completion of the
second layer. This observation along with the formation of 3D-islands, both occurring
simultaneously, demonstrates in which range the molecule-substrate interaction (at least
for DIP grown on SiOx) is of relevance.
We emphasize, again, that this kind of data analysis was based on simplified assump-
tions, since, at present there is no theory available that considers the shape-anisotropy
of the molecules. As a consequence, the involved energy barriers, such as the ES-Barrier,
the diffusion barrier and the binding energy of the molecular clusters, should, in principal
not be treated as scalar numbers, but rather as tensor objects taking into account the
relative orientation of the molecules. This is particularly true when studying growth on
inter-molecular length-scales. Opposed to the experiments performed in this thesis the
growth of isotropic molecules can be treated in a much simpler way, as recent studies on
the growth of pure C60 demonstrate. Owing to the fact that orientational degrees of free-
dom are in this case not relevant, kinetic Monte Carlo simulations allow for a quantitative
determination of the molecular dynamics and the involved energy barriers [201]. In this
context, the development of growth theories involving anisotropic molecules (representing
the majority of organic materials), is regarded as a prime objective.
In view of the discussion of the GISAXS analysis in Chap. 5, it might be quite in-
structive to conclude this section with a few comments on x-ray cross correlations. Cross
correlation analysis has, for instance, recently been employed to study x-ray speckle pat-
terns observed in disordered matter such as in colloidal glasses and semi-crystalline poly-
mers [202,203]. Using higher order correlation functions one can reveal locally hidden sym-
metries, which are otherwise difficult to confirm. For instance, in the case of the Polymer
system investigated (in transmission mode) in Ref. [202], namely polymethylmethacrylate
(PMMA) colloidal particles in a suspension with ∼ 20−30% volume fraction, the authors
could observe a local five-fold symmetry, which is usually forbidden in crystalline systems
except in quasi-crystals [204]. In order to check our GISAXS data for the occurrence
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of such speckle patterns, horizontal line sections were extracted (as shown in Chap. 5)
and the intensity fluctuations compared with the statistical noise level. Notably, we ob-
served that the intensity fluctuations are of the same order than the statistical noise (see
Fig. 7.3), thus demonstrating that x-ray speckles are not present in our GISAXS data.
We may speculate that the reasons behind, can, for instance, either be related to the
different scattering geometry employed in our experiment or that a higher degree of beam
coherence is necessary to observe such speckles.
6.3 Results of blended DIP:C60 films
In Sect. 5.1 we investigated some of the kinetic aspects of thin-film growth of the two steri-
cally compatible materials perfluoropentacene and pentacene. If co-evaporated, both con-
stituents tend to form mixed polymorphs, which potentially arises from a large interaction
energy between both species [28]. Henceforth, we want to extend this discussion to binary
mixtures consisting of geometrically very differently-shaped molecules, namely diindenop-
erylene and buckminsterfullerene C60, which is achieved by employing the previously-
introduced scattering techniques, i.e. real-time GID and GISAXS, in combination with
the analysis from the preceding chapters. As a consequence of this steric incompatibil-
ity of the two materials (DIP:C60), we expected that this system would adopt a strong
tendency for phase separation. Hence, in Sect. 5.4 we have grown several DIP:C60 molar
mixtures of ∼ 20 nm thickness at about room temperature, while changing the mixing
ratios (3:1,2:1,1:1,1:2,1:3). The growth was followed in real time using GID. Post-growth
measurements comprise of GISAXS, XRR and depth resolved GID. In the following we
summarize the main results from Sect. 5.4:
 We observed enhanced out-of-plane order and smoothening of the mixed films com-
pared to pure films upon co-evaporation of DIP:C60 thin films in the different mixing
ratios [32].
 Real-time, in situ GID measurements showed the kinetics and thickness dependence
of phase separation, which appears to proceed only after a certain thickness [32].
 The crystallite grain size of the individual phase-separated components is signifi-
cantly larger at the top of the film than at the bottom [32].
The aim of chapter 5.4 was to study the growth kinetics of binary mixtures, favoring
phase separation, from a structural perspective. In general, phase separation is a scenario
used in many OSC based applications, in which D:A interfaces are of interest. From our
studies, we have seen that the stoichiometry of our organic systems critically depends on
the film thickness. In particular, for the DIP:C60 1:1 blend we find that below a critical
thickness of ∼ 5 nm both constituents most likely form a mixed, but non-crystalline phase
(similar to a “regular solution model” [29]). Above this thickness crystalline grains start
forming for the different materials characterized here by a top-to-bottom asymmetry of the
grains in the mixed layers. Potential implications can be found for the phase-separation
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kinetics of active layers consisting of D:A blends such as used in OPV devices, where
the effective structural length-scales and those on which exciton diffusion and electronic
transport occur, can be different in the regions close the electrodes (where holes and
electrons are collected).
6.4 Outlook
In view of the previous discussion, we find that there are still open issues summarized in
the following:
 In Sect. 5.1 we analyze the growth of PFP:PEN blends in real-time. We empha-
size that a clear discrimination between the mixed σ- and λ-phase turns out to be
difficult since the respective features overlap in the RSM. We suggest here to deter-
mine the thin-film crystal structure of the mixed σ-phase. This can be realized by
growing very thin PFP:PEN mixtures (at elevated temperatures) with an excess of
PEN, where the nucleation of the λ-phase is suppressed and a discrimination is not
necessary.
 In Sect. 5.3 we observe a difference of the effective diffusion-barrier between the
first and second layer, which we attribute to a difference in the molecule-substrate
and molecule-molecule interaction. We suggest analyzing this in more detail, using,
for example different substrates to modify the molecule-substrate interaction. This
would potentially require much effort, since along with the substrate also the tem-
perature and the growth rate are system parameters. Yet, the information obtained
may, for instance, be used as “real-world” input parameters for kinetic Monte Carlo
simulations, taking molecular shape anisotropy into account [205].
 We believe that the established atomistic growth theories describing diffusion, nucle-
ation and coalescence of isotropic particles are not adequate in their current stage,
i.e to fully describe the growth of small organic molecules. This comes, inter alia,
from the fact that the anisotropy of such molecules is presently not considered. Con-
sequently, atomistic parameters, such as the Ehrlich-Schwoebel barrier or diffusion
energies, would not just be scalar numbers, but rather depend on the relative ori-
entation of the molecules. A refinement of the present theories is necessary, also in
order to compare relevant system parameters with kinetic Monte Carlo simulations.
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Appendix
A few issues from Chap. 5 were intentionally skipped in order to focus the discussion
on the relevant points. Henceforth, we will briefly address those issues in the following
sections.
7.1 Form factors for simple island shapes
Figure 7.1: Island shape of a full sphere (top) and a cylinder (bottom) shown from the
side-view (left panel) and from the top-view (right panel). Drawings of the island shapes
were taken from Ref. [97].
In the following, we illustrate how the form factor of a full sphere and a cylinder, both
having a uniform density, can be derived analytically (see also Fig. 7.1). For a summary
of shapes commonly used in the GISAXS theory and their corresponding form factors see
also Ref. [97].
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7.1.1 Form factor of a full sphere
Owing to the symmetry of the full sphere with radius R (see Fig. 7.1), one can use a
spherical coordinate system with azimuthal angle φ and inclination angle θ. With r, q
being the absolute values of the vectors r and q we can rotate the coordinate system
to obtain q · r = qr cos θ, where the angle θ is defined between r and q. Following the
notation in Ref. [97], the form factor F is generally defined as
F =
∫
s
drΩse
iq·r , (7.1)
which using the shape function Ωs of a unit sphere, i.e.
Ωs = u(R− r) =
{
1 : r < R
0 : r > R
(7.2)
can be expressed as
F =
∫ 2π
0
dφ
∫ π
0
dθ
∫ R
0
dr r2eiqr cos θ sin θ
= 2pi
∫ 1
−1
du
∫ R
0
dr r2eiqru
=
4pi
q
∫ R
0
dr r sin qr . (7.3)
In the second line of Eq. (7.3), we have introduced the substitution u ≡ cos θ. Finally,
Eq. (7.3) can be analytically solved using partial integration, which leads to
F =
4pi
q
{[−r
q
cos qr
]R
0
+
∫ R
0
dr
1
q
cos qr
}
=
4pi
q
[−R
q
cos qR +
sin qR
q2
]
= 4piR3
[
sin qR− qR cos qR
(qR)3
]
= 4piR3
j1(qR)
qR
. (7.4)
Note that in the last line of Eq. (7.4) we have employed the definition of the spherical
Bessel function of the first kind j1(x) (see e.g. Ref. [206]), which is related to the Bessel
function of the first kind J1(x) by
j1(x) =
√
pi
2x
J3/2(x) . (7.5)
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7.1.2 Form factor of a cylinder
The form factor of a cylinder with radius R and height H (see Fig. 7.1) can be derived fol-
lowing the description in Sect. 7.1.1. Accordingly, we use a cylindrical coordinate system
with azimuthal angle φ, in-plane component ρ =
√
x2 + y2 and out-of-plane component
z. The in-plane and out-of-plane components of the momentum transfer are then given
as q|| =
√
q2x + q
2
y and qz, respectively. Exploiting the radial symmetry of the cylinder, we
can rotate the coordinate system to obtain q · r = q||ρ cosφ+ qzz. The shape function of
a cylinder is given by
Ωs = u(R− ρ) · rect
(
z −H/2
H
)
,
u(R− ρ) =
{
1 : ρ < R
0 : ρ > R
rect
(
z −H/2
H
)
=
{
1 : |z| < H/2
0 : |z| > H/2 (7.6)
Hence, we obtain for the form factor
F =
∫ ∞
0
∫ 2π
0
dφ dρ ρu(R− ρ)eiq||ρ cosφ
∫ ∞
−∞
dz rect
(
z −H/2
H
)
eiqzz
=
∫ R
0
dρ ρ
∫ 2π
0
dφ eiq||ρ cosφ
∫ H/2
−H/2
dz eiqzz , (7.7)
i.e. the integration in Eq. (7.7)can be split into the in-plane (ρ, φ) and the out-of-plane
(z) component. We will refer to this in the following as part I and II. Using the integral
representation of the Bessel function of the first kind and zeroth order [206]
J0(x) =
1
pi
∫ π
0
dφ eix cosφ (7.8)
we obtain for part I
I = 2pi
∫ R
0
dρ ρJ0(q||ρ)
= 2pi
∫ 1
0
du uR2J0(q||Ru) , (7.9)
in which we have already introduced the substitution u ≡ ρ/R. Since the derivative of Jn
is given by
dJn(x)
dx
= −n
x
Jn(x) + Jn−1(x) (7.10)
we find that
d
du
[
uJ1(q||Ru)
]
= uq||RJ0(q||Ru) . (7.11)
95
Appendix
Therefore, using the fundamental theorem of calculus we can easily solve Eq. (7.9) with
Eq. (7.11), yielding
I = 2pi
R
q||
∫ 1
0
du
d
du
[
uJ1(q||Ru)
]
= 2piR2
J1(q||R)
q||R
. (7.12)
Furthermore, introducing sinc(x) := sin x/x part II can be solved according to
II =
∫ H/2
−H/2
dz eiqzz
=
[
1
iqz
eiqzz
]H/2
−H/2
= Hsinc (qzH/2) (7.13)
Therefore, we obtain for the form factor of the cylindrically shaped islands with uniform
density
F = I · II = 2piR2HJ1(q||R)
q||R
sinc
(
qzH
2
)
. (7.14)
7.2 MATLAB codes
This section provides MATLAB routines used to calculate the Hankel transform. The
script “test hankeltrafo.m” is called to perform the numerical Hankel transform on the
test function y(x) = exp (−x2), which is subsequently compared with its analytic solution
y(k) = 0.5 ∗ exp (−k2/4). The other MATLAB functions shown in this section are sub-
routines called within the Hankel transform script. Our fits from Sect. 5.2 are based on
the here provided set of MATLAB routines.
test hankeltrafo.m:
%% This performs a hankel transform and inverse hankel transform
% on the test function pair:
% y=exp(-x^2) <---> Y=0.5*exp(-k^2/4)
% Thumb-rule for cut-offs (to get rid of oscillations from aliasing
% effect): dx*N~40 lower cut-off ~0.1
%%
clear all;
N=1024;
dx=0.01;
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dk=2*pi/(N*dx);
nhalf=fix(N/2);
r10=1; %set ro to 1. This defines k0 for low ringing condition
%% initialize k-grid. Note, that matlab indices start from 1!!
ind=0:nhalf;
k=zeros(nhalf+1,1);
x(ind+1)=ind*dx;
k(ind+1)=ind*dk;
ind=2:nhalf;
x(nhalf+ind)=-(nhalf-ind+1)*dx;
k(nhalf+ind)=-(nhalf-ind+1)*dk;
%% define function on log x-grid
f=exp(-(r10*exp(x)).^2);
figure(2);plot(r10*exp(x),f,’.’)
%% perform Hankel-transform and compare with test function
[HT,r20]=hankeltransform(f,x,k,dx,dk,1,N,r10);
figure(3);plot(r20*exp(x),HT,’+b’,r20*exp(x), ...
exp(-(r20*exp(x)).^2/4)/2,’xr’,’MarkerSize’,4);
xlim([0 3]);
%% perform inverse Hankel-transform and compare with input function
[iHT,r20]=hankeltransform(HT,x,k,dx,dk,-1,N,r10);
figure(4);plot(r10*exp(x),f,’+b’,r10*exp(x),iHT,’xr’,’MarkerSize’,4);
hankeltransform.m:
%numerical evaluation of hankel transform (of first order) using
%FFT on a logarithmic grid
%see also refs PRE 79, 061402 (2009) and
%Mon. Not. R. Astron. Soc. 312, 257-284 (2000)
%Parameter: f(x): function to transform
% x: spatial coordinate
% HT(k): transformed function
% p: order of bias
% dir: 1 for HT[f], -1 for HT^-1[f]
function [HT,r20] = hankeltransform( f,x,k,dx,dk,dir,N, r0 )
q=0; %Note: Transform for arbitrary p are not implemented yet.
% Set this to 0
nhalf=fix(N/2);
[um,k0]=uminit( k,q,r0,dx,nhalf);
%% check whether parameters are ok
if dir==1
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r10=r0;
r20=k0;
elseif dir==-1
r10=k0;
r20=r0;
else
display(’ERROR: Please specify 1 or -1 for HT or HT^-1 !’);
return;
end
%% evaluate function on log grid
h1=f.*(r10*exp(x)).^(1-q);
%% perform hankel transform
h2=conj(fft(h1,N)*dx).*um’;
h1=ifft(h2,N)*dk/(2*pi)*N;
HT=h1.*(r20.*exp(x)).^(-1-q);
end
uminit:
function [ um, k0 ] = uminit( k,q,r0,dx,nhalf)
%FUNCTION initializes um vector, which is necessray for Hankel transform.
%See Mon. Not. R. Astron. Soc. 312, 257-284 (2000) for description
%% determine k0 from low ringing condition (integer m==0)
um=zeros(2*nhalf,1);
c1=cgammaln((1+ q + 1i*k(nhalf+1))/2);
c2=cgammaln((1- q - 1i*k(nhalf+1))/2);
c=exp(c1-c2)*2^(q + 1i*k(nhalf+1));
r1=atan(imag(c)/real(c));
if real(c)<0
r1 = r1+pi;
end
k0=exp(dx*r1/pi)/r0;
%% determine um
ind=1:nhalf;
c1=cgammaln((1+q)/2);
c2=cgammaln((1-q)/2);
um(1)=exp(c1-c2)*2^q; %calculate um(m=0)
c1=(cgammaln((1+q+1i*k(ind+1))/2));
c2=(cgammaln((1-q-1i*k(ind+1))/2));
um(ind+1)=2.^(q+1i*k(ind+1)).*exp(c1-c2).*(k0*r0).^(-1i* k(ind+1));
um(2*nhalf-ind+1)=conj(um(ind+1)); %matlab indexing starts from 1
end
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cgammaln:
function [ y ] = cgammaln( z )
%Calculation of COMPLEX gamma function according to the Lanczos
%approximation. See numerical receipes.
cof=[57.1562356658629235, -59.5979603554754912, ...
14.1360979747417471, -0.491913816097620199, ...
0.339946499848118887e-4, 0.465236289270485756e-4, ...
-0.983744753048795646e-4, 0.158088703224912494e-3, ...
-0.210264441724104883e-3, 0.217439618115212643e-3, ...
-0.164318106536763890e-3, 0.844182239838527433e-4, ...
-0.261908384015814087e-4, 0.368991826595316234e-5];
if (z<=0)
display(’ERROR: Bad argument of cgammaln! Re(Z)>0 expected!’);
return;
end
tmp=z+5.24218750000000000;
tmp=(z+0.5).*log(tmp)-tmp;
ser= 0.999999999999997092; %corresponds to c_0
for i=1:length(cof)
ser=ser+cof(i)./(z+i); %sum over all coefficients
end
y=tmp+log(2.5066282746310005*ser./z);
end
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7.3 Anti-Bragg fits
For the sake of a complete representation of our data, Fig. 7.2 shows all of the specu-
lar growth oscillations for various growth conditions along with the anti-Bragg fits from
Sect. 5.3.2.
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Figure 7.2: Anti-Bragg fits obtained with the model from Sect. 5.3 taking a thickness
dependent out-of-plane lattice parameter into account. Fits (red lines) are shown for
different growth rates and substrate temperatures. The corresponding data (solid dots)
were entirely recorded at the beamline ID10B at the ESRF. The fits are shown for all
available samples.
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7.4 GISAXS line profiles
To check whether x-ray speckle patterns can be observed in our samples (see discussion
in Sect. 6.2), GISAXS line profiles are extracted at three different qz values.
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Figure 7.3: Horizontal line profiles extracted from a single shot GISAXS signal corre-
sponding to an ex situ sample of 20 nm DIP grown on SiOx. The GISAXS signal was
recorded at the P03 beamline at the PETRA III storage-ring at DESY, where it was ex-
posed to x-rays for∼ 1 s. Sections were extracted at: a) qz = 0.57 nm−1, b) qz = 0.62 nm−1,
and c) qz = 0.72 nm
−1. Error-bars in (a–c) mark the noise level of the measurement, which
is given by the Poisson statistics. Sub-figures (a–c) illustrate that the intensity fluctua-
tions are not caused by speckles, but rather occur within the statistical noise.
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List of Acronyms
A acceptor
AFM atomic force microscopy
BA Born approximation
C60 buckminsterfullerene C60
CCD charged-coupled-device
D donor
DIP diindenoperylene
DWBA distorted wave Born approximation
ES-Barrier Ehrlich-Schwoebel-Barrier
FFT fast Fourier transform
GID grazing incidence diffraction
GISAXS grazing incidence small angle X-ray scattering
OFET organic-field-effect-transistor
OLED organic-light-emitting-diode
OMBD organic molecular beam deposition
OPV organic-photovoltaic
OSC organic-molecular-semiconductor
103
List of Acronyms and Nomenclature
PEN pentacene
PFP perfluoropentacene
RSM reciprocal space map
SiOx silicon oxide
SPC single-photon-counting
UHV ultra-high vacuum
XRR x-ray reflectivity
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Nomenclature
D′ inter-layer diffusion
D intra-layer diffusion
L sample-detector distance
∆x pixel width
αf exit angle
αi incidence angle
δ′ horizontal position of the area detector
δ in-plane scattering angle
γ′ vertical position of the area detector
λ wavelength of the experiment
φ in-plane scattering angle
σcs adatom capture number
σ surface roughness
dn out-of-plane lattice spacing
ds in-plane coherent island-size
dcoh coherent film thickness
dtot total film thickness
k wavenumber
l length of the sample
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List of Acronyms and Nomenclature
rmax maximal resolvable island size parallel to the sample plane
w width of the beam
2D-FFT two dimensional fast Fourier transformation
CPD channels per degree of the area detector
FWHM full width at half maximum
HHCF height-height correlation function
ROI region of interest
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