Abstract. In the scattering theory framework, we consider a pair of operators H 0 , H. For a continuous function ϕ vanishing at infinity, we set ϕ δ (·) = ϕ(·/δ) and study the spectrum of the difference ϕ δ (H − λ) − ϕ δ (H 0 − λ) for δ → 0. We prove that if λ is in the absolutely continuous spectrum of H 0 and H, then the spectrum of this difference converges to a set that can be explicitly described in terms of (i) the eigenvalues of the scattering matrix S(λ) for the pair H 0 , H and (ii) the singular values of the Hankel operator H ϕ with the symbol ϕ.
1. Introduction 1.1. Informal description of the main result. Let H 0 and H be self-adjoint operators in a Hilbert space H. We assume that H 0 and H are semibounded from below and H = H 0 + V as a quadratic form sum, where V is H 0 -form compact. Then the difference of resolvents (H − zI) −1 − (H 0 − zI) −1 is compact for every non-real z and the essential spectra of H 0 and H coincide.
Let C 0 (R) be the set of all continuous functions ϕ : R → R such that ϕ(x) → 0 as |x| → ∞. For ϕ ∈ C 0 (R) and δ > 0, we denote ϕ δ (x) = ϕ(x/δ). Fix λ ∈ R and consider the difference ( 
1.1)
A(δ) = ϕ δ (H − λ) − ϕ δ (H 0 − λ).
Under our assumptions it is easy to see that the operator A(δ) is compact. In this paper, we study the spectrum of A(δ) for δ → +0. In Section 2 we make some assumptions typical for smooth scattering theory. These assumptions ensure that the (local) wave operators corresponding to the pair H 0 , H and some interval ∆ in the absolutely continuous spectrum of H 0 exist and are complete. Thus, the scattering matrix S(λ) is well defined for λ ∈ ∆. For λ ∈ ∆ we describe the limiting behaviour of the spectrum of A(δ) as δ → +0 explicitly in terms of (i) the eigenvalues of the scattering matrix S(λ); (ii) the singular values of the (compact) Hankel operator H ϕ with the symbol ϕ.
To give a general flavour of our result, let us consider the case ϕ(x) = 1/(1 + x 2 ). This case turns out to be particularly simple as the operator H ϕ has rank one. We prove that the spectrum of A(δ) converges (in some precise sense to be specified in Section 2) to the set (1.2) {± 1 4 |s n (λ) − 1| : s n (λ) ∈ spec(S(λ))}.
We note that the link between the properties of the difference ϕ(H) − ϕ(H 0 ) and the theory of Hankel operators was first exhibited in the work [11] by V. Peller. The question discussed in this paper gives another example of this link.
1.2.
Connection to the Birman-Kreȋn formula. In [8] , M. G. Kreȋn has proved that under some assumptions of the trace class type on the pair H 0 and H, for all sufficiently smooth functions ϕ ∈ C 0 (R) the operator ϕ(H) − ϕ(H 0 ) belongs to the trace class and
where the function ξ is known as the spectral shift function. The relation between the spectral shift function and the scattering matrix S(λ) for the pair H 0 , H was found later in the paper [2] by M. Sh. Birman and M. G. Kreȋn (see also the previous work [10, 3, 4] ):
for almost every λ in the absolutely continuous spectrum of H 0 . Obviously, the l.h.s. of (1.3) is the sum of the eigenvalues of ϕ(H) − ϕ(H 0 ) and the l.h.s. of (1.4) is the product of the eigenvalues of S(λ). Thus, (1.3) and (1.4) relate the spectrum of ϕ(H) − ϕ(H 0 ) to the spectrum of S(λ). The main result of this paper gives an affirmative answer to the following Question: are there any other relationships between the spectrum of ϕ(H)−ϕ(H 0 ) for smooth ϕ and the spectrum of the scattering matrix S(λ) for the pair H 0 , H?
For discontinuous functions ϕ the operator A(δ) may fail to be compact; see [8, Section 6] and [7] . In this case the essential spectrum and the absolutely continuous spectrum of A(δ) can be explicitly described in terms of the spectrum of the scattering matrix; see [13, 14, 15] . This fact is closely related to the subject of this work; it gives another relationship between the spectra of ϕ(H) − ϕ(H 0 ) and S(λ).
1.3.
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Main result
2.1. Notation and assumptions. For a self-adjoint operator A and a Borel set Λ ⊂ R, we denote by E A (Λ) the spectral projection of A corresponding to Λ and let , b) ) in order to make our formulas more readable.
We assume that H 0 is a semi-bounded from below self-adjoint operator in a Hilbert space H, and V is another operator in H which is considered as the perturbation of H 0 . It will be convenient to represent V in a factorised form: V = GV 0 G, where G = |V | 1/2 and V 0 = sign(V ). We assume that for any γ < inf spec(H 0 ) one has
It follows that V is H 0 -form compact, and therefore we can define the self-adjoint operator H corresponding to the form sum H 0 + V (see the "KLMN Theorem" [16, Theorem X.17] ). We fix a compact interval ∆ ⊂ R and assume that the spectrum of H 0 in ∆ is purely absolutely continuous with a constant multiplicity N ≤ ∞. More explicitly, we assume that for some auxiliary Hilbert space N , dim N = N , there exists a unitary operator
Next, we make an assumption typical for smooth scattering theory; in the terminology of [17] , we assume that G is strongly H 0 -smooth on ∆ with some exponent α ∈ (0, 1]. This means that the operator
The notion of strong smoothness is not unitary invariant, as it depends on the choice of the map F. It follows from (2.3) that the operator G ∆ acts in Ran E H 0 (∆) according to the formula (2.5)
Let us summarize our assumptions: 
Scattering theory.
Recall that for a Borel set Λ ⊂ R, the (local) wave operators are introduced by the relation 
hold true, then the (local) scattering operator is defined as
The scattering operator S commutes with H 0 and is unitary on the subspace
Let us define the "sandwiched resolvent" T (z) formally by
more precisely, this means
for any γ < inf spec(H 0 ). By (2.1), the operator T (z) is compact. We need the following well-known results (see e.g. [17, Section 4.4 
]). Below the interior of ∆ is denoted by int(∆).
Proposition 2.2. Let Assumption 2.1 hold. Then:
The operator-valued function T (z) defined by (2.6) is uniformly Hölder continuous for Re z ∈ int(∆), Im z > 0; in particular, the limits T (λ + i0) exist in the operator norm and are Hölder continuous in λ ∈ int(∆). Let Ω ⊂ int(∆) be the set of λ such that the equation
Then Ω is open and ∆ \ Ω has the Lebesgue measure zero. The inverse operator
exists, is bounded and is a Hölder continuous function of λ ∈ Ω.
(ii) The local wave operators W ± (H, H 0 ; Ω) exist and are complete. Moreover, the spectrum of H in Ω is purely absolutely continuous.
The last statement of Proposition 2.2 is usually formulated under the additional assumption Ker G = {0}. Actually, this assumption is not necessary; this is verified in Lemma A.1 of [15] .
Since the scattering operator S commutes with H 0 , we have a representation
where the operator S(λ) : N → N is called the scattering matrix for the pair of operators H 0 , H. The scattering matrix is a unitary operator in N . We need the stationary representation for the scattering matrix (see [17, Chapter 7] for the details):
This representation, in particular, implies that S(λ) is a Hölder continuous function of λ ∈ Ω. Since the operator V 0 (I + T (λ + i0)V 0 ) −1 is bounded and Z(λ) is compact, it follows that the operator S(λ)−I is compact. Thus, the spectrum of S(λ) consists of eigenvalues accumulating possibly only to the point 1. All eigenvalues of S(λ) distinct from 1 have finite multiplicities. We denote by {s n (λ)} N n=1 the eigenvalues of S(λ), enumerated with multiplicities taken into account.
Hankel operators. Recall that the Hardy space
is defined as the class of all functions f analytic in C ± = {z ∈ C : ±Im z > 0} and satisfying the estimate
where l. i. m. denotes the limit in L 2 (R). For ϕ ∈ C 0 (R) we denote by ϕ the operator of multiplication by ϕ(x) in L 2 (R, dx) and by H ϕ the Hankel operator in L 2 (R) with the symbol ϕ: H ϕ = P − ϕP + . It is wellknown [12] that the assumption ϕ ∈ C 0 (R) implies that H ϕ is compact. We denote by {µ m (ϕ)} ∞ m=1 the sequence of singular values of H ϕ enumerated in decreasing order with multiplicities taken into account.
It is easy to check that for ϕ(x) = 1/(1 + x 2 ) one has (2.9)
Since v L 2 (R) = 1 we see that for this choice of ϕ the singular values of H ϕ are µ 1 (ϕ) = 1/4 and µ m (ϕ) = 0 for all m ≥ 2.
Main result.
Let ϕ ∈ C 0 (R); fix λ ∈ Ω (the set Ω is defined in Proposition 2.2) and let A(δ) be as in (1.1). Let us define the set (2.10)
As we will see, this set is the limiting spectrum of A(δ) as δ → 0. The corresponding eigenvalue counting function is defined as
Our main result is Theorem 2.3. Let Assumption 2.1 hold true; fix ϕ ∈ C 0 (R) and λ ∈ Ω. Let A(δ) be as in (1.1). Then for any s > 0, s / ∈ σ 0 (ϕ, λ), one has
It is easy to translate this statement into the more explicit language of eigenvalues. We will say that a point ν ∈ σ 0 (ϕ, λ), ν = 0, has multiplicity k ≥ 1 in σ 0 (ϕ, λ) if ν can be represented as ±µ m (ϕ)|s n (λ) − 1| for k distinct choices of n, m. For ν / ∈ σ 0 (ϕ, λ) we set the multiplicity of ν to be zero. The multiplicity of ν can be alternatively defined as k = N 0 (|ν| + 0) − N 0 (|ν| − 0). Corollary 2.4. Let ν ∈ R, ν = 0 and suppose that the multiplicity of ν in σ 0 (ϕ, λ) is k ≥ 0. Then for any sufficiently small ρ > 0 there exists δ = δ(ρ) such that for all δ ∈ (0, δ] the operator A(δ ) has exactly k eigenvalues (counting multiplicities) in the interval (ν − ρ, ν + ρ).
Applying Theorem
Let H = H 0 + V , where V is the operator of multiplication by a function V : R d → R which is assumed to satisfy (2.14)
Then Assumption 2.1 is fulfilled on every compact subinterval ∆ of (0, ∞). Next, the construction of this paper can easily be extended to the case of operators H 0 , H which are not lower semi-bounded. Here one can follow [15] to define the sum H 0 + V in an appropriate way and to prove that A(δ) is compact for ϕ ∈ C 0 (R). The rest of the construction remains the same. 
By definition, the operator A 0 (δ) is self-adjoint. Since both H ϕ δ and S(0) − I are compact, the operator A 0 (δ) is also compact. For δ > 0, let U (δ) in L 2 (R, N ) be the unitary scaling operator:
It is straightforward to see that
in particular, the spectrum and the eigenvalue counting function of A 0 (δ) are independent of δ.
Lemma 3.1. For all δ > 0, the spectrum of A 0 (δ) coincides with the set σ 0 (ϕ, 0) defined in (2.10). For any s > 0, s / ∈ σ 0 (ϕ, 0), one has
with N 0 (s) defined in (2.11).
Proof. By (3.2), it suffices to consider the case δ = 1. Let the eigenvalues of S(0) be s n (0) = e iθn , θ n ∈ [0, 2π), and let α n = (θ n + π)/2. Using the spectral decomposition of S(0), one represents the operator A 0 (δ) as the orthogonal sum of the operators . Thus, we get that the spectrum of the operator in the r.h.s. of (3.4) consists of the eigenvalues {±µ m (ϕ)} ∞ m=1 . Combining this with (3.3), we obtain the required statement.
A simple argument shows that if M is a compact operator with the singular values

3.2.
The strategy of proof. Let Π N , Π H be the restriction operators:
Recall that F is defined in Section 2.1 (see (2.2)); we set
Consider the partial isometry
It is clear that Q = 1. In Section 4 we prove Lemma 3.2. As δ → +0, one has
Given Lemma 3.2, it is not difficult to complete the proof of Theorem 2.3:
Proof of Theorem 2.3. 1. First note that from (3.5)-(3.7) it follows that
Indeed,
and therefore, using the fact that Q = 1,
) and let ε ∈ (0, s), ε < 1. Using (3.5)-(3.8), let us choose δ 0 > 0 such that for all δ ∈ (0, δ 0 ) we have
Let us prove that from (3.9), (3.10) it follows that
for all δ ∈ (0, δ 0 ). We prove (3.11); the relation (3.12) is proven in the same way. Let f ∈ Ran E A(δ) (s, ∞), f = 1; then f = A(δ)g, g ≤ 1/s. Using (3.9), we get
It follows that |((QQ
Since ε < 1, we obtain Q * f = 0, and also
Further, by the definition of f we have (A(δ)f, f ) ≥ s and so, using (3.10), we get
Combining this with (3.13), we obtain
Since we have already seen that Q * f = 0, we get that
By the min-max principle, we get (3.11).
3. Recall that by Lemma 3.1 the spectrum of A 0 (δ) is independent of δ and coincides with σ 0 (ϕ, 0). Since by assumption s / ∈ σ 0 (ϕ, 0), the interval [
, s] contains no eigenvalues of A 0 (δ) if ε is sufficiently small; then the l.h.s. of (3.11) equals N A 0 (δ) (s, ∞). Thus, (3.11) is equivalent to (3.14)
Let us prove the opposite inequality. Denote s = s(1 + ε) + ε; then (3.9), (3.10) hold true with s in place of s and therefore (3.12) also holds true with s in place of s:
This can be rewritten as
Again, if ε is chosen sufficiently small then the r.h.s. in the last inequality equals
; combining this with (3.14) yields N A(δ) (s, ∞) = N A 0 (δ) (s, ∞) for all sufficiently small δ. In the same way, one proves that
for all s / ∈ σ 0 (ϕ, 0) and all sufficiently small δ. Thus, we arrive at (2.12).
Proof of Lemma 3.2
4.1. Preliminaries. Here we prove the relations (3.5), (3.6) and (3.7). The proof of (3.6) and (3.7) is very straightforward, while the proof of (3.5) requires more detailed analysis. We will repeatedly use the following well-known fact. Let M n be a sequence of bounded operators such that M n → 0 strongly as n → ∞. Then for any compact operator K, one has M n K → 0 as n → ∞. In particular, if we also have M * n → 0 strongly, then KM n = M * n K * → 0 as n → ∞.
4.2.
The proof of (3.6) and (3.7). Let us prove (3.6). We have
where χ (−a,a) is the operator of multiplication by the characteristic function of the
It is straightforward to see that the operator (χ (−a,a) − I)U (δ) converges to zero strongly as δ → +0. Since A 0 (1) is a compact operator, we obtain (3.6). Let us prove (3.7). By the definition of Q, we have , a) . Thus, we need to prove that
Let ζ ∈ C(R) be such that ζ(x) = 1 for |x| ≥ a and ζ(x) = 0 for |x| ≤ a/2. Clearly, it suffices to prove that
We have
Consider separately the three terms in the r.h.s. of (4.3). Since ϕ(x) → 0 as |x| → 0, we have ζ(H)ϕ δ (H) → 0 and ζ(H 0 )ϕ δ (H 0 ) → 0 as δ → +0. Next, denoting ζ(x) = 1 − ζ(x), we have ζ ∈ C 0 (R). It follows that the operator
is compact. By our assumptions we have 0 ∈ Ω (Ω is defined in Proposition 2.2), and therefore 0 is not an eigenvalue of H. It follows that ϕ δ (H) converges to zero strongly as δ → 0. Thus, we get
as δ → 0, and therefore the last term in the r.h.s. of (4.3) converges to zero in the operator norm. Thus, (3.7) is proven.
In the rest of this section, we prove (3.5). 
We will also need the operator valued versions of the Hardy projections P ± (see (2.8)). Denote by P H,± the operators in 
Proof. 1. Let us prove (4.4) . By the stationary representation (2.7) for the scattering matrix, we have
By the definition (3.1) of A 0 (δ), we get
, and (4.4) follows.
2. We will use the resolvent identity in the form
Let us recall the derivation of (4.6) (see e.g. [17, Section 1.9]). Iterating the usual resolvent identity, we get
We also have the identity (4.9) (I − GR(z)GV 0 )(I + GR 0 (z)GV 0 ) = I, which can be verified by expanding and using (4.7). Substituting (4.9) into (4.8) and using the notation Y (z), we obtain (4.6).
3. Let us prove (4.5). Let δ > 0 be sufficiently small so that supp ϕ δ ⊂ [−a, a]. First recall a version of Stone's formula:
for any f ∈ H. Using this formula, a similar formula for ϕ δ (H 0 ) and the resolvent identity (4.6), we get
for any f ∈ H. Next, let f ∈ Ran E H 0 (−a, a) and F = F a f . From (2.5) we obtain for any Im z = 0
Combining (4.10) and (4.11), we obtain
Recalling formula (2.8) for P ± , we obtain the required identity (4.5). 
Proof. Clearly, it suffices to prove that for any ε > 0 the operator
ε is compact and L ± ε ≤ ε. 1. Let us prove that for any ε > 0 one can find an operator valued polynomial Z ε (x) with coefficients being finite rank operators from H to N and such that Z ε (x) − Z(x) ≤ ε for all x ∈ [−a, a]. Let P n,H be a sequence of orthogonal projections in H of finite rank which converges strongly to the identity operator I H . Let P n,N be a similar sequence for the space N . For each x ∈ [−a, a], by compactness of Z(x) we have Z(x)(P n,H − I H ) → 0, (P n,N − I N )Z(x) → 0, and therefore, by the compactness of the interval [−a, a], the above convergence holds true uniformly over x ∈ [−a, a]. It follows that for a sufficiently large n we have P n,N Z(x)P n,H − Z(x) ≤ ε/2, x ∈ [−a, a].
The operator P n,N Z(x)P n,H can be thought of as a matrix with respect to some bases in Ran P n,N and Ran P n,H ; the elements of this matrix are continuous functions in x. By the Weierstrass approximation theorem, the elements of this matrix can be approximated by polynomials uniformly on [−a, a]. This yields the required approximation Z ε (x) of Z(x). 
This is a smooth matrix valued kernel, and therefore L ± ε is compact.
4.6. Proof of (3.5). 1. First let us prove (3.5) for compactly supported ϕ. By (4.1), it suffices to prove that (4.13) E H 0 (−a, a)A(δ)E H 0 (−a, a) − QA 0 (δ)Q * → 0, δ → +0.
Since ϕ is compactly supported, we can apply Lemma 4.1 to represent the operators in (4.13) in terms of Z, Y, etc. Thus, we see that (4.13) will follow from 
