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ABSTRACT 
Estimation of the probability of occurrence of future flood events at one 
or more locations across a river system is frequently required for the design of 
bridges, culverts, spillways, dams and other engineering works. This study 
investigates some of the statistical aspects for estimating the flood frequency 
distribution at a single site and on regional basis. 
It is demonstrated that generalized logistic (GL) distribution has many 
properties well suited for the modelling of flood frequency data. The GL 
distribution performs better than the other commonly recommended flood frequency 
distributions in terms of several key properties. Specifically, it is capable of 
reproducing almost the same degree of skewness typically present in observed 
flood data. It appears to be more robust to the presence of extreme outliers in the 
upper tail of the distribution. It has a relatively simpler mathematical form. Thus all 
the well known methods of parameter estimation can be easily implemented. 
It is shown that the method of probability weighted moments (PWM) 
using the conventionally recommended plotting position substantially effects the 
estimation of the shape parameter of the generalized extreme value (GEV) 
distribution by relocating the annual maximum flood series. A location invariant 
plotting position is introduced to use in estimating, by the method of PWM, the 
parameters of the GEV and the GL distributions. 
Tests based on empirical distribution function (EDF) statistics are 
proposed to assess the goodness of fit of the flood frequency distributions. A 
modified EDF test is derived that gives greater emphasis to the upper tail of a 
distribution which is more important for flood frequency prediction. Significance 
points are derived for the GEV and GL distributions when the parameters are to be 
estimated from the sample data by the method of PWMs. The critical points are 
considerably smaller than for the case where the parameters of a distribution are 
assumed to be specified. Approximate formulae over the whole range of the 
distribution for these tests are also developed which can be used for regional 
assessment of GEV and GL models based on all the annual maximum series 
simultaneously in a hydrological region. 
In order to pool at-site flood data across a region into a single series for 
regional analysis, the effect of standardization by at-site mean on the estimation of 
the regional shape parameter of the GEV distribution is examined. Our simulation 
study based on various synthetic regions reveals that the standardization by the at- 
site mean underestimates the shape parameter of the GEV by about 30% of its true 
value and also contributes to the separation of skewness of observed and simulated 
floods. A two parameter standardization by the at-site estimates of location and 
scale parameters is proposed. It does not distort the shape of the flood frequency 
data in the pooling process. Therefore, it offers significantly improved estimate of 
the shape parameter, allows pooling data with heterogeneous coefficients of 
variation and helps to explain the separation of skewness effect. 
Regions on the basis of flood statistics L-CV and USKEW are derived 
for Scotland and North England. Only about 50% of the basins could be correctly 
identified as belonging to these regions by a set of seven catchment characteristics. 
The alternative approach of grouping basins solely on the basis of physical 
properties is preferable. Six physically homogeneous groups of basins are 
identified by WARD's multivariate clustering algorithm using the same seven 
characteristics. These regions have hydrological homogeneity in addition to their 
physical homogeneity. Dimensionless regional flood frequency curves are produced 
by fitting GEV and GL distributions for each region. The GEV regional growth 
curves imply a larger return period for a given magnitude flood. When floods are 
described by GL model the respective return periods are considerably smaller. 
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CHAPTER 1 
INTRODUCTION 
1.1 FLOOD FREQUENCY ESTIMATION 
Frequency analysis of flood data provides an effective means of efficient 
design of hydraulic structures such as dams, spillways, bridges, culverts, and flood 
control works etc. The main objective of flood frequency analysis is the 
interpretation of the past flood events in terms of future probabilities of its 
occurrences i. e. estimating the flood quantile magnitude Qt to predict t-year flood 
discharge at one or more sites on a river system, for which the period of record n is 
much less than t. All the methods of estimation of such quantiles are totally data 
dependent. There are two types of data series which might be used for flood 
frequency analysis, Annual Maximum (AM) series and Peaks Over Threshold 
(POT) series. The AM series takes a single maximum peak discharge in each year of 
records so that the number of data values equals the record length in years. The POT 
series takes all the peaks over a selected level of discharge, a threshold. This study 
intends to proceed only with the methods of modelling AM series for the purpose of 
flood frequency prediction. To explore the ideas developed in the following chapters 
we have taken AM series for Scotland from Acreman (1986) and for North England 
from the Institute of Hydrology. The limitations associated with the quality of these 
data, alternative methods of measurements of height & velocity of surface flow and 
difficulties in the calibration of the rating curves have been elaborated in detail by 
Acreman (1986). Shortcomings and the validity of the basic assumptions about the 
data such as randomness, serial persistence, seasonality, time and spatial stationarity 
have been pointed out by NERC(1975). The uses and mis-uses of historical 
information have been discussed by Hosking et el. (1985a). Although we do not 
address these questions in the present study, however, unsatisfactory compliance to 
these basic assumptions may vitiate any algorithm based on them however 
sophisticated might it be. 
A great number of problems involved in the estimation of flood quantiles 
has motivated a multitude of investigations resulting in a huge bulk of literature on 
the subject. Despite the enormous developments made both on theoretical and 
applied aspects, there seems no unanimous consensus as to how best to proceed 
and as yet several questions of fundamental concern stand unclear. In fact each 
stage in the process of future flood risk estimation is complicated by several 
factors: 
(a) The major complication arises due to the lack of physical basis for determining 
the form of flood frequency distribution. 'Mis problem has received much attention 
and attains considerable space in the literature. We look at various distributions 
adopted for flood frequency analysis in section 1.2 and propose the use of a new 
distribution in chapter 2. 
(b) The success of a distribution largely depends on an efficient method of fitting, 
particularly with the usually available sizes of flood records. Some of the alternative 
methods of parameter estimation used for flood frequency distributions are 
discussed in section 1.3. The implications of commonly used plotting positions for 
estimation by the most widely accepted method of Probability Weighted Moments 
are described in chapter 3 and a location invariant plotting position is derived. 
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(c) The assessment on the adequacy of a distribution to fit observed flood data 
brings further difficulties which are investigated in section 1.4. A class of Empirical 
Distribution Function (EDF) tests are proposed in chapter 4 and a modified EDF 
test is developed. The significance points of these test are also derived in this 
chapter. 
(d) The lack of larger flood records and the need of transferring information where 
no or inadequate records are available necessitate the regional analysis. This adds 
numerous critical assumptions which are considered in section 1.5. We attempt to 
resolve some of the problems associated with them in chapters 5&6. 
1.2 CHOICE OF A PROBABILITY DISTRIBUTION 
Probability distributions provide the essential basic formulae to model a 
flood quantile in terms of its exceedance probability. The reciprocal of the 
exceedance probability is termed as Return Period. The extreme quantiles e. g. 
quantiles with exceedance probabilities of 0.02,0.01,0.002 or sometimes even 
0.001 are of the greatest interest to design engineers. Thus the main focus of 
frequency analysis should be on the behaviour of the extreme right tail of the curve. 
This is the part of the curve which is usually most difficult to estimate because the 
nature of the observed floods is such that the main body of the data is generated by 
ordinary rainfall or ordinary snowmelt while few extraordinary observations lying 
far above the rest of the data which might have been the result of catastrophic floods 
of cloud-burst. 'Mick tailed distributions are much more prone to the occurrences of 
such far outlying observations (Kirby and Moses, 1988). The heavy and thick 
tailed distributions have probability density functions (pdf) whose upper tail 
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approach zero less rapidly, therefore they have greater probability of yielding high 
values. On the other hand light tailed distributions have probability density function 
whose upper tail approach zero more rapidly and therefore these are less likely to 
produce high values. Alternative probability distributions usually have similar 
shapes in their centre but they might substantially differ in the tails. Numerous 
distributions with heavy and long tails have been investigated and recommended for 
flood data analysis. Almost complete coverage to these investigations has been 
given in a review by Cunnane (1986). The following five distributions are most 
widely referred to in the literature. These distributions have been most intensively 
studied and recommended for use with greater emphasis. 
(i) Wakeby (WAK) 
This five parameter distribution was introduced by Houghton (1978) 
and has the form 
X=m+ a[ 1- (1 -F)b]-Cf 1- (1-F)-d] (1.2.1) 
where m>0, a>0, b>0, c>0 and d>0 are the parameters to be 
estimated. The probability density function (pdf) and the cumulative distribution 
function (cdf) of this distribution can not be written in closed form. 
(ii) Two Component Extreme Value (TCEV) 
This distribution was proposed by Rossi et a]. (1984). Its pdf and cdf 
are as below respectively 
ki 
-x/ol+(X2. -x/02 f(x; XI, X2,01,02)=[(7-: -)e _)e 
]F(x) 
01 02 
(x) = expl-Xle-x/01-Ä2e-x/021 (1.2.3) 
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Here X1>0, X2 > 0,0 1>0 and 02 >0 are the parameters. The 
quantile function of this distribution can not be written explicitly. 
(iii) Generalized Extreme Value (GEV) 
The GEV distribution was introduced by Jenkinson (1955). It combines 
into a single form the three possible types of limiting distributions for extreme 
values, as derived by Fisher and Tippett (1928). Its pdf, cdf and inverse cdf are as 
below respecfively. 
f(x; [t, cc, k) (1/a)e-(l-k)y e -e-Y (1.2.4) 
F(x; g, a, k) e- (1.2.5) 
where y= -(I/k)log I 1-k(x-g)/cc) k: A 0 
= (X-WAX k=0 
with x bounded by ýt+a/ic from above if k>0 and from below if k<0. Here 
and a are location and scale parameters respectively , and the shape parameter 
k 
determines which extreme value distribution is represented. Fisher-Tippett Type I, 
11 and III corresponds to k=O, k<O and k>O respectively. When k--O the GEV 
distribution reduces to Gumbel distribution. The inverse distribution function has 
the form 
x(F) =g+ (a/k) fI -(-IogF)k) k#O (1.2.6) 
= ýt - cclog(-IogF) k=0 
(iv) Pearson Type III (P3) 
'Me pdf of this distribution is of the form 
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f(x; cc, P, Y) =[1f (X-Y)/cc e- 
alr(p) 
where (x, p, -f are parameters and F is the gamma function. The cdf and 
inverse distribution function of this distribution can only be obtained numerically. 
(v) Lognon-nal (LN3) 
If y= ln(x-a) has normal distribution then X is said to be lognormally 
distributed with pdf as 
f(x; a, g, (: F) =(1 le- 
[log(x-a)-gj2/2(y2 
(x-a)(Y427c 
where ýt and (y are the mean and variances of the logarithms of (x-a). The 
cdf and inverse distribution function of this distribution also need to be calculated 
numerically. However special tables or computer routines are often available for 
normal distribution. 
The choice of a distribution is influenced by many factors such as, 
methods of discrimination between distributions, methods of estimation of the 
parameters, robustness to outliers, transformations, composition of the populations, 
simplicity of the form of the distribution, descriptive and reproductive abilities etc. 
These effects have been fully discussed by Cunnane (1985). In terms of these 
proper-ties the distributions considered thus far are lacking in one or more aspects. 
The incapability of these distributions to meet some of the most important criteria 
are further investigated in chapter 2. In this chapter the Generalized Logistic (GL) 
distribution is introduced and its merits are compared with the distributions 
mentioned above. 
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1.3 PARAMETER ESTIMATION 
Once a distribution is selected, the next step is the estimation of its 
parameters. Since the parameters are to be estimated from the sample data, the 
estimates are subject to sampling errors. A method of fitting must be chosen which 
minimizes these errors. A method suitable to estimate the parameters of one 
distribution might not necessarily be as efficient for another distribution. Moreover 
a method efficient in estimating the parameters may not be efficient in predicting 
(Albadhani & Sinclair 1987). Therefore a method ought to be as efficient as 
possible in estimating the quantiles for the purpose of flood prediction. Numerous 
estimation methods have been proposed and a great number of studies have been 
carried out to investigate their performance for various distributions. Among the 
different estimation methods the following are most commonly known. 
(a) Method of Moments 
This method estimates the parameters of a distribution by equating the 
sample moments to their expected values. This is one of the easiest methods but 
due to larger bias and sampling variabilities in the estimation of higher order 
moments, the use of this method is abandoned now almost unanimously. 
(b) Maximum Likelihood (ML) 
In this method the parameter estimates are determined by maximizing the 
sample likelihood function. Maximizing the likelihood is equivalent to maximizing 
its logarithm. For a random sample of size n from a population f( x; a, b, c, ... ) 
with a, b, c, .. etc the parameters to be estimated. The logarithm of likelihood would 
be 
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Y, In f( x; a, b, c, ... ) (1.3.1) 
Ile unknown parameters may be obtained by setting each of the partial 
derivatives w. r. t. each parameter equal to zero and solving the resulting equations 
simultaneously. These equations unfortunately do not often take simple closed 
form. Therefore we have to depend on numerical solutions. This brings an awful lot 
of problems particularly for smaller samples and where a threshold is involved e. g. 
GEV distribution. Due to such computational difficulties the use of this method is 
usually avoided. For larger sample sizes this method, however, has certain 
attractive properties and is often accepted as the most efficient method. 
(c) Ordinary least squares (OLS) and generalized least squares (GLS) 
Ordinary least squares and generalized least squares are objective 
methods of fitting a curve to the graph of observed ordered statistics against their 
expectation. The OLS does not use the variances and covariances of order statistics 
while GLS does. Hydrologists prefer to fit distributions graphically and these 
methods refine and quantify graphical fitting procedure. In chapter 2 these methods 
are derived for the GL distribution. a 
(d) Probability Weighted Moments (PWM) 
The probability weighted moments of a random variable X with cdf F 
are defined as (Greenwood et al. 1979) 
Ms, r, t = E(XsFr(I-F)t) (1.3.2) 
where s, r, t are real numbers. Probability weighted moments are Uely 
to be more useful when the inverse distribution function can be written in closed 
form, then we may write 
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Ms, r, t =f XsFr(l-F)tdF (1.3.3) 
When r=t=O then MS, 0,0 represents the conventional sth noncentral 
moment. For Ml, r, O = Or the unbiased sample estimates br of Or are given by 
( Landwehr et al. 1979). Instead Hosking et al. (1985b) has preferred the use of a 
plotting position based estimator of OT. 
The method of PWM is regarded as the best method and has greater 
recognition in flood frequency analysis than any other method. This method, 
however, is not free from limitations. Most of the knowledge on this method is 
gained by simulations in which location and scale are set to zero and one 
respectively. In these simulations plotting position based estimators of PWM's have 
been used. All the plotting positions used are not location invariant. In chapter 3 we 
investigate the effects of location dependent plotting positions on the estimation of 
the shape parameters and quantiles. A location invariant plotting position is then 
derived in this chapter. 
The literature abounds with other suggested estimation techniques e. g. 
Kappenman. (1986) has proposed closed form methods for the estimation of LN3 
and P3 distributions and has shown that they perform better than other methods. 
We adopt his approach in chapter 2 for the estimation of LN3 & P3 distributions. 
1.4 GOODNESS OF FIT 
In addition to theoretical justifications, it is desireable to assess how well 
a distribution fits the observed flood series. The agreement between observed and 
estimated flood distributions are usually examined graphically by an eye view. 
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Relatively less attention has been paid to the development of numerical techniques 
for goodness of fit in flood hydrology. The graphical methods are simple tools 
which can be implemented with the use of a particular forrn of graph or probability 
paper or simple computer programs. The graphical techniques though related to 
goodness of fit problems are less formal than numerical techniques. The graphs can 
help reveal departures from the assumed distribution. They also often uncover 
features of the data that might be totally unanticipated prior to analysis. The 
numerical techniques quantify the information and evidence in the data or the graph 
and act as verification of the inferences suggested from these. The use of graphs 
alone may lead to spurious conclusions, therefore, the goodness of fit methods are 
often essential to avoid this. 
Goodness of fit tests are of several types e. g. tests of chi-square types, 
moment ratio techniques, tests based on correlation and test based on empirical 
distribution function (EDF) statistics etc. D'Agostino and Stephens (1986) have 
given detailed account of all these types of tests. Most of these types of tests suffer 
from serious limitations from point of view of the hydrologists. For example the 
paucity of longer flood records restricts the use of chi-squares type tests. In general 
tests of chi-square type have less power due to loss of information caused by 
grouping. Since the distributions usually encountered in flood estimation have 
larger and thick tails, the higher order moments are likely to be severely under 
estimated. This fact precludes the use of moment ratio methods and so would be the 
case with correlation type tests. 
The tests based on EDF statistics are Anderson- Darling (AD or A2), 
Cramer-von Mises (CVM or W2), Kolmogrov-Smirnov (KS or D) and Kuiper (V) 
tests. These tests can be used for smaller sample sizes but their power against 
specific long and heavy tailed alternatives is not known. Stephens (1976) has 
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shown that in a wide variety of situations A2 is the most powerful EDF test 
followed by W2 and D is rather weak. The use of these tests in flood frequency 
analysis has been restricted until recently due to the lack of the percentage points of 
the EDF tests for flood frequency distributions when they are to be estimated from 
sample data. In chapter 3 we illustrate the use of the EDF tests and derive the 
required significance points. 
As mentioned in section 1.2, the prime objective of flood frequency 
analysis is to provide flood estimates at higher return periods. It is thus more 
important to understand the behaviour of the upper tail of the distribution than it is 
to fit the entire distribution. Although a particular model may adequately describe 
most of the flood distribution, it would be useless for predicting maximum or 
extreme values if the model breaks down for the upper percentiles. Also, a model 
that is not accurate for a large proportion of the data may still be useful for 
predicting upper values if it adequately describes the behaviour of the upper 
percentiles. To deal with assessing the behaviour of the upper tail of a distribution , 
we develop a modified A nderson- Darling test in the chapter 3 and give its 
significance points for GEV and GL distribution. 
1.5 REGIONAL ANALYSIS 
Regional flood frequency analysis provides efficient means of estimating 
flood risks for a hydrological region as a whole. Such estimates are assumed to be 
valid for each gauged or ungauged site in the region. This is achieved by combining 
information from many gauging sites across the region. The object of 
regionalization is two fold: 
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(1) to provide estimates of flood magnitudes of desired return periods at the sites 
where no or inadequate data is available. 
(2) to achieve greater reliability of the estimates by reducing sampling errors due to 
increased information. 
The most appropriate way of treating the regional data might be to 
analyse these simultaneously by the use of some multivariate methods. 
Unfortunately the theory of multivariate extremes is not so well developed as yet. 
Therefore only the univariate methods are usually adopted. The univariate treatment 
to the multivariate type data gives rise to several unrealistic assumptions e. g. the 
inter-site independence of the flood records and involve many problems such as 
standardization and regional homogeneity. There are many regionalization 
approaches but index flood type methods are more commonly known. Because of 
the changing physiographic and climatic conditions within regions the magnitudes 
of floods vary considerably from one catchment to another in the same hydrological 
region. Therefore to pool individual data over a region, standardization by some 
index flood is required. This is usually accomplished by the division by at site 
sample mean. Effect of standardization by mean on the estimation of flood quantiles 
is investigated in chapter 5 and a two parameter standardization by the at site 
estimates of location and scale parameters of a distribution is proposed in this 
chapter. 
The data pooled after standardization may be of any worth only if it is 
homogeneous i. e. it could be adequately described by the common parameter values 
of a distribution and it could be easily transferred to ungauged catchments. Broadly, 
there are two approaches to comply with this. 
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(a) Derive hydrological homogeneous regions and discriminate them by the 
catchment characteristic data base (Wiltshire, 1986b). 
(b) Identify physically homogeneous regions first and then investigate the 
hydrological homogeneity (Acreman & Sinclair 1986). 
Both of these approaches are further investigated for a regional analysis 
of 168 catchments from Scotland and North England in chapter 6. 
In chapter 7, conclusions of the present study are summarized and some 
suggestion for future research are made. 
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CHAPTER 2 
GENERALIZED LOGISTIC DISTRIBUTION 
FOR FLOOD FREQUENCY ANALYSIS 
The generalized logistic (GL) distribution is evaluated for flood 
frequency analysis. Some of its properties and methods of parameter estimation are 
given, including a new method based on generalized least squares (GLS). The 
performance of the GL distribution is compared with those of the generalized 
extreme value (GEV), three parameter log-normal (LN3) and three parameter 
Pearson (P3) distributions. The results are reported in terms of empirical 
distribution function (EDF) tests of goodness of fit, on both individual and regional 
flood series through the application of these distributions to a set of reasonably long 
annual maximum series for part of Scotland. Some reproductive properties of GL 
and GEV are also compared. In terms of four key properties the GL performs better 
than the GEV, LN3 and P3 distributions and is thus commended for further 
analysis. 
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2.1 INTRODUCTION 
A major unresolved problem in the field of flood frequency analysis is 
the identification of a statistical distribution which should closely represent the real 
world flood characteristics at a site, or for a whole region. Only when such a 
distribution has been correctly identified is it possible to obtain optimal estimates of 
the magnitude of flood quantiles for design purposes. It is with temerity that we 
propose the use of a new distribution for flood frequency analysis, but for the 
reasons advanced in this chapter we believe that the GL distribution does merit 
serious appraisal on both theoretical and practical grounds. 
It is generally considered that the annual maximum flood series follows 
a skewed probability distribution (NERC, 1975). However, as numerous studies 
have demonstrated, there is no general agreement amongst hydrologists as to which 
distribution best describes this annual maximum series (U. S. W. R. C., 1967; 
NERC, 1975; Hosking et al., 1985a; Houghton, 1978; Matalas and Wallis, 1973; 
Rossi, 1984; Waylen and Woo, 1982). The reason for this lack of agreement is 
that all the distributions proposed thus far have been deficient in terms of one or 
more desirable properties. The ideal distribution for flood frequency analysis 
- should possess each of the following properties: 
(a) it must reproduce at least as much variability in flood characteristics as is 
observed in empirical data sets. 
(b) it must be insensitive to extreme outliers especially in the upper tail. 
(c) it must have a distribution function and an inverse distribution function that can 
be explicitly expressed in closed form. 
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(d) it must not be computationally complex nor involve the estimation of a large 
number of parameters. 
The first property forms the basis of the reproductive criterion (a) and 
includes the separation of skewness in the observed and simulated floods 
(Matalas et al. 1975). In his extensive review of a large number of currently used 
distributions Cunnane (1986) concluded that only the two component extreme value 
(TCEV) and the Wakeby (WAK) distributions satisfied this important reproductive 
criterion. In contrast the generalized extreme value (GEV) distribution was found to 
offer only a slight improvement over alternative distributions such as the Pearson 
type 3 (P3) or the three parameter log-normal (LN3). At present the GEV is 
favoured for use in the U. K. ( NERC, 1975) whereas the P3 is favoured by the 
U. S. Water Resources Council (1967). 
Having thus excluded the GEV, P3 and LN3 we now examine the 
WAK and the TCEV distributions which at least have both proved successful in 
terms of the reproductive criterion. As we note from equation (1.2.1), the WAK 
has five parameters, and can accommodate its shape to provide good fits to many 
types of data sets. However the associated parameter estimates often have large 
standard errors which result in wide confidence intervals for the quantile estimates. 
Furthermore, its distribution function can not be expressed in closed form giving 
rise to problems in parameter estimation by maximum likelihood. Thus it fails to 
satisfy adequately the criteria (c) and (d) itemized above. 
The TCEV (Rossi et al., 1984) incorporates four parameters in order to 
describe a flood series generated by two distinct independent processes (e. g. 
snowmelt and frontal storms). However, evidence for separating two discrete 
processes is not necessarily simple nor unambiguous. Furthermore parameter 
estimation using maximum likelihood methods on selected data sets can fail to 
achieve the required convergence. An explicit formula for the inverse c. d. f. of the 
TCEV does not exist and thus point and interval estimates of the quantiles are 
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difficult to obtain. Tbus the TCEV also fails to perform adequately in terms of 
criteria (c) and (d). 
Both the WAK and the TCEV jointly suffer from the disadvantage of 
requiring large data sets if an adequate number of degrees of freedom are to be 
generated for goodness of fit tests. More generally, none of the currently available 
statistical distributions perforrn adequately in terms of the four criteria set out 
above. This has prompted us to search for an alternative distribution which 
performs better. 
In this chapter we investigate the three parameter generalized logistic 
(GL) distribution for flood frequency analysis and evaluate its performance. The 
data set initially comprises the annual maximum (AM) series from two catchments 
within a hydrologically homogeneous region in Scotland. Subsequently the data 
set comprises all the annual maximum series more than 26 years in length within 
the same hydrologically homogeneous region and for the whole region. 
The GL distribution includes the log-logistic distribution as a special 
case. The analysis based on this chapter using the log-logistic distribution has been 
recently reported by Ahmad et al. (1988). The generalized version rather than the 
log-logistic is necessary to cope with flood series having negative skewness. This 
is a characteristic of some British annual maximum flood series that include a 
number of drought years. 
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2.2 THE GENERALIZED LOGISTIC DISTRIBUTION 
The probability density function (pdf), cumulative distribution function 
(cdf), and inverse cumulative distribution function of the GL distribution, with 
threshold parameter a, scale parameter b and shape parameter c, are 
f(x) = 
(1-c(x-a)/b)llc 
I TC7) CA (2.2.1) b(I-c(x-a)/b)(I+(l-c(x-a)/b) 
exp(-(x-a)ib) 
C=o b(l+exp(-(x-a)/b))2 
F(x) =I CA (2.2.2) 1+(I-c(x-a)/b)llc 
1 
CA I+exp(-(x-a)/b) 
x(F) = a+ (b/c)[l-[(I-F)/F)c] CA (2.2.3) 
=a-b log[ (I -F)/F) 
where c>O, b>O, a>O and 
a+b/c :! ý x<- if c<0, -- <x<- if c--O, ---< x :! ý a+b/c if c>0 
The special case c--O is the logistic distribution. The logistic reduced 
variate z=(x-a)/b has pdf, cdf and inverse cdf respectively 
-Z 
h(z) =e2 (2.2.4) 
(l+e-Z) 
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Hz =1 (2.2.5) 
1 +e-z 
z= log (H (2.2.6) (I-H) 
where log( ) denotes natural logarithm. 
The mean, variance and coefficient of skewness of z are: 
E(z) =0 (2.2.7) 
Var(z) = 
IC2 (2.2.8) 3 
Skew(z) =0 (2.2.9) 
In order to calculate the moments of the generalized logistic variable X it 
is convenient to define a new function AO, c), with j an integer and c the shape 
parameter. 
Ao, c)=B(l+jc, l-jc) 
where B(m, n) is the beta function, i. e. 
B(m, n) = 
F(m)I-(n) 
1'(m+n) 
where F(m) is the gamma function. 
The mean, vaiiance and skewness of GL are 
E(X) = a+(b/c) f1 -A(l, c)) CA 
=a C--o 
Var(X) (b/C)2[A(2, c) - A2 (j, c)) CA 
b27[2 
C-0 3 
(2.2.10) 
(2.2.11) 
(2.2.12) 
(2.2.13) 
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Skew (x) sign(c)) 
AQ, c) - 3A(2, c)A(l, c) + 2A3(l, c) C: P, --O (2.2.14) f [A(2, c) - A2(l, c)]3/2 
= C=o 
As in the case of the Wakeby distribution (Houghton, 1978), moments 
of some orders do not exit for a certain range of values of the shape parameter. In 
particular the skewness is infinite unless Icl < 1/3, the variance is infinite unless 
Icl < 1/2, and the mean is infinite unless Icl < 1. Also as in the case of the Wakeby 
distribution, this is no limitation to its use for fitting to individual data sets where 
values of Icl greater than 1/3 may be required. 
The probability weighted moments of order r, s and t of the 
standardized generalized logistic, with a--O, b=l, for suitable values of r, are 
E(Xr FS (1 -F)t) = (I/C) f1-B (I +s+rc, 1 +t-rc) 1 (2.2.15) 
For desired values of r, s and t the probability weighted moments of the GL 
distribution can be derived from the above equation. 
2.3 ESTIMATION OF PARAMETERS FOR THE GL 
DISTREBUTION 
Since the pdf, cdf and inverse cdf of GL can be explicitly specified, 
possible methods of estimating the parameters of this distribution include : moment 
estimates (ME), maximum likelihood (ML), ordinary least squares (OLS), 
generalized least squares (GLS) and probability weighted moments (PWM). Each 
of these methods is described below and for illustrative purposes will be used on 
two example data sets - Spey (at Kinrara) and Kelvin (at Killermont). These data 
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TABLE 2.1 
Example data sets and their moments; annual maximum series in m3 s- I for 
specified periods. 
Spey (at Kinrara ): 1952-1982 
89.8,109.1,202.2,146.3,212.3,116.7,109.1,80.7,127.4,138.8, 
283.5,85.6,105.5,118.0,387.8 , 80.7,165.7,111.6,134.4,131.5,102.0, 
104.3,242.5,214.8,144.6,114.2,98.3,102.8,104.3,196.2,143.7 
Mean=145.3; Variance=4523.6; Skewness=1.913; mo=145.3; ml=55.81; 
M2=33.76 
Kelvin (at Killermount): 1948-1982 
98.3,94.1,90.1,105.6,76.4,98.3,128.2,77.5,79.9,69.6.60.4,68.5, 
78.7,107.1,114.9,80.6,68.3,87.2,91.8,80.6,68.3,91.0,64.5,65.8, 
53.9,57.3,91.0,76.4,86.5,72.3,73.6,80.6,65.1,77.0,77.0 
Mean=81.6; Variance=270.5; Skewness--0.764; mo=81.61; ml=35.99; 12=22.63 
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comprise annual maximum series for Scottish catchments tabulated by Acreman 
(1986) shown in Table (2.1). 
Moment Estimate (ME) 
Clearly ME can be accomplished by solving equations (2.2.14), 
(2.2.13) and (2.2.12) in that order, using sample values for skewness, variance 
and mean. The following approximate solution to equation (2.2.14) is sufficiently 
accurate for practical purposes over the range 0< Icl < 1. For skewness s and with 
k= log(IsI) , 
where c cl if s< 12.51 
C2 if s ýý 12.51 
and cl=exp(-2.246+0.848k-0.1272k2+0.04008K3) 
S2 C2=4.007 + 3.411s + 2.985S2 
The sign of c depends on the sign of the sample skewness. 
However it is not possible to obtain an estimate of Icl that exceeds 1/3 by this 
method, and there is a tendency to underestimate Icl, particularly in the case of 
samples from distributions with large values of c, and especially in the case of 
small samples. Since the estimated values of the other two parameters depend on 
the value of c, they can also be poorly estimated. Consequently we do not 
recommend that this method be used to estimate the parameters of the generalized 
logistic distribution. As an illustration of this method's results for Spey and Kelvin 
data are reported in Table (2.2). 
Maximum Likelihood (ML) 
From the pdf (2.2.1) the loglikelihood function (L) may be written as: 
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Table 2.2 
Estimated values of parameters for Spey and Kelvin data sets 
Methods Parameters 
Spey data set Kelvin data set 
ab c a b c 
ME 135.5 33.0 -0.171 80.4 8.8 - 0.082 
ML 123.2 25.4 -0.531 79.2 8.8 - 0.191 
PWM 125.4 26.0 -0.387 79.3 9.2 -0.152 
OLS 124.9 28.4 -0.505 79.3 9.6 -0.187 
GLS 124.0 27.6 -0.531 79.3 9.6 - 0.179 
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log (L) = -nlog(a) - (I -I/ 
c(x-a) c(x-a) I/c c)llog(l - -b) - 2YIog[l+ 
(1-I 
Equating to zero the first partial derivatives of log(L) with respect to 
each of a, b, c, the three parameters to be estimated, we obtain three non-linear 
equations to be solved to obtain the maxi mum- likelihood estimates. These 
equations could be solved iteratively. Alternatively the log likelihood can 
conveniently be maximized numerically using the OPTIMISE facility in GENSTAT 
(1980). This approach has the advantage of providing approximate standard errors 
for the estimated parameters. Parameter estimates for the Spey and Kelvin based on 
ML are reported in Table (2.2). 
Probability Weighted Moments (PWM) 
One of the possible PWM methods of estimating the parameters of the 
GL distribution is to use (2.2.15) with r and s taking values 1 and 0 respectively, 
and t taking the values 0,1,2. 
When this is applied to the three parameter generalized logistic we have 
Mt =a+ (b/c) f1-B (I +c, I +t-c)) t=0,1,2 (2.3.1) 
Solving these three equations for c, b, a, in that order, we obtain 
2(Mo - 3M2) 
_3 (2.3.2) (Mo -2MI) 
b= 
Mo -2MI (2.3.3) A(l, c) 
a= Mo - bA(l, c) (2.3.4) 
Sample values of these probability weighted moments are calculated 
from the sample data using a suitable plotting position, 
for example pi = 
(i - 0.35) to replace F(xi) i. e. n 
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Mt =I (1-pi)t xi/n t=O, 1,2 
These are very straightforward equations to solve. The gamma 
functions in A(l, c) can readily be evaluated using the following relation: 
A(l, c) = 
7EC 
sin(Tccý (2.3.5) 
Parameter estimates based on this method are reported in Table (2-2). 
Ordinary Least Squares (OLS) and Generalized I-east Squares (GLS) 
These are objective methods of fitting a curve to the graph of order 
statistics against a logistic reduced variate. GLS uses the variances and covariances 
of the order statistics, while OLS does not. In both methods it is necessary to use a 
plotting position, u, to estimate the distribution function corresponding to the ith 
order statistic. In the numerical examples that follow, this was taken as i/(n+1). 
Using the concept of inverse density and inverse distribution function 
(Parzen, 1979), from equation (2.2.3), the expected order statistics can be 
approximated by the first order Taylor series : 
I-exp(codl) C-Co (xi) =a+ b( -) -b1 c .1- exp(codj) + codjexp(codj)) 
(2.3.6) 
0 co 
1-Ui 
where di =log( _. 
) 
Ul 
Regressing the ordered values on their expectations, we have n linear 
equations in the unknowns a, b and b(c - co), with coefficient matrix W. Starting 
with co, an initial guess at the value of c, we can improve it via the solution to 
(2.3.6) for b(c-co). Replacing co by new value of c we can iterate until the OLS 
estimate for c is reached when the change in c is negligible. 
For the GLS we require the covariance between x(j) and xO) the i and 
jth order statistics. This is approximated by 
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fx min( b2 [fx co 1) cO n+ 1 n+l n+l 
where fxco(7+-', ) is the inverse density function 
Defining D as the nxn diagonal matrix with ith entry f(i/n+l) evaluated at co, and 
v as the nxn matrix with elements 
vij = (n+2)f min( 
iI 
771 +1 (n +j 1-)7 
'I'lie elements of the inverse of V are 
11 
v 2(n+l) n 
vij 
)I 
= -(n+l) 1, ..., n-1 ;j= i+l 
v 
'i 
=01i -j I>I 
writing M=DVD, the GLS iterate for a, b, b( c-co) is (WT MW) 
1WTMx 
where T denotes transposed, and x denotes the vector of ordered observations. 
OLS and GLS parameter estimates for Spey and Kelvin data are reported in Table 
(2.2). 
Graphical presentation of data and fitted distribution can follow the usual 
practice of having (standardised) flow on the vertical axis, and on the horizontal 
axis either the familiar EVI reduced variate, log(-Iog(p)) , or against the 
corresponding logistic reduced variate, log(p/(1 -p)). Figures (2.1) and (2.2) show 
the standardized observations and the GL as well as the GEV fitted by several 
methods for the Spey and Kelvin data respectively. The growth curves obtained by 
GLS, OLS and ML are in fairly close agreement. However PWM and especially 
ME result in shallower curves. These graphs confirm that the Spey data is more 
extreme in its behaviour than the Kelvin, as suggested by the numerical values for 
the shape parameters in each case. 
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2.4 APPLICATION TO INDIVIDUAL SITES AND TO A 
HYDROLOGICAL REGION 
Although it is essential that a candidate distribution provides a good fit 
for annual maximum series at individual sites, it is well-known that such tests on 
their own can not determine the selection of the best flood frequency distribution. 
This arises because flood series at individual sites often include outliers i. e. rare 
events of a high magnitude whose return period is difficult to estimate because of 
the comparative brevity of the flood record. Thus a rigorous evaluation of a 
candidate distribution requires a regional analysis, in which all the annual maximum 
series across a hydrologically homogeneous region are combined, after 
standardizing, to produce a single flood sequence. Acreman & Sinclair (1986) have 
identified five such regions for Scotland by classifying basins in terms of their 
physical characteristics. From these five regions the second has been selected for 
evaluating the performance of the GL distribution (Figure 2.3). This region 
comprises 118 individual sites with annual flood series varying in length from 5 to 
66 years. Since the moments of order higher than two of such data sets inherently 
possess a large sampling variability, only those series with at least 26 years of 
record have been selected for this test of the GL distribution. In the light of this 
screening there are 24 such data sets within the total of 118. The basic 
characteristics of these data sets are itemized in Table (2.3) and their locations 
recorded in Fig (2.3). The data used in the regional analysis are standardized by 
dividing each observation in a flood series by the appropriate series arithmetic 
mean. On pooling these standardised data from the 24 longer data sets a single 
sequence comprising 798 station years is created. 
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Figure 2.3 Location of the 24 stations from region 2 (Acreman and Sinclair, 
1986) used to evaluate the perfonnance of the GL distribution. 
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Table 2.3 Basic characteristics of the data from region 2( Acreman, 1986) 
River(station) n mean CV SK Yn 
l. Spey(Aberlour) 44 457.6 0.444 1.729 2.71 
2. Spey(Kinrara) 31 145.3 0.463 1.913 2.67 
3. Avon(Delnashaugh) 31 232.3 0.440 1.050 2.25 
4. Spey(Boat Garten) 31 176.9 0.402 1.506 2.32 
5. Spey(Boat Brig) 30 472.9 0.353 0.953 1.97 
6. Spey(Invertruim) 30 106.2 0.494 1.517 2.42 
7. Dulnain(Balnaan) 31 80.3 0.220 0.658 1.55 
8. Spey(Grantowm) 31 249.5 0.322 1.068 1.95 
9. Dee(Woodend) 53 432.6 0.408 1.677 2.62 
10.1sla(Forter) 28 49.4 0.319 1.202 2.01 
1 l. Tay(Caputh) 31 803.1 0.256 1.111 1.82 
12. Tay(Ballsthie) 30 997.7 0.197 -0.155 1.37 
13. Tay(Pitnacree) 31 341.7 0.329 0.694 1.70 
14. Almond(Craigie) 28 102.7 0.339 -0.010 1.60 
15. Tweed(Peebles) 34 203.9 0.883 3.84 5.29 
16. Tweed(Dryburgh) 34 510.5 0.393 1.558 2.30 
17. Nith(Friarcarse) 26 446.4 0.240 0.822 1.56 
18. lrvine(Kilmamock) 66 76.6 0.343 3.172 2.96 
19. Kelv. in(Killermont) 35 81.6 0.202 0.764 1.57 
20. Clyde(Hazelbank) 27 284.0 0.302 1.312 1.81 
21. Clyde(Sills cly. ) 27 210.5 0.349 1.361 1.95 
22. Clyde(Blairston) 27 402.4 0.263 0.383 1.64 
23. Kelvin(Bridgend) 26 15.5 0.238 0.263 1.51 
24. Kelvin(Dryfield) 36 54.3 0.178 0.260 1.41 
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Table 2.4 Comparison of GEV/PWM and GI-/GLS based on EDF tests statistics 
calculated from individual annual maximum series, (see Table 2.3) 
AD cvm KS 
sr. no. GL GEV GL GEV GL GEV 
1. 0.52 0.52* 0.091* 0.093** 0.083 0.082 
2. 0.26 0.29 0.034 0.034 0.074 0.082 
3. 0.22 0.22 0.025 0.029 0.063 0.063 
4. 0.23 0.28 0.026 0.033 0.061 0.068 
5. 0.33 0.36 0.049 0.056 0.096 0.104 
6. 0.36 0.39 0.054 0.065 0.103 0.114* 
7. 0.33 0.33 0.043 0.045 0.073 0.068 
8. 0.32 0.40 0.043 0.058 0.097 0.104 
9. 0.7 1 ** 0.73** 0.109** 0.116** 0.081 0.082 
10. 0.24 0.25 0.037 0.046 0.085 0.079 
11. 0.47 0.47 0.068 0.067 0.087 0.107 
12. 0.62* 0.46 0.097* 0.071 0.117 0.100 
13. 0.70** 1.09*** 0.115** 0.186*** 0.135* 0.184*** 
14. 0.37 0.33 0.050 0.039 0.098 0.079 
15. 0.51 0.55* 0.074 0.089** 0.101 0.094 
16. 0.33 0.36 0.046 0.053 0.101 0.116* 
17. 0.21 0.23 0.024 0.031 0.064 0.076 
18. 0.39 0.43 0.052 0.059 0.080 0.098** 
19. 0.18 0.19 0.026 0.032 0.079 0.079 
20. 0.45 0.51 0.068 0.087* 0.080 0.097 
21. 0.41 0.44 0.068 0.082* 0.107 0.128* 
22. 0.27 0.24 0.035 0.033 0.074 0.062 
23. 0.62* 0.51* 0.102** 0.082* 0.125 0.116 
24. 0.31 0.28 0.046 0.040 0.071 0.075 
Significant at 10% 
Significant at 5% 
Significant at 1% 
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Individual data sets within a region 
Comparison of the fit of the GL and GEV distributions to individual 
data sets has been carried out using empirical distribution function (EDF) tests, 
namely the Kolmogorov-Smirnov (KS), Cramer-Von-Mises (CVM) and 
Anderson-Darling (AD) tests. The values of the test statistics AD, CVM and KS for 
the GL fitted by GLS and for the GEV fitted by PWM for the 24 individual data 
sets are shown in Table (2.4). The significance points for AD, CVM and KS for 
GEV and of AD for GL are the results of our own simulations which are discussed 
in chapter 4, while those of CVM and KS for GL are adapted from (Stephens 
1979). Note that these significance points apply specifically to the situation where 
the parameter values are estimated. 
From Table (2.4) it is clear that GL generally fits better than GEV to these 
individual data sets. The GL provides a better fit than the GEV at all except four of 
the sites. From Table (2.3) we note that these four are the sites with skewness less 
than 0.4. For both the AD and CVM tests the number of sites at which GL is 
rejected at the 10% level is not significantly more than the expected 2.4. For both 
the AD and CVM the number of sites at which the GEV is rejected at the 10% level 
is significantly more than the expected 2.4. Thus not only does the GL fit better 
than the GEV, but the GL fit is adequate while the GEV fit is not. 
Regional data 
Four distributions are compared in terms of their performance on the 
regional data described above. The four distributions to be evaluated are the GL 
GEV (fitted by ML), LN3 and P3 (fitted by the Kappenman (1985) method). The 
comparisons are reported in Table (2.5) using the EDF statistics AD, CVM and KS 
and also the RMSE (root mean squared error for scaled data). Significantly bad fits 
are indicated in the usual notation, using percentage points for AD, CVM and KS 
for the LN3 and P3 as adapted in Stephens(1974) and in Pettitt & Stephens (1983). 
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Table 2.5 
RMSE and EDF statistics for various distributions fitting 798 station years of 
grouped regional data. 
Distributions AD cvm KS RMSE 
GL/MLE 0.46 0.07 0.020 0.05 
GEV/MLE 1.07*** 0.16*** 0.028 0.09 
LN3/KAP 4.22*** 0.69*** 0.058 0.13 
P3/KAP 5.97*** 1.00*** 0.066 0.13 
*** Significant at 1%. 
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Fig-ure 2.4 GEV and GL fits to the regional data using 798 station years of record 
on an EV I reduced variate scale. Only the upper 50 data points are shown. 
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It is clear from the AD and CVM tests that not only does the GL fit the 
data markedly better than GEV, LN3 or P3, but that it is also the only distribution 
that fits the data adequately. The lack of significantly bad fits on the basis of KS 
test is evidence of the well known lack of power of this test relative to the others 
(Stephens, 1976). No significance tests have been applied to the RMSE, but the 
values indicate that GL is the distribution that best fits these data. It should be noted 
that Acreman and Sinclair (1986) found that the data of the whole region (including 
shorter records ornitted here) was not adequately fitted by either the GEV, TCEV or 
WAK distributions. 
The GEV and GL fits to regional data are shown in Figure (2.4) using 
an EVI reduced variate scale and only recording individually the largest 50 data 
points. The plotting position G=(i-0.35)/n as recommended by Hosking (1985) is 
used in producing this and other comparable figures. 
In examining the results it is clear that the GL curve lies much closer to 
the data than does the GEV curve. It is noteworthy that the GL growth curve is 
steeper than that for the GEV and thus is comparable to the growth curves reported 
by the Natural Environment Research Council (1975). 
Outliers. 
It is important to note that the largest flood in the data set summarized in 
Fig. (2.4) is markedly above the GL fitted curve and even further removed from the 
GEV curve and the other data points. Clearly this point should be regarded as an 
outlier. It specifically relates to a flow of 1079 m3 s- I on the river Tweed at 
Peebles on 7th January 1949. Although a clear outlier for the data set reported in 
this study, this flow was substantially lower than the flood reported at the same site 
on 12th August 1948 but not included in the data volume by NERC (1975). In 
order to examine the effect of outliers on the GL and GEV distributions the above 
analysis were repeated omitting the 1949 outlier. The resulting changes in 
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Table 2.6. 
Parameter estimates using ML for regional data: 
(1) with outlier included in the analyses 
(2) without the outlier 
Parameters 
abc 
Distributions 
GL1 0.9343 0.1654 -0.2042 
GL1 0.9384 0.1650 -0.1994 
ak 
GEVI . 25 . 84 -0.054 
GEV2 . 25 . 84 -0.030 
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Figure 2.5 GEV and GL fits to the regional data: (1) including; and (2) 
excluding one extrerne outher, using a logistic reduced variate scale. Only the upper 
49 data points are shown. 
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parameter estimates are reported in Table (2.6) and the associated changes in 
growth curves are demonstrated in Figure (2.5). The GEV shape parameter k is 
substantially reduced from -0.054 to -0.030 thus generating a flatter growth curve. 
In contrast the GL shape parameter c exhibits only a small decrease from -0.204 to 
-0.199 effecting a very slight change in the shape of the growth curve. We 
therefore conclude from this analysis that the GL is more robust than the GEV in 
dealing with outliers at the upper end of flood frequency series. 
2.5 REPRODUCTIVE PROPERTIES 
As discussed in the introduction, it is the reproductive ability of a 
chosen model which characterizes its performance in reproducing the basic shape of 
empirical flood frequency curves (Cunnane, 1986). We compare the GL with the 
GEV in terms of each distribution's ability to reproduce the variation in skewness 
inherent in the Scottish data set. This is undertaken via a series of Monte-Carlo 
simulations. In order to obtain equal lengths of records, the 24 annual maximum 
series were trimmed to yield non-overlapping sequences containing 26 years of 
record. In two cases (the River Dee at Woodend and the River Irvine at 
Kilmarnock) the original series were sufficiently long to yield two such sequences. 
This procedure thus generated a total data set of 26 annual flood sequences each of 
which was 26 years long. The skewness and the largest standardized ordered 
values Yn were calculated for each sequence. The CV of these 26 skewnessess and 
of Yn are shown in Table (2.7). The 26 sequences were then standardised by 
division by the appropriate mean for each sequence and pooled to form a single 
sequence of 676 years in length. Both the GL and the GEV were fitted to these 
pooled data by ML, the resulting shape parameter estimates being c= -0.203 for the 
GL and k=-0.052 for the GEV. Using these estimated parameter values a thousand 
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Table 2.7 
Coefficient of variation for skewness and for Yn 
for observed and 1000 simulated floods series. 
Yn SK 
Observed 0.352 0.785 
GEV 0.183 0.640 
GL 0.300 0.780 
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Figure 2.6 Observed distribution (dots) of skewness compared with the sampling 
experiment derived distribution for skewness for the GL (solid line) and GEV 
(dashed line). 
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series each 26 years in length were independently generated for each distribution. 
For each series the skewness and Yn were calculated together with their associated 
CV as reported in Table (2.7). It is clear from these results that the GL is far 
superior to the GEV in reproducing both the skew values and the size of the largest 
flood series. 
A similar experiment was conducted without trimming i. e. using the 
original records with lengths which varied between 26 and 66 years and with a 
modal value of 31 years. Using the regional parameter estimates from Table (2.6), 
a thousand simulated sequences 31 years in length were generated from each 
distribution. The resulting distributions of skewness and the largest maximum 
flood Yn are shown in Figures (2.6) and (2.7) together with those for the observed 
flood series (Versace et al., 1985). In such diagrams the separation effect is 
demonstrated by the tendency for the observed points to be above the curve for the 
simulated data sets. It is apparent from these figures that the GL is relatively close 
to the observed flood curve whilst the GEV is less satisfactory particularly at the 
upper extreme which is the part of the curve which is especially important in the 
calculation of design floods. 
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2.6 CONCLUSIONS 
In this initial appraisal of the GL distribution we have demonstrated that 
it has many properties well-suited for the modelling of flood frequency data. In 
terms of the four properties itemized in the introduction, the GL has consistently 
performed better than other candidate distributions, i. e. the GEV, TCEV, WAK, 
LN3 and P3. Specifically the GL is capable of reproducing the same degree of 
skewness typically present in the observed data [property (a)]. In a large data set it 
has also demonstrated that it is not unduly sensitive to the presence of an extreme 
outlier in the upper tail [property (b)]. Lastly the pdf, cdf and inverse cdf can also 
be expressed in relatively simple closed expressions. Hence the standard methods 
of parameter estimation on the three parameters can readily be implemented. In 
applying the GL to a variety of empirical data sets including both individual sites 
and regionally grouped sites, the distribution has performed extremely well. On the 
basis of EDF tests we have concluded: (i) that the GL provides a better fit than 
GEV for reasonably long flood series (> 24 years in length) at individual sites; 
and (ii) that it provides a better fit than GEV, LN3 and P3 on a regional basis. In 
the light of these results we commend the use of the generalized logistic distribution 
in flood frequency analysis and make some further appraisal of its potential in some 
of the following chapters. 
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CHAPTER 3 
LOCATION-INVARIANT PLOTTING POSITIONS 
FOR PWM ESTIMATION OF THE PARAMETERS 
OF THE GEV DISTRIBUTION 
Location-invariance is introduced in the context of the use of plotting 
positions in estimating, by the method of probability weighted moments, the 
parameters of the GEV distribution for flood frequency data. It is demonstrated that 
this is an important factor that should be taken into account in the selection of an 
appropriate plotting position, since otherwise the estimate of the shape parameter 
may not be independent of location. A location-invariant plotting position is derived 
for the GEV. It is also location-invariant for the GL distribution. 
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3.1 INTRODUCTION 
The most widely accepted distribution for describing flood frequency 
data from the U. K. is the General Extreme Value (GEV). It was introduced by 
Jenkinson (1955), and recommended by Natural Environmental Research Council 
(1975). It has probability density function (pdf), cumulative distribution function 
(cdf), and inverse distribution function as defined by the equations (1.2.4), (1.2.5) 
and (1.2.6) respectively. 
The theory of probability weighted moments and their application to 
estimating the parameters of extreme value and other distributions is now well 
developed. Hosking (1986) provides an excellent account of this topic. The 
probability weighted moment Ms, r, t of order s, r, t is defined by equation (1.3.2). 
The probability weighted moment Ml, r, O , of order l, r, O, is denoted by Pr- 
Sample estimates br Of Pr, can be obtained from the ordered sample values of 
annual maximum floods, x(i) , as 
br X(i) pil 
n 
where 
Pi 
(n+8) 
is a plotting position. Discussion of general considerations in the choice 
of values to be used for the constants y and 8 can be found in Cunnane (1978) and 
in Harter (1984). In estimating the parameters of the GEV, Hosking et al. (1985) 
equated sample estimates, br to their expected values ( for r--O, 1,2). The resulting 
equations involve the br in linear combinations 2 bl - bo, 3 b2 - bo and bo, and 
can be solved to obtain estimates of the shape parameter k, the scale parameter a, 
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and the location parameter g. The estimate of k is the solution of the non-linear 
equation: 
2 bl bo ) (1-2-k) 
3 b2 bo )- (1-3-1ý)- 
(3.1.1) 
From the definition of br it is obvious that multiplication of the ordered 
values x(i) by a constant will not change the value of 
(2bl -bo) i. e. the (3 b2 - bo ) 
estimate of shape is scale-invariant. Clearly it is undesirable that addition of a 
constant to the ordered annual maximum flood values x(i) should affect the value 
of the estimate of the shape parameter k since the shape parameter is itself 
unaffected by such a translation. 
The unsatisfactory situation that can arise when probability weighted 
moment estimation is used to fit the GEV distribution to a small sample can be 
illustrated by the following example. The data in Table (3.1) are taken from 
Acreman (1986) and are 16 annual maxima for the Annan at Brydekirk, 1967-1982. 
Applying PWM (Table 3.2), with plotting position (i-0.35)/n, as recommended by 
Hosking et al. (1985), to the raw data results in an estimate of k of -0.089. 
Applying the same method to data relocated by subtracting 250, results in the 
estimate -0.138. As we shall show later, this discrepancy of 0.049 between 
estimates of k is not out of line with what is expected for this size of sample. On the 
other hand , using the unbiased estimates of the probability weighted moments, 
where there is no plotting position involved, the estimate of k is -0.110, for either 
raw or relocated data. We note that not only is the estimate of k substantially 
affected by the change of location but so too is the estimate of scale. 
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TABLE 3.1 
Annual maximum flows in cumecs for the Annan at Brydekirk, 1967-1982. 
453.3 268.4 307.4 257.4 250.6 260.9 150.5 263.6 
256.3 214.5 474.0 308.5 285.7 256.1 306.5 390.2 
TABLE 3.2 
PWM estimates of parameters of the GEV distribution and of 100-year 
flood, x(O. 99), for the data in Table (3.1), with the probability weighted moments 
estimated in different ways. 
Estimated quantities 
Moments estimated via data cc 9 
plotting position (i-. 35)/n raw 62.24 252.2 
plotting position (i-. 35)/n raw - 250 52.98 255.1 
unbiased estimate raw 57.27 254.1 
X(0.99) 
-0.089 605.7 
-0.138 596.0 
-0.110 595.9 
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Much of the knowledge of the properties of PWM estimators for the 
GEV distribution has been gained by studying the results of simulations in which 
the location parameter takes the value 0, and the scale parameter takes the value 1, 
e. g. Hosking, Wallis and Wood (1985). However in most applications to flood 
frequency data, the location parameter takes large values, often between 2 and 6 
times the scale parameter. We raise the question of whether the conclusions drawn 
from simulations with ýt =0 can be validly applied to situations where ýt > 0. 
Certainly such conclusions would be valid if the estimator for k were location- 
invariant. 
3.2 A LOCATION-INVARIANT PLOTTING POSITION 
From equation (1.2.6) the inverse distribution function of the GEV 
distribution has the form 
X(F) =g+H [1 - (-log F)k] k 
Hence 
where 
and 
Pr -= E(XFr) =. E(Fr) + Cc Er for r=0,1,2 
1- (-lo: r F) 
kr (r+ 1) k_ r( 
Er : -- E[g -IF ]=1 
+k) for r=0,1,2 k k(r+ 1) k+I 
2p, - Po g[2E(F 
I E(F 
0+ 
(x(2E, - EO) 
3P2 - PO 
- 
ýt[M(F 
2) E(FO)l + a(3E 2- EO) 
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This expression takes the similar form for the GL distribution as well. 
Note that E0, EI and E2 are functions of the shape parameter k alone. Replacing the 
Dr by the sample estimates br , and the distribution function, F, by the plotting 
position pi, we obtain 
AA 
2b 1- bo g[2Ypi - 11] + (X (2E I- EO) 
A 3b b0A2-1: cc (3 E EO) 2 g[31pi j] + 2- 
In order for the estimate of the shape parameter k to be independent of 
the estimates of the location and scale parameters, it is necessary that 
2b, - bo 21pi - 11 
3b -b- 32] 2- 11 20 Epi 
, pi2 - yl are zero, this will be Altematively, if both 21pi - 11 and 3y 
sufficient to ensure that the estimate of the dimensionless shape parameter k is 
dimensionless, being free from the effects of change of location or scale, i. e. to 
ensure that k is location-invariant. 
I pi =I (i4, 'y)/(n+8) = n/2 
and E pi2 =If (i-i-y)/(n+8)) 2=n /3 (3.2.2) 
Solving (3.2.1) and (3.2.2) for y and 8 we find 
(-(n+l) + (n2 -1 )1/2))/2 (3.2.3) 
1 +27 (3.2.4) 
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TABLE 3.3 
Location-invariant plotting position, pi = (i+y)/(n+8) , for sample of n. 
n 10 15 20 30 40 50 70 100 
'Y -0.5251 -0.5167 -0.5125 -0.5083 -0.5063 -0.5050 -0.5036 0.5025 
8 -0.0501 -0.0334 -0.0250 -0.0167 -0.0125 -0.0100 -0.0071 0.0050 
TABLE 3.4 
Probable estimates of k, and of the 100 year flood, using the unbiased 
plotting position of Arnell et al. for samples of size 20. 
k Estimated value of k Estima ted 100 year flood 
when c is when c is 
1 2 4 0 1 2 4 
-0.3 -0.297 -0.294 -0.288 9.94 9.84 9.75 9.60 
-0.25 -0.250 -0.249 -0.247 8.65 8.63 8.60 8.55 
-0.2 -0.202 -0.204 -0.208 7.56 7.60 7.64 7.70 
-0.15 -0.157 -0.160 -0.168 6.64 6.72 6.80 6.94 
-0.1 -0.109 -0.116 -0.130 5.85 5.97 6.08 6.29 
-0.05 -0.063 -0.074 -0.093 5.18 5.33 5.48 5.75 
0.05 0.029 0.011 -0.022 4.11 4.30 4.49 4.84 
0.1 0.075 0.051 0.011 3.68 3.89 4.09 4.82 
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Note that neither (3.2.3) nor (3.2.4) involve the shape parameter k. 
Table (3.3) shows the values of y and 8 required for this location-invariant plotting 
position for different sample sizes n. This location-invariant plotting position tends 
towards the Hazen(1914) plotting position, (i-0.5)/n , as n becomes very large. It 
differs significantly from the (i-0.35)/n recommended by Hosking et al. (1985) and 
bears little resemblance to the unbiased plotting positions given in Amell et al. 
(1986), which show noticeable change with shape parameter k. 
With the same the values of y and 5 this location-invariant plotting 
position is invariant for PWM estimation for the generalized logistic and log- 
logistic distributions (Abmad, Sinclair and Werritty; 1988), since the equation to be 
solved for the shape parameter of the generalized logistic distribution includes the 
observations only in the form of the ratio (2 bl - bo )/(3 b2 - bo ). 
3.3 EFFECT OF CHANGE IN LOCATION ON OTHER 
ESTIMATORS 
We now explore the effect of change in location on the estimate of k, 
when the plotting position pi = (i+y)/(n+8) is used. We consider the case of a 
GEV distribution with location 0, and scale 1. Assuming that bo, bI b2 take their 
expected values, and that a constant c is added to each x value, the left hand side of 
equation (3.1.1) for the translated data becomes : 
(1-2-k) IF(I+k)/k +c(1+2y-8)/(n+8) (3.3.1) 
(1-3-k) r(l+k)/k +c(I-282+n(3+6y-48)+ 6y+ 6ý2 ) /(n+8)2 
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TABLE 3.5 
Probable estimates of k and of the 100 year flood, using the 
plotting position (i-0.35)/n, for samples of size 20. 
k Estimated value of k 
when c is 
1 2 4 
-0.3 -0.292 -0.284 -0.267 
-0.25 -0.242 -0.233 -0.217 
-0.2 -0.192 -0.183 -0.167 
-0.15 -0.142 -0.133 -0.117 
-0.1 -0.092 -0.084 -0.068 
-0.05 -0.042 -0.034 -0.019 
0.05 0.057 0.064 0.077 
0.1 0.107 0.113 0.124 
Estim ated 100 year flood 
when c is 
0 1 2 4 
9.94 9.70 9.47 9.05 
8.65 8.45 8.25 7.90 
7.56 7.39 7.22 6.92 
6.64 6.49 6.35 6.10 
5.85 5.73 5.61 5.40 
5.18 5.08 4.98 4.81 
4.11 4.04 3.98 3.87 
3.68 3.63 3.59 3.50 
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For example when n=20 and k=-0.2, with the plotting position (i-0.35)/n, 
the equation (3.3.1) takes the value (. 8656+ 0.015c)/(1.4304- 0.022c). When 
c--4, this appears to make a very modest difference to the ratio, increasing it from 
0.6051 at c--O to 0.6095. However, in solving (3.1.1), the difference between this 
ratio and the quotient log(2)Aog(3) = 0.6309 is involved. The result k= -0.167 for 
c=4, is noticeably different from k= -0.201 obtained when c=O. 
Now any estimated quantile, e. g. that of the hundred-year flood, x(F) 
with F=0.99, that is calculated using a biased estimator of k, will itself be biased. 
In the above example the effect of using k= -0.167 instead of k= -0.2 is to 
produce an underestimate, 6.92 for the hundred-year flood, the true value being 
7.56. In this instance the 8% error in x(O. 99) is not very serious. 
Consider the same example, with n=20 and k=-0.2, using the unbiased 
plotting position values of y= -0.23 and 8= -0.24 , taken from Table 3 of Arnell et 
al. Now (3.3.1) takes the value (. 8656+ 0.0395c)/(1.4304- 0.0660c). When c=4, 
this decreases the ratio to 0.60425. The resulting k= -0.208 is fairly near to -0.2. 
ne estimated hundred-year flood, 7.70, is fairly near to the true value, 7.56. 
Of course, in random sampling, bo , 
bl and b2 will deviate from their 
expectations so the estimates of k, and of any quantiles, will be subject to random 
variation as well as to bias due to lack of location-invariance. Table (3.4) shows, 
for samples of size 20, the change in estimate of k and of the hundred-year flood 
that is liable to arise when c is 1,2 or 4, using the unbiased plotting position values 
of Arnell et al, for a range of values of k. 
These results show that the effect of shift in location on the estimate of 
the shape parameter k increases with c, and varies with the value of k. It is 
unimportant for k smaller than -0.2, but assumes increasing importance as k 
becomes larger. In fact when k--O. 1, and c=4 the error in k can be almost 90% of 
its true value. The effect of shift in location on the predicted 100 year flood is 
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TABLE 3.6 
Probable estimates of k, using plotting position of Arnel et al., 
when c=4. 
Sample size 
5 10 15 20 30 40 50 70 100 
k 
-0.3 -. 334 -. 292 -. 286 -. 288 -. 290 -. 292 -. 293 -. 294 -. 296 
-0.25 -. 313 -. 257 -. 249 -. 247 -. 246 -. 247 -. 247 -. 248 -. 249 
-0.2 -. 296 -. 228 -. 211 -. 208 -. 203 -. 202 -. 201 -. 201 -. 201 
-0.15 -. 269 -. 195 -. 174 -. 168 -. 161 -. 157 -. 156 -. 154 -. 153 
-0.1 -. 255 -. 168 -. 142 -. 129 -. 119 -. 113 -. 111 -. 108 -. 105 
-0.05 -. 243 -. 144 -. 107 -. 093 -. 078 -. 071 -. 067 -. 061 -. 058 
0.05 -. 221 -. 091 -. 046 -. 022 . 002 . 013 . 021 . 
029 . 036 
0.1 -. 226 -. 070 -. 018 . 011 . 040 . 
054 . 064 . 074 . 
082 
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TABLE 3.7 
Probable estimates of x(O. 99), using the plotting position of Arnel et al., 
when c=4. 
Sample size 
5 10 15 20 30 40 50 70 100 
k X(0.99) 
-0.3 10.9 9.70 9.54 9.60 9.64 9.69 9.72 9.76 9.81 9.94 
-0.25 10.3 8.80 8.60 8.55 8.54 8.55 8.56 8.58 8.60 8.65 
-0.2 9.80 8.12 7.77 7.70 7.60 7.59 7.57 7.57 7.56 7.56 
-0-15 9.09 7.45 7.05 6.94 6.81 6.74 6.73 6.70 6.67 6.64 
-0.1 8.75 6.94 6.49 6.27 6.12 6.03 6.00 5.95 5.91 5.85 
-0.05 8.47 6.52 5.94 5.75 5.54 5.44 5.38 5.31 5.27 5.18 
0.05 7.99 5.72 5.12 4.84 4.58 4.47 4.38 4.31 4.24 4.11 
0.1 8.08 5.43 4.79 4.48 4.20 4.08 3.98 3.90 3.83 3.68 
57 
similar in character but less marked. When c=4, it ranges from an underestimate of 
3.5% at k=-0.3 to an overestimate of 31% at k=0.1. When k=O. l and c=4 the 
relative error in x(O. 99) is approximately 20%. 
Table (3.5) shows the change in estimate of k and of the hundred-year 
flood liable to arise when c=1,2 or 4, using the plotting position (i-. 35)/n, for the 
same values of k, and for samples of size 20. In this case the effect of shift in 
location on the estimate of the shape parameter k also increases with c, and varies 
with the value of k. It is important for all values of k, when c--4 the percentage 
error in the estimate of k varies from an under estimate of I I% at k=-0.3 to an 
overestimate of 70% at k=-0.05. The effect of shift in location on the predicted 100 
year flood is less marked. When c=4, it ranges from an underestimate of 9% at 
k=-0.3 to an underestimate of 5% at k---O. 1. 
Tables (3.6) and (3.7) show how the effect of lack of location- 
invariance, on PWM estimates of k and of the hundred-year flood, using the 
unbiased plotting position values of Arnell et al, changes with sample size and with 
value of k, when c=4. It should be noted that the effect is most severe at the 
smallest sample size, 5, and decreases as the sample size increases. The difference 
between actual and estimated k increases with k. This bias in the estimate for k is 
large for the majority of cases considered, and especially so for most n and positive 
k. The bias is acceptably small, (less than . 010), only in the top right hand third of 
the table. In the majority of cases the estimated value of the 100 year flood is larger 
than the true value. Again the discrepancy increases with the absolute size of k, and 
is more severe for smaller n. The bottom left hand comer contains 21 cases where 
the relative error exceeds 10% of the true 100 year flood. 
Tables (3.8) and (3.9) show how the effect of lack of location- 
invariance, on PWM estimates of k and of the hundred-year flood, using the 
plotting position (i-0.35)/n, changes with sample size and with value of k, when 
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TABLE 3.8 
Probable estimates of k, using plotting position (i-0.35)/n, when c=4. 
Sample size 
5 10 15 20 30 40 50 70 100 
k 
-0.3 -. 133 -. 228 -. 255 -. 267 -. 279 -. 285 -. 288 -. 292 -. 295 
-0.25 -. 078 -. 177 -. 204 -. 217 -. 229 -. 235 -. 238 -. 242 -. 245 
-0.2 -. 025 -. 126 -. 154 -. 167 -. 179 -. 185 -. 188 -. 192 -. 195 
-0.15 . 027 -. 076 -. 105 -. 117 -. 129 -. 135 -. 
138 -. 142 -. 145 
-0.1 . 077 -. 027 -. 055 -. 068 -. 080 -. 086 -. 
089 -. 092 -. 095 
-0.05 . 126 . 021 -. 007 -. 019 -. 031 -. 
036 -. 039 -. 043 -. 045 
0.05 . 220 . 115 . 088 . 077 . 
067 . 062 . 059 . 057 . 
055 
0.10 . 264 . 161 . 135 . 124 . 
115 . 111 . 108 . 106 . 
104 
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TABLE 3.9 
Probable estimates of x(O. 99), using the plotting position (i-0.35)/n , when c=4. 
Sample size 
5 10 15 20 30 40 50 70 100 
k X(0.99) 
-0.3 6.34 8.13 8.75 9.05 9.36 9.50 9.59 9.69 9.77 9.94 
-0.25 5.54 7.10 7.63 7.90 8.16 8.28 8.36 8.44 8.51 8.65 
-0.2 4.88 6.23 6.70 6.92 7.14 7.25 7.32 7.39 7.44 7.56 
-0.15 4.33 5.51 5.91 6.10 6.29 6.38 6.43 6.49 6.54 6.64 
-0.1 3.87 4.90 5.24 5.40 5.56 5.64 5.68 5.73 5.77 5.85 
-0.05 3.49 4.38 4.67 4.81 4.94 5.00 5.04 5.08 5.11 5.18 
0.05 2.90 3.57 3.78 3.87 3.96 4.00 4.03 4.05 4.07 4.11 
0.10 2.66 3.25 3.42 3.50 3.57 3.60 3.62 3.64 3.66 3.68 
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c=4. Again the effect is most severe at the smallest small sample size, 5, and 
decreases steadily as the sample size increases. The difference between actual and 
estimated k is always negative, and increases slowly as k increases. This difference 
is acceptably small (less than . 010) for only 18 cases at the extreme right of the 
table. The estimated value of the 100 year flood is always smaller than the true 
value, and again the problem is most severe at small sample sizes. The relative error 
is greater than 10% for most values of k when the sample size is 15 or less. With 
this plotting position the difference between actual and estimated k behaves more 
consistently than with that of Arnell et al. but is in general slightly larger. 
With either plotting position, and over a range of values of n and k of 
practical importance, the effect of lack of location-invariance on the estimated value 
of k is sufficiently large as to be worth avoiding. 
3.4 CONCLUSIONS 
The effects of the lack of location-invariance inherent in the use of 
commonly recommended plotting positions for PWM estimation of the GEV 
distribution are liable to produce seriously biased estimates of k, especially for 
shorter records. Consequently this may lead to bias in estimates of quantiles, 
including the 100-year flood, but these are less serious in relative magnitude. They 
cast doubt on the validity of the assumption that the results of simulations with 
g=0 will apply to situations where g>0. 
We hope that this work will stimulate a re-assessment of the criteria 
employed in choice of plotting positions, and of the relative usefulness of 
plotting-position based estimates of probability weighted moments, as opposed to 
the unbiased estimates 
br r 
)x(j) 
n-I 
r 
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CHAPTER 4 
GOODNESS OF FIT TESTS BASED ON 
EMPIRICAL DISTRIBUTION FUNCTION 
STATISTICS 
Tests of goodness of fit of the generalized extreme value (GEV) and 
the generalized logistic (GL) distributions based on the empirical distribution 
function (EDF) are described. Significance points for the Anderson-Darling and a 
modified Anderson-Darling test statistic, are obtained by simulation. For each of 
these distributions the unknown parameters are estimated from the sample data 
using probability weighted moments (PWM). Approximations for the probability of 
significance of these test statistics are provided. This enables assessment of GEV 
and GL flood frequency models for a hydrological region based on all the annual 
maximum series in the region. 
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4.1 INTRODUCTION 
An important problem in hydrology is the assessment of flood 
frequency models for fitting observed annual maximum flood series at a single 
gauging site or at many sites across a region. Such models are required to be skew 
and to have heavy tails. Relatively little attention has been paid to goodness of fit 
techniques in the flood frequency literature. This may be due to a long standing 
dissatisfaction with goodness of fit tests, in particular with the well known 
Kolmogorov-Smimov test (Cunnane 1986, NERC 1975). In fact several power 
studies have revealed EDF tests to be more powerful than other tests of fit for a 
wide range of sample sizes (Stephens 1976,1974). Until recently, satisfactory use 
of EDF tests has been difficult due to the lack of readily available tables of 
significance points for the case where the parameters of the assumed distribution 
have to be estimated from the sample data. The significance points that have been 
available are appropriate to the case where the parameters of the distribution are 
known. This case is referred to by Stephens (1974,1977) as Case 0. Such tables 
are of limited value in practice because the parameters of the distribution are seldom 
known. When the parameters are estimated (i. e. Case 3 of Stephens 1977) the 
critical values are considerably smaller than for Case 0. Thus the use of the Case 0 
critical values to assess the agreement of a theoretical distribution when parameters 
are estimated from the data may result in accepting fitted distributions that ought to 
be rejected. 
In general, when unknown parameters have to be estimated, particularly 
for finite sample sizes, percentage points can only be obtained by simulation. 
Recently these have been obtained for some two parameter distributions relevant to 
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hydrology, using maximum likelihood estimation (Stephens 1977, Pettit and 
Stephens 1983. ). However, in flood frequency analysis the three parameter 
generalizations of these distributions are more appropriate. The effect of various 
estimation methods, e. g. probability weighted moments, on the percentage points 
for Case 3 is not known and may well be substantial. Emphasis on testing single 
data sets has resulted in the significance points reported thus far being for only a 
few values in the upper tail. In order to assess the overall fit of a specific 
distribution for a number of catchments in a region, there is a need for an 
approximation to the distribution function of a test statistic over its whole range of 
values .A joint assessment can then be made by use of Fisher's statistic 
- 21log(pi), where (1 -pi) is the inverse cumulative distribution function (CDF) of 
the test statistic for the fit of the particular distribution to the annual maximum series 
at the ith of m gauging stations. Under the assumption of no cross-correlation 
between the sites, Fisher's statistic asymptotically has a chi-squared distribution 
with 2m degrees of freedom. Stephens (1976) showed that among the EDF tests 
the Anderson-Darling test is one of the most powerful, in contrast with the 
Kolmogorov-Smirnov test whose power is relatively low. Hence the Anderson- 
Darling test should provide better discrimination between distributions. 
In this chapter we consider the generalized extreme value (GEV) and the 
generalized logistic (GL) distributions whose parameters have been estimated by 
PWM. For a range of sample sizes we obtain by simulation significance points for 
goodness of fit tests of these distributions, both Anderson-Darling (1952) and 
modified Anderson-Darling tests. The results of these simulations suggest analytic 
approximations to the tails of these distributions. 
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4.2 DEFINITION OF TEST STATISTICS 
Empirical Distribution Function 
For a given annual maximum series xl, x2' ***' xn' over a period of n 
years, let x(l):: ' :. x(2):! ý ... ! ýx(n) denote the ordered flow magnitudes . The 
empirical distribution function (EDF), Fn(x), for given x is defined as 
(number of peak discharges not exceeding x) Fn(x) `n 
More rigorously 
Fn(x) ý-- 0x< X(J) 
Fn(x) =L x(i)!! ýx<x(i+j) i=l,..., n-1 n 
Fn(x) `1 x(n) :! ý x 
Thus Fn(x) is a step function which shows the proportion of the annual 
maxima that have not exceeded x. Let F(x) denote the cumulative distribution 
function (CDF) of a theoretical distribution for the data. A statistic which measures 
the discrepancy between Fn(x) and F(x) is termed an EDF statistic. D'Agostino 
and Stephens (1986) give a comprehensive review of such tests. 
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The Anderson-Darling Test Statistic 
Anderson- Darling (1952) introduced the class of test statistics defined 
by: 
00 
f 
[Fn (x) - F(x)] 
2 
(p(x)dF(X) 
-00 
(4.2.1) 
where (p(x) is a pre-assigned weight function. The particular case 
(p(x) = [F(x)(1-F(x))I-l is usually known as the Anderson-Darling test statistic and 
denoted by An 2. This statistic emphasizes discrepancies in both tails and should 
be powerful against alternatives in which Fn(x) and F(x) disagree near the tails of 
F(x). In flood frequency analysis such discrepancies are often of prime 
importance. 
For computational purposes, instead of (4.2.1) we use the equivalent 
form: 
An 2=-Y, ((2i-l)/n)(log(F(x(i)))+Iog(l-F(x(n-l-i)))) -n (4.2.2) 
where in our application F(. ) will involve estimated parameters. 
A Modified Anderson-Darling Test 
The An 2 statistic assigns equal weights to both tails of the distribution. 
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However design engineers are primarily concerned with estimates of flood 
magnitudes with return periods higher than 50 years. In such cases the interest is 
concentrated on the upper tail of the distribution. In consequence, we can modify 
the Anderson-Darling Test, using the weight function [1-F(x)]-l in equation 
(4.2.1) in order to give greater weight to the upper tail and hence we obtain: 
00 
AU 2=n 
r(Fn(x) 
- F(x)) 
2 
dF(x) (4.2.3) 
nj (I - F(x)) 
-00 
'0 
and the corresponding computing formula can be obtained by the mathod given in 
Anderson and Darling (1954). , would 
be: 
AUn 2= n/2 -2Y-F(x(i))-Y-[2-(2j-l)/n]log(l-F(x(i))) (4.2.4) 
A weight function [F(x)]-l would similarly give greater weight to the 
lower tail of the distribution and hence focus on the fit of the model to drought 
events. This statistic, ALn2 can alternatively be evaluated from those described 
earlier since 
An 2= ALn2 + AUn 2 (4.2.5) 
For the EV1 distribution Sinclair et al. (1987) have obtained 
approximations to the distribution of the modified version (4.2.3) both when the 
parameters are specified and when the parameters are estimated. AUn2 is of 
particular importance in flood frequency analysis because the meteorological 
process that generates a large flood in a normal year may be different from that 
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which generates a small annual maximum in an exceptionally dry year. It is more 
important to achieve a good fit to the upper tail of the distribution than to the lower 
tail when the objective is flood prediction. 
4.3 PWM ESTIMATION FOR THE GEV AND GL MODELS 
The GEV distribution recommended for British floods (NERC, 1975) 
has cumulative distribution function 
F(x) = exp(-(l-k(x-ýt)/(x)l/k) kA 
=exp(-exp(-(x-g)/a) ) k--O 
where ýL, (x, k are the location, scale and shape parameters respectively. The 
distribution is bounded by g+(x/k, above or below according as k>O or k<O . In 
calculating the test statistics (4.2.2) and (4.2.4) a sample estimate of F(x) requires 
estimation of the three parameters g, (x and k from the data. If this is done by 
PWM then, following Hosking (1985): 
ý=7.8590c+2.9554c2 , 
with c= (2Ml-Mo)/(3M2-Mo)-log2/log3 
hence &= ý(2M 1 -Mo)/(l -2-1ý)r(l 
0= MO-&(r(i +k)- I)lk 
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where the probability weighted moments 
Mt = lpilx(iýn t--O, 1,2 
are evaluated at plotting positions pi = (i-. 35)/n . 
The GL distribution generalizes the Log-logistic (LLG) distribution 
(Ahmad. et al. 1988) in the same manner as the GEV generalizes the extreme value 
distribution (Hosking, 1986). Compared to other conventionally used distributions 
for describing flood behaviour the GL has certain desirable properties as discussed 
in chapter 2. The cumulative distribution function of the GL from equation (2.2.2) 
can be written as 
F(x)=1/(l +(l-c(x-a)/b) 1/c) CA 
= 1/(l+exp(-(x-a)/b)) C--o 
where a, b and c are the location, scale and shape parameters respectively. The 
distribution is bounded by a+b/c above or below according as c>O or c<O . 
'Me merits of alternative methods of estimation for this distribution have 
not yet been extensively studied. However, PWM is computationally simple and 
has been found to be satisfactory for other distributions such as GEV (Hosking et 
al. 1985b) and Wakeby (Landwehr and Matalas1979). Hence PWM estimation is 
used below, although in practical experience with several data sets we found in 
section 2.3 the Generalized Least Squares to have advantages in fitting this 
distribution. The PWM estimates of the parameters of the GL are obtained as 
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follows by replacing the PWMs by their sample estimates in equations (2.3.2), 
(2.3.3) and (2.3.4) respectively. 
-10 c (3-2(n. -3m2)/(mo-2ml)) 
where mt YO-Pi)tx(iýn for t---O, 1,2 
and pi (i- (n+l)/2+(4(n2-l))/2) /(4(n2-l)) 
is the location invariant plotting position, Sinclair and Ahmad (1988). 
A Whence (rno-2ml)/A(1, C) 
A= A))/A 
and a mo-ý(I-A(l Cý 
where A(l, c) = IF(l-c)]F(l+c) = 
71 c 
sin(7Ec) 
PWM estimates are occasionaUy infeasible in the sense that the estimated 
lower bound is greater than the smallest observation or the estimated upper bound 
is smaller than the largest observation. In the simulations given in the next section 
such cases were dealt with by a modified PWM method. This entailed setting either 
the smallest observation equal to the expected value of the smallest order statistic for 
c<O or the largest observation to the expected value of the largest order statistic for 
C>O. 
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4.4 APPROXIMATING THE SIGNIFICANCE PROBABILITY 
The distribution of each test statistic, in the case where all the 
parameters are estimated, was investigated by Monte-Carlo methods. For the GEV 
distribution five thousand samples were obtained for each of the sample sizes 
10,15,20,25,30,35,40,50,100. For each sample size the location and scale 
parameters were set equal to 0 and I respectively. The five thousand samples 
comprised one thousand at each of the five values of the shape parameter, 
-0.2, -0.1,0,0.1,0.2. The results for each sample size were summarized by 25 
empirical quantiles. The dependence of the tail area probability p on the sample size 
and on the magnitude of the test statistic was investigated. Several mathematical 
functions were investigated as possible descriptions of the behaviour of p, and the 
following found to be best. 
The tail area probability p(A2) for the Anderson-Darling test statistic A2 
can be approximated as 
p(A2) = sin2(h(A2)) 
where, for sample size n: 
h(A2) =-1.128 + 0.5708A2 - 0.1867/(A2)3/2 + 0.8145/A2 - 0.0737A2/ýn 
+ 0.1399/(A2ýn) 
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Table 4.1 
Critical values of Anderson-Darling test for GEV 
for Case 3, when the parameters are estimated 
p . 50 . 25 . 15 . 10 . 05 . 01 
n 
10 . 293 . 389 . 457 . 511 . 605 . 900 
15 . 285 . 380 . 447 . 499 . 592 . 867 
20 . 281 . 374 . 441 . 493 . 584 . 849 
25 . 277 . 371 . 436 . 488 . 579 . 837 
30 . 275 . 368 . 433 . 485 . 575 . 828 
35 . 273 . 366 . 431 . 482 . 572 . 822 
40 . 272 . 364 . 429 . 480 . 569 . 816 
50 . 269 . 361 . 426 . 477 . 565 . 808 
100.263 . 355 . 419 . 469 . 555 . 789 
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Table 4.2 
Critical values of Modified Anderson-Darling test for GEV 
for Case 3, when the parameters are estimated 
p . 50 . 25 . 15 . 10 . 05 . 01 
n 
10 . 1348 . 1794 . 2110 . 2350 . 2749 . 3594 
15 . 1322 . 1775 . 2092 . 2338 . 2750 . 3669 
20 . 1306 . 1761 . 2080 . 2330 . 2752 . 3722 
25 . 1294 . 1751 . 2072 . 2324 . 
2752 . 3764 
30 . 1286 . 1744 . 2066 . 2320 . 2753 . 3797 
35 . 1279 . 1738 . 2062 . 2317 . 2754 . 
3826 
40 . 1274 . 1734 . 2058 . 2314 . 2754 . 
3850 
50 . 1266 . 1726 . 2052 . 2310 . 2755 . 3891 
100 . 1245 . 1708 . 2037 . 2299 . 2756 . 4016 
73 
Similarly, writing M for the modified Anderson-Darling test statistic AU2, we have 
p(M) = sin2(h(M)) 
where h(M) =-0.9349 + 0.9939M - 0.0541 1/M3/2 + 0.3476/M 
- 0.7785Mfin + 0.05715/(M4n) 
For both of the above approximations the root mean squared error is 0.004. 
Smoothed significance points for various levels and sample sizes, using the above 
equations, are shown in Tables (4.1) and (4.2). 
An independent simulation was conducted for the GL distribution with 
the shape parameter taking values -0.35,425,415,405 in order to cover the 
same range of skewness as for the GEV. The values of the location and scale 
parameters were again set to 0 and I respectively. Four thousand simulations were 
performed, for sample sizes 10,15,20,25,30,35,40,50 and 100. Approximations 
for the Anderson-Darling and the modified Anderson-Darling tests were obtained in 
the same form as above: 
p( A2 )= sin2(h(A2)) 
where 
h(A2) =-0.81722 + 0.44477A2 - 0.169054/ (A2)3/2 + 0.74565/A2 
- 0.583A2/ýn + 0.043/(A2ýn) 
and 
p(M) = sin2(h(M)) 
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Table 4.3 
Critical values of Anderson-Darling test for GL 
for Case 3, when the parameters are estimated 
P . 50 . 25 . 15 . 10 . 
05 . 
01 
n 
10 . 293 . 397 . 469 . 525 . 617 . 808 
15 . 293 . 400 . 476 . 536 . 
637 . 870 
20 . 293 . 403 . 481 . 543 . 651 . 925 
25 . 294 . 404 . 484 . 549 . 662 . 978 
30 . 294 . 405 . 487 . 553 . 671 1.04 
35 . 294 . 406 . 489 . 556 . 678 1.12 
40 . 294 . 407 . 491 . 559 . 
683 1.22 
50 . 294 . 409 . 493 . 563 . 693 1.20 
100 . 295 . 412 . 500 . 575 . 721 1.15 
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Table 4.4 
Critical values of Modified Anderson-Darling test for GL 
for Case 3, when the parameters are estimated 
P . 50 . 25 . 15 . 10 . 
05 . 01 
n 
10 . 1439 . 1985 . 2374 . 2678 . 3186 . 
4258 
15 . 1433 . 1994 . 2400 . 2724 . 
3281 . 4576 
20 . 1429 . 1999 . 2417 . 2754 . 
3346 . 4847 
25 . 1426 . 2003 . 2429 . 2776 . 3395 . 
5104 
30 . 1424 . 2006 . 2438 . 2793 . 3434 . 5369 
35 . 1422 . 2008 . 2445 . 2806 . 3466 . 
5674 
40 . 1421 . 2010 . 2451 . 2817 . 
3493 . 6122 
50 . 1419 . 2013 . 2461 . 2835 . 
3537 . 6557 
100 . 1414 . 2020 . 
2486 . 2883 . 3662 . 6259 
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where h(M) =-0.65128 + 0.69355M - 0.050615/M 
3/2 + 0.3228/M 
- 1.0639NV4n + 0.031463/(Mýn) 
The values of root mean squared error for the above approximations are 
0.0075 and 0.0062 respectively. Smoothed significance points for various levels 
and sample sizes, using the above equations, are shown in Tables (4.3) and (4.4). 
The error in the fitted tail area has two components, the difference 
between the true tail area and the simulated values, and that between the simulated 
and the fitted values, and at the worst these will combine in quadrature. Tbus in the 
case of A2 for GEV, at p=0.05 the standard error of the fitted p is no more than 
0.0054 (amalgamation over 5 shapes provides a sample size of 5000). However it 
is hoped that smoothing over sample size will reduce the difference between fitted 
and true values, at least in the body of the table. 
4.5 EXAMPLES 
Single Site Assessment 
The GEV and GL were fitted to a data set comprising an annual 
maximum series of 31 records from a catchment in Scotland. Assessment of the 
goodness of fit of each distribution was made using the Anderson-Darling and 
modified Anderson- Darling tests. The basic data and the values of the test statistics 
are presented in Table (4.5). The flow data, standardized by their mean, are plotted 
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Table 4.5 
Example Data Set and test statistics. Annual maximum series in cumecs 
for specified periods. 
River TAY at PITNACREE: 1952-1982. 
334.6,373.1,439.7,581.9,493.9,373.1,237.2,251.7,243.4,256.0,522.3, 
256.0,215.3,327.1,445.6,416.8,266.8,273.4,223.1,272.3,249.6,254.9, 
559.9,241.3,258.7,266.4,461.3,495.1,229.4,320.5,453.5 
probability weighted moments 
mean ml m2 Ml M2 
341.7 138.90 84.61 202.84 148.55 
Values of 
test statistics 
A2 AU2 
GEV 1.089 0.472 
GL 1.319 0.587 
Critical values for case 3 
at the 1% level 
A2 AU2 
0.827 0.380 
1.050 0.542 
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Figure4l The GEV and GL distributions fitted to standardised flow, for the River 
Tay at Pitnacree (1952-1982) using PWM estimation. 
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against the EVl reduced variate along with the fitted GEV and GL growth curves 
for the river Tay in figure (4.1). 
The Anderson- Darling test statistic for the GEV distribution takes the 
value 1.089. Inappropriate use of Case 0 would lead to acceptance of this 
distribution at the 25% level, the 25% point of A2 being 1.248, (see page 105, 
D'Agostino and Stephens 1986). However it is evident from figure (4.1) that the 
GEV does not fit the data points particularly well. More appropriately, using Case 
3, this distribution is rejected at the 1% level, the 1% point of A2 being 0.827. 
The Anderson-Darling test statistic for the GL distribution takes the value 
1.319. Inappropriate use of Case 0 would lead to acceptance of this distribution at 
the 15% level, the 15% point of A2 being 1.610. However it is evident from figure 
(4.1) that the GL does not fit the data points particularly well. More appropriately, 
using Case 3, this distribution is rejected at the 1% level, the 1% point of A2 being 
1.040. 
It is clear from figure (4.1) that the fit for both distributions is even more 
unsatisfactory in the upper tail than in the lower. Applying the modified Anderson- 
Darling test, both distributions are accepted at the 25% level using Case 0, the GEV 
value of 0.472 and the GL value of 0.578 being both less than the critical value of 
0.620. However, using Case 3, both distributions are rejected at the 1% level, since 
the GEV value exceeds 0.380 and the GL value exceeds 0.542. 
If interest in this data set was as part of a regional analysis, the Anderson- 
Darling p-values 0.0074 for GEV and 0.0082 for GL confirm that neither provides 
a good fit. The corresponding modified Anderson- Darling p-values 0.0035 for 
GEV and 0.0082 for GL corroborate this, with greater emphasis on the upper tail. 
Thus in these situations it is evident that use of Case 3 percentage points 
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leads to a decision about the goodness of fit that is in line with the graphical 
evidence. The Anderson-Darling and other EDF tests are eminently suitable for use 
on data sets of the size commonly encountered in flood-frequency analysis, but it is 
important that they be used properly, with reference to percentage points for the 
appropriate Case. 
Regional Assessment 
Differences between Case 0 and Case 3 will also affect the 
interpretation of regional assessments in which the ability of a distribution to fit the 
data for the different catchments within a region is tested. 
In order to illustrate the use of Fisher's statistic for the regional 
assessment of a distribution on several catchments simultaneously, we consider as 
an example Hydrometric region number 85 in Scotland (NERC, 1975), consisting 
of four catchments along the rivers Leven, Endrick, Falloch and Luss. We use 
annual maximum flood data from Acreman(1986). To each of these catchments, the 
GEV and GL distributions were fitted. The values of the EDF test statistics A2, 
AU2 and their levels of significance are presented in Table (4.6) along with 
individual X2 contributions. The values of Fisher's statistic, assuming no cross- 
correlation between the sites, are given in the last column of the same Table. It is 
evident from these values that the GEV distribution is rejected at the 5% level by 
both the Anderson Darling and the modified Anderson Darling tests. On the other 
hand the GL distribution is accepted at the 10% level by both tests. Clearly both 
tests are effective in discriminating between the distributions even for a region with 
as few as four catchments. The assumption of no cross-correlation between nearby 
sites such as these is hard to justify. In fact out of the 46 events in the four data 
sets, there are 8 pairs that occur either on the same day or on adjacent days, and 
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Table 4.6 Various statistics for regional assessment of four catchments. 
LEVEN ENDRICK FALLOCH LUSS Fisher's 
(Linnbrane) (Gaidrew) (GlenFalloch) (Luss) statistic 
n8 19 12 7 
A2 0.5554 0.4884 0.6841 0.3523 
p(A2) 0.0759 0.1044 0.0278 0.3493 
GEV X2(A2) 5.16 4.52 7.16 2.10 18.94 
AU2 0.2415 0.2259 0.3051 0.2134 
p(AU2) 0.0905 0.1126 0.0293 0.1486 
x 2(AU2) 4.80 4.37 7.06 3.81 20.04 
A2 0.4513 0.3635 0.5820 0.2926 
p(A2) 0.1654 0.3216 0.0688 0.4990 
GL X2(A2) 3.60 2.27 5.35 1.39 12.61n. s 
AU2 0.1906 0.1882 0.2601 0.1725 
p(AU2) 0.2758 0.2883 0.1135 0.3495 
X2(AU2) 2.58 2.49 4.35 2.10 11.52n. s. 
significant at 5%. n. s. not significant at 10% 
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therefore could correspond to a common storm event. This will affect the chi- 
squared analysis in a rather complex way. However the results of an analysis that is 
restricted to independent events are similar to those reported in Table (4.6). 
4.6 CONCLUSIONS 
The Anderson-Darling and modified Anderson Darling tests are an 
attractive and powerful means of assessing goodness of fit of flood frequency 
models. In order to achieve the intended significance level when parameters are 
estimated, it is important to use the appropriate critical values for Case 3, instead of 
Case 0. For the GEV and the GL models the critical values for Case 3 are smaller 
than for Case 0 by a factor of more than three. Approximate formulae for the 
distribution function enable these test statistics to be used for regional assessment of 
GEV and GL by taking several annual maximum series simultaneously. Note that 
this regionalization approach does not rely on standardizing the individual flood 
series by any of the at-site statistics. 
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CHAPTER 5 
EFFECT OF AT-SITE STANDARDIZATION ON 
REGIONAL FLOOD FREQUENCY ESTIMATION 
The effect of at-site division by index mean on the regional flood 
frequency estimation using the generalized extreme value (GEV) distribution is 
investigated, both for a variety of synthetic regions in a Monte-Carlo study and for 
a number of geographical regions of observed flood series. It is shown that 
standardizing by at-site mean, in order to pool several individual flood series across 
a hydrological region into a single series, can lead to more than 30% under- 
estimation of the shape parameter and can introduce separation of skewness in 
observed and simulated floods. These effects are particularly evident when the ratio 
of location to scale for individual series shows noticeable variation, e. g. from 2 to 
6. An alternative two parameter standardization by at-site estimates of location and 
scale parameters is suggested. It offers significantly improved estimation of the 
regional shape parameter, allows pooling basins with heterogeneous coefficients of 
variation and reduces the separation effect. 
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5.1 INTRODUCTION 
Recent work on flood frequency analysis heavily inclines towards the 
development and appraisal of regionally derived flood quantile estimates. Such 
estimates are thought to be more reliable and stable because of the increase in 
sample size achieved by pooling the individual flood series for a region. Regional 
estimates are also popular as a means of transferring flood information to sites with 
little or no data. The nature of at-site annual maximum flood series within a spatial 
region varies according to changing physical and climatic conditions, and this gives 
rise to several problems for regional estimation techniques. Among the more 
important of these problems are standardization and regional hotnogeneity. 
The index flood method of regionalisation (Dalrymple, 1960) is widely 
recognized and frequently used in practice (NERC 1975, WEC 1982, Beable & 
McKercher 1982 etc. ). Greis and Wood (1981) suggested a modification to the 
index flood method, based on regionally averaged standardized probability 
weighted moments. Hosking et. al. (1985) extended this approach by introducing 
a GEV/PWM regionalization algorithm. An essential first step in all these index 
flood type methods of regionalisation is the at-site standardization of flood data 
with different magnitudes, variabilities and asymmetries. The usual practice is to 
standardize the data at each gauging station by the site mean i. e. to 2ý- = xjR. It is 
then assumed that, except for scaling factor, all moments of order higher than one 
are identical at all the sites in a region. Such an assumption is clearly unreasonable 
and is almost certainly not completely true in practice. However, due to the lack of 
long flow records at the sites under investigation, this assumption is regarded as a 
reasonable compromise. Wallis (1982) recognized that the distribution of xi/K 
could have substantially smaller coefficient of skewness and kurtosis than exhibited 
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by the individual data sets. In other words the division by mean introduces a 
considerable degree of separation of skewness in the regional and individual data at 
the very initial stage. Stedinger (1983) noted that division by mean produced 
intrinsically distorted estimation of the regional flood frequency curves. He 
proposed division by at site geometric mean instead of arithmetic mean. NERC 
(1975) recommended that, in the presence of outliers, the estimate of mean should 
be replaced by an empirically derived multiple of the sample median. This 
standardization is termed as arithmetic mean/weighted median. It was used in the 
Flood Studies Report and was later adopted by Acreman & Sinclair (1986) with an 
appropriate multiplying factor for Scotland. Acreman & Werritty (1987) carried out 
several simulation experiments in order to compare the effect of three types of 
standardization :- division by (1) True mean (2) geometric mean and (3) Arithmetic 
mean/weighted median; on the estimation of regional growth curves. They 
concluded that all three methods resulted in persistent underestimation of the 
regional flood frequency curves. The distribution that they assumed as the 
underlying flood distribution was the two parameter lognormal. For three parameter 
distributions even worse underestimation could be expected. 
Such underestimation of the growth curve has been attributed to inter- 
station correlation. Hosking & Wallis (1985) assessed the effect of spatial 
dependence among some British flood series on GEV/PWM regional estimation. 
They reported that the inter-site dependence did not affect the bias of quantiles. 
We suggest that the single index flood standardization plays a significant part in 
producing bias in the estimation, particularly when a three parameter distribution is 
used. 
In this chapter we discuss the role that a standardization should play, the 
difficulties associated with the estimation of regional shape parameter using a single 
index flood standardization by at site mean and propose a two parameter 
standardization, using at-site estimates of location and scale parameters, and 
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investigate its performance. 
5.2 TWO PARAMETER STANDARDIZATION 
Before proposing any standardization method it is desirable to outline 
the objectives that are to be achieved by standardizing flood data and the methods 
of assessing the extent to which a particular standardization technique has achieved 
these objectives. 
In general terms, standardization is done, with the aim of bringing into 
sharper focus the parameters of prime interest, by eliminating the effect of other 
nuisance parameters. For example, when the data sets under study are 
symmetrically distributed, their distribution might be completely specified by mean 
and variance. In this case if our interest lies in variance, the individual data sets can 
be pooled to estimate the variance after making their means homogeneous by 
subtracting their corresponding means. The important point to note here is that 
when the means of the samples differ significantly, it is wrong to pool them and 
treat the pooled sample as a single sample to estimate the variance. Similarly if the 
distribution of the data sets involves three parameters, the individual data sets can 
only be pooled to estimate a parameter of interest if the features described by the 
other two parameters are homogeneous. The frequency distribution of annual flood 
maxima is usually characterized by three parameters namely location, scale and 
shape. The estimates of each of these parameters may vary greatly from one 
catchment to an other. An example of the extent of this variation that can occur in 
practice is shown in Figure 5.1. In this figure the ratio of location to scale 
parameters is plotted against the corresponding estimate of the shape parameter of 
the GEV distribution. These estimators are obtained from 168 catchments from 
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Scotland and England(NE &NW) having at least 15 years of record at each site. 
These catchments belong to FSR geographic regions 1,2,3 & 10 (Figure 6-1). 
Heterogeneity in the ratio of location to scale parameters is an indicator of 
heterogeneity in either location or scale or both. The location/scale ratio is 
associated with the coefficient of variation. Wiltshire (1986) notes that the FSR 
geographic regions are not homogeneous in coefficient of variation and that it is 
difficult to obtain such homogeneity in regions constructed from catchment 
characteristics. More recently, however, using several regionalization methods, 
Lettenmaier et al. (1987) conclude that, for the GEV distribution, index flood 
methods are relatively insensitive to modest regional heterogeneity in the coefficient 
of variation . 
Moreover the method which regionalizes the shape parameter by 
applying at-site PWMs of order zero and one is advantageous for regions with 
high values of regional mean coefficient of variation. 
In regional flood frequency estimation, the primary interest is to 
improve the shape of the regional growth curves by making use of increased 
information. The parameter of fundamental concern would thus be the shape of the 
assumed flood distribution. The task of a standardization technique should 
therefore be to control the variation due to location and scale parameters by 
ensuring that the at-site ratio of location to scale parameter estimates becomes 
homogeneous within a region under study. Only when are the individual data sets 
functions of shape parameter alone, i. e. dimensionless, and only when the data sets 
have a common shape can they be satisfactorily pooled without distorting the shape 
of the regional growth curves. It should be noted that, if the at-site ratios of location 
to scale show significant variation, the individual flood series can neither be 
compared in terms of the shape parameter nor pooled for a common shape 
parameter estimate over a region. The question of whether standardization by a 
single index flood statistic, e. g at-site mean, can control the variation due to 
nuisance parameters in the case of a three parameter distribution, can be answered 
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by considering the GEV distribution. The mean of this distribution is function of 
aH the three parameters i. e. 
E(x)=ýi+(a/k)r(l+k). 
Clearly division by mean can not eliminate the effect of both location 
and scale parameters. Although it alters their individual magnitudes it has no effect 
on the location to scale ratio and hence does not play any role in controlling their 
variations. Any heterogeneity in location to scale ratio within a region is unaffected 
by this standardization. Consequently the distribution of the pooled data can by no 
means be relied on to have the same shape as that found at individual sites. This 
invalidates inference from the regional flood estimate to at-site estimates by 
backward transformation J. e. by multiplying the regional estimates by the at-site 
estimate of mean. A similar argument can be advanced to deny the utility of any 
single parameter standardization for any distribution with separate parameters for 
location, scale and shape. 
However a two parameter standardization may be able to achieve the 
desired objective. When the distribution f(x; g, (x, k) of a random variable X that 
involves location and scale parameters g and a incorporates them in the form 
(x-ýL)Ax, it can be reduced to a function of the shape parameter (k) alone by 
transforming the model by z=(x-g)/a with Jacobian J=cc where z is the 
standardized variable and f(z; k) the standard model. 
We consider here the standardization of the GEV distribution but the 
same argument also applies to other flood distributions such as loglogistic, 
generalized logistic, lognormal etc.. The GEV distribution has the probability 
density function 
f(x; ýL, cc, k) = (1/cc)[1-k(x-ýL/ccll/k-lexp(- [1-k(x-ýL)/cc]l/k) 
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'Me transformation. z=(x-g)/cc would standardize the above model as 
f(z; k) = (1-kz)l/k-lexp(- (1-kz)l/k) 
The properties of this model are evidently a function of the shape 
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parameter k only . In practice g and (x must be replaced by their estimates ý1 and ot 
of course. The dissipation of at-site information into estimation of two parameters 
instead of one is a drawback of this method. This can be overcome by having a 
slightly longer run of data, and in many instances the passage of time will take care 
of this. 
The effect of both one parameter and two parameter standardizations on the 
estimation of a regional shape parameter is illustrated in the examples below. 
5.3 EXANWLE OF A REAL REGION 
Three catchments from FSR geographic region number 3 (North East of 
England) on the rivers North Tyne at Barrasford, Don at Hadfields Weir and Ouse 
at Slelton Railway Bridge, are taken to illustrate the pattern of separation of the 
individual growth curves from the pooled curve due to the at-site standardization. 
The estimates of the parameters of the GEV distribution for individual data sets and 
for the pooled data after both types of standardization are given in Table (5.1), 
along with Anderson-Darling (A2) and Modified Anderson-Darling (AU2) goodness 
of fit statistics . The individual 
data sets have very diverse location to scale ratios 
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Table5.1: Parameter estimates and goodness of fit statistics for example data set. 
number river sample parameters estimates goodness of fit 
(site) size 9 cc k A2 A2(u) 
1: North Tyne (Barrsford) 17 
2: Done (Hadfields Weir) 23 
3: Ouse (Skelton Bridge) 37 
432.05 60.84 -0.212 0.324 0.165 
75.34 31.74 -0.167 0.438 0.191 
8.29 2.86 -0.185 0.160 0.079 
4: Pooled 77 0.803 0.272 -0.131 0.229 0.121 
(standardised by mean) 
5: pooled 77 0.027 1.000 -0.172 0.261 0.104 
(two parameter 
standardization) 
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but have rather similar shapes with relatively long tails. ne values of A2 and A,, 2 
indicate that both the individual and the pooled data sets are quite well fitted by the 
GEV distribution. A point to notice in Table (5.1) is that the estimate of the shape 
parameter for the combined data standardised by division by the at-site mean is not 
in the interval covered by the estimates of the individual data sets. However for the 
two parameter standardization the estimate of the shape parameter for the combined 
data is within this interval and is close to the average of the individual values. This 
demonstrates the validity of the claim by Wallis (1982) that the distribution of the 
pooled data standardised by division by at-site mean has substantially smaller 
skewness than that in the individual data sets. The fitted growth curves for the 
individual catchments and for the pooled data obtained by standardization using the 
at-site mean are shown in Figure 5.2. The fitted growth curves for the individual 
catchments and for the pooled data using the two parameter standardization are 
shown in Figure 5.3. A comparison of Figures 5.2 and 5.3 reveals that the shape 
of the pooled curve departs significantly from the individual curves in Figure 5.2 
but lies close to the individual curves in Figure 5.3. From this we conclude that the 
data combined by two parameter standardization retains the shape of its constituent 
components. T'his suggests that the two parameter standardization may result in an 
improvement in the estimation of the shape of a regional growth curve as a result 
of increase in the amount of coherent information. On the other hand the data 
amalgamated as a result of standardizing by the at-site mean may be incoherent and 
hence lead to a distorted estimate of shape. 
5.4 EXAMPLES OF SYNTHETIC REGIONS 
For real data sets the true growth curves are unknown, and hence it is 
not possible to assess the discrepancies in the estimation of a regional shape 
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parameter due to different standardizations. This problem can be overcome by 
studying simulated data. However this requires an arbitrary choice of two key 
elements namely, an underlying flood distribution for data generation and a method 
of fitting the chosen distribution to the generated data. Thus the effect of 
standardization can only be examined in the context of a particular distribution and 
estimation method. The choice of underlying flood distribution is a very delicate 
problem and has been the subject of much discussion in flood frequency literature. 
Despite its disadvantages given in chapter 2, and because no other model has yet 
gained general acceptance, we take the generalized extreme value (GEV) 
distribution as underlying flood model. This distribution has been specifically 
recommended for British streams ( NERC, 1975). Its distribution function as 
defined by equation (1.2.6) has the form 
F(x) = exp(-(l-k(xjt)/cc)l/k) for kýO 
= exp(-exp((x-g)/cc)) for k=O 
where g, (x, k are location, scale and shape parameters respectively. This 
distribution has a fixed bound (ýt+(x/k) from above if k>O and from below if k<O. 
Fig 5.1 reveals that the shape parameter k can take values from -. 5 to +. 5 in 
practice but the case k<O is usually considered to have greater applicability in flood 
hydrology. 
The probability weighted moments (PWM) method of estimation is at 
present popular among hydrologists. This method has been shown to perform 
better than the other methods in the case of the GEV distribution, particularly for 
small samples (Hosking et al. 1985). Although Acreman and Sinclair (1986) 
advocate the use of maximum likelihood (ML) for regional estimation because the 
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ML method has several merits when applied to large samples, for the sake of 
uniformity we use the PWM method to estimate the parameters both for single site 
data and for regional data sets. In estimating the parameters of the GEV 
distribution, sample estimates (br) of the probability weighted moments Mlr, o of 
order l, r, O, (for r=0,1,2) as defined in section 1.3, are employed. Hosking et 
al. (1985) recommended br=Y-x(i)pir/n where pi is the plotting position usually 
taken as pi=(i-. 35)/n. In chapter 3 we discussed the problems associated with this 
plotting position and reported that it tends to under estimate the shape parameter. 
We introduced a location invariant plotting position or alternatively recommended 
the use of unbiased estimates of probability weighted moments defined as br = 
i-1 n-1 ). Therefore we estimate the parameters of the GEV distribution (1/n)l(r )xi/(r 
by equating the unbiased sample estimates br to their expected values for r---O, 1,2 
as below. 
c (2b1-bo)/(3b2-bo)-log2/log3 
e 7.8590c+2.9554C2 
cc e(2b1-bo)/(1-2-k)]F(J+e) 
A 
gb il o- 
Eight regions each with ten sites were devised, as described in Table 5.2. 
The record length varied from 16 years to 25 years in such a way that each region 
has 205 station years of records. It is desirable that the parameter values of the 
assumed underlying flood model for data generation be chosen so that the simulated 
data resembles a plausible real world situation. We see from Figure 5.1 that the 
ratio of the estimates of location and scale parameters for British streams varies 
from 2 to 10 while the shape parameter takes values from -0.5 to +0.5. 
Consequently the ratio of location to scale parameters was taken 2 to 6.5, with 
increment 0.5, increasing with sample size for regions 1 to 5, while this ratio was 
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Table 5.2 Description of the synthetic regions 
region region catchments sample sizes parameters of GEV 
number size in a region 9 (X k 
1 205 10 16(1)25 2(. 5)6.5 1 -. 35 
2 205 10 16(1)25 2(. 5)6.5 1 -. 20 
3 205 10 16(1)25 2(. 5)6.5 1 -. 05 
4 205 10 16(1)25 2(. 5)6.5 1 +. 10 
5 205 10 16(1)25 2(. 5)6.5 1 -. 23(. 02)-. 05 
6 205 10 16(1)25 4 1 -. 23(. 02)-. 05 
7 205 10 16(1)25 4 1 -. 35 
8 205 10 16(1)25 4 1 +. 10 
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Table 5.3 Effect of at-site standardizations on the estimate of the regional shape 
parameter of the GEV distribution. Results based on 100 repetitions over each 
region. 
region true regional standardization by standardization by 
number shape parameter at-site sample mean at-sit g&a estimates 
k 
1 -0.35 
2 -0.20 
3 -0.05 
4 +0.10 
5 -0.14@ 
6 -0.14@ 
7 -0.35 
8 +0.10 
@ average over the region 
estimated k s. d estimated k s. d 
-0.2252 0.0611 -0.3413 0.0805 
-0.1146 0.0559 -0.2040 0.0634 
+0.0061 0.0504 -0.0638 0.0520 
+0.1292 0.0476 +0.0747 0.0477 
-0.0695 0.0528 -0.1468 0.0612 
-0.0968 0.0516 -0.1468 0.0612 
-0.2660 0.0588 -0.3413 0.0805 
+0.1133 0.0444 +0.0747 0.0477 
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Table 5.4 Effect of at-site standardizations on the estimate of 100-year flood. 
Results based on 100 repetitions over each region. 
region standardization by standardization by 
number a t-site sample mean at-sit ýt &a estimates 
true I true 2 
x(. 99) ý(. 99) 
bias s. d- X(. 99) ý(. 99) 
bias s. d 
X(. 99) X(. 99) X(. 99) X (. 99) 
1 3.09 2.69 -0.1323 0.0911 11.43 11.41 -0.0201 0.2302 
2 2.45 2.24 -0.0857 0.0682 7.55 7.59 0.0048 0.1695 
3 2.03 1.91 -0.0591 0.0482 5.17 5.27 0.0188 0.1268 
4 1.75 1.70 -0.0286 0.0353 3.69 3.81 0.0322 0.1054 
5 2.32 2.11 -0.0905 0.0621 6.46 6.51 0.0076 0.1606 
6 2.22 2.11 -0.0500 0.0618 6.46 6.51 0.0076 0.1606 
7 3.03 2.77 -0.0858 0.0956 11.43 11.41 -0.0201 0.2302 
8 1.71 1.69 -0.0117 0.0339 3.69 3.81 0.0322 0.1054 
i average over the region after scaling by mean 
2 average over the region after scaling by location & scale parameters. 
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kept constant at 4 for regions 6,7 and 8. Regions 1,2,3,4,7 and 8 were ascribed 
fixed shape parameter values -0.35, -0.20, -0.05, +0.10, -0.35, +. 10 respectively. 
Regions 5 and 6 were given shape parameter values varying from -0.23 to -0.05 
increasing by 0.02 as the sample size increased. 
For each region the at-site data was pooled after being standardized by (1) 
at-site mean (2) at-site unbiased PWM estimates of ýt and (x. The regional 
parameters were then estimated via unbiased estimates of PWMs. For each region 
and for each standardization the estimates of the shape parameters along with their 
estimated standard errors are given in Table (5.3). From this table it is clear that 
scaling by mean consistently underestimates the shape parameter, and that the 
underestimation of the shape parameter is particularly severe when the shape is 
negative and the ratio of location to scale is variable. The two parameter 
standardization on the other hand gives estimates fairly close to the true shape. The 
relative bias and relative standard deviation in the estimation of 100 year flood by 
each standardization is given in Table (5.4). Again this reveals that the 
standardization by mean causes substantial underestimation. 'Me relative bias seems 
to be much more than could be expected in simulations with such a large sample 
size of 205 for GEV by PWM as given by Hosking et. al. (1985b) and for all the 
realizations it consistently remains negative. This indicates that the standardization 
by mean introduces a systematic bias. In the case of two parameter standardization 
the relative bias in the estimation of 100 year flood is small enough to be in 
accordance with the simulation results of Hosking et. al. (1985b) and does not 
show a consistent bias in one direction. 
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5.5 GEOGRAPHIC REGIONS. 
In order to investigate the behaviour of scaling in the real world 
regions, FSR four geographic regions 1,2,3 and 10 were considered. Regions 1 
and 2 are in Scotland and regions 3 and 10 in the North of England. The analysis 
was restricted to those catchments with at least 15 years of record. There were 168 
such sites in the four region under study. Unbiased PWMs were used to fit the 
GEV distribution to the data for each individual site. The fit was assessed using the 
Anderson- Darling (A2) and Modified Anderson-Darling (A2(u)) test statistics 
(Ahmad, Sinclair and Spurr, 1988 and discussed in chapter 4). Out of 168 data 
series 17 were inadequately fitted . The fit of these 17 series was reassessed after 
deletion of one or two lower outliers and four of them remained unacceptable as 
GEV distributions. Further deletion of one upper outlier reduced the number of 
inadequately fitted data sets to two, which were excluded from the subsequent 
analysis. The at-site data was divided by the at site mean and pooled over the 
region. The GEV distribution was fitted to the pooled data by unbiased PWMs. The 
estimates of the parameters along with the values of goodness of fit statistics A2 
and A2(u) are presented in Table (5.5). The data of region 2 are very badly fitted. 
In the case of region 1 the upper tail is an acceptable GEV distribution as indicated 
by the value of the Modified Anderson-Darling test. Although the other two regions 
are adequately fitted the estimated values of their shape parameters correspond to 
much more flatter growth curves than the very steep curves produced by the FSR 
algorithm. Regions 2 and 3 have positive shape, implying an upper bound to the 
flood magnitudes. These results are most undesirable and physically unjustifiable 
particularly for region 2. The regional parameter estimates and the goodness of fit 
values obtained using the two parameter standardization are shown 
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Table 5.5 GEV fit to FSR geographical regions using standardization by 
at site estimates of sample mean. 
region region number of parameter estimates goodness of fit 
number size catchments g (X k A2 A2(u) 
1 937 33 0.8308 0.2531 -0.0850 0.8598* 0.2949 
2 1331 61 0.8574 0.2532 0.0141 3.5111* * 1.4026** 
3 1027 45 0.8284 0.3153 0.0342 0.4781 0.1230 
10 679 27 0.8502 0.2529 -0.0151 0.4064 0.2495 
Table 5.6 GEV fit to FSR geographical regions using standardization by 
at site estimates of g& cc. 
region region number of parameters estimates goodness of fit 
number size catchments g (X k A2 A2(u) 
1 937 33 - 0.0159 0.9728 -0.1520 0.3964 0.1968 
2 1331 61 - 0.0107 0.9767 -0.0107 1.5306** 0.8400** 
3 1027 45 - 0.0053 0.9687 -0.0408 0.3930 0.1417 
10 679 27 - 0.0194 0.9711 -0.0838 0.7311* 0.4912* 
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in Table (5.6). Regions 2 and 10 are not fitted adequately. The negative values 
obtained for the shapes of all four regions are intuitively sensible and theoretically 
appealing. Despite the improvement in regionalisation brought about by the two 
parameter standardization, the poor fit for two of these geographical regions points 
to the necessity of grouping basins according to their physical characteristics as 
proposed by Acreman and Sinclair (1986) and others. This is accomplished in 
chapter 6. 
The divergence between the observed distributions of skewness of flood 
data over a region and those of data sets simulated from the fitted probability 
distribution is an important problem in regional analysis. Matalas et. al. (1975), 
using U. S. flood data, noted that the estimates of the coefficient of skewness 
computed from observed floods were much more variable than the estimates 
calculated from simulated samples from several assumed distributions. Amell 
(1986) noticed that British flood data also exhibit this separation effect. Several 
factors such as autocorrelation, small numbers of real flood sample, nonstationarity 
of skewness etc., have been advanced to account for the separation effect. 
Investigations by Matalas, et. al. (1975) and by Wallis et. al. (1977) found that 
most of these factors did not succeed in explaining the separation effect. We now 
explore the conjecture that standardization can contribute towards the separation 
phenomenon through a simulation study. Estimates of skewness were made for the 
simulated samples drawn from GEV distribution using the parameter values given 
in Tables (5.5) and (5.6). The simulations were based on 1000 repetitions. The 
sizes of samples for each region are given in Table (5.7) and are the average 
sample sizes of the observed flood series in the corresponding geographic region. 
The standard deviation of skewness of observed and simulated floods for each 
region are presented in Table (5.7). We see from this table that the standard 
deviation of skewness of observed floods is substantially greater than for data sets 
simulated with parameters estimated using the sample mean 
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Table 5.7 
At-site standardization effect on the separation of skewness in observed & 
simulated floods. 
region average s. d. of skewness s. d. of skewness s. d. of skewness 
number sample of observed floods of simulated of simulated 
size floods (parameter floods (parameter 
values of Table 5.5) values of Table 5.6) 
1 28 0.7911 0.6949 0.7915 
2 22 0.7894 0.5692 0.6501 
3 23 0.5342 0.5329 0.6193 
10 25 0.9125 0.5572 0.6846 
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standardization, with the exception of region 3 which has the largest positive shape 
parameter estimate. The skewness of the data sets simulated with regional 
parameters obtained by the two parameter standardization have significantly greater 
standard deviation than in the case of the one parameter stand ardization. Th e 
standard deviation of the skewness for the two parameter standardization is also 
greater than that of the observed flood series for those regions that are fitted 
adequately in the first place. The most important case perhaps is the region 10. The 
fact that this region is fitted quite well by the at-site mean standardization suggests 
that the variability of the shapes of the individual data sets is homogeneous enough 
to be accommodated by a common shape parameter but in turn it fails to produce so 
much variability. This leads us to conclude that the pooled data achieved a better fit 
by concealing the true heterogeneity in the asymmetries of individual data sets. 
With the two parameter standardization the hypothesis of a common shape for the 
whole region is rejected. Thus the dispersion of the individual shapes is much more 
than could be expected by a common shape parameter of the GEV distribution. 
5.6 CONCLUSIONS 
Two parameter standardization by the at-site estimates of location and scale is 
seen to have advantages over standardization by a single index flood statistic such 
as the sample mean. It produces almost undistorted estimators of the dimensionless 
regional growth curves. The underestimation of the regional shape parameter by 
index flood standardization is caused by regional heterogeneity of the ratio of 
location to scale parameters. Using the flood data from four British geographic 
regions it is shown that although the proposed standardization gives intuitively 
better estimates of the regional shape parameter of the GEV distribution yet the 
106 
geographic regions are still much more variable in skewness than could be 
accommodated by a common shape parameter. Hence the need for alternative 
region ali zations remains. Simulation results indicate that the two parameter 
standardization helps explaining the separation effect, particularly where the 
regional data is adequately fitted by some model distribution. 
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CHAPTER 6 
DERIVATION OF HYDROLOGICAL REGION 
AND REGIONAL FLOOD FREQUENCY 
ANALYSIS 
Effects of regionalization on the basis of flood statistics are discussed and 
compared with identification of regions from catchment characteristics. Clustering 
is achieved using Ward's classification algorithm. Hydrological consequences of 
the regions derived from basin properties are examined by fitting GEV and GL 
distributions using the unbiased probability weighted moments method with each of 
the two methods of standardization. Regional homogeneity is tested by empirical 
distribution function tests. 
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6.1 INTRODUCTION 
After standardizing the at site flood data as discussed in chapter 5, all 
the data over a region could then be pooled to form a single series under the 
assumption of the same distribution at every site with common parameter values for 
the region. The regional growth curves thus obtained would be expected to yield 
improved flood estimates at ungauged sites as well as at gauged sites with little or 
inadequate data. The underlying assumption of homogeneity is very critical and 
departure from this might lead to erroneous flood estimates. A major part of recent 
hydrological research is devoted to the identification of homogeneous regions. 
Geographically cohesive regions have been considered by several studies e. g. 
(Biswas & Fleming 1966, Cole 1966, NERC 1975, Beale & McKerchar 1982 
etc. ). The NERC Flood Studies Report formed ten geographic regions for Britain 
as given in Figure 6.1 along with regional growth curves calibrated using the FSR 
algorithm which incorporates historical information as well. These are most widely 
accepted in practice. Such regions may not necessarily be homogeneous because 
the neighbouring basins within a geographic region may be hydrologically as well 
as physically very different. By investigating the hydrological homogeneity of these 
regions Wiltshire (1986) found that of the ten regions only two were homogeneous 
with respect to their flooding behaviour. He assumed the GEV distribution and 
used statistics based on the expected sampling variabilty of the coefficient of 
variation. The geographic regions were not homogeneous despite the insensitivity 
of the GEV distribution to moderate regional heterogeneity in C. V. (Lettenmier, 
1987). Lettenmier (1987) also reported that GEV is quite insensitive to regional 
variations in the coefficient of skewness. Yet our investigations presented in 
chapter 5 revealed that even by using two parameter standardization by the at-site 
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Figure 6.1: Flood Studies Report regionalization. 
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estimates of location and scale parameters which the regional variations were only 
due to the shape, two out of four FSR regions were still not homogeneous as 
assessed by Anderson-Darting and Modified Anderson-Darling tests. 
As alternative to geographical delimitation, the basins could be grouped 
by one of two approaches. 
1: grouping by flood statistics similarities of the basins. 
2: grouping basins by physiographic similarities of the basins. 
The first approach has been adopted by several authors e. g. Mosely 
(1981) used cluster analysis to form groups of basins characterized by specific 
mean annual flood and coefficient of variation. Waylen and Woo (1984) formed 
regions on the basis of five different parameters of the peak over threshold flood 
series and used Discriminant Analysis to differentiate between them. Wiltshire 
(1985,1986a) used iterative search techniques to locate optimum division of the 
physiographic data space based on analysis of variance of flood statistics. Later on 
Wiltshire(1986b) divided a bivariate data space of CV & MEAN/AREA into ten 
regions and employed discriminant analysis by catchment characteristics data space 
to allocate ungauged basins to these regions. The results of this analysis are 
reproduced in Table (6.1) in which the element in the ith row and jth column is the 
percentage of sites in region i that would be assigned to region j if it were an 
ungauged site. Row 5 of this Table has a zero on the diagonal but a value of 64% in 
column 7. This means that all the sites in region 5 are misallocated and the majority 
should be in region 7. These results reflect the problems of using this method to 
relate flood statistics to catchment characteristics. The possibility of refining this 
approach by the use of L- moments Hosking (1986) instead of ordinary moments is 
examined in section 6.3 of this chapter. 
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Table 6.1. The rate of misallocation of basins discriminated by physical 
characteristics for the clusters originally formed from a bivariate flood data space of 
CV & MEAN/AREA. (After Wiltshire 1986b). 
original relocation to original clusters 
clusters 
1 10 
1 0.58 0.11 0.00 0.00 0.00 0.00 0.03 0.08 0.00 0.21 
2 0.16 0.47 0.11 0.00 0.00 0.00 0.04 0.00 0.110.11 
3 0.00 0.13 0.74 0.00 0.00 0.00 0.00 0.00 0.13 0.00 
4 0.10 0.00 0.00 0.48 0.00 0.00 0.22 0.06 0.00 0.14 
5 0.06 0.00 0.00 0.10 0.00 0.00 0.64 0.17 0.00 0.03 
6 0.00 0.00 0.00 0.14 0.00 0.14 0.44 0.14 0.00 0.14 
7 0.00 0.00 0.00 0.20 0.02 0.00 0.68 0.06 0.10 0.04 
8 0.14 0.06 0.00 0.20 0.00 0.00 0.20 0.14 0.00 0.25 
9 0.29 0.29 0.00 0.00 0.00 0.00 0.00 0.07 0.14 0.21 
10 0.15 0.00 0.00 0.09 0.00 0.00 0.07 0.24 0.00 0.45 
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The second approach seems more logical and simpler i. e. apply the 
classification procedure to the data space of physical characteristics of the basins 
and then test the hydrological homogeneity of the resulting regions. This approach 
was adopted by Acreman and Sinclair (1986) who classified the drainage basins in 
Scotland on the basis of their physical characteristics by using the NORMIX 
subroutine of CLUSTAN clustering package (Wishart 1978). They derived five 
clusters from six basin characteristics. They examined the hydrological 
homogeneity of these physically similar groups of basins by a 'Likelihood Ratio 
Test. This test aims at testing whether the variabilty of at site estimates of flood 
frequency from the cluster average is greater than would be expected from random 
sampling. In section 6.4 a similar approach is employed to identify physically 
homogeneous groups of basins for North England and Scotland but their 
hydrologic homogeneity is tested by the EDF tests introduced in chapter 4. 
6.2 CLASSIFICATION TECHNIQUES 
In order to derive clusters either from flood statistics or from physical 
similarities of the basins, a numerical classification technique is required. Cluster 
analysis provides classification methodology for such a multivariate data. Many 
clustering algorithms are available in literature (Gordon 1981). The choice of a 
clustering procedure is very critical and depends on several factors. However in the 
words of Cormack (1971) " if clusters are really distinct, it would be hoped that 
any strategy worthy of use would find them ". 
A precondition in most of the clustering methods is the satisfactory 
definition of a measure of similarity (or dissimilarity). This is because the process 
of classification involves collecting together objects of similar type and separating 
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dissimilar ones. It is achieved by assigning each pair of objects a single numerical 
value as a measure of resemblance such that a multidimensional space of variables 
to be classified can be summarized by a matrix containing the proximity values 
between each pair. 
The most commonly used measure of similarity is the Euclidean 
distance coefficient defined as 
3 )2)1/2 dii ` Ik (wk(xik -Xjk 
where xik ( i=-- 1 ... n; k= I ... p) denotes the value of the kth variable 
on the ith object and (wk ( k= 1 ... p )) is a set of weights allowing weighting of 
the variables. Often all the variables are equally weighted (Sneath & Sokal, 1973). 
Once the similarity matrix has been constructed a method of 
agglomerating the separate objects into clusters must be chosen. Clustering 
techniques are commonly divided into hierarchical and non -hierarchical. In 
hierarchical methods the objects are progressively combined into fewer subsets in a 
nested fashion. While in non-hierarchical methods all the individuals are free to join 
any group in order to optimise the chosen criterion. Many algorithms can be 
adopted to perform either procedure whilst some are specific to either one or the 
other type. 
There appears to be only one computer package devoted entirely to 
classification algorithms, the CLUSTAN clustering package originally developed at 
the University of St Andrews by Dr Wishart (1978) and updated in 1987. It is now 
used widely throughout the world. It contains various subroutines for almost all the 
well known classification algorithms such as SLINK(single linkage or nearest 
neighbour), CLINK(complete linkage), WARD, NORMIX etc., along with 
options of about 25 similarity or dissimilarity measures. The appraisal and 
assessment of alternative algorithms is outwith the scope of this study. However a 
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wide range of comparative studies of various classification methods have been 
carried out by many authors e. g. (Pritchard & Anderson 1971, Adams 1972, 
Gordon 1980 etc. ). Minkoff (1965) using various distance measures in several 
clustering procedures concluded that the differences between different grouping or 
clustering methods were slight but the choice of attributes used and the type of 
transformation employed had a larger effect. 
Acreman & Sinclair (1986) used the Normix subroutine of CLUSTAN. 
It fits a multivariate normal distribution to the data in each cluster by the method of 
maximum likelihood (Wolfe 1970). A probability of membership of a cluster is 
then assigned to each basin. Using an iterative procedure, individuals with a low 
probability of membership of a cluster in which they have been previously assigned 
are transferred to that cluster to which their probability of membership is highest. 
This algorithm has the advantage that it gives the probability of membership rather 
than rigid allocation of a basin to a particular cluster. This attribute of NORMIX 
might be hydrologically more appealing but it tends to produce one very large 
dominated group located on the centriod of the data containing more than 70% of 
the cases. As a result it leaves comparatively small clusters toward the margins of 
the data space. Therefore it was decided to adapt Ward's method for classification 
in sections 6.3 and 6.4. 
Ward (1963) proposed a sum of squares algorithm in a hierarchical 
procedure which combines the two objects whose fusion yields the least increase in 
the sum of squares i. e it aims to agglomerate the N individuals into g groups so as 
to minimize S(g), the total within group sum of squares about the g centriods i. e. 
S(g) = X(sm) 
where Sm is the within group sum of squares of the mth group: 
Sm=ll(xmik-zmk)2 
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and the centriod of the mth group containing nm members would be as 
zmk= n xmik 
(k=l 
Ward's method starts with N clusters, each being a single case, 
numbered according to the input order of the cases. There follows N-1 fusion 
cycles in which the two clusters which are most similar are combined . The 
similarities between the new cluster at each cycle and all the remaining clusters are 
calculated by a transformation of the similarity matrix. Wishart (1969) found the 
combinatorial transformation which derives Ward's method from a squared 
euclidean distance matrix. Therefore the choice of the euclidean distance similarity 
measure defined above was very natural for this method. Ward's method is only 
meaningfully defined for euclidean distance similarity measure. Numerous arbitrary 
choices such as number of groups, similarity measure, clustering method, weights 
on the variables, the variables to be classified and transformation of the variables 
highlights the subjectivity of the classification methodology. 
6.3 DERIVATION OF CLUSTERS FROM FLOOD STATISTICS 
When the data are restricted to unit mean by standardization of at site 
mean, the coefficients of variation and skewness completely specify the distribution 
of flood frequency. These coefficients are based on higher order ordinary moments 
which for the typically available record lengths have prohibitively large sampling 
errors. Therefore we define below quantities similar to CV and SKEWNESS 
termed as L-CV & L-SKEWNESS based on unbiased probability weighted 
moments (Hosking, 1986). i. e. 
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Ll 
L-CV = u, - 2 
L3 
L-SKEWNESS 
2 
where 
Ll=ao =bo 
L2= ao-2al =2bl-bo 
L3= ao-6al+6a2 =6b2-6bl+bo 
and the unbiased rth PWM can be estimated as 
I n-i n- I(r )xi 
(n- 
r 
or br (n r 
for r=0,1,2, ... 
Figure 6.2 shows a two dimensional plot of L-CV vs L-SKEWNESS 
data space of 166 basins in North England & Scotland from the FSR geographic 
regions 1,2,3 & 10 (details of these data have been given in chapter 5). Tle points 
close to each other in this figure were combined to form four regions by employing 
Ward's method of CLUSTAN which automatically allocate basins to clusters by 
optimising the Euclidean distance measure of similarity (discussed in section 6.2 
above). Four groups were obtained by this process of clustering basins into 
disjoint subsets. The position of some of the cluster boundaries would be rather 
arbitrary because there are very few well defined gaps in the data space of Figure 
6.2 which the clustering algorithm would be expected to find. 
For each cluster the data were pooled after standardization by the at site 
mean. The GEV distribution was then fitted by the unbiased PWM method. The 
homogeneity was tested by the Anderson -Darling and the Modified Anderson- 
Darling tests. The results of this analysis are shown in Table (6.2) together with 
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Table 6.2. EDF test-statistic values along with their significance 
probabilities and estimates of the parameters of GEV distribution of 4 clusters 
formed in L-CV & L-SK flood statistics data space. 
Cluster No. of No. of A2 A2 (u) ýt k 
No. sites site-years 
1 59 1486 1.9203 0.6727 0.8254 0.2244 -0.1705 
(0.009) (0.019) 
2 34 776 0.7272 0.3892 0.7786 0.3608 -0.0355 
(0.012) (0.014) 
3 51 1202 0.1923 0.1001 0.9069 0.2117 0.1586 
(0.730) (0.655) 
4 22 505 0.1815 0.1115 0.8686 0.3419 0.2354 
(0.780) (0.574) 
Values in the paren theses are th e signific ance probabilities. 
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group sizes. The size of each region is reasonably large but the first two regions 
which have negative values of the shape parameters are not fitted well by the GEV 
at the 5% level of significance. This is not surprising because as mentioned in 
chapter 5, it is the homogeneity of location to scale ratio of a distribution that plays 
the key role. CV is a non-parametric statistic which does not depend on the form of 
the distribution. Therefore the neighbourhood of CV in a cluster does not 
necessarily imply in itself the adequacy of any parametric distribution for the 
cluster. 
ne regions defined in terms of flood statistics alone would not be of 
any significance unless some rules could be derived to allocate to them any 
ungauged basins with unknown flood statistics. This could be achieved by the use 
of discriminant analysis, relating catchment characteristics to the region centriods. 
The data for seven basin characteristics defined in Table (6.3) were available for 
166 basins used to distinguish the regions from flood statistics. Discriminant 
analysis of the four clusters derived above was performed using the 
DISCRIMINATE subroutine of the SPSSX (1983) package. The first task of this 
programme is to find the linear combination of the catchment characteristics that 
best discriminate between clusters derived from flood statistics and then 
discriminant functions are computed whose coefficients are used to predict group 
membership. The discriminant function is of the general form 
S=do+dlCl+d2C2 . ..... +dnCn 
where S is the discriminant score, Ci's are the basin characteristics and 
di's their coefficients. In matrix notation 
S= DTC+dO 
where the matrix D contains coefficients for the matrix of basin characteristics C. 
120 
Table 6.3. Basin characteristics used in the analysis 
Characteristics definition Units 
AREA Basin plain area km2 
MSL Main stream length km 
S1085 Stream slope m km-1 
STMFRQ Stream frequency junctions km-2 
SAAR Standard average annual rainfall mm 
SOIL Soil type index 
LAKE Fraction of basin draining through lake 
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Table 6.4. The rate of misclassification of basins discriminated by physical 
characteristics for the clusters originally formed from a bivariate flood data space of 
L- CV & L-SK. 
original relocation to original clusters 
clusters 
1 
1 0.56 0.14 0.24 0.06 
2 0.12 0.74 0.08 0.06 
3 0.47 0.04 0.43 0.06 
4 0.27 0.32 0.09 0.32 
Percentage of "grouped" cases correctly classified = 52% 
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The linear discriminant score for the ith cluster may be written 
(Rao, 1973)as 
si = (BiTW-I)C-BiTW-lBi/2+logUi 
where Bi is a vector containing the means of each basin characteristic for cluster i; 
W is the covariance matrix for the catchment characteristics assumed to be common 
to all clusters and Ui=Ni/Y-Ni is the prior probability of a basin being in cluster i. A 
new observation would be added to the cluster for which the discriminant score is 
greatest. The probability of the new ungauged catchment being in cluster i is given 
by pi=exp(si)/Y-exp(si). Table (6.4) gives the assessment of the efficiency with 
which clusters in a flood statistics data space are mapped onto the basin 
characteristic data space. Entries on the diagonal of this table indicate that the use 
of L-CV & L-SK offers some improvement that at least no diagonal value is zero as 
was seen in Table (6.1). Still only 52% of the overall basins are correctly 
classified. This illustrates the difficulties of using this approach. 
6.4 DERIVATION OF CLUSTERS FROM PHYSICAL 
CHARACTERISTICS 
Clustering on the basis of basin characteristics has several advantages 
over deriving regions from discharge data. This approach relies on allocating sites 
to appropriate regions on the physical similarities without reference to the flow 
records. Therefore it releases us from the intrinsic problems of relating catchment 
characteristics to flood statistics in that strict sense. However the flood data must be 
used to test whether the derived clusters are able to explain the observed variations 
in flooding experience, for some of the characteristics used in clustering may not 
influence the parameters implied by the flood frequency model. It also pen-nits us to 
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Table 6.5. Mean (standard deviation) of catchment characteristics for each of 
the six clusters formed solely on the basis of catchment characteristics. 
Cluster AREA MSL SLOPE STMF SAAR SOIL LAKE 
number. 
1 592.2 53.67 3.310 1.72 1300.9 0.442 0.1251 
(262.9) (14.14) (1.18) (1.15) (446.1) (0.068) (0.2134) 
2 266.4 34.78 6.473 1.42 1151.3 0.444 0.0806 
(103.1) (9.09) (2.06) (0.64) (298.1) (0.045) (0.1025) 
3 1768.0 94.64 2.462 1.18 1280.0 0.437 0.1340 
(1064.0) (23.91) (0.90) (0.42) (263.5) (0.038) (0.2030) 
4 116.0 21.83 13.56 1.73 1215.0 0.461 0.0811 
(71.6) (6.68) (7.34) (1.24) (388.4) (0.039) (0.1525) 
5 18.5 6.97 43.70 4.03 1823.0 0.487 0.00 
(11.2) (3.07) (31.9) (1.48) (678.0) (0.018) (0.00) 
6 170.4 20.75 2.28 0.267 753.4 0.307 0.0051 
(103.0) (10.52) (1.05) (0.14) (70.3) (0.097) (0.0110) 
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investigate the validity of alternative models in achieving the desired level of 
homogeneity. This could further be facilitated by looking into the possibility of 
employing different models for different regions. 
The data for seven basin characteristics defined in Table (6.3) were 
available for 166 basins from North England and Scotland comprising FSR 
geographic regions 1&2 in Scotland, region 10 in north west of England and 
region 3 in north east of England. Each of the seven basin characteristics were 
logarithmically transformed to make the data more symmetrically distributed and 
incidentally to reduce the discrepancies in the size of the measured variables. 
WARD's method in CLUSTAN was used to classify the basin characteristics data 
space. Keeping in view the regional homogeneity of discharge data, clustering was 
performed on different combinations of catchment characteristics. Several runs 
failed to yield intititively justifiable clusters. Using all the seven characteristics six 
clusters were obtained eventually. The average and within cluster standard 
deviation of each characteristic for each region are given in Table (6.5). On the 
average the smallest , steepest and most impermeable basins without lake having 
highest stream frequency with extreme rainfall are grouped together in cluster 5. 
The most permeable and very flat catchments with almost negligible fraction of lake 
having lowest stream frequency in dry coastal areas are classified in region 6. 
Cluster number 3 contains the largest basins in size with largest lakes and above 
average rainfall. Cluster 2 can be described as an overall "average " for British 
conditions. Cluster I may be regarded as a little above average in size and rainfall 
while members of cluster 4 are below average in size but steeper, relatively 
impermeable and wet. The number of basins in each of the clusters seems quite 
balanced proportionate to the physical type they represent i. e. 38,37,28,42,11 
and 10 respectively. In general they are not spatially coherent as the term region 
implies geographically. 
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Regional Growth Curves 
Investigations into the hydrological consequences of this classification 
is necessary for the two main questions of fundamental concern Le 
1: Do physically different clusters behave differently in flooding pattern. 
2: Do physically similar basins within a region experience similar recurrences of 
floods. Within cluster similarities can be tested by examining whether all the 
regional data can be adequately fitted by a single distribution. The differences 
between clusters can be demonstrated by showing that the sampling variability of 
regional shape parameters of the distribution fitted do not overlap. Several factors 
might affect the answers to the above question. e. g. choice of the distribution to be 
fitted, method of fitting the distribution, method of testing the adequacy of the fit 
and form of standardization used to pool the within cluster data etc. The earlier 
chapters of this thesis were entirely devoted to pursue these problems. The findings 
made thus far would be implemented for verification to the present clusters since 
this was the ultimate objective of the previous developments. The GEV and GL 
distributions are fitted to discharge data of each of the six regions by the unbiased 
probability weighted moments method using both forms of at site standardizations 
as discussed in chapter 5. The adequacy of each fit is tested by the Anderson- 
Darling and the modified Anderson- Darling EDF tests described in chapter 4. 
Parameter estimates of GEV along with the values of EDF test statistics and their 
correspoding significance probabilities for the data of each cluster pooled after each 
type of standardization by at site mean and by at site estimates of location and scale 
are given in Tables (6.6) & (6.7) respectively. Similar estimates for the GL are 
listed in Tables (6.8) &(6.9). From the values of A2 in Table (6.6), it is evident 
that by the at site standardization of mean the first four clusters are not fitted well by 
GEV at 5% level of significance although only two clusters 2&4 are very badly 
fitted at the upper tail of the distribution as revealed by A2(u). Estimates of the 
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Table 6.6. EDF test-statistic values along with their significance probabilities and 
parameter estimates of GEV by unbiased PWM for 6 clusters formed by Ward's 
method from catchment characteristics. (The flood data standardized by at site 
mean). 
Cluster No. of No. of A2 A2 (u) (X k 
No. sites site-years 
1 38 895 0.8975 0.2509 0.8554 0.2453 -0.0123 (0.006) (0.071) 
2 37 796 0.9976 0.4350 0.8226 0.2876 -0.0385 (0.005) (0.010) 
3 28 836 0.6463 0.2956 0.8384 0.2433 -0.0810 (0.022) (0.038) 
4 42 956 1.2761 0.4865 0.8468 0.2965 0.0648 
(0.012) (0.009) 
5 11 252 0.4909 0.2836 0.8436 0.2486 -0.0499 (0.079) (0.045) 
6 10 236 0.5053 0.1985 0.8516 0.3054 0.1007 
(0.070) (0.159) 
Values in the parentheses are the significance probabilities. 
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Table 6.7. EDF test-statistic values along with their significance probabilifies and 
parameter estimates of GEV by unbiased PWM for 6 clusters formed by Ward's 
method from catchment characteristics. (The flood data standardized by at site 
estimates of location & scale parameters). 
Cluster No. of No. of A2 A2 (u) (X k 
No. sites site-years 
1 38 895 0.5139 0.2747 -0.0092 0.9690 -0.0759 (0.062) (0-051) 
2 37 796 0.2686 0.0971 -0.0104 0.9719 -0.1102 (0.449) (0.682) 
3 28 836 0.4966 0.2728 -0.0213 0.9760 -0.1381 (0.072) (0.052) 
4 42 956 0.3691 0.2444 -0.0061 0.9769 -0.0127 (0.204) (0.078) 
5 11 252 0.3399 0.1873 -0.0059 0.9728 -0.1151 (0.268) (0.189) 
6 10 236 0.5451 0.4051 -0.0240 0.9705 0.0043 (0.106) (0.011) 
Values in the parent heses are the significance probabilities. 
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shape parameters in this table indicate very flat growth curves as compared to the 
FSR growth curves of Table (6.1). This implies larger return periods for a given 
flood magnitude. In fact regions 4&6 have positive values of the shape signifying 
an upper bound to flood magnitudes. This effect is physically unjustifiable in the 
former case. When the safety of an engineering structure is of paramount 
importance, the inflow design flood adopted should be the greatest likely to occur. 
In such a case the methods which gives steeper growth curves are usually 
preferred. Using two parameter standardization on the other hand the GEV 
distribution is accepted for all the regions at 5% level with the exception of region 
6, which is acceptable only by A2, as shown in Table (6.7). The estimates of the 
shape parameters are now considerably shifted toward negative implying steeper 
growth curves leading to smaller recurrence intervals. This makes sense in terms of 
the physical nature of area under study. These results are consistent with the 
finding reported in chapter 5 about the effects of at site standardization. The GL 
however shows the reverse effect due to the form of standardization. 
Table (6.8) shows that the GL fits all the clusters with much greater 
probabilities of acceptance when the regional data is standardized by the at site 
mean. The estimates of the shape are all negative indicating quite steep growth 
curves comparable with FSR growth curves despite the fact that this technique does 
not employ the use of historical information while FSR algorithm does. Using two 
parameter standardization GL does not seem to be better than GEV in this case at 
least in terms of EDF tests. This confirms our conjecture that GL considers a 
mixture of the scales within a cluster when the individual data is standardized by 
mean. Therefore when the effect of location and scale is eliminated by two 
parameter standardization it no longer performs better than GEV in fitting. 
Nevertheless it is very interesting to note from Tables (6.8) & (6.9) that the shapes 
of the GL for each cluster remain persistently robust to the form of 
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Table 6.8. EDF test-statistic values along with their significance probabilities and 
parameter estimates of GL by unbiased PWM for 6 clusters formed by Ward's 
method from catchment characteristics. (The flood data standardized by at site 
mean). 
Cluster No. of No. of A2 A2(u) a b c 
No. sites site-years 
1 38 895 0.3099 0.1652 0.9507 0.1632 -0.1778 (0.460) (0.380) 
2 37 796 0.2422 0.1361 0.9351 01992 -0.1948 (0.664) (0.525) 
3 28 836 0.2297 0.0999 0.9347 0.1683 -0.2228 (0.706) (0.755) 
4 42 956 0.2239 0.1324 0.9594 0.1890 -0.1292 (0.725) (0.546) 
5 11 252 0.2533 0.1290 0.9412 0.1690 -0.2022 (0.628) (0.569) 
6 10 236 0.1588 0.0773 0.9663 0.1909 -0.1071 (0.923) (0.897) 
Values in the parent heses are the significance probabilities. 
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Table 6.9 EDF test-statistic values along with their significance probabilities and 
parameter estimates of the GL by unbiased PWM for 6 clusters formed by Ward's 
method from catchment characteristics. (The flood data standardized by at site 
estimates of location & scale parameters ). 
Cluster No. of No. of A2 A2(u) a b c 
No. sites site-years 
1 38 895 0.4405 0.2337 0.0677 1.0358 -0.1994 
(0.220) (0.182) 
2 37 796 0.5838 0.2589 0.0007 1.0181 -0.2051 
(0.106) (0.141) 
3 28 836 0.5901 0.2011 0.0029 1.0185 -0.2253 
(0.103) (0.256) 
4 42 956 1.0484 0.4786 0.0162 1.0010 -0.1518 
(0.034) (0.035) 
5 11 252 0.3084 0.1363 0.0158 1.0114 -0.2137 
(0.463) (0.526) 
6 10 236 0.3859 0.2240 0.0026 1.0180 -0.1257 
(0.295) (0.198) 
Values in the parent heses are the significance probabilities. 
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standardization while GEV changes its shapes drastically with different 
standardizations. The errors in estimation of two parameters rather than one from 
other than flood statistics might introduce another degree of inaccuracy. However if 
the two parameter standardization is preferable, the regions 2, and 4 might be 
regarded as having the GEV distribution, while regions 1,3,5 &6 still seems better 
fitted by the GL distribution. These conclusions, however, could not be considered 
as definitive because although we have attempted to resolve some of the problems 
elaborated in the previous chapters of this thesis yet there are several other factors 
which might substantially effect the performance of a distribution. The most 
important of which could be the cross-correlation between adjacent sites within a 
region. This correlation arises when several drainage basins experience similar 
meteorological conditions. This study does not address this problem. Hosking & 
Wallis (1985) reported that the correlation effect does not pose any serious 
constrains on estimation but the structure of such correlations is not so straight 
forward as it emerges apparently. Therefore pooling the data across a region under 
the assumption of no cross correlation between sites is not easy to justify. Among 
other problems the quality of discharge data is more important, particularly the 
assumption of stationarity may be very critical because the methods of 
measurements of height & velocity and the calibration of the rating curves vary 
from site to site as well as over time. 
So far we have discussed only the point estimates of the parameters. The 
next obvious question is how do these parameters vary within as well as between 
clusters. Since the size of each cluster is reasonably large, the asymptotic estimate 
of variances of the parameters of GEV and GL could be derived as proposed by 
Hosking (1986). But here we adopt a grouped jackknife (Efron 1982) approach 
which allows us to examine the effect of each catchment on the parameter estimates 
within a cluster and compares the between cluster differences as well. Let us 
suppose a cluster contains g catchments and the each ith catchment has hi years of 
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Table 6.10 Jackknife estimates and standard deviations of the GEV 
parameter estimates from the Table(6.6). 
clusters U cc k 
I estimate 0.8554 0.2453 -0.0123 
SD 0.0015 0.0016 0.0057 
2 estimate 0.8226 0.2876 -0.0385 
SD 0.0020 0.0023 0.0052 
3 estimate 0.8385 0.2433 -0.0811 
SD 0.0027 0.0031 0.0073 
4 estimate 0.8468 0.2965 0.0647 
SD 0.0013 0.0027 0.0045 
5 estimate 0.8437 0.2486 -0.0495 
SD 0.0057 0.0047 0.0175 
6 estimate 0.8516 0.3055 0.1007 
SD 0.0060 0.0116 0.0249 
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Table 6.11 Jackknife estimates and standard deviations of the GEV 
parameter estimates from the Table (6.7). - 
clusters LL (X k 
1 estimate -0.0092 0.9690 -0.0758 
SD 0.0011 0.0007 0.0064 
2 estimate -0.0104 0.9719 - 0.1102 
SD 0.0012 0.0007 0.0066 
3 estimate -0.0213 0.9761 -0.1380 
SD 0.0025 0.0017 0.0100 
4 estimate -0.0062 0.9770 -0.0126 
SD 0.0010 0.0006 0.0053 
5 estimate -0.0059 0.9730 -0.1145 
SD 0.0043 0.0029 0.0176 
6 estimate -0.0237 0.9707 0.0058 
SD 0.0061 0.0018 0.0376 
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Table 6.12. Jackknife estimates and standard deviations of the GL 
parameter e stimates of the Table (6.8). 
clusters abc 
1 estimate 0.9507 0.1632 -0.1778 
SD 0.0012 0.0012 0.0037 
2 estimate 0.9351 0.1942 -0.1948 
SD 0.0015 0.0016 0.0034 
3 estimate 0.9347 0.1683 -0.2228 
SD 0.0019 0.0022 0.0049 
4 estimate 0.9594 0.1890 -0.1292 
SD 0.0009 0.0015 0.0028 
5 estimate 0.9412 0.1689 -0.2021 
SD 0.0044 0.00 37 0.0114 
6 estimate 0.9662 0.1909 -0.1072 
SD 0.0048 0.0064 0.0151 
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Table 6.13. Jackknife estimates and standard deviations of the GL 
parameter estimates of the Table (6.9). 
clusters a b c 
1 estimate 0.0677 1.036 -0.1994 
SD 0.0087 0.0053 0.0039 
2 estimate 0.0007 1.018 -0.2051 
SD 0.0029 0.0019 0.0042 
3 estimate 0.0028 1.018 -0.2253 
SD 0.0017 0.0020 0.0055 
4 estimate 0.0161 1.001 -0.1518 
SD 0.0007 0.0009 0.0032 
5 estimate 0.0146 1.011 -0.2135 
SD 0.0037 0.0034 0.0128 
6 estimate 0.0041 1.018 -0.1255 
SD 0.0026 0.0077 0.0197 
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record such that N=Ihi is the total number of station years of record in the cluster. 
Further let Oi=(ai, bi, ci) be the estimates of the parameters of a distribution refitted 
by deleting the hi observations of ith catchment. We can continue by removing 
, (Oi-o(. ))2 10i y records of one basin each time. Then define 0(. ) and var(O(. )) - 9 g- 1 
These jackknife estimates along with the corresponding jackknife 
standard deviations for parameters of the Tables 6.6,6.7,6.8 and 6.9 are presented 
in the Tables 6.10,6.11,6.12, and 6.13 respectively. The jackknife estimates of 
the parameters seem to be unbiased for both GEV and GL parameters under both 
methods of standardization. The jackknife standard deviations of the parameters of 
GL are smaller than GEV while the CV of the parameters of GL are far smaller than 
that of GEV in general. This indicate that despite the GL may not be better in fitting 
some of the regions under two parameter standardization it still remains more 
robust than GEV in terms of the sampling variability of the parameters. The shape 
estimates along with their jackknife standard deviations of GEV for each cluster 
with each method of standardization are depicted in Figure 6.3 and for GL in 
Figure 6.4. From these figures it is clear that the shapes of the growth curves of 
each cluster differ significantly and that the differences between clusters could be 
regarded as more than expected by chance. 
The growth curves of 6 clusters for GEV and GL with each form of 
standardization are displayed in Figures 6.5 through 6.8. The GL curves are over 
all steeper than GEV. The two parameter standardization increases their steepness 
effecting the GEV more than the GL. Even with two parameter standardization the 
GL curves remain steeper than GEV. A noteworthy point is that the hydrological 
behaviour of the clusters based on catchment characteristics and made 
independently of discharge data reflect systematic pattern. Irrespective of the fonn 
of the distribution and standardization, between cluster progression of growth 
curves correspond with the hierarchy of their physical properties. Clusters 3&5 
give steepest growth curves compared with rest of the groups. Cluster 3 seems 
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relatively steeper than 5 by GEV one parameter standardization. This difference 
decreases with two parameter standardization and further decreases with the GL 
two parameter standardization. These effects have greater physically justifiable 
significance. Smaller, shallow and rocky basins effected by extreme precipitation 
are likely to respond more quickly to flooding. Flood magnitudes for basins in 
cluster 5 would, thus, tend to increase in direct proportion to rainfall resulting in 
steeper curves. On large basins like cluster 3 small scale floods may result from 
isolated storm events on sub-basins or from low intensity rainfall over large areas. 
Larger floods result from an increasing number of sub-basins responding together. 
The larger basins therefore impose an extra degree of flooding variability yielding 
larger negative shape estimate of the distribution and therefore steep growth 
curves. These results confirm some of the findings of Acreman and Sinclair 
(1986). By GEV distribution cluster 6 gives positive estimate of the shape 
parameter and very flat growth curve as compared to other clusters by GL. This 
cluster consists of lowlands, very flat permeable coastal dry basins mainly effected 
only by some summer storms. Because of the greater retention or infiltration 
capacity of soil of these catchments, most of the precipitation either retains in the 
soil or infiltrate through it to the sea. These effects cause increased reduction in the 
intensity of larger surface flow which might invoke an upper bound on flood 
magnitude or at least would result in a considerable flatter curve compared with 
other regions. The clusters 1,2 &4 are though comparatively less distinct i. e. region 
2 basins is average in physical properties while cluster 1 just above average and 
region 4 below average, yet their growth curves behave systematically in the same 
order. The efficiency of all the clusters discussed above, however, is limited by the 
available catchment characteristics data. The main purpose of the work presented in 
this chapter was to further explore the ideas developed in previous chapters by 
extending the Scottish regionalization of Acreman & Sinclair (1986) and to compare 
their approach with that of Wiltshire (1986) rather than giving any final verdict on 
rigid hydrological regimes. The application of these techniques to the data for the 
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whole UK along with the availability of additional characteristics e. g. flood plain 
storage potential and better soil index separate for each soil type etc. leaves scope 
for further refinement of the regionalization process. A list gauging stations used in 
this study along with the period of records, length of records and their membership 
to the clusters for both the clustering approachs is given in the appendix. 
6.5 CONCLUSIONS 
Clusters derived by a numerical classification algorithm using non parametric 
flood statistics of the basins such as L-CV & L-SK may not necessarily be 
adequately fitted by a parametric distribution e. g. GEV. Only about 52% of the 
basins of such clusters could be correctly discriminated by catchment characteristics 
data space. Identification of regions solely from catchment characteristics, on the 
other hand, has several advantages. Six clusters are derived by Ward's method of 
CLUSTAN clustering package for Scotland & North England using variables 
AREA, MSL, SAAR, S1085, STRMF, SOIL & LAKE. These clusters form 
physically similar groups of basins which also have systematic hydrological 
behaviour. When within cluster data is pooled after at site division by mean, only 
clusters 5&6 are adequately fitted by GEV while the GL is acceptable for all the 
six clusters with considerably greater probabilities and yielding relatively steeper 
growth curves comparable with the growth curves of FSR. Using two parameter 
standardization of at site estimates of location and scale, however, GEV describes 
all the regions adequately except for region 6. In this case the GL fits only regions 
1,5 &6 better than GEV but the jackknife estimates of standard deviation indicate 
that GL is still more robust to sampling variabilities of parameter estimates as 
compared to GEV . 
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CHAPTER 7 
SUMMARY OF CONCLUSIONS AND FURTHER 
RESEARCH NEEDS 
A brief account of the aims and achievements of the investigations 
presented in the previous chapters is given. The findings and recommendations of 
this study are reviewed. The areas which require further work are outlined. Some 
suggestion are recommended for future research. 
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7.1 INTRODUCTION 
This study was aimed at examining the problems encountered with the 
use of some of the statistical procedures for the estimation of the magnitude of a 
design flood of a specified recurrence interval at guaged sites as well as at the sites 
with few or no direct measurements of river flows. In order to obtain improved 
estimates of the flood magnitudes a number of methods were investigated in the 
preceding chapters. It was shown that the use of the generalized logistic distribution 
yielded better estimates of the flood risks as compared to many other commonly 
used probability distributions, both at a single site basis as well as at the regional 
basis, in terms of several key properties. Several well known methods of parameter 
estimation were derived for this distribution including the method of generalized 
least squares (GLS). For PWM estimation of the parameters of both the GEV and 
GL distributions, a location invariant plotting position was derived. For the 
assessment of the flood frequency models the use of EDF tests was proposed. A 
modified EDF test was developed for the assessment of the flood frequency 
distributions specifically. The significance points, required for the proper use of 
these EDF tests were also derived. In order to pool the data of several sites across a 
hydrological region for regional flood frequency analysis, a two parameter 
standardization by the at site estimates of location and scale parameters was shown 
to better estimate the shape of a flood frequency distribution. Physically 
homogeneous regions for Scotland and North England were identified and the 
homogeneity of the resulting regions was examined for GEV and GL distributions. 
The ideas presented above and discussed in detail in the previous 
chapters are reviewed in the following sections. Future research requirements are 
discussed and certain recommendations are made. 
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7.2 USE OF GL DISTRlBU'nON 
The GL distribution was shown to have significant advantages over the 
other commonly recommended distributions such as GEV, LN3, P3, WAK and 
TCEV. The GL distribution has simpler form. It is more robust to upper outliers. It 
is capable of explaining the separation effect. It is better in fitting the observed flood 
data at single site basis as well as on regional basis. Its growth curves are steeper 
than other distributions. The GL distribution has a pdf whose upper tail approaches 
zero considerably less rapidly resulting in heavier and thick tails. This property 
makes it inherently capable of reproducing very rare events which lie far above the 
rest of the data, as in a real world situation, floods of very high magnitude could 
be expected due to cloud bursts or due to extraordinary storm events. 
This distribution has a very unique place in the moment ratio diagrams 
such as 01 P2 plots as shown in figure 7.1. The moment ratio diagram is usually 
inefficient in differentiating among alternative distributions because of larger bias in 
the estimation of moments of order higher than two. On the other hand the PWM's 
do not suffer from such limitations. Therefore similar diagrams could be 
constructed using PWMs. L-skew and L-kurtoses plots based on PWMs 
(Hosking, 1986) for various distributions are shown in figure 7.2. In this diagram 
again the GL distribution has a very distinct position. However it is a matter of 
further research to investigate the efficiency and power of the L-moment plot for 
discriminating among different distributions and to further examine the behaviour of 
the GL distribution. Apart from this, the following are the most obvious and 
important areas of this distribution where further work remains to be done. 
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(a) Comparison of estimation methods. 
We derived almost all the well-known methods of parameter estimation 
such as ME, MLE, PWM, OLS and GLS for the GL distribution. These methods 
were applied to certain real data sets. In terms of goodness of fit the GLS seemed 
the better method while MLE and OLS gave estimates close to the GLS. But the ME 
as expected yielded under estimation of the growth curves and the PWM also 
seemed to be a quite biased method of parameter estimation. Since the true 
parameter values of the observed sample data are never known, it is therefore 
impossible, in a rigorous sense, to compare the performance of alternative methods 
of parameter estimation in terms of bias, sampling variability and other important 
properties of the estimators from observed floods series. 
The problem of immediate concern is thus to evaluate the performance 
of these methods for finite samples, both at a single site and regional basis. The 
robustness of the estimation methods as well as the distribution itself to the miss- 
specification of the underlying distribution is an other area which needs further 
exploration. The comparison of various estimation procedures is often made via 
monte carlo experiments. In these experiments the criterion used for comparison is 
usually taken as only the RMSE. Several other criteria might also be of significant 
importance e. g. skewness of the distribution of parameter estimates, correlation 
between the parameters, mean absolute error and economic loss criterion etc. 
(b) Location-invariant plotting positions 
The PWM method of estimation of the parameters is usually regarded as 
the best method for many flood frequency distributions such as GEV, WAK etc. 
This method might or might not be the best for every other distribution. The 
performance of this method largely depends on the chosen plotting position. Much 
of the knowledge of the properties of the PWM estimators is the result of 
151 
simulations in which location and scale parameters take the values 0 and I 
respectively, with the plotting position as pi = (i - 0.35)/n. In practice the flood 
frequency data takes larger values of location, often between 2 to 8 times the scale 
parameter. We have demonstrated that with the addition of a constant value 4 to 
location, the use of this plotting position might lead to 11% - 70% error in the 
estimation of the shape parameter by the method of PWM particularly for small 
samples for which the method of PWMs is usually preferred. We therefore derived 
a location invariant plotting position for PWM estimation of the parameters of both 
the GEV and GL distributions. It is recommended that the usefulness of location- 
dependent plotting position based estimates of probability weighted moments be re- 
assessed and specifically emphasized to use the location-invariant plotting position 
or the unbiased PWM in further work on the evaluation of PWM method for the GL 
distribution. 
(c) Use of historic information. 
It is often possible to augment the annual peak flood records with 
estimates of the peak discharges of flood events which occurred long before the 
gauging began. The inclusion of reasonable historic and paleoflood information in 
flood frequency analysis may be expected to yield more accurate estimates of the 
parameters and quantiles of the flood frequency distribution. Tasker and Thomas 
(1978) using LP3 distribution with record lengths between 15 & 65 years together 
with a measurement of the maximum flood in a period of 25 and 145 years, 
reported gains of up to 30% in the accuracy of the estimated 100 years flood when 
the historic maximum flood was included in the analysis. Using the log-normal 
distribution Condie and Lee (1982) obtained about 10% reduction in the RMSE of 
the ML estimates of the 100 year flood. In a similar study Stedinger and Cohen 
(1986) noted that, in reasonable cases, 50 years historic observation can provide as 
much information as 10-30 years of additional systematic flood records. 
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The estimate of the parameters of the GL might also be expected to be 
further improved by the inclusion of the historic-flood and paleoflood information. 
Any gains in accuracy of the estimates due to the use of historic information can 
only be evaluated by simulation studies. Further work in this direction might be of 
great value. The simulation studies using GEV distribution (Hosking and Wallis, 
1986) show that historic information is also valuable if the flood frequency 
distribution has high CV or skewness or if gauged records are short. But in a 
regional analysis using a large number of longer records, the inclusion of a realistic 
amount of historic information might be unlikely to be very useful. Moreover the 
use of historic information implicitly assumes stationary climate. Any secular 
climatic change or long period cyclic effect would restrict the usefulness of historic 
information. 
7.3 EDF TESTS 
Tests based on empirical distribution function (EDF) statistics were 
proposed to test the goodness of fit of the flood frequency distributions. A modified 
Anderson -Darling test was developed to give greater emphasis to the upper tail of 
the flood distribution. In order to achieve the intended significance level when the 
parameters were estimated from the sample data, the critical values of the Anderson- 
Darling and modified Anderson-Darling for GEV and GL distributions were 
derived by simulations. The critical values for case 3 were smaller than case 0 by a 
factor of more than three. Approximate formulae for the distribution function of 
these tests were also developed for the regional assessment of GEV and GL 
distributions taking several annual maximum series simultaneously. The obvious 
further step would be to compare the relative power of various EDF tests within 
themselves and with other types of goodness of fit tests to distinguish between 
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plausible flood frequency distributions such as GEV, GL, LN3, LP3 etc. This 
would require a fairly involved set of simulations. With such simulations, however, 
the Anderson-Darling and Modified Anderson-Darling tests could be expected to be 
the most powerful because these are so designed to assign greater emphasis to the 
discrepancies in the tails and should be powerful against alternatives in which the 
observed and theoretical distribution functions disagree nears the tails. The 
modified Anderson- Darling test was proposed using weight function 
I 
in [I -F(x)] 
equation (4.2.1). In fact the weight to the upper tail could further be increased using 
the weight function 
F(x) 
instead. The procedure used to derive the computing [1-F(x)] 
formula and other properties of Anderson-Darling and modified Anderson-Darling 
is immediately applicable using this weight function. The performance of the test 
using this weight function needs to be assessed. This could lead to further improve 
the power of the test. 
7.4 STANDARDISATION 
Pooling the individual flood series across a hydrological region after 
standardization by the at-site mean to form a single flood series resulted in more 
than 30% underestimation of the shape parameter of the GEV distribution. It also 
contributes to the separation of skewness effect specifically if the ratio of location to 
scale parameters varies from 2 to 6 which could be very common in practice. An 
alternative two parameter standardization by the at-site estimates of location and 
scale was proposed which significantly improved the estimation of the regional 
shape parameter. It allowed pooling basins with heterogeneous CV and helped to 
explain the separation effect. 
An obvious question is how to estimate the location and scale 
parameters at an ungauged site. One of the major reasons for using standardization 
by mean was that only the mean could be estimated accurately from basin 
characteristics. Moore (1986) found that 99% of the variation in the location and 
scale parameters of the GEV with k=O could be explained by the catchment 
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characteristics. TCEV also makes the use of two parameter standardization. Versace 
et al. (1985) developed a regression type relationship between the location and scale 
parameters of the Gumbel distribution and the physical properties of the basins. 
Further research is required to relate the location and scale parameters of the GEV 
and GL distributions to the physiographic and meteorological characteristics. The 
regression methodology also suffers from several limitations. The regression 
estimates are subject to several types of error e. g. model and estimation errors etc.. 
They might substantially effect the estimation of quantiles at an ungauged site when 
rescaled for magnitude. 
A challenging problem of future research could be to compare the errors 
incurred in the estimation of 100-year flood say at a guaged site from the regional 
growth curves, rescaled by the at-site mean and the at-site estimates of the location 
and scale parameters as well as at an unguaged site by rescaling by these statistics 
estimated from the catchment characteristics. 
7.5 REGIONALIZATION 
Classification of 166 basins from Scotland and North England into 
homogeneous regions was investigated by the two approaches. (1) Classifying 
basins on the basis of flood statistics and then discriminating the resulting regions 
by a set of catchment characteristics. The PWM based flood statistics L-CV and L- 
SKEW bivariate data space was partitioned into four regions by WARD'S method 
of CLUSTAN. The resulting regions were discriminated by seven catchment 
characteristics data space by DISCRIMINATE algorithm of SPSS-X. The use of 
PWM based estimators of flood statistics gives some improvement over the 
previously reported results (Wiltshire, 1986b) based on ordinary moments. As yet 
only 52% of the catchments grouped on the basis of flood statistics could be 
correctly identified by catchment characteristics data space. (2) By applying the 
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classification procedure directly to the set of catchment characteristics and then 
testing the hydrological homogeneity of the regions. Six clusters were obtained by 
WARD's method from the seven catchment characteristic data space. These clusters 
formed physically similar basins and also had systematic hydrological behaviour. A 
single flood frequency growth curve was estimated from each group by fitting GEV 
and GL distributions by PWM estimation method. The homogeneity of the clusters 
with respect to their flood frequency distribution was examined by testing the 
goodness of fit by Anderson -Darling and Modified Anderson-Darling tests. For 
each cluster and for each distribution the effect of at standardization was also 
investigated. For all the six regions the GL growth curves estimated after 
standardization by at-site mean were more adequately fitted than GEV. They were 
much steeper and quite stable in terms of jackknife standard deviation than GEV 
curves. The GL curves were also more robust to the type of standardization i. e. its 
shape parameter estimates were only slightly better with the use of the two 
parameter standardization of the at-site estimates of location and scale. The two 
parameter standardization considerably effected the shape of the GEV curve and 
improved the fit for all the regions except the region 6. By two parameter 
standardization, however, the GL curves showed better goodness of fit 
probabilities than GEV only for the regions 1,5 and 6. Nevertheless all the GL 
regional growth curves were still more stable in terms of sampling variability of the 
estimates. 
This regionalization shows an improvement in obtaining hydrological 
homogeneity within each cluster formed on the basis of catchment characteristics, 
over the Acreman and Sinclair(1986) regions, partly because the procedure is 
extended further to include the data of North England and partly due to the 
improved methodology such as the use of the GL distribution. The application of 
these techniques to the whole of the UK including some hydrologically related 
continental regimes may yield more precise regional definition. The inclusion of 
additional catchment characteristics such as flood plain storage and spatial 
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distribution of ground characteristics within a basin or the annual variability of soil 
moisture deficit might better explain the shape of a regional flood frequency curve. 
There are also strong indications that various air pollution effects could significantly 
change the flooding extremes. Recent unprecedented floods and droughts in USA 
are thought to be solely due to air pollution caused particularly by the green house 
effects. There is a need to monitor the rapidly increasing air pollution effects on the 
design flood. The distribution of rainfall variability i. e. storm intensity and 
duration might also define relationship with the distribution of the annual maximum 
floods using rainfall -run-off models. At present work in this area is in progress at 
the Institute of Hydrology Wallingford (Acreman person. commun). 
There are several other aspects involved in the regionalization process 
which need further research such as the effects of inter-site correlation on the 
estimated quantiles which need to be studied further particularly in conection with 
the GL distribution and the two parameter standardization. The effect of inter-site 
dependence is thought to be more severe when the at-site data across a region is 
pooled by the 'station year' approach than by the method which averages the at site 
sample statistics such PWM's over the region. The 'averaging' method is regarded 
as more efficient ( Hosking per. commun). The effect of pooling information by 
both these methods on the bias and standard deviation of the estimates as well as 
their robustness to the spatial correlation remains to be studied. The correlation 
between adjacent basins may effect the flood frequency curve in a more complex 
way than it seems apparently. 'Me structure and the nature of the spatial correlation 
i. e. whether the form of the correlation is linear or curvilinear and to study its 
impact on the derivation of the regional growth curves might not be very 
straightforward. 
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7.6 FINAL REMARK 
This research has produced some improved flood frequency 
procedures. The application of these procedures have provided better estimates of 
design floods. Various extensions of these methods recommended for future work 
appears to be quite straight forward which would provide worthwhile areas of 
research and could lead to further refinement of the methods proposed by this 
thesis. 
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APPENDIX 
List of guaging stations with period of records, length of records and their membership to 
the clusters formed on the basis of flood data as well as the regions formed on physical 
characteristics. 
Sr. III. River along with guaging Period of Record Flood Physical 
No. No. stations records lengths data regions 
regions 
1 22001 Coquet at Morwick 1963-1979 17 1 1 
2 22004 Aln at Hawkhill 1960-1978 19 2 2 
3 22006 Blyth at Hortford Bridge 1961-1979 19 2 2 
4 22007 Wansbech at Mitford 1963-1979 17 2 1 
5 23001 Tyne at Bywell 1956-1979 24 3 3 
6 23002 Derwent at Eddy's Bridge 1955-1979 24 2 4 
7 23003 North Tyne at Reaverhill 1959-1979 21 3 1 
8 23004 South Tyne at Haydon Bridge 1959-1979 21 3 1 
9 23005 North Tyne at Tarset 1960-1979 20 3 2 
10 23007 Derwent at Rowlands Gill 1963-1979 17 2 2 
11 23902 Tyne at North Barrasford 1947-1969 17 1 1 
12 24001 Wear at Sunderland Bridge 1957-1978 21 a 1 1 
13 24002 Gaunless at Bishop Auckland 1958-1979 22 2 4 
14 24003 Wear at Stanhope 1958-1979 22 3 4 
15 24004 Bedbum Beck at Bedbum 1959-1979 21 1 4 
16 24005 Browney at Bum Hall 1954-1979 26 2 2 
17 24006 Rockhope Bum at Eastgate 1960-1979 19 3 5 
18 2480IBumhope Bum at Bumhope 1950-1970 21 3 5 
19 25001 Tees at Broken Sear 1956-1979 24 3 1 
20 25002 Tees at Dent Bank 1959-1973 15 4 4 
21 25003 Trout Beck at Moor House 1962-1977 16 1 5 
22 25004 Skerne at South Park 1956-1979 24 2 6 
23 25005 Leven at Leven Bridge 1959-1979 21 2 2 
24 25006 Greta at Rutherford Bridge 1960-1979 20 3 1 
25 25008 Tees at Barnard Castle 1964-1979 16 1 2 
26 25010 Baydale Beck at Mowden Bridge 1957-1973 17 4 4 
27 26001 West Beck at Wansford Bridge 1953-1972 20 4 6 
28 26002 Hull at Hempholme 1949-1977 27 4 6 
29 26003 Foston Beck at Foston Mill 1959-1980 20 4 6 
30 27001 Nidd at Hunsingore Weir 1934-1979 46C - 1 
31 27002 Wharfe at Flint Mill Weir 1936-1980 44 1 3 
32 27006 Don at Hadfields Weir 1957-1980 23 2 2 
33 27007 Ure at Westwick Lock 1955-1980 24 3 3 
34 27008 Swale at Leckby Grange 1956-1979 21 3 3 
35 27009 Ouse at Skelton Railway Bridge 1956-1979 21 3 3 
36 27010 Hodge Beck at Bransdale Weir 1936-1972 37 1 5 
37 27012 Hebden Water at High Greenwood 1953-1972 20 2 4 
38 27014 Rye at Little Habton 1958-1972 15 4 1 
39 27021 Don at Doncaster 1868-1980 92 2 3 
40 27023 Deame at Barnsley Weir 1953-1980 28 2 2 
41 27025 Rother at Woodhouse Mill 1961-1980 17 4 1 
42 27026 Rother at Whittington 1960-1977 18 2 2 
43 27028 Aire at AmAey 1961-1976 16 1 1 
44 27029 Calder at Elland 1953-1980 28 2 2 
45 27031 Colne at CoInbridge 1964-1980 15 2 4 
46 27852 Little Don at Langsett 1910-1931 22 1 5 
47 68001 Weaver at Ashbrook 1937-1977 39 1 1 
48 68002 Gowy at Picton 1949-1974 26a 3 6 
49 68003 Dane at Rudheath 1949-1974 26 1 1 
50 68004 Wistaston Brook at Marshfield Bridge 1957-1976 18 3 6 
51 68005 Weaver at Audlem 1936-1979 42 4 6 
52 68006 Dane at Hulme Walfield. 1953-1974 22 2 4 
53 68007 Wincham Brook at Lostock Gralam 1962-1979 17 1 6 
54 68801 Dane at Congleton Park 1936-1974 22 a 1 4 
55 69001 Mersey at Irlam. Weir 1935-1977 43 3 1 
56 69002 Irwell at Adelphi Weir 1936-1979 42 4 1 
57 69003 Irk at Scotland Weir 1937-1979 29 4 4 
58 69006 Bollin at Dunham Massey 1936-1979 41 3 1 
59 69007 Mersey at Ashton Weir 1958-1974 16 4 1 
60 69023 Roch at Blackford Bridge 1949-1974 26 3 2 
61 69024 Croal. at Famworth Weir 1949-1974 26 1 2 
62 69801 Medlock at New Viaduct Street 1949-1968 20 3 4 
63 69802 Etherow at Woodhead 1937-1974 29 1 5 
64 71001 Ribble at Samlesbury 1960-1979 15 3 3 
65 71003 Croasdale Beck at Croasdale Flume 1957-1976 19 2 5 
66 71004 Calder at Whalley 1962-1979 17 1 2 
67 72001 Lune at Halton 1959-1975 17 3 1 
68 72803 Lune at Halton Upper Weir 1939-1970 32 3 1 
69 73001 Leven at Newby Bridge 1939-1968 30a 1 1 
70 75002 Derwent at Camenon 1960-1979 20 3 1 
71 76002 Eden at Warwick Bridge 1960-1978 15 1 3 
72 76003 Eamont at Ufford 1961-1979 19 3 1 
73 76004 Lowther at Eamont Bridge 1962-1978 15 2 2 
74 6901 Ness at Ness Castle Farm 1930-1962 33 3 3 
75 6903 Moriston at Invermoriston 1930-1944 15 1 1 
76 7001 Findhom at Shenachie, 1961-1982 22 1 2 
77 7002 Findhom at Forres 1959-1982 24 1 3 
78 7003 Lossie at Sheriffmills 1959-1982 24 2 2 
79 8001 Spey at Aberlour 1939-1982 44a 1 3 
80 8002 Spey at Kinrara 1952-1982 31 1 3 
81 8903 Spey at Ruthven Bridge 1952-1973 22 1 1 
82 8004 Avon at Dalnashaugh 1952-1982 31 2 2 
83 8005 Spey at Boat of Garten 1952-1982 31 1 3 
84 8006 Spey at Boat o' Brig 1953-1982 30 1 3 
85 8007 Spey at Invertruim 1953-1982 30 1 1 
86 8008 Tromie at Tromie Bridge 1953-1970 18a 2 4 
87 8009 Dulnain at Balnaan Bridge 1952-1982 31 3 2 
88 8010 Spey at Grantown 1952-1982 31 1 3 
89 9001 Deveron at Avochie 1960-1982 23 3 2 
90 9002 Deveron at Muiresk 1961-1982 22 4 1 
91 9003 Isla at Grange 1961-1982 22 2 2 
92 10001 Ythan at Ardlethan 1940-1982 43 1 1 
93 12001 Dee at Woodend 1930-1983 53a 1 3 
94 14001 Eden at Kernback 1968-1982 15 4 1 
95 15001 Isla at Forter 1948-1976 28 1 4 
96 15002 Newton at Newton 1950-1982 33 1 4 
97 15003 Tay at Caputh 1952-1983 3la 1 3 
98 15004 Inzion at Loch of Lintrathen 1927-1982 56 4 4 
99 15005 Melgam at Loch of Lintrathen 1927-1967 41c - 4 
100 15006 Tay at Ballathie 1953-1983 30 3 3 
101 15007 Tay at Pitnacree 1952-1983 31 
b 3 3 
102 15008 Dean at Cookston 1954-1983 29 a 1 6 
103 15809 Muckle Bum at Eastmill 1950-1972 23 4 4 
104 16001 Earn at Kinkell Bridge 1949-1982 34 3 3 
105 16002 Earn at Aberuchill 1956-1970 15 3 4 
106 16802 Ruchill Water at Cultybraggan 1960-1982 23 1 4 
107 18001 Allan Water at Kinbuck 1958-1982 25 3 4 
108 18003 Teith at Bridge of Teith 1957-1982 26 3 1 
109 19001 Almond at Craigiehall 1957-1984 28 4 1 
110 19002 Almond at Almond Weir 1961-1982 22 2 4 
111 19003 Breich Water at Breich Weir 1961-1979 18 4 4 
112 19004 North Esk at Dalmore Weir 1961-1982 22 3 4 
113 19005 Almond at almondell 1962-1984 23 4 2 
114 19006 Water of leith at Murray field 1962-1984 23 4 4 
115 19007 Esk at Musselburgh 1962-1982 21 4 2 
116 19008 South Esk at Prestonholm 1964-1983 20 2 4 
117 19802 North Esk at Dalkeith Palace 1963-1982 20 2 4 
118 20001 Tyne at East Linton 1959-1982 24 2 2 
119 20002 Peffer West at Luffness 1966-1982 17 2 6 
120 20003 Tyne at Spilmersford 1962-1982 21 4 4 
121 20801 Birns Water at Saltoun Hall 1962-1982 21 2 4 
122 2 1001 Fruid Water at Fruid 1947-1962 15 3 5 
123 21003 Tweed at Peebles 1949-1982 34b 1 1 
124 21005 Tweed at Lyne Ford 1961-1982 22 3 2 
125 21006 Tweed at Boleside 1962-1982 21 2 3 
126 21007 Ettrick Water at Lindean 1962-1982 21 1 1 
127 21008 Teviot at Ormiston Mill 1961-1982 22 1 1 
128 21009 Tweed at Norham 1960-1982 23 1 3 
129 21010 Tweed at Dryburgh 1949-1982 34 1 3 
130 21011 Yarrow Water at Philiphaugh 1963-1982 20 2 2 
131 21012 Teviot at Hawick 1964-1982 19 3 2 
132 21013 Gala Water at Galashiels 1964-1982 19 4 2 
133 21015 Leader Water at Earlston 1967-1982 16 a 1 4 
134 21016 Eye Water at Eyernouth Mill 1968-1982 15 2 4 
135 21017 Ettrick Water at Brockhoperig 1966-1982 17 1 5 
136 21020 Yarrow Water at Gordon Arms 1968-1982 15 2 4 
137 77011 Esk at Canonbie 1963-1982 20 1 1 
138 78003 Annan at Brydeldrk 1967-1982 16 a 1 1 
139 78004 Kinnel Water at Redhall. 1967-1982 16 1 4 
140 79002 Nith at Friar's Carse 1958-1983 26 1 1 
141 79003 Nith at Hall Bridge 1960-1982 23 1 2 
142 79004 Scar Water at Capenoch 1963-1983 21 3 4 
143 79005 Cluden Water at Fiddlers Ford 1964-1982 19 1 2 
144 79006 Nith at Drumlarnrig 1968-1983 16 3 1 
145 80001 Urr at Dalbeattie 1964-1982 19 3 2 
146 81002 Cree at Newton Stewart 1964-1982 19 1 2 
147 81003 Water of Luce at Airyhemming 1967-1982 16 3 4 
148 82OOlGirvan Water at Robstone 1964-1982 19 3 2 
149 83802 Irvine at Kilmarnock 1914-1981 66 1 4 
150 84001 Kelvin at KillerMont 1948-1982 35 3 4 
151 84003 Clyde at Hazelbank 1956-1982 27a 1 3 
152 84004 Clyde at Sills 1956-1982 27 1 3 
153 84005 Clyde at Blairston 1956-1982 27 3 3 
154 84006 Kelvin at Bridgend 1957-1982 26a 34 
155 84007 South Calder Water at Forgewood. 1965-1982 18 2 4 
156 84008 Rotten Calder Water at Redlees 1967-1982 16 1 4 
157 84009 Nethan at Kirkmuirhill 1967-1982 16 1 4 
158 84011 Gryfe at Craigend 1964-1982 19 1 4 
159 84012 White Cart Water at Hawkhead 1964-1982 19 3 2 
160 84013 Clyde at Daldowie 1963-1983 21 3 3 
161 84014 Avon Water at Fairholm 1964-1982 19 1 2 
162 84015 Kelvin at Dryfield. 1947-1982 36 3 4 
163 84019 North Calder at Calderpark 1963-1982 20 3 2 
164 85002 Endrick Water at Gaidrew 1964-1982 19 3 2 
165 86001 Little Eachaig at Dalinlongart 1968-1982 15 1 4 
166 86002 Eachaig at Eckford 1982-1982 15 3 1 
167 87801 Allt Uaine at Intake 1951-1972 22 3 5 
168 91802 Allt Leachdach at Intake 1939-1974 35 1 5 
a= One or two lower outliers excluded from the analysis 
b= One upper outlier excluded from the analysis 
c= Complete series excluded from the analysis 
