A general method ~s developed for giving simulation estimates of the probability 1J! (u, T) of ruin before time T. When the probability law P governing the given risk reserve process ~s imbedded in an exponential family (Pe)' one can write 1J! (u, T) = EeRe for certain random variables Re given by the fundamental identity of sequential analysis. Using this to simulate from Pe rather than P, it is possible not only to overcome the difficulties connected with the case T = 00, but also to obtain a considerable variance reduction.
1J;(u,T) =P(inf U(t) <0) , O<t<T 1J;(u) = 1jJ(u,oo) = P(inf U(t) < 0) O<t<oo of ruin before time T, resp. of ultimate ruin.
As is well-known, closed forms of even 1J;(u) can only be found ~n models which are much to simple to be of any practical relevance. For 1J;(u,T), such closed forms hardly exist at all. It is therefore necessary to develop substitutes for theoretical solutions, and tentatively three main types occur:
Numerical methods), examples of which can be found 1n [21] , [23] , [28] , [29] , [2 ] ; Approximations), one of the classical topics 1n risk theory with surveys 1n [7] and (more recently) 1n [24] , [2] ; and finally Simulation) ,the simplest example of which would be crude simulation of 1J;(u,T), 1.e. to perform N independent runs of the risk process 1n the time interval [O,T) and estimate 1J;(u,T) by the fraction of runs where ruin has occured.
Without embarking into a comparison of the merits of these approaches, it would occur to the author that, as in many other applied probability problem, simulation is by no means always preferable, but appealing by its simplicity and insensivity to the complexity of the model. Nevertheless, the particular aspects of ruin simulation seem to have received extremely little attention compared to related fields like queueing problems (e.g. [9] , [14] , [6] Ch.6) and also, the literature (e.g. [20] , [4] pp. 91-97, 134-136) does not go deep into 2 the methodology of the subject. Of course, crude simulation is too simple a topic to deserve much attention from the theoretician. However, the method 1S not immediately applicable in infinite time problems and has some further disadvantages. Thus each run may require much computer time and 1n applications, the ruin probabilities are typically small so that the relative error on the estimates becomes large.
The purpose of the present paper is to present a general method which overcomes these difficulties. The idea is quite simple and comes from one of the classical tools in risk theory, conjugate distributions. These may be thought of as arising from an imbedding of the probability law governing the given risk process 1n an exponential family (Pe)' cf. [2] , and a given
can then by means of the fundamental identity of sequential analysis be expressed as 1j J (u, T) = EeRe for certain random variables Re (thus Re 1S o simply the indicator of ruin before T). The point is that for suitable choice of e the Re can be simulated in finitely many steps even when T =00, and that their variances are small compared to Re o Thus the approach relates to two topics discussed in the statistically orientated literature on simulation, viz.
that of simulating infinite time problems (e.g. [8] ) and that of variance reduction techniques (e.g. [12] Ch.S, [16] Ch.III, [19] Ch.4). From this last point of view there is some relation to importance sampling, a concept which 1S
intuitively appealing but which it so far mainly seems to have been possible to implement in idealized textbook situations rather than in real world problems.
The paper 1S organised as follows. In Section 2, we present the classical 
where
n=l Y -pt n and the ru~n probabilities are given in terms of the first passage time
We shall refer to this case as the classical Poisson model. It plays a predominant role in the literature and it should be noted that both analytical solutions in particular for w(u) and approximations have been extensively developed. However, as is also done to a large extent in the literature on variance reduction techniques, it seems reasonable to us to first exploit and present the basic ideas in a simple case. We shall therefore not hesitate to even frequently to specialize to the Poisson/Exponential (P/E) case -By P(Y>y) =e . Let n= (p-OI.EY)/OI.EY denote the safety loading. We consider only the case n > 0 which is equivalent to w(u) < 1 for all u.
As is well-known (e.g. Thus OI.EY is the traffic intensity of the queue which is < 1 in view of n>O 5 We define the basic exponential family (PS) of risk processes exactly as
In [2] . We cite only the most basic facts and formulas and refer to [2] for a more complete discussion and references.
We first note that Slnce {X(t 
A further application of (2.3) yields (2.7)
which is the form of (2.5) which we shall most often be using ln the following. for the discrete time case.
When working with the above expressions, it lS also frequently convenient to write X(T) =X(T(U» =u+B(u) where B(u) is the overshot. As can be seen from [1] , [2] , [25] , one can most often think of u as the dominating part of X(T) and of B(u) as a small disturbance which is furthermore asynlptotically independent of T (u) .
We conclude this section by stating the relevant formulas for the PiE case -Sy P(Y > y) = e which is used in most of our computer illustrations. Here compute the Laplace transform of T. We quote the following formula from [2] , which assumes the normalization S = p = 1:
The form of the density or cumulative distribution function lS much more complicated and involves Bessel functions. 9 
SIMULATING FROM Pe
The idea to be exploited 1.n the rest of the paper amounts 1.n its simplest form to apply the identity to simulate X( T (u)) (or equivalently B(u)) from Pe rather than simulating the event of rU1.n from 
Now of course the difficulties connected with crude simulation in the case T == are not unsurmountab1e. E.g., one could use bounds or approximations to stop each individual run when either the risk reserve or the time has become sufficiently large (we comment on a further alternative, regenerative simu1a-tion, later on). However, we shall show in this paper that the method of S1.-mu1ating from Pe also creates a considerable reduction of the variance ob-tained from crude simulation. We start in this section by some largely empirical illustrations and examples, and follow up later on with theoretical ana~ lysis.
We first give a simple example. Consider the P/E case with is = l/EY = l,p = 1, a = 0.85 and -(l-a)u 1jJ(u) =ae =5%, Le. u=18.9 (this set of parameters could be argued to be typical and will be used repeatedly in the paper). In crude simulation, it follows from properties of the binomial distribution that the variance on the estimate of ~(u) Hence ruin occurs earlier so that le 11 Re ,,< Ie l Re I (whereas it seems less clear
To illustrate these phenomena, we return to the P/E example a = 0.85, Put S = ss = 0, N = 0, and initialize the random number generator;
2)
Put X=T=O, N=N+l . If less than one second CPU time has elapsed s~nce 1), return to 2).
We shall now give some preliminary discussion of some of the phenomena underlying Fig. 1 . First, it is seen as expected that N8 increases with 8.
Next we note that the parameter set has the form (-00,8) interesting not only with the simulation application in mind but also for further elucidating the role of 8 1 (or equivalently y = 8 1 -8 0 ) which is wellknown to be one of the very fundamental quantities in risk theory, and it is therefore a question which shall occupy us in some detail. We let T =00 for quite a while.
As a first step, it 1S necessary to put the somewhat unprecise definition of I8R8 into a form more suitable for theoretical analysis. A look at the algorithm above seems to suggest that the main time consuming factor when generating a single R8 1S the repetitions of step 3), the number of which is
The time needed for each step is of course machine-and programming language dependent but does not significantly vary with 8, and in the following we shall therefore insert I8R8 = E 8 E.' That is, we are concerned with minimizing We first consider the PiE case where (3.2) can be computed explicitly.
In fact, if S =p = 1 then and using Lemma 2.4, it follows from (3.4),(3.5) that whereas (3.2) can be evaluated using (2.12) Numerical tabulations showed f(~) to be convex with the minimum attained at a point ~.
which is in general m~n + 0 and is tabulated in Table 1 for some selected parameter values. Table 1 ~.
and variance reduction f(~ . )/£(0) for classical P/E are so close to zero and the m~n variance reduction to small that it is strongly suggested that ~n someasymptotical sense 8 1 is optimal. To show this is one of the topics of the next sections.
DIFFUSION APPROXIMATIONS IN HEAVY TRAFFIC
Various approximation procedures are reviewed 1n [2] . For the present purpose, the relevant ones seem to be normal approximations (u~oo) and heavy traffic approximations (which all require p";;,aEY in some way). We shall here exploit the last point of view, since [2] indicates that it can provide better approximations and since it has a natural implementation within the framework of imbedding in an exponential family.
We shall consider the same limiting procedure as in [25] for some I; > 0 (note that in [2] we write SOU~ I; with I; < 0) . As explained in [2] (the argument is essentially the same as in [10] , [11] , [25] ), it holds subject to (4.1) that We quote some consequences of (4.1),(4.2) from the above references. First Indeed, the first statement ~s contained in [25] , the formula (4.9) in the proof of Lemma 5.1 of [2] whereas the last statement as well as some further estimates to be used in the sequel requires some uniform integrability arguments. As example of how to carry out these, we give the proof of the follow- More precisely it holds for il = 0 that We shall make two further comments on Proposition 5.1.
First, the discussion of [25] , [2] suggests that the approximations given than just ~. = O. We have not carried this out since Table 1 m~n m~n
suggests that the resulting variance reduction would be small.
Next, we make some illustrations relating to a question which the reader familiar with queues may have posed a long while ago. Indeed, the relation to the virtual waiting time Vet) in the M/G/l queue given in Section 2 immediately suggests to apply regenerative simulation, cf. [8] , [9] , [19] Ch. 6. This Table 4 . Table 6 Asymptotic variance reduction g(lI . )/g As an illustration of how results of the above type may be applied in practice and of the accuracy of the approximations, we shall give a final example.
Consider again the P /E case with S = p = 1, a = 0.85 and let u = 15, T = 100. It is seen that our theoretical results are supported qualitatively from Table 7 : is much preferable to 8 0 and 8 1 (1 + t:" • ) mln even somewhat better.
The quantitative agreement of the empirical and theoretical results (i.e., of the two last columns) occurs also reasonable at least when absolute (rather than relative) deviations are considered. The preceding part of the paper strongly suggests that this yields reasonable tight confidence intervals. Of course, some arbitrariness is inherent by the choice of which premium rate to subtract from I(T ) op before solving the Lundberg equation. The present choice pia appears sensible by long-run considerations if T(U»> r -1 , whereas otherwise modifications may be required.
In our second example, we assume that the premium rate p ~s a function of the current risk reserve v=lJ(t), say p=p(v). This appears sensible s~nce an ~nsuranc€ company would want to take some action, typically by increasing the premiums, if the risk reserve approaches exhaustion. An example of the paths of the risk reserve process {U(t)}t>O ~s given in Figure 2 
