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A SUPER SCHUR-WEYL RECIPROCITY FOR CYCLOTOMIC HECKE ALGEBRAS
DEKE ZHAO
Abstract. Let Uq(g) be the quantized superalgebra of g = gl(k1|ℓ1) ⊕ · · · ⊕ gl(km|ℓm) and H the
cyclotomic Hecke algebra of type G(m, 1, n). We define a right H-action on the n-fold tensor (su-
per)space of the vector representation of Uq(g) and prove the Schur-Weyl reciprocity between Uq(g)
and H.
1. Introduction
Let k be a positive integer. It is known that the group GL(k,C)⊗n acts on the n-fold tensor space
of (Ck)⊗n of Ck by means of the standard action of GL(k,C) on each factor:
(g1, · · · , gn)(v1 ⊗ · · · ⊗ vn) = g1(v1)⊗ · · · ⊗ gn(vn)
for gi ∈ GL(k,C) and vi ∈ Ck. By restricting to the diagonal subgroup, i.e., taking g1 = · · · = gn,
we obtain the standard tensor product action of GL(k,C) on (Ck)⊗n. There is also natural action
of the symmetric group Sn on (C
k)⊗n, given by permuting the factors:
si(v1⊗· · ·⊗vi⊗vi+1⊗· · ·⊗vn)=v1⊗· · ·⊗vi+1⊗vi⊗· · ·⊗vn, 1 ≤ i ≤ n− 1
for the simple transpositions si = (i, i+ 1) ∈ Sn and vj ∈ Ck. Schur [37,38] showed that GL(k,C)
and Sn are mutual centralizers of each other in EndC(V
⊗n), which now known as the classical
Schur-Weyl reciprocity, and obtained the Frobenius formula [17] by applying this reciprocity.
After Schur’s classical work, Schur–Weyl reciprocity has been extended to various groups and
algebras. Here we only review briefly the ones inspiring the present work:
(i) Let Uq(gl(k)) be the quantized enveloping algebra of gl(k) and Hn(q2) the Iwahori-Hecke
algebra of type A. In [23], Jimbo defined an Hn(q2)-action on the n-fold tensor space of the
natural representation of Uq(gl(k)) and showed the quantum Schur-Weyl reciprocity between
Uq(gl(k)) and Hn(q
2).
(ii) Let Ck|ℓ be the superspace with dimension k|ℓ and gl(k|ℓ) the general linear Lie superalgebra,
that is, gl(k|ℓ) = EndC(C
k|ℓ). Then (Ck|ℓ)⊗n is naturally a gl(k|ℓ)-module by letting
g(v1⊗· · ·⊗vn)=g(v1)⊗· · ·⊗vn+
n∑
i=2
(−1)gv1⊗···⊗vi−1v1⊗· · ·⊗g(vi)⊗· · ·⊗vn,
where g ∈ gl(k|ℓ) and vi ∈ Ck|ℓ are homogeneous elements for all i. There is also an
Sn-action on (C
k|ℓ)⊗n given by
si(v1⊗· · ·⊗vi⊗vi+1⊗· · ·⊗vn)=(−1)
vivi+1v1⊗· · ·⊗vi+1⊗vi⊗· · ·⊗vn, 1 ≤ i < n,
where vi, vi+1 are homogeneous of C
k|ℓ. Then the super Schur-Weyl duality between gl(k|ℓ)
and CSn was established first by Sergeev in [40] and then in more detail by Berele and
Regev [5], which is also called the Schur–Sergeev duality in some literature (see e.g. [8]).
(iii) Let H be the Ariki–Koike algebras, i.e., the cyclotomic Hecke algebras of type G(m, 1, n)
and Uq(g) the quantized enveloping algebra of a Levi subalgebra g = gl(k1) ⊕ · · · ⊕ gl(km)
of gl(k) with k =
∑m
i=1 ki. Based on Jimbo’s work [23], Ariki et al [2] gave a Schur–
Weyl reciprocity between Uq(g) and H for all ki = 1; Sakamoto and Shoji [34] and Hu [20]
established independently the reciprocity for the general case by applying completely different
constructions of the H-action on tensor space of the natural representation of Uq(g) and by
different arguments.
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(iv) Let Uq(gl(k|ℓ)) be the quantized enveloping superalgebra of gl(k|ℓ). The super quantum
Schur-Weyl duality between Uq(gl(k|ℓ)) and Hn(q
2) was shown independently by Moon [30]
and by Mitsuhashi [28] via different approaches, which is a quantum analogue of the super
Schur-Sergeev duality.
Motivated by these observations, the purpose of this paper is to present a super Schur-Weyl
reciprocity between the quantum superalgebra Uq(g) and the cyclotomic Hecke algebra H along the
line of Sakamoto and Shoji’s work [34], which unifies the above mentioned works. Let us say more
details on this super Schur-Weyl reciprocity. Let ki, ℓi(i = 1, . . . , m) be non-negative integers with
(
∑m
i=1 ki|
∑m
i=1 ℓi) = (k|ℓ). Let (Ψ
⊗n, V ⊗n) be the fundamental representations of the quantized
enveloping superalgebra Uq(gl(k|ℓ)) of gl(k|ℓ) over K = C(q,Q) (see §2.5). Note that the Lie
superalge g = gl(k1|ℓ1)⊕ · · · ⊕ gl(km|ℓm) can be viewed as a subalgebra of Lie superalgebra gl(k|ℓ),
which enable us to yield the representations of the quantized enveloping superalgebra Uq(g) of g
on V ⊗n as the restriction of Ψ⊗n, which is also denoted by (Ψ⊗n, V ⊗n). By extending Moon and
Mitsuhashi’s loc. cit. works, we define anH-action on V ⊗n, which is proved to be anH-representation
(Φ, V ⊗n) (see Theorem 4.12). It is not hard to show that Φ actually commutes with Ψ⊗n, while we
have to make much efforts to show that Φ(H) and Ψ⊗n(Uq(g)) are mutually the full centralizer
algebras of each other by applying the representations of cyclotomic Hecke algebras. Therefore we
can prove the super Schur-Weyl reciprocity for H (Theorem 5.13).
We discuss below several interesting questions motivating this work.
The classical Schur algebras appeared in an implicit form in Schur’s remarkable article [38]. Schur’s
ideas were represented by J.A. Green in a modern way in [19], where their significance for repre-
sentation theory of general linear and symmetric groups over any infinite field was shown. Most of
the further generalizations follow the ideas of this engrossing book. Note that the classical Schur
algebras may be viewed as the algebra of endomorphisms of tensor space commuting with the action
of Sn and can be defined over the integers. Dipper and James introduced the q-Schur algebras type
A as the algebra of endomorphisms of tensor space commuting with the action of Hn(q) in [10]
(see [26] for uniform formulation of q-Schur algebras of arbitrary finite type). Using the cellularity
of cyclotomic Hecke algebras, Dipper, James and Mathas introduced the cyclotomic q-Schur algebras
related to H along Dipper and James’s work [10]. In the super setting, the Schur superalgebras
were introduced in Muir’s PhD thesis [27], the Schur q-Superalgebras were introduced Du and Rui
in [14] and their representations were studied extensively by Du and his coauthors (see e.g. [11–13]).
Therefore, it is very interesting to give a super analogue of cyclotomic q-Schur algebras and study
their structure and representations extensively. This is one of our main motivation of this paper.
In a subsequent paper, we will introduce the cyclotomic q-Schur algebras, study their cellular basis,
which enable us give an alternate proof of the Schur-Weyl reciprocity established in this paper by
adapting Hu’s argument in [20]. Then we will determine the quasi-hereditary of cyclotomic q-Schur
superalgebras and further investigate the their representations at roots of unity. Let us remark
that Deng, Du and Yang [9] recently introduce a new version of cyclotomic q-Schur algebras—slim
cyclotomic q-Schur algebras. It would be very interesting to formulate a super-version of the slim
cyclotomic q-Schur algebras.
Based on the quantum Schur-Weyl reciprocity, Ram [32] gave a q-analogue of Frobenius formula
for the characters of the Iwahori-Hecke algebras of type A. A super Frobenius formula for the char-
acters of the Iwahori-Hecke algebras of type A was given by Mitsuhashi in [29] by applying the super
quantum Schur-Weyl reciprocity. An extension of Frobenius formula for the characters of cyclotomic
Hecke algebra of type G(m, 1, n) is found in [42] by applying the Schur-Weyl reciprocity between
cyclotomic Hecke algebras and quantum algebras given in [34]. In 2013, Regev [33] presented a
surprising beautiful formula for the characters of the symmetric group super representations by ap-
plying the combinatorial theory of Lie superalgebras, which is developed in [5]. Based on Moon’s
work [30] and Mitsuhashi’s work [28], the author gives a quantum analogue of Regev formula and
derive a simple formula for the Hecke algebra super character on the exterior algebra in [45]. Mo-
tivated by these works, a natural problem is to provide a cyclotomic (quantum) analogue of these
formulas, which is another motivation of the present paper. Base on [29,42], we will give a super
Frobenius formula in [46] and a cyclotomic (quantum) analogue of Regev formula for the characters
of cyclotomic Hecke algebras in a forthcoming article.
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Combining the Schur-Weyl duality established Sergeev and Berele–Regev and ideas of Serganova
[39], Brundan and Kujiwa [7] obtained a new proof of the Mullineux conjecture, which was first
conjectured by Mullineux in [31] and proved by Ford and Kleshchev in [18]. Very recently, based on
their study on the polynomial representations of the quantum (super) hyperalgebra associated with
the quantum enveloping superalgebra of gl(k|ℓ), Du, Lin and Zhou [13] present a new proof of the
quantum version of the Mullineux conjecture for Hecke algebra of type A, which was first proved
by Brundan [6] along Kleshchev’s classical works. Thus it would be very interesting to reinterpret
the Mullineux involution for cyclotomic Hecke algebra [22] via representation theory of cyclotomic
q-Schur superalgebras, which is our last motivation of this paper. Furthermore, one might expect
that this interpretation would helpful to understand Dudas and Jacon’s work [15] and to enhance our
understanding on wall-crossing functors for representations of rational Cherednik algebras introduced
by Losev in [25]. We hope to deal with this issue in the future.
This paper is organized as follows. We begin in Section 2 with the definition of quantized enveloping
superalgebra and its vector representations. Section 3 deals with the subalgebra g of gl(k|ℓ) and some
related facts. Section 4 devotes to introduce the sign q-permutation representation of cyclotomic
Hecke algebras on tensor product of superspace. Finally, we establish the super Schur-Weyl duality
between the quantum superalgebra U(g) and cyclotomic Hecke algebras in last section.
Throughout the paper, we assume thatK = C(q,Q) the field of rational function in indeterminates
q and Q = (Q1, . . . , Qm). For fixed non-negative k, ℓ with k + ℓ > 0, we define the parity function
i 7→ i by
i =
{
0, if 1 ≤ i ≤ k;
1, if k < i ≤ k + ℓ.
Assume that k1, . . . , km, ℓ1, . . . , ℓm are non-negative integers satisfying
∑m
i=1 ki = k,
∑m
i=1 ℓi = ℓ
and denote by k = (k1, . . . , km), ℓ = (ℓ1, . . . , ℓm). For i = 1, . . . , m, we define di =
∑
j≤i kj + ℓj .
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2. Quantum superalgebras Uq(g)
In this section we briefly review the definitions of the quantum superalgebra Uq(gl(k|ℓ)), i.e., the
quantized universal enveloping algebra of the general linear Lie superalgebra gl(k|ℓ), and of its vector
representations. Note that The Serre-type presentations of the quantization of gl(k|ℓ) were obtained
by various authors all roughly at about the same time (see e.g. [16,24,35,36,44]). In this paper we
adopt a definition appeared in [44] to quote results there.
2.1. By a superspace we means a Z2-graded vector space U over C, namely a C-vector space with a
decomposition into two subspaces U = U0¯⊕U1¯. A nonzero element u of Ui will be called homogeneous
and we denote its degree by u = i ∈ Z2. We will view C as a superspace concentrated in degree 0.
Given superspaces U and W , we view the direct sum U ⊕W and the tensor product U ⊗CW as
superspaces with (U ⊕W )i = Ui ⊕Wi, and (U ⊗CW )i = U0¯ ⊗C Vi ⊕ U1¯ ⊗CW1¯−i for i ∈ Z2. With
this grading, U ⊗C W is called the tensor space of U and W and is denoted by U ⊗W . Also, we
make the vector space HomC(U,W ) of all C-linear maps from U to W into a superspace by setting
that HomC(U,W )i consists of all the C-linear maps f : U → W with f(Uj) ⊆ Wi+j for i, j ∈ Z2.
Elements of HomC(U,W )0¯ (resp. HomC(U,W )1¯) will be referred to as even (resp. odd) linear maps.
Recall that a superalgebra A is both a superspace and an associative algebra with identity such
that AiAj ⊆ Ai+j for i, j ∈ Z2. Given two superalgebras A and B, the tensor space A⊗ B is again
a superalgebra with the inducing grading and multiplication given by
(a1⊗b1)(a2⊗b2) = (−1)
b1a2a1a2⊗b1b2, for ai ∈ A and bi ∈ B.
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Furthermore, if φ ∈ End(A) and End(B) are homogeneous endomorphisms then the tensor φ⊗ ψ is
defined as follows:
(2.2) (φ⊗ ψ)(a⊗ b) := (−1)a¯ψ¯φ(a)⊗ ψ(b)
Note thess and other such expressions only make sense for homogeneous elements. Observe that the
n-fold tensor space A⊗n := A⊗ A⊗ · · · ⊗ A of A is well-defined for all n.
2.3. Recall that the Lie superalgebra gl(k|ℓ) is the (k+ ℓ)× (k+ ℓ) matrices with Z2-gradings given
by
gl(k|ℓ)0¯ =
{(
A 0
0 D
)∣∣∣∣A = (aij)1≤i,j≤k,D = (dij)k<i,j≤k+ℓ} ,
gl(k|ℓ)1¯ =
{(
0 B
C 0
)∣∣∣∣B = (bij)k<j≤k+ℓ1≤i≤k ,C = (cij)1≤j≤kk<i≤k+ℓ}
and Lie bracket product defined by
[X,Y] := XY − (−1)XYYX
for homogeneous X,Y.
For a, b = 1, . . . , k + ℓ, we denote by Ea,b the elementary (k + ℓ) × (k + ℓ) matrix with 1 in the
(a, b)-entry and zero in all other entries. Let ǫi : gl(k|ℓ)→ C be the linear function on gl(k|ℓ) defined
by
ǫi(Ea,b) = δi,aδa,b for i, a, b ∈ [1, k + ℓ].
The free abelian group P =
k+ℓ⊕
i=1
Zǫi (resp. P
∨ =
k+ℓ⊕
i=1
ZEb,b) is called the weight lattice (resp. dual
weight lattice) of gl(k|ℓ), and there is a symmetric bilinear form ( , ) on h∗ = C⊗Z P defined by
(ǫi, ǫj) = (−1)
iδi,j for i, j ∈ [1, k + ℓ].
Then the simple roots of gl(k, ℓ) are αi = ǫi− ǫi+1, i = 1, . . . , k+ ℓ−1. We have positive root system
Φ+ = {αi,j = ǫi− ǫj |1 ≤ i < j ≤ k+ ℓ} and negative root system Φ
− = −Φ+. Define αi,j = i+ j and
call αi,j is an even (resp. odd) root if αi,j = 0 (resp. 1). Note that αk is the only odd simple root.
Denote by 〈·, ·〉 the natural pairing between P and P∨. Then the simple coroot α∨i corresponding to
αi is the unique element in P
∨ satisfying
〈α∨i , λ〉 = (−1)
i(αi, λ) for all λ ∈ P.
2.4. Definition. The quantum superalgebraUq(gl(k|ℓ), that is, the quantized universal enveloping
algebra of gl(k|ℓ) is the unitary superalgebra over K generated by the homogeneous elements
E1, . . . , Ek+ℓ−1, F1, . . . , Fk+ℓ−1, K
±1
1 , . . . , K
±1
k+ℓ
with a Z2-gradation by letting Ek = F k = 1, Ea = F a for a 6= k, and Ki
±1 = 0. These generators
satisfy the following relations:
(Q1) KaKb = KbKa, KaK
−1
a = K
−1
a Ka = 1;
(Q2) KaEb = q
〈α∨a ,αb〉EbKa;
(Q3) EaEb = EbEa, FaFb = FbFa if |a− b| > 1;
(Q4) [Ea, Fb] = δa,b
K˜a−K˜
−1
a
qa−q
−1
a
, where qa = (
1
q )
a and K˜a = KaK
−1
a+1;
(Q5) For a 6= k and |a− b| > 1,
E2aEb − (qa + q
−1
a )EaEbEa + EbE
2
a = 0,
F 2aFb − (qa + q
−1
a )FaFbFa + FbF
2
a = 0;
(Q6) E2k = F
2
k = 0,
Ek(Ek−1EkEk+1+Ek+1EkEk−1)−
(
q+q−1
)
EkEk−1Ek+1Ek+(Ek−1EkEk+1+Ek+1EkEk−1)Ek,
Fk(Fk−1FkFk+1+Fk+1FkFk−1)−
(
q+q−1
)
FkFk−1Fk+1Fk+(Fk−1FkFk+1+Fk+1FkFk−1)Fk.
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It is known that Uq(gl(k|ℓ)) is a Hopf superalgebra with comultiplication ∆ defined by
∆(K±1i ) = K
±1
i ⊗K
±1
i ,
∆(Ei) = Ei ⊗ K˜i + 1⊗Ei,
∆(Fi) = Fi ⊗ 1 + K˜
−1
i ⊗ Fi.
2.5. Let V be a superspace over K with dimV = k|ℓ, that is, V = Ck|ℓ ⊗C K, and let B =
{v1, . . . , vk+ℓ} be its homogeneous basis. The vector representation Ψ of Uq(gl(k|ℓ)) on V is defined
by
Ψ(Ei)vj =
{
(−1)vjvj−1, if j = i+ 1;
0, others.
;
Ψ(Fi)vj =
{
(−1)vjvj+1, if j = i;
0, others.
Ψ(K±1i )(vj) =
{
(−1)vjq±1vj , if j = i;
0, others.
For a positive integer n, we can define inductively a superalgebra homomorphism
∆(n) : Uq(gl(k|ℓ))→ Uq(gl(k|ℓ))
⊗n, ∆(n) = (∆(n−1) ⊗ id) ◦∆
for each n ≥ 3, where ∆(2) = ∆. Therefore, Ψ can be extended to the representation on tensor
space V ⊗n via the Hopf superalgebra structure of Uq(gl(k|ℓ)) for each n, we denote it by Ψ⊗n. More
precisely, the Uq(gl(k|ℓ))-act on V ⊗n is defined as follows:
Ψ⊗n(Ea) =
n−1∑
p=0
K˜⊗pa ⊗Ψ(Ea)⊗ Id
⊗n−1−p,
Ψ⊗n(Fa) =
n−1∑
p=0
Id⊗p ⊗Ψ(Fa)⊗ (K˜
−1
a )
⊗n−1−p,
Ψ⊗n(Ka) = Ka ⊗ · · · ⊗Ka.
According to [3, Proposition 3.1], the vector representation is an irreducible highest weight module
V (ǫ1) with highest weight ǫ1 and V
⊗n is complete reducible for all n.
3. The subalgebra g
In this section we introduce the Lie superalgebra g = gl(k1, ℓ1) ⊕ · · · ⊕ gl(km, ℓm), which can be
viewed as a subalgebra of gl(k|ℓ) and fix some notations of partitions.
3.1. Now assume that V = V1⊕ · · ·⊕ Vm, where Vi is a subsuperspace of V with dimVi = ki|ℓi and
homogeneous basis
B(i) =
{
v
(i)
1 , . . . , v
(i)
ki+ℓi
}
1 ≤ i ≤ m,
such thatB =B(1)⊔· · ·⊔B(m). For now on, we assume that v
(i)
1 , . . . , v
(i)
ki
is even and v
(i)
ki+1
, . . . , v
(i)
ki+ℓi
is odd for i = 1, . . . , m.
We say that the vectors in B(i) are of color i, and we linearly order the vectors v
(1)
1 , . . . , v
km+ℓm
m
by the rule
v
(i)
a < v
j
b
if and only if i < j or i = j and a < b.
We may identify the vectors v
(1)
1 , . . ., v
km+ℓm
m with the vectors v1, · · · , vk+ℓ as follows:
v
(1)
1 · · · v
(1)
k1+ℓ1
v
(2)
1 · · · · · · v
(m)
km+ℓm
l
... l l
...
... l
v1 · · · vk1+ℓ1 vk1+ℓ1+1 · · · · · · vk+ℓ.
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Let I(k, ℓ;n) = {i = (i1, . . . , in)|1 ≤ it ≤ k + ℓ, 1 ≤ t ≤ n}. For i = (i1, . . . , in) ∈ I(k, ℓ;n), we
write vi = vi1 ⊗ · · · ⊗ vin and put ca(vi) = b if via is of color b. Then B
⊗n = {vi|i ∈ I(k, ℓ;n)} is a
homogeneous basis of V ⊗n. We may and will identify B⊗n with I(k, ℓ;n), that is, we will write vi
by i, vi by i, ca(vi) by ca(i), etc., if there are no confusions. Clearly, i = i1 + · · ·+ i¯n.
Clearly, the Lie superalgebra gl(ki|ℓi) can be viewed as a subalgebra of gl(k|ℓ) for all i = 1, . . . , m.
Therefore the Lie superalgebra g = gl(k1|ℓ1) ⊕ · · · ⊕ gl(km|ℓm) is a subalgebra of gl(k|ℓ) and its
quantum superalgebra Uq(g) can be naturally embedded in Uq(gl(k, ℓ)) as a K-subalgebra generated
by
(3.2) G =
{
Ea, Fa, K
±1
b
| a ∈ {1, 2, . . . , dm}\{d1, d2, . . . , dm}, 1 ≤ b ≤ dm
}
.
Hence the restriction of Uq(gl(k|ℓ))-representation (Ψ⊗n, V ⊗n) gives a Uq(g)-representation, we de-
note it by (Ψ⊗n, V ⊗n).
3.3. Recall that a composition (resp. partition) λ = (λ1, λ2, . . .) of n, denote λ |= n (resp. λ ⊢ n) is
a sequence (resp. weakly decreasing sequence) of nonnegative integers such that |λ| =
∑
i≥1 λi = n
and we write ℓ(λ) the length of λ, i.e. the number of nonzero parts of λ. A multipartition of n is an
ordered tuple λ = (λ(1); . . . ;λ(m)) of partitions λi such that n =
∑m
i=1 |λ
i|. We denote by Pm,n the
set of all multipartitions of n. Then Pm,n is a poset under dominance ☎, where
λ☎ µ⇐⇒
i−1∑
k=1
|λk|+
j∑
ℓ=1
λil ≥
i−1∑
k=ℓ
|µk|+
j∑
ℓ=1
µiℓ for all 1 ≤ i ≤ m and j ≥ 1.
We write λ✄ µ if λ☎ µ and λ 6= µ.
A partition λ = (λ1, λ2, · · · ) ⊢ n is said to be a (k, ℓ)-hook partition of n if λk+1 ≤ ℓ. We let
H(k, ℓ;n) denote the set of all (k, ℓ)-hook partitions of n, that is
H(k, ℓ;n) = {λ = (λ1, λ2, · · · ) ⊢ n | λk+1 ≤ ℓ}.
An m-multipartition λ = (λ(1); . . . ;λ(m)) of n is said to be a (k, ℓ)-hook multipartition of n if λ(i)
is a (ki, ℓi)-hook partition for all i = 1, . . . , m. We denote by H(k|ℓ;m,n) the set of all (k, ℓ)-hook
multipartitions of n.
It is known that the irreducible representations of Uq(gl(k, ℓ)) occurring in V
⊗n are param-
eterized by the (k, ℓ)-hook partitions of n (see [40, Theorem 2] or [5, Theorem 3.20]). Since
Uq(g) = Uq(gl(k1, ℓ1))⊗ · · · ⊗ Uq(gl(km, ℓm)), irreducible representations of Uq(g) occurring in V ⊗n
are parameterized by the (k, ℓ)-hook multipartitions of n. Thus the irreducible representations of
Uq(g) occurring in V
⊗n are parameterized by H(k|ℓ;m,n).
3.4. The diagram of an m-multipartition λ is the set
[λ] := {(i, j, c) ∈ Z>0 × Z>0 ×m|1 ≤ j ≤ λ
c
i}, where m = {1, . . . , m}.
The elements of [λ] are the nodes of λ; more generally, a node is any element of Z>0 × Z>0 ×m.
A λ-tableau is a bijection t : [λ] → {1, 2, . . . , n} and write Shape(t) = λ if t is a λ-tableau.
We may and will identify a tableau t with an m-tuple of tableaux t = (t1; . . . ; tm), where tc is a
λc-tableau, c = 1, · · · , m, which is called the c-component of t. A tableau is standard if in each
component the entries increase along the rows and down the columns and denote by Std(λ) the set
of all standard λ-tableaux. Let t be a standard tableau and i an integer. Define the residue of i in t
to be rest(i) = Qcq
2(b−a) if i appears in the node (a, b, c) of t.
Recall that a tableau is called semi-standard if it is weakly increasing in rows and strictly in
columns; if its entries are from the set {1, 2, . . . , n} then it is called an n tableau. Of course an n
tableau is also an n + 1 tableau, etc.
Let 0¯ = {01, · · · , 0k} and 1¯ = {11, · · · , 1ℓ} with 01 < · · · < 0k < 11 < · · · < 1ℓ. Then a tableau T
of shape λ ⊢ n is said to be (k, ℓ)-semistandard if
(i) the 0¯ part (i.e. the boxes filled with entries 0i’s) of T is a tableau,
(ii) the 0i’s are nondecreasing in row, strictly increasing in columns,
(ii) the 1i’s are nondecreasing in columns, strictly increasing in rows.
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4. The sign q-permutation representation
In this section, we recall the definition of cyclotomic Hecke algebra H = Hm,n(q,Q) of type
G(m, 1, n) and introduce an H-action on V ⊗n, which is a cyclotomic analoge of Moon [30] and
Mitsuhashi [28]. The main result of this section is that the H-action on V ⊗n is actually an (su-
per)representation of H (see Theorem 4.12).
4.1. Let Wm,n be the complex reflection group of type G(m, 1, n). According to [41], Wm,n has
a presentation with generators s0, s1, . . . , sn−1 where the defining relations are s
m
0 = 1, s
2
1 = · · · =
s2n−1 = 1 and the homogeneous relations
s0s1s0s1 = s1s0s1s0,
sisj = sjsi, if |i− j| > 1,
sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 2.
It is well-known that Wm,n ∼= (Z/mZ)n ⋊Sn, where s1, . . . , sn−1 are generators of the symmetric
group Sn of degree n corresponding to transpositions (1 2), . . ., (n−1n).
For a = 1, . . . , n− 1 and i = (i1, . . . , ia, ia+1, . . . , in), we define the following right action
isa := (i1, . . . , ia−1, ia+1, ia, ia+2, . . . , in).
Following Sergeev [40, § 1.1] or Berele-Regev [5, Definition 1.9], there is a right action φ of CSn
on V ⊗n defined on generators by
sa(i) :=
{
(−1)iai, if ia = ia+1;
(−1)iaia+1isa, if ia 6= ia+1.
(4.2)
4.3. Recall that the Ariki-Koike algebra [1], that is, the cyclotomic Hecke algebra H associated to
Wm,n [21] is the unital associative K-algebra generated by g0, g1, . . . , gn−1 and subject to relations
(g0 −Q1) . . . (g0 −Qm) = 0,
g0g1g0g1 = g1g0g1g0,
g2i = (q − q
−1)gi + 1, for 1 ≤ i < n,
gigj = gjgi, for |i− j| > 2,
gigi+1gi = gi+1gigi+1, for 1 ≤ i < n− 1.
Let w ∈ Sn and let si1si2 · · · sik be a reduced expression for w. Then gw := gi1gi2 · · · gik is
independent of the choice of reduced expression and {gw|w ∈ Sn} is linear basis of the subalgebra
Hn(q) of H generated by g1, . . . , gn−1, that is, Hn(q) is the Iwahori-Hecke algebra associated to Sn.
For a = 1, . . . , n− 1, we define endomorphisms Ta, Sa ∈ EndK(V
⊗n) as follows:
(4.4) Ta(i) :=

(q − q−1)i + (−1)iaia+1isa, if ia < ia+1;
(q−q−1)+(−1)ia(q+q−1)
2 i, if ia = ia+1;
(−1)iaia+1isa, if ia > ia+1.
Sa(i) :=
{
Ta(i), if ca(i) = ca+1(i);
sa(i), if ca(i) 6= ca+1(i).
(4.5)
The following easy verified facts will be used latter.
4.6. Lemma. For all i ∈ I(k, ℓ;n) and 1 ≤ a < n, we have
(i) Ta(i) =

(q − q−1)i + sa(i), if ia < ia+1;
q−q−1
2 i+
q+q−1
2 sa(i), if ia = ia+1;
sa(i), if ia > ia+1.
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(ii) Ta is invertible and T
−1
a (i) :=

sa(i), if ia < ia+1;
−q−q
−1
2 i+
q+q−1
2 sa(i), if ia = ia+1;
(q − q−1)i + sa(i), if ia > ia+1.
Proof. (i) follows directly by applying Eq. (4.2). Since T 2a = (q − q
−1)Ta + 1, T
−1
a = Ta − (q − q
−1).
Thus (ii) follows directly by applying (i). 
Now let S0(i) := Qc1(i)i and θ = Sn−1 · · ·S1. We define T0 ∈ EndK(V
⊗n) as following
T0(i) : = T
−1
1 · · ·T
−1
n−1θS0(i).(4.7)
Thanks to [28,30], Eq. (4.4) defines a (super) representation of Hn(q). In the remainder of this
section, we show that Eqs. (4.4) and (4.7) define a (super)representation of H along the line of [34].
4.8. Lemma. For j, p ≥ 1, we denote by Vj,p the subspace of V ⊗n spanned by basis elements i such
that cp(i) ≥ j. If i ∈ Vj,p then T
−1
p · · ·T
−1
n−1Sn−1 · · ·Sp(i) ∈ i+ Vj+1,p.
Proof. We use the backward induction on p to prove the claim. Note that for all p = 1, . . . , n − 1,
we have
T−1p Sp(i) =
{
i+ (q − q−1)sp(i), if cp(i) > cp+1(i);
i, others.
(4.9)
In particular, the lemma holds for p = n− 1. Now assume that for all p and i′ ∈ Vj,p,
T−1p · · ·T
−1
n−1Sn−1 · · ·Sp(i
′) ∈ i′ + Vj+1,p.
Thanks to Lemma 4.6(i), Tp−1(Vj,p−1) = Vj,p for all j ≥ 1, which implies Sp−1(Vj,p−1) ∈ Vj,p due to
Eq. (4.5).
For any i ∈ Vj,p−1, the induction argument shows
(T−1p−1 · · ·T
−1
n−1Sn−1 · · ·Sp−1)(i) = T
−1
p−1(T
−1
p · · ·T
−1
n−1Sn−1 · · ·Sp)(Sp−1(i))
∈ T−1p−1(Sp−1(i) + Vj+1,p)
= T−1p−1Sp−1(i) + Vj+1,p
∈ i + Vj+1,p,
where the last inclusion follows by Eq. (4.9). The lemma is proved. 
The following facts will be used latter.
4.10. Lemma. For all all j ≥ 2, we have the following facts:
SjSj−1Tj = Tj−1SjSj−1,
(4.11) SjSj−1SjS
−1
j−1Tj−1 = TjSjSj−1SjS
−1
j−1,
SjSj−1SjSj−1Tj−1 = TjSjSj−1SjSj−1.
Proof. For a moment, we let q+ = q + q
−1 and q∗ = q − q−1. Without loss of generality, we may
assume that j = 2 and i = (i1, i2, i3). Therefore we have the following five cases:
(1) If c1(i) = c2(i) = c3(i) then S1 = T1, S2 = T2, and Eq. (4.11) follow thanking to [30,
Proposition 2.9] or [28, Theorem 2.1].
(2) If c1(i), c2(i) and c3(i) are pairwise different then S1(i) = s1(i), S2(i) = s2(i). Furthermore
we only need to consider the following cases: (a) i1 < i2 < i3; (b) i1 < i2 > i3; (c)
i1 > i2 > i3. Apply Lemma 4.6(i) and Eq. (4.5), we obtain that
(a)
S2S1T2(i) = (q − q−1)s2s1(i) + s1s2s1(i) = T1S2S1(i);
S2S1S2S
−1
1 T1(i) = (q − q
−1)s1s2(i) + s1s2s1(i) = T2S2S1S2S
−1
1 (i);
S2S1S2S1T1(i) = S2S1S2S
−1
1 T1(i) = T2S2S1S2S
−1
1 (i) = T2S2S1S2S1(i);
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(b)
S2S1T2(i) = s1s2s1(i) = T1S2S1(i);
S2S1S2S
−1
1 T1(i) = (q − q
−1)s1s2(i) + s1s2s1(i) = T2S2S1S2S
−1
1 (i);
S2S1S2S1T1(i) = S2S1S2S
−1
1 T1(i) = T2S2S1S2S
−1
1 = T2S2S1S2S1(i);
(c)
S2S1T2(i) = s2s1s2(i) = s1s2s1(i) = T1S2S1(i);
S2S1S2S
−1
1 T1(i) = s2s1s2(i) = T2S2S1S2S
−1
1 (i);
S2S1S2S1T1(i) = s1s2T1(i) = T2s1s2(i) = T2S2S1S2S1(i);
Therefore, in this case Eq. (4.11) hold.
(3) If c1(i) = c2(i) 6= c3(i) then we only need to check the following six cases:
(a) i1 = i2 < i3:
S2S1T2(i) = q∗S2S1(i) + S2S1s2(i)
= q∗s2T1(i) + T2s1s2(i)
=
1
2
q+q∗s2s1(i)+
1
2
q+s1s2s1(i)−
1
2
q2∗s2(i)−
1
2
q∗s1s2(i)
=
1
2
q+T1s2s1(i)−
1
2
q∗T1s2(i)
= T1S2T1(i)
= T1S2S1(i);
S2S1S2S
−1
1 T1(i) = S2S1S2(i)
= T2s1s2(i)
=
1
2
q+s2s1s2(i)−
1
2
q∗s1s2(i),
T2S2S1S2S
−1
1 (i) = T2S2S1S2T
−1
1 (i)
=
1
2
q+T
2
2 s1s2s1(i)−
1
2
q∗T
2
2 s1s2(i)
=
q∗
2
s1s2(i)+
q+
2
s1s2s1(i)+
q2∗
2
T2s1s2(i)+
q+q∗
2
T2s1s2s1(i)
=
q+
2
s2s1s2(i)−
q∗
2
s1s2(i);
S2S1S2S1T1(i) = S2S1S2T
2
1 (i)
= S2S1S2(i) + q∗S2S1S2T1(i)
= T2s1s2(i) + q∗T2s1s2T1(i)
= s1s2T1(i) + q∗T2s1s2T1(i)
= T 22 s1s2T1(i)
= T2S2S1S2S1(i);
(b) i1 = i2 > i3:
S2S1T2(i) = T2s1s2(i)
=
q+
2
s1s2s1(i)−
q∗
2
s1s2(i)
= s1s2T1(i)
= T1S2S1(i);
S2S1S2S
−1
1 T1(i) = T2s1s2(i)
=
q+
2
s2s1s2(i)−
q∗
2
s1s2(i),
T2S2S1S2S
−1
1 (i) = T
2
2 s1s2T
−1
1 (i)
= q∗T2s1s2T
−1
1 (i) + s1s2T
−1
1 (i)
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=
q2∗
2
T2s1s2(i)+
q+q∗
2
T2s1s2s1(i)+
q∗
2
s1s2(i)+
q+
2
s1s2s1(i)
=
q+
2
s2s1s2(i)−
q∗
2
s1s2(i);
S2S1S2S1T1(i) = S2S1S2T
2
1 (i)
= T2s1s2(i) + q∗T2s1s2T1(i)
= s1s2T1(i) + q∗T2s1s2T1(i)
= T 22 s1s2T1(i)
= T2S2S1S2S1(i);
(c) i1 < i2 < i3:
S2S1T2(i) = q∗s2T1(i) + T2s1s2(i)
= q2∗s2(i) + q∗(s1s2 + s2s1)(i) + s1s2s1(i)
= q∗T1s2(i) + T1s2s1(i)
= T1S2S1(i);
T2S2S1S2S
−1
1 (i) = T
2
2 s1s2s1(i)
= q∗T2s1s2s1(i) + s1s2s1(i)
= q∗s1s2(i) + s1s2s1(i)
= T2s1s2(i)
= S2S1S2(i)
= S2S1S2S
−1
1 T1(i)
S2S1S2S1T1(i) = S2S1S2T
2
1 (i)
= T2s1s2(i) + q∗T2s1s2T1(i)
= s1s2T1(i) + q∗T2s1s2T1(i)
= T 22 s1s2T1(i)
= T2S2S1S2S1(i);
(d) i3 < i1 < i2:
S2S1T2(i) = q∗s1s2(i) + s2s1s2(i)
= q∗T1s2(i) + T1s2s1(i)
= T1S2S1(i);
S2S1S2S
−1
1 T1(i) = T2s1s2(i)
= q∗s1s2(i) + s2s1s2(i)
= q∗T2s1s2s1(i) + s1s2s1(i)
= T 22 s1s2s1(i)
= T2S2S1S2S
−1
1 (i);
S2S1S2S1T1(i) = S2S1S2T
2
1 (i)
= T2s1s2(i) + q∗T2s1s2T1(i)
= s1s2T1(i) + q∗T2s1s2T1(i)
= T 22 s1s2T1(i)
= T2S2S1S2S1(i).
(e) i2 < i1 < i3:
S2S1T2(i) = q∗s1s2 + s2s1s2
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= q∗T1s2(i) + T1s2s1(i)
= T1S2S1(i);
S2S1S2S
−1
1 T1(i) = T2s1s2(i)
= q∗s1s2(i) + s2s1s2(i)
= q∗T2s1s2s1(i) + s1s2s1(i)
= T 22 s1s2s1(i)
= T2S2S1S2S
−1
1 (i);
S2S1S2S1T1(i) = S2S1S2T
2
1 (i)
= T2s1s2(i) + q∗T2s1s2T1(i)
= s1s2T1(i) + q∗T2s1s2T1(i)
= T 22 s1s2T1(i)
= T2S2S1S2S1(i);
(f) i3 < i2 < i1:
S2S1T2(i) = q∗s1s2 + s2s1s2
= q∗T1s2(i) + T1s2s1(i)
= T1S2S1(i);
S2S1S2S
−1
1 T1(i) = T2s1s2(i)
= q∗s1s2(i) + s2s1s2(i)
= q∗T2s1s2s1(i) + s1s2s1(i)
= T 22 s1s2s1(i)
= T2S2S1S2S
−1
1 (i);
S2S1S2S1T1(i) = S2S1S2T
2
1 (i)
= T2s1s2(i) + q∗T2s1s2T1(i)
= s1s2T1(i) + q∗T2s1s2T1(i)
= T 22 s1s2T1(i)
= T2S2S1S2S1(i).
Therefore Eq. (4.11) hold in this case.
(4) The remainder cases c1(i) 6= c2(i) = c3(i) and c1(i) = c3(i) 6= c2(i) can be verified by a
similar way.
As a consequence, we prove the lemma. 
Now we can prove the main result of this section.
4.12. Theorem. Keeping notation as above, then the K-linear map Φ : H → EndK(V
⊗n) defined by
ga 7→ Ta (a = 0, . . . , n− 1) is a (super)representation of H.
Proof. Thanks to Moon [30, Proposition 2.9] or Mitsuhashi [28, Theorem 2.1], it suffices to show
that the following three relations hold:
(T0 −Q1) · · · (T0 −Qm) = 0;(4.13)
T0T1T0T1 = T1T0T1T0;(4.14)
T0Ti = TiT0, for i ≥ 2.(4.15)
Applying Eq. (4.7) and Lemma 4.8, T0(i) = Qc1(i)i+ Vj+1,1 for any i ∈ Vj,1. It follows that
(T0 −Qj)(i) = (Qc1(i) −Qj)i+ Vj+1,1.
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Since i ∈ Vj,1, we have c1(i) ≥ j. Therefore (Qc1(i) − Qj)(i) = 0 if c1(i) = j, and (Qc1(i) − Qj)(i) ∈
Vj+1,1 if c1(i) > j, that is, (T0 − Qj)(i) ∈ Vj+1,1. Finally notice that V1,1 = V
⊗n and Vn+1,1 = {0}.
As a consequence, Eq. (4.13) holds.
Now we show that Eq. (4.14) holds. Note that S0 commutes with T2, · · · , Tn−1 and SiTj = TjSi
for |i− j| > 2. Lemma 4.10 implies
(4.16) θTj = Tj−1θ, j = 2, . . . , n− 1.
Since SiSj = SjSi for |i− j| ≥ 2, we have
θ2T1 = (Sn−1 · · ·S1)(Sn−1 · · ·S1)T1
= Sn−1(Sn−2Sn−1) · · · (S2S3)(S1S2)S1T1
= (Sn−1Sn−2Sn−1S
−1
n−2)(Sn−2Sn−3Sn−2S
−1
n−3) · · · (S3S2S3S
−1
2 )(S2S1S2S1)T1
= (Sn−1Sn−2Sn−1S
−1
n−2)(Sn−2Sn−3Sn−2S
−1
n−3) · · · (S3S2S3S
−1
2 )T2(S2S1S2S1)
= Tn−1(Sn−1Sn−2Sn−1S
−1
n−2)(Sn−2Sn−3Sn−2S
−1
n−3) · · · (S3S2S3S
−1
2 )(S2S1S2S1)
= Tn−1θ
2.
Now we show S−11 S0S1S0T1 = T1S
−1
1 S0S1S0. To do this, we may assume i = (i1, i2). According
to Eq. (4.4),
S−11 S0S1S0T1(i) =
{
Q2
c1(i)
T1(i), if c1(i) = c2(i);
Qc1(i)Qc2(i)T1(i), if c1(i) 6= c2(i).
T1S
−1
1 S0S1S0(i) =
{
Q2
c1(i)
T1(i), if c1(i) = c2(i);
Qc1(i)Qc2(i)T1(i), if c1(i) 6= c2(i).
Combing the above two equalities, we get (θS0)
2T1 = Tn−1(θS0)
2.
As a consequence, we yield that
T0T1T0T1 = (T
−1
1 · · ·T
−1
n−1)θS0(T
−1
2 · · ·T
−1
n−1)θS0T1
= (T−11 · · ·T
−1
n−1)(T
−1
1 · · ·T
−1
n−2)(θS0)
2T1
= (T−11 · · ·T
−1
n−1)(T
−1
1 · · ·T
−1
n−2)Tn−1(θS0)
2;
T1T0T1T0 = (T
−1
2 · · ·T
−1
n−1)θS0(T
−1
2 · · ·T
−1
n−1)θS0
= (T−12 · · ·T
−1
n−1)(T
−1
1 · · ·T
−1
n−2)(θS0)
2
= (T−12 · · ·T
−1
n−1)(T
−1
1 · · ·T
−1
n−2)(θS0)
2.
Thanks to [2, Lemma 2.3(4)]), we yield that T0T1T0T1 = T1T0T1T0, i.e., Eq. (4.14) holds.
Finally, thanks to Eq. (4.16), for all j ≥ 2, we have
T0Tj = T
−1
1 · · ·T
−1
n−1θS0Tj
= T−11 · · ·T
−1
n−1TjθS0
= T−11 · · ·T
−1
j−2(T
−1
j−1T
−1
j Tj−1)T
−1
j+1 · · ·T
−1
n−1TjθS0
= T−11 · · ·T
−1
n−1TjθS0
= T−11 · · ·T
−1
j−2(TjT
−1
j−1T
−1
j )T
−1
j+1 · · ·T
−1
n−1TjθS0
= TjT0.
Therefore we complete the proof. 
4.17. Remark. If ℓ = 0 then the representation (Φ, V ⊗n) reduces to representation defined by
Sakamoto and Shoji [34]. If m = 1 then the representation (Φ, V ⊗n) reduces to sign q-permutation
representation of Hn(q) defined by Moon [30, Proposition 2.9] and Mitsuhashi [28, Theorem 2.1].
4.18. Remark. It is known that cyclotomic Hecke algebras are cyclotomic quotients of affine Hecke
algebras, it would be interesting to define an affine Hecke action on superspaces such that it is stable
under the quotient. Moreover, this action would give another way to construct the H-action on V ⊗n.
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4.19. Remark. Let q = 1 and Qi = ξ
i, where ξ is a fixed primitive mth root of unity. Then H reduces
to the group algebra CWm,n of Wm,n and the (super)representation (Φ, V
⊗n) of H reduces to an
(super)representation of CWm,n.
5. Schur-Weyl reciprocity between Uq(g) and H
In this section, we establish the Schur-Weyl reciprocity between Uq(g) and H, which can be viewed
as a super analogue of the Schur-Weyl reciprocity for cyclotomic Hecke algebras given independently
by Sakamoto-Shoji [34] and Hu [20], or as a cyclotomic version of the Schur-Weyl reciprocity between
the quantum superalgebra and the Iwahori-Hecke algebra obtained by Moon [30] and Mitsuhashi [28].
5.1. Lemma. For any X ∈ H and Y ∈ Uq(g), Φ(X)Ψ⊗n(Y ) = Ψ⊗n(Y )Φ(X).
Proof. Thanks to Moon [30, Proposition 2.9] and Mitsuhashi [28, Theorem 2.1], it is enough to show
that the T0-action defined by Eq. (4.7) commutes with the generators of Uq(g), i.e., commutes with
those elements listed in the set G defined in Eq. (3.2). Clearly S0 commutes with Uq(g). It reduces
to show Sa commutes with elements of G for all a ≥ 1. It is easy to check that Sa commutes with
K±1j for all 1 ≤ j ≤ dm.
Now we show that Sa commutes with Ψ
⊗n(Eb) for all Eb ∈ G . Given i ∈ I(k, ℓ;n). First note that
if ca(i) = ca+1(i) then ca(Ψ
⊗n(Eb)(i)) = ca+1(Ψ
⊗n(Eb)(i)). Thus SaΨ
⊗n(Eb)(i) = TaΨ
⊗n(Eb)(i) =
Ψ⊗n(Eb)Ta(i) due to Moon and Mitsuhashi’s work. If ca(i) 6= ca+1(i)) then ca(Ψ
⊗n(Eb)(i)) 6=
ca+1(Ψ
⊗n(Eb)(i))). In this case, we need to show saΨ
⊗n(Eb)(i) = Ψ
⊗n(Eb)sa(i). For p = 0, 1, . . . , n−
1, we let
Xp = K˜
⊗p
b
⊗Ψ(Eb)⊗ Id
n−1−p.
Then sa commutes with Xp unless p = a− 1, a, which implies we only need to show
sa(Xa−1 +Xa)(i) = (Xa−1 +Xa)sa(i).
Since sa affects only the a and a + 1th factors of i and the remaining parts are the same for Xa(i)
and Xa+1(i). We may only consider the a and a+ 1th factors, that is, it is enough to verify that
(5.2) sa(Ψ(Eb)⊗Id+K˜b⊗Ψ(Eb))(ia ⊗ ia+1)=(Ψ(Eb)⊗Id+K˜b⊗Ψ(Eb))sa(ia⊗ia+1).
Assume that dr−1 < b < dr for some 1 ≤ r ≤ m with d0 = 0. Thus if ca(i), r, ca+1(i) are pairwise
different, then Ψ(Eb) = 0, therefore both sides of Eq. (5.2) equal zero; If ca(i) = r 6= ca+1(i) then
Ψ(Eb)(ia+1) = 0 and K˜a(ia+1) = (−1)
i¯a+1−i¯aia+1. Then, thanks to Eq. (2.2), both sides of Eq. (5.2)
equal; The case ca+1(i) = r 6= ca(i) can be proved similarly. So Sa commutes with Ψ⊗n(Eb) for all
Eb ∈ G . In a similar argument, we can show Sa commutes with Ψ
⊗n(Fb) for all Fb ∈ G . 
For positive integers a, b, c, we let
Π(a, b; c) =
{
(µ, ν)
∣∣∣∣ µ ⊢ s, ν ⊢ t, s+ t = cℓ(µ) ≤ a, ℓ(ν) ≤ b, µa ≥ ℓ(ν)
}
.
5.3. Lemma ( [4] or [30, Lemma 5.3]). Keeping notations as above, then there is a bijection between
H(a, b; c) and Π(a, b; c) given by λ 7→ (λ1;λ2), where λ1 = (λ1, . . . , λa) and λ2 = (λ21, . . . , λ
2
b) with
λ2i = max{λ
∗
i − a, 0}.
Recall that the Jucys-Murphy elements of H are defined recursively by
J1 := g0 and Ji+1 := giJigi, i = 1, · · · , n− 1.
It is known by [1] that J1, . . . , Jn generate a maximal commutative subalgebra J of H. Moreover,
let Sλ be the irreducible H-module corresponding to λ ∈ Pm,n. Furthermore, Sλ has a basis
{vs|s ∈ std(λ)} satisfying
(5.4) Jivs = ress(i)vs, i = 1, . . . , n,
for each s ∈ std(λ). Conversely, if M is an H-module containing a common eigenvector vs for
J1, . . . , Jn satisfying (5.4) for some s ∈ std(λ), then the H-submodule Hvs of M is a sum of copies
of Sλ.
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5.5. Lemma. Let λ ∈ H(k|ℓ;m,n). Then V ⊗n contains an irreducible H-module isomorphic to Sλ
consisting of highest weight vectors of Uq(g) with highest weight λ.
Proof. Thanks to [28,30], we have the following Uq(gl(k|ℓ))⊗Hn(q)-module decomposition
V ⊗n =
⊕
λ∈H(k,ℓ;n)
Vλ ⊗ S
λ,(5.6)
where Vλ (resp. S
λ) is the irreducible Uq(g(k|ℓ))-module with highest weight λ (resp. the Specht
module of Hn(q) corresponding to λ). Furthermore, the decomposition (5.6) implies for each λ ∈
H(k, ℓ;n), the Hn(q)-module Sλ consisting of highest weight vectors for Vλ. Let s be a standard
tableau of shape λ. Then we can find a highest weight vector for Vλ.
Assume that λ = (λ(1), . . . , λ(m)) ∈ H(k|ℓ;m,n). Note that λ(i) is a (ki, ℓi)-hook partition of ni =
|λ(i)|. Lemma 5.3 implies we may view λ(i) as an element (µ(i), ν(i)) of Π(ki, ℓi;ni) for all 1 ≤ i ≤ m.
We define a tandard tableau s = (s(1), . . . , s(m)) of shape λ as follows: Set n1,i = |µ(i)|, n2,i = |ν(i)|
and p1,i = n1,i + · · ·+ n1,m, p2,i = n2,i + · · ·+ n2,m for i = 1, . . . , m with p1,m+1 = p2,m+1 = 0. Now
we define s(i) by filling n1,i numbering p1,i+1 < p1,i+1 + 2 < · · · < p1,i in the boxes in λ(i) first to all
boxes of the first row, and then to all the boxes of the second row, and so on, in increasing order;
then by filling n2i numbering p
2
i+1 < p
2
i+1 + 2 < · · · < p
2
i in the boxes in λ
(i) first to all boxes of the
first column, and then to all the boxes of the second column, and so on, in increasing order. It is
clearly s(i) is standard tableau of shaper λ(i). Now consider the action of Uq(gl(ki|ℓi) ⊗ Hni(q) on
V ⊗ni
(i)
and apply Moon’s argument in [30], we can obtain a common eigenvector wi ∈ V
⊗ni
(i)
for the
Jucys-Murphy elements of Hni(q) with respect to ϕs(i) , which is also a highest weight vector for Vλ(i).
Set
vs = w1 ⊗ w2 ⊗ · · · ⊗ wm ∈ V
⊗n1
1 ⊗ V
⊗n2
2 ⊗ · · · ⊗ V
⊗nm
m .
Then vs is a highest weight vector of Vλ = Vλ(1) ⊗ · · · ⊗ Vλ(m) . Assume that a = pk+1 < r ≤ pk = b.
We show that vs is a common eigenvector for Jucys-Murphy elements of H, that is,
(5.7) Jrvs = ress(r)vs.
Clearly Jrvs can be written as
Jrvs = T
−1
r · · ·T
−1
n−1Sn−1 · · ·S1S0T1 · · ·Tr−1vs.
First note that
(5.8) Ta · · ·Trvs ∈ V
n1
1 ⊗ · · · ⊗ V
nm
m .
Let i be a basis element of V ⊗n occurring in the expression of Ta · · ·Trvs. Then ia ∈ Vr, and ic > ia
for all c < a. Moreover ic /∈ Vr for c < a, which implies
T1 · · ·Ta−1(i) = ia ⊗ i1 ⊗ · · · ⊗ ia−1 ⊗ ia+1 ⊗ · · · ⊗ in
and Sa−1 · · ·S1S0T1 · · ·Ta−1(i) = Qri. Thus
Jrvs = QrT
−1
r · · ·Tn−1Sn−1 · · ·SaTa · · ·Tr−1vs.
On the other hand, we have
Sb−1 · · ·SaTa · · ·Tr−1vs ∈ V
⊗n1
1 ⊗ · · · ⊗ V
⊗nm
m .
Let y = y1⊗· · ·⊗yn be a basis element of V ⊗n occurring in the expression of Sb−1 · · ·SaTa · · ·Tj−1vs.
Then yb ∈ Vr, yi /∈ Vr for all i > a. Moreover yi < yb for all i > b. By a similar argument as above,
we obtain T−1
b
· · ·Tn−1Sn−1 · · ·Sb(y) = y. Therefore
Jrvs = QrT
−1
r · · ·Tn−1Sn−1 · · ·SaTa · · ·Tr−1vs
= QrTr−1 · · ·TaTa · · ·Tr−1vs
= ress(r)vs.
We complete the proof. 
Now we compute the multiplicity mλ := [V
⊗n : Vλ] of Vλ in V
⊗n. Assume that km, ℓm > 1. We
let gl(km−1|ℓm) be the subalgebra of gl(km|ℓm) corresponding to the basis B(m) − {v
(m)
km
} and let
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gl(1, 0) to be that corresponding to basis v
(m)
km
. Put g′ = gl(k1|ℓ1) ⊕ · · · ⊕ gl(km−1|ℓm) ⊕ gl(1|0),
which is a subalgebra of g.
For λ = (λ(1), . . . , λ(m)) ∈ H(k|ℓ;m,n) and µ = (µ(1), . . . , µ(m), µ(m+1)) ∈ H(k′|ℓ′;m + 1, n),
where k′ = (k1, . . . , km − 1, 1) and ℓ
′ = (ℓ, 0), we write µ ≺ λ if λ(i) = µ(i) for i = 1, . . . , m− 1 and
(5.9) λ
(m)
1 ≥ µ
(m)
1 ≥ · · · ≥ λ
(m)
ℓ(λ(m))−1
≥ µ
(m)
ℓ(µ(m))−1
≥ λ
(m)
ℓ(λ(m))
,
where λ(m) = (λ
(m)
1 , . . . , λ
(m)
ℓ(λ(m))
) and µ(m) = (µ
(m)
1 , . . . , µ
(m)
ℓ(λ(m))−1
≥ 0).
Notice that |λ| = |µ| = n and ℓ(µ(m+1)) ≤ 1. Moreover, µ ≺ λ implies that |µ(m)| ≤ |λ(m)|. Thus
µ(m+1) is determined uniquely whenever µ′ = (µ(1), . . . , µ(m)) is determined up to ≺.
The following lemma characterize the restriction of Vλ as a Uq(g
′)-modules.
5.10. Lemma. If λ ∈ H(k|ℓ;m,n) then Vλ|Uq(g′) =
⊕
µ≺λ Vµ. In particular, for µ ∈ H(k
′|ℓ′;m,n),
we have
mµ =
∑
µ≺λ∈H(k|ℓ;m,n)
mλ.
Proof. Note that the lemma is easily reduced to the case m = 1, that is, g = gl(k|ℓ) and g′ =
gl(k−1|ℓ) ⊕ gl(1, 0). Then Uq(gl(k−1|ℓ)) is a subalgebra of Uq(gl(k|ℓ)). For λ ∈ H(k, ℓ;n) and
µ ∈ H(k−1, ℓ;n) with µ ≺ λ. Thanks to [5, Theorem 5.4] or [3, Theorem 4.13], the restriction of
the irreducible Uq(gl(k|ℓ))-module Vλ to Uq(gl(k−1|ℓ)) is given as follows:
Vλ
∣∣
Uq(gl(k−1|ℓ)) = ⊕µ≺λ Vµ.
Hence the restriction to Uq(g
′) = Uq(gl(k −1|ℓ))⊕ Uq(gl(1|0)) is given by
Vλ
∣∣
Uq(g′) =
⊕
µ≺λ
Vµ ⊗ Vν ,
where Vν is an irreducible Uq(gl(1, 0))-module with weight ν which is determined uniquely from µ.
Since the highest weight µ = (µ, ν) of Vµ = Vµ ⊗ Vν satisfies |µ| = n and ℓ(ν) ≤ 1, the condition
µ ≺ λ is equivalent to µ ≺ λ = λ. It completes the proof. 
Denote by S¯λ the Specht module of CWm,n corresponding to λ. It is well-known that dimC S¯
λ =
dimK S
λ. Now we can compute the multiplicity mλ of Vλ in V
⊗n.
5.11. Proposition. If λ ∈ H(k|ℓ;m,n) then mλ = dimC S¯
λ.
Proof. Let k′ = (k1, . . . , km−1, km − 1, 1) and ℓ
′ = (ℓ, 0). First note that for µ ∈ H(k′|ℓ′;m + 1, n),
we have
(5.12) dimSµ =
∑
λ≻µ
dimSλ.
Indeed we can prove this by a similar argument as Lemma 5.10.
Now prove the proposition by induction on k|ℓ. First assume that ki|ℓi = 1|0 or 0|1 for all i
and λ = (λ(1), . . . , λ(m)) ∈ H(k|ℓ;m,n). Then each λ(i) can be identified with a non-negative
integers, which implies dimVλ = 1 and mλ = dimS
λ. Now assume that there are some i such that
ki|ℓi 6= 1|0, 0|1. Clearly, we may assume that i = m. Let g′ = gl(k1|ℓ1)⊕· · ·⊕gl(km−1|ℓm)⊕gl(1|0).
For given λ ∈ H(k|ℓ;m,n), we choose µ ∈ H(k′|ℓ′;m + 1, n) such that µ ≺ λ with µ
(m)
i for
i = 1, . . . , ℓ(λ(m)) − 1 = d − 1 and µ(m+1) = λ
(m)
d
. Then for λ˜ = (λ˜(1), . . . , λ˜(m)) ∈ H(k|ℓ;m,n),
µ ≺ λ˜ implies that λ(m) ✂ λ˜(m) (see §3.3), and λ(i) = λ˜(i) for i = 1, . . . , m − 1. Now by induction
argument, we may assume that mµ = dimS
µ for µ ∈ H(k′|ℓ′;m+ 1, n). Therefore
mµ =
∑
λ˜≻µ
dimSλ˜ =
∑
λ≻µ
mλ =
∑
µ≺λ
dimSλ,
15
which implies mλ = dimS
λ by applying backward induction on the dominant order ✂ of weights
that m
λ˜
= dimSλ˜ for any λ˜ 6= λ. We prove the proposition. 
5.13. Theorem. Keeping notations as above, then Ψ⊗n(Uq(g)) and Φ(H) are mutually the fully
centralizer algebras of each other, i.e.,
Ψ⊗n(Uq(g)) = EndH(V
⊗n), Φ(H) = EndUq(g)(V
⊗n).
More precisely, there is a Uq(g)-H-bimodule isomorphism
(5.14) V ⊗n ∼=
⊕
λ∈Λ+
k|ℓ,m
(n)
V (λ)⊗ Sλ,
where V (λ) is the irreducible Uq(g)-module indexed by λ and S
λ is the (irreducible) Specht module
of H indexed by λ.
Proof. Let A = EndUq(g)(V
⊗n) and B = EndH(V
⊗n). Then V ⊗n is decomposed as a Uq(λ) ⊗ A -
module
V ⊗n =
⊕
λ∈H(k|ℓ;m,n)
Vλ ⊗ Sˆλ,
where Sˆλ is an irreducible A -module corresponding to λ. According to Lemma 5.1, we have Φ(H) ⊆
A . By Lemma 5.5 and Proposition 5.11, Sˆλ contains S
λ as an H-submodule and dim Sˆλ = mλ =
dimSλ. Hence Sˆλ = Sλ and the decomposition (5.14) follows. It is then clear that A = Φ(H) and
B = Ψ(Uq(g)). 
We end this paper with some remarks.
5.15. Remark. (i) Combing Remark 4.19 and Theorem 5.13, we can obtain a Schur-Weyl duality
between the universal enveloping superalgebra U(g) of g and the group algebra CWm,n of
Wm,n, which is a generalization of the Schur-Sergeev duality in [5,40].
(ii) Based on Shoji’s work [42] and Mitsuhashi’s work [29], we will give a super Frobenius formula
for H in [46], which is one of our motivation to construct the Schur-Weyl duality between
quantum superalgebras and cyclotomic Hecke algebras.
(iii) In the forthcoming work, we will introduce the cyclotomic q-Schur superalgebras, which
enable us to give an alternative proof of Theorem 5.13.
(iv) Inspired by Brundan and Kujawa’s work [7], Du et al’s work [13], it would be very interesting
to understand the Mullineux involution for Ariki-Koike algebras [22] via the Schur-Weyl
duality established in the paper.
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