ABSTRACT. We show that for every smooth projective hypersurface X ⊂ P n+1 of degree d and of arbitrary dimension n 2, if X is generic, then there exists a proper algebraic subvariety Y X such that every nonconstant entire holomorphic curve f : C → X has image f (C) which lies in Y , as soon as its degree satisfies the effective lower bound d 2 n 5
INTRODUCTION
In 1979, Green and Griffiths [8] conjectured that every projective algebraic variety X of general type contains a certain proper algebraic subvariety Y X inside which all nonconstant entire holomorphic curves f : C → X must necessarily lie.
A positive answer to this conjecture has been given for surfaces by McQuillan [11] under the assumption that the second Segre number c 2 1 − c 2 is positive. In the survey article [21] (cf. also [20] ), Siu provided a beautiful strategy to establish algebraic degeneracy of entire holomorphic curves in generic hypersurfaces X ⊂ P n+1 of high degree larger than a certain d n ≫ 1, and also Kobayashi-hyperbolicity of such X's if d n is even much higher.
Siu's strategy is based on two key steps: 1) the explicit construction, in projective coordinates, of global holomorphic jet differentials; 2) the deformation of such jet differentials by means of slanted vector fields having low pole order. The explicit construction of jet differentials can be seen as a replacement of the argument using Riemann-Roch which is known to be difficult to realize since it involves a control of the cohomology. The reason to perform explicit constructions is also a better access to the base-point set, in order to provide hyperbolicity instead of just algebraic degeneracy. Complete up-to-date survey considerations may further be found in [22, 4, 12, 5, 10, 25] .
In this paper, we overcome the difficulty of the Riemann-Roch argument thanks to an alternative approach for Siu's first key step based on Demailly's bundle of invariant jets [4] . The advantage of this method is also that it usually yields better bounds on the degree. Indeed, after performing in Sections 4 and 5 below some explicit, delicate elimination computations, we finally obtain a lower bound on the degree d n = d(n) as an explicit function of n, for generic projective hypersurfaces of arbitrary dimension n 2. Theorem 1.1. Let X ⊂ P n+1 be a smooth projective hypersurface of degree d and of arbitrary dimension n 2. If X is generic and if its degree satisfies the effective lower bound:
then there exists a proper algebraic subvariety Y X such that every nonconstant entire holomorphic curve f : C → X has image f (C) contained in Y .
As in [20, 21] , we thereby confirm, for generic projective hypersurfaces of high degree, the Green-Griffiths-Lang conjecture. Even if our lower bound is far from the one deg X n + 3 insuring general type, to our knowledge, Theorem 1.1 is, in this direction, the first n-dimensional result with, moreover, an explicit degree lower bound. In addition, as a byproduct of our constructions, the subvarieties absorbing the images of nonconstant entire curves vary as a holomorphic family with the generic projective hypersurface.
Two main ingredients enter our proof: 1) the existence of invariant jet differentials vanishing on an ample divisor in projective hypersurfaces of high degree, following [4, 6] ; and Siu's second key step: 2) the global generation of a sufficiently high twisting of the tangent bundle to the so-called manifold of vertical n-jets, which is canonically associated to the universal family of projective hypersurfaces, following [21, 13] .
The first ingredient dates back to the seminal work of Bloch [1] , revisited by GreenGriffiths in [8] , by Siu in [19, 22, 21] and by Demailly in [4] . Bloch's main philosophical idea is that global jet differentials vanishing on an ample divisor provide some algebraic differential equations that every entire holomorphic curve f : C → X must satisfy. Five decades later, Green and Griffiths [8] modernized Bloch's concepts and established several results -still fundamental nowadays -about the geometry of entire curves.
Later on, Demailly [4] refined and enlarged the whole theory by defining jet differentials that are invariant under reparametrization of the source C. Through this geometrically adequate, new point of view, one looks only at the conformal class of all entire curves. In [6, 7] , the first-named author combined Demailly's approach with Trapani's [23] algebraic version of the holomorphic Morse inequalities, so as to construct global invariant jet differentials in any dimension n 2. The first effective aspect of our proof is to make somewhat explicit such a construction.
Indeed, by following [6, 7] , we consider a certain intersection product (see (10) and (13) below), the positivity of which yields -thanks to a suitable application of the holomorphic Morse inequalities -a lower bound for the (asymptotic) dimension of the space of global sections of a certain weighted subbundle of Demailly's full bundle E n,m T * X of invariant n-jet differentials. This intersection product lives in the cohomology algebra of the n-th projectivized jet bundle over X, a polynomial algebra in n indeterminates u 1 , u 2 , . . . , u n equipped with canonical, geometrically significant relations ( [4, 6] ). The u i here are the first Chern classes of the successive (anti)tautological line bundles which arise during the projectivization process. The task of reducing the mentioned intersection product in terms of the Chern classes of T X -after eliminating all the Chern classes living at each level of Demailly's tower -happens to be of high algebraic complexity, because four combinatorics are intertwined there: 1) presence of several relations shared by all the Chern classes of the lifted horizontal distributions; 2) Newton expansion of large n 2 -powers; 3) differences of various binomial coefficients; 4) emergence of many Jacobi-Trudy determinants.
The second ingredient, viz. the vertical jets, comes from ideas developed for 1-jets by Voisin [24] in order to generalize works of Clemens [3] and Ein on the positivity of the canonical bundles of subvarieties of generic projective hypersurfaces of high degree.
In [21] , Siu showed how the corresponding global generation property for 1-jets devised by Voisin generalizes to the bundle of tangents to the space of vertical n-jets. Siu then established that one may use the available tangential generators, which are meromorphic vector fields with a certain pole order c n 1, so as to produce, by plain differentiation, many new algebraically independent invariant jet differentials when starting from just a single nonzero jet differential. At the end, one obtains in this way sufficiently many independent jet differentials, and this then forces entire curves to lie in a positivecodimensional subvariety Y X. This strategy was realized in details for 2-jets in dimension 2 by Pȃun [15] with pole order c 2 = 7, and similarly, for 3-jets in dimension 3 by the third-named author in [18] with c 3 = 12. In both works, global generation holds outside a certain exceptional set. The general case of n-jets in dimension n was performed recently by the second-named author in [13] with c n = n 2 +5n 2
and with a quite similar exceptional set. It then became clear, when [13] appeared, that Demailly's invariant jets combined with Siu's second key step could yield weak algebraic degeneracy (nonexistence of Zariski-dense entire curves) in any dimension n 2. But to reach effectivity, it yet remained to perform what the present article is aimed at: taming somehow the complicated combinatorics of Demailly's tower. Furthermore, at the cost of increasing the pole order up to c ′ n = n 2 + 2n, the exceptional set is shrunk to be just the set of singular jets ( [13] ), and then strong effective algebraic degeneracy is gained. This is Theorem 1.1.
These brief words summarize how we combine several ideas, both of conceptual and of technical nature which stem from Algebra, from Analysis and from Geometry; deep conjectures always confirm the unity of mathematics.
As the effective lower bound deg X 2 n 5 of the main theorem above is not optimal, Sections 6 and 7 of the paper are intended to provide numerically better estimates in small dimensions. For surfaces, the best known effective lower bound for the degree is d 18 ( [15] ), after d 21 ( [5] ) and d 36 ( [12] ). In [18] , the third-named author obtained the first effective result for weak algebraic degeneracy of entire curves inside threefolds X of P 4 , whenever deg X 593. Theorem 1.2. Let X ⊂ P n+1 be a smooth projective hypersurface of degree d. If X is generic, then there exists a proper closed subvariety Y X such that every nonconstant entire holomorphic curve f : C → X has image f (C) contained in Y
• for dim X = 3, whenever deg X 593;
• for dim X = 4, whenever deg X 3203;
• for dim X = 5, whenever deg X 35355;
• for dim X = 6, whenever deg X 172925.
The last three effective lower bounds in dimensions 4, 5 and 6 are entirely new. In dimension 3, our bound 593 is the same as in [18] . Indeed, an inspection of the exceptional set in [18] shows that the part of the degeneracy locus which may depend on f is in fact of codimension 2 (cf. [13] ), and therefore is empty, thanks to Clemens' result [3] which excludes elliptic and rational curves. Using c 4 = 18 and c 5 = 25 instead of c ′ 4 = 24 and c ′ 5 = 35, we would have obtained the two lower bounds deg X 2432 and deg X 25586 which were announced in our first arxiv.org preprint and which insured only weak algebraic degeneracy (cf. [13] ; using c 6 = 33 instead of c ′ 6 = 48, the bound would be deg X 120176).
For dimensions 5 and 6, our strategy of proof is the same as for Theorem 1.1, except that we choose a numerically better weighted subbundle of Demailly's bundle of invariant jet differentials, exactly as in [6] .
2. PRELIMINARIES 2.1. Jet differentials. We briefly present here useful geometric concepts selected from the theory of Green-Griffiths' and Demailly's jets [8, 4] (cf. also [16, 6] ). Let (X, V ) be a directed manifold, i.e. a pair consisting of a complex manifold X together with a (not necessarily integrable) holomorphic subbundle V ⊂ T X of the tangent bundle to X. This category will be very useful later on, when we will consider the situation where X is the universal family of projective hypersurfaces of fixed degree and V the relative tangent bundle to the family. The bundle J k V is the bundle of k-jets of germs of holomorphic curves f : (C, 0) → X which are tangent to V , i.e., such that f ′ (t) ∈ V f (t) for all t near 0, together with the projection map f → f (0) onto X.
Let G k be the group of germs of k-jets of biholomorphisms of (C, 0), that is, the group of germs of biholomorphic maps
of (C, 0), the composition law being taken modulo terms t j of degree j > k. Then G k admits a natural fiberwise right action on J k V which consists in reparametrizing k-jets of curves by such changes ϕ of parameters. In [13] , one finds the multivariate FaÃȃ di Bruno formulae yielding explicit reparametrization for the so-called absolute case V = T X . Moreover the subgroup H ≃ C * of homotheties ϕ(t) = λ t is a (non-normal) subgroup of G k and we have a semidirect decomposition G k = G ′ k ⋉ H, where G ′ k is the group of k-jets of biholomorphisms tangent to the identity, i.e. with a 1 = 1. The corresponding action on k-jets is described in coordinates by
As in [8] , we introduce the Green-Griffiths vector bundle E GG k,m V * → X, the fibers of which are complex-valued polynomials Q(f ′ , f ′′ , . . . , f (k) ) in the fibers of J k V having weighted degree m with respect to the C * action, namely such that:
for all λ ∈ C * and all f ′ , f ′′ , . . . , f (k) ∈ J k V . Demailly refined this concept.
Definition 2.1 ([4]
). The bundle of invariant jet differentials of order k and weighted degree m is the subbundle E k,m V * ⊂ E GG k,m V * of polynomial differential operators Q(f ′ , f ′′ , . . . , f (k) ) which are invariant under arbitrary changes of parametrization, i.e. which, for every ϕ ∈ G k , satisfy:
We now define a filtration on
, which has the same partial weighted degree of order s when ℓ s+1 = · · · = ℓ k = 0, and a larger or equal partial degree of order s otherwise (use the chain rule). Hence, for each s = 1, . . . , k, we get a well defined decreasing filtration F • s on E GG k,m V * as follows:
The graded terms Gr
Looking at the transition automorphisms of the graded bundle induced by the coordinate change f → Ψ • f , it turns out that f (k) transforms as an element of V ⊂ T X and, by means of a simple computation, one finds
Combining all filtrations F • s together, we find inductively a filtration F • on E GG k,m V * the graded terms of which are
Moreover ( [4] ), invariant jet differentials enjoy the natural induced filtration:
the associated graded bundle being, if we employ (•) G ′ k to denote G ′ k -invariance:
2. Projectivized k-jet bundles. Next, we recall briefly Demailly's construction [4] of the tower of projectivized bundles providing a (relative) smooth compactification of
Let (X, V ) be a directed manifold, with dim X = n and rank V = r. With (X, V ), we associate another directed manifold ( X, V ) where X = P (V ) is the projectivized bundle of lines of V , π : X → X is the natural projection and V is the subbundle of T X defined fiberwise as
for any x 0 ∈ X and v 0 ∈ T X,x 0 \ {0}. We also have a "lifting" operator which assigns to a germ of holomorphic curve f : (C, 0) → X tangent to V a germ of holomorphic curve f : (C, 0) → X tangent to V in such a way that
To construct the projectivized k-jet bundle we simply set inductively
Of course, we have for each k > 0 a tautological line bundle O X k (−1) → X k and a natural projection π k : X k → X k−1 . We call π j,k the composition of the projections π j+1 • · · · • π k , so that the total projection is given by π 0,k : X k → X. We have, for each k > 0, two short exact sequences
Here, we also have an inductively defined k-lifting for germs of holomorphic curves such that
Theorem 2.1 ([4]
). Suppose that rank V 2. The quotient J reg k V G k has the structure of a locally trivial bundle over X, and there is a holomorphic embedding
Moreover, one has the direct image formula:
Next, we are in position to recall the fundamental application of jet differentials to Kobayashi-hyperbolicity and to Green-Griffiths algebraic degeneracy. 
has non zero sections σ 1 , . . . , σ N and let Z ⊂ X k be the base locus of these sections. Then every entire holomorphic curve f :
In other words, for every global G k -invariant differential equation P vanishing on an ample divisor, every entire holomorphic curve f must satisfy the algebraic differential equation P j k f (t) ≡ 0. Furthermore, the same result also holds true for the bundle E GG k,m T * X .
2.3.
Existence of invariant jet differentials. Now, we recall some results obtained by the first-named author in [7] , concerning the existence of invariant jet differentials on projective hypersurfaces which generalized to all dimensions n previous works by Demailly [4] and of the third-named author [17] . Denote by c • (E) the total Chern class of a vector bundle E. The two short exact sequences (2) and (3) give, for each k > 0, the following two formulae:
so that by a plain substitution:
With these notations, (4) becomes:
Since X j is the projectivized bundle of line of V j−1 , we also have the polynomial relations
After all, the cohomology ring of X k is defined in terms of generators and relations as the polynomial algebra
with the relations (6) in which, using inductively (5), one may express in advance all the c
l as certain polynomials with integral coefficients in the variables u 1 , . . . , u j and c 1 (V ), . . . , c l (V ). In particular, for the first Chern class of V k , a simple explicit formula is available:
Also, it is classically known that the Chern classes c j (X) of a smooth projective hypersurface X ⊂ P n+1 are polynomials in d := deg X and the hyperplane class h := c 1 O P n+1 (1) , viz. for 1 j n:
Now, let X ⊂ P n+1 be a smooth projective hypersurface of degree deg X = d and consider, for all what follows in the sequel, the absolute case V = T X with jet order k = n equal to the dimension. Given any a = (a 1 , . . . , a n ) ∈ Z n , we define (cf. [4, 6] ) the following line bundle O Xn (a) on X n :
Using the algebraic version -first appeared in Trapani's article [23] -of Demailly's holomorphic Morse inequalities, the first-named author showed in [7] that, in order to check the bigness of O Xn (1), it suffices to show the positivity, for some a = (a 1 , . . . , a n ) ∈ N n lying arbitrarily in the cone defined by: (9) a 1 3a 2 , . . . , a n−2 3a n−1 and a n−1 2a n 1, of the following intersection product:
where N = dim X n = n 2 , and where the two bundles F := O Xn (a) ⊗ π * 0,n O X (2|a|) and G := π * 0,n O X (2|a|) are both globally nef on X n ( [7] , Proposition 2); here, O X (1) is the hyperplane bundle over X and we abbreviate |a| := a 1 + · · · + a n . In other words, we express O Xn (a) as a "difference" F ⊗ G −1 between two nef line bundles over X n :
Thus in sum, we have to find some a ∈ Z n lying in the cone (9) for which the concerned intersection product written in length:
is positive. This was done by the first-named author, and an application of the mentioned Morse inequalities yielded the following.
Theorem 2.3 ([7]
). Let X ⊂ P n+1 by a smooth complex hypersurface of degree deg X = d and fix any ample line bundle A → X. Then, for jet order k = n equal to the dimension, there exists a positive integer d n such that the two isomorphic spaces of sections:
It is also proved in [6] that for any jet order k < n smaller than the dimension, no nonzero sections, though, are available:
in fact, this vanishing property is used as a technical tool in the proof of Theorem 2.3.
In our applications, it will be crucial to be able to control in a more precise way the order of vanishing of these differential operators along the ample divisor. Thus, we shall need here a slightly different theorem, inspired from [21, 15, 18] . Recall at first that for X a smooth projective hypersurface of degree d in P n+1 , the canonical bundle has the following expression in terms of the hyperplane bundle:
whence it is ample as soon as d n + 3. 
is nonzero, whenever d d n,δ provided again that m is large enough and that δm is an integer.
Observe that all nonzero sections σ ∈ H 0 X, E n,m T * X ⊗ K −δm X ) then have vanishing order at least equal to δm(d − n − 2), when viewed as sections of E n,m T * X .
Proof of Theorem 2.4. For each weight a ∈ N n satisfying (9), we first of all express
as the following difference of two nef line bundles:
In order to apply the algebraic holomorphic Morse inequalities to obtain the existence of sections for high powers, we are thus led to compute the following intersection product:
and to decide whether it is positive. After reducing it in terms of the Chern classes of X, and then in terms of d = deg X using (8) , this intersection product becomes a polynomial -difficult to compute explicitly, but effective aspects will start in Section 4 -in d of degree less than or equal to n + 1, having coefficients which are polynomials in (a, δ) of bidegree (n 2 , 1), homogeneous in a or identically zero. Notice that for δ = 0, the intersection product identifies with (10); we claim that there exists a weight a ′ such that (10) Coming back to our claim, the argument is as follow. First of all, the three intersection products: (10) 
, once evaluated with respect to the degree d of the hypersurface, are all polynomials in the variable d with coefficients in Z[a 1 , . . . , a n ] of degree at most n + 1 and the coefficients of d n+1 of the three expressions are the same (cf. Proposition 3 in [7] ). Next, by Proposition 2 in [7] , (9); therefore the coefficient of d n+1 of its top self-intersection must be non-negative. Thus, by Lemma 1 in [7] , in order to find a weight a ′ in the cone defined by (9) as in the claim, it suffices to show that this coefficient is not an identically zero polynomial in Z[a 1 , . . . , a n ]. So, we have to prove that it contains at least one non-zero monomial: but by Lemma 3 in [7] , the coefficient of its monomial a n 1 · a n 2 · · · a n n is (n 2 )!/(n!) n and we are done (cf. also Subsection 4.4).
2.4.
Global generation of the tangent bundle to the variety of vertical jets. We now briefly present the second ingredient, as said in the Introduction. Let X ⊂ P n+1 × P N n d be the universal family of projective n-dimensional hypersurfaces of degree d in P n+1 ; its parameter space is the projectivization
We have two canonical projections:
Consider the relative tangent bundle V ⊂ T X with respect to the second projection V := ker( pr 2 ) * , and form the corresponding directed manifold (X, V). It is clear that V is integrable and that any entire holomorphic curve from C to X tangent to V has its image entirely contained in some fiber pr
. Now, let p : J n V → X be the bundle of n-jets of germs of holomorphic curves in X tangent to V, the so-called vertical jets, and consider the subbundle J reg n V of regular njets of maps f : (C, 0) → X tangent to V such that f ′ (0) = 0.
Theorem 2.5 ([13]
). The twisted tangent bundle to vertical n-jets:
is generated over J reg n V by its global holomorphic sections. Moreover, one may choose such global generating vector fields to be invariant with respect to the reparametrization action of G n on J n V.
This means that we have enough independent, global, invariant vector fields having meromorphic coefficients over J n V in order to linearly generate the tangent space T JnV,j n at every arbitrary fixed regular jet j n ∈ J reg n V. The poles of these vector fields occur only in the base variables of X, but not in the vertical jet variables of positive differentiation order. Most importantly, the maximal pole order here is n 2 + 2n, hence it is compensated by the first twisting (•) ⊗ p * pr * 1 O P n+1 (n 2 + 2n).
ALGEBRAIC DEGENERACY OF ENTIRE CURVES
Now, we are fully in position to establish the noneffective version of Theorem 1.1. The proof (cf. the Introduction) incorporates two main ingredients: 1) the existence, already established by Theorem 2.4, of at least one nonzero global invariant jet differential vanishing on an ample divisor; 2) Theorem 2.5 just above to produce sufficiently many new algebraically independent jet differentials. Proof. As above, consider the universal projective hypersurface P n+1
is a smooth projective hypersurface of P n+1 for generic s ∈ P N n d and that V = ker(pr 2 ) * restricted to X s coincides with the tangent bundle to X s . We infer therefore that:
Thanks to Theorem 2.4, the latter space of sections is nonzero, for small rational δ > 0, for d d n,δ and for m large enough, independently of s. Fix any s 0 ∈ P N n d and pick a nonzero jet differential
. In order to employ the vector fields of Theorem 2.5, we must at first extend P 0 as a holomorphic family of nonzero jet differentials. Thus, we invoke the following classical extension result. 
We remark that this theorem implies that the weighted degree of the jet differential constructed above may be chosen to be independent of the hypersurface X s of degree d. Now, we apply this statement τ = pr 2 , to Y = X, to
and we similarly denote by Z ⊂ P N n d the embarrassing proper algebraic subvariety. The genericity of X assumed in the two theorems 1.1 and 3.1 will just consist in requiring that s 0 ∈ Z (notice passim that we do not have a constructive access to Z) and of course also, that s does not belong to the set for which X s is singular.
We therefore obtain a holomorphic family of jet differentials:
parametrized by s with P | s 0 = P 0 ≡ 0 and vanishing on K δm Xs ; for our purposes, it will suffice that s varies in some neighborhood of s 0 . Now, take a nonconstant entire holomorphic curve f : C → X tangent to V. Since the distribution V has integral manifolds pr
Of course, we assume that s 0 ∈ Z and that X s 0 is non-singular. Consider now the zero-set locus
where P | s 0 ≡ 0 vanishes as a section of the vector bundle E n,m T *
which will complete the proof of the theorem. (It will even come out that we obtain strong algebraic degeneracy of entire curves f :
Reasoning by contradiction, suppose that there exists
Then by shifting a bit t 0 if necessary, we can assume that we in addition have
We may now view the family P = {P | s } as being a holomorphic map
which is polynomial of weighted degree m in the jet variables. Let V be any of the global invariant holomorphic vector fields on J n V with values in p * pr * 1 O P n+1 (n 2 + 2n) that were provided by Theorem 2.5. Then we observe that the Lie derivative L V P together with the natural duality pairing
provides a new holomorphic map (notice the shift by n 2 + 2n):
, again polynomial of weighted degree m in the jet variables, thus a new parameterized family of invariant jet differentials. In particular, the restriction
which is a global invariant jet differential on X s 0 vanishing on an ample divisor provided that −δm(d − n − 2) + n 2 + 2n still remains negative; therefore, if we ensure such a negativity (see below), Theorem 2.2 shows that [L V P | s 0 ] j n f (t) ≡ 0. As a result, the n-jet of f now satisfies two global algebraic differential equations: 
Heuristically (cf. the figure), if the fiber J n V f (t 0 ) would be, say, 2-dimensional, and if the intersection of {P s 0 = 0} with {L V P | s 0 = 0}, viewed in the fiber J n V f (t 0 ) , would be a point distinct from the original j n f (t 0 ), we would get the sought contradiction. Now we realize this idea (cf. [21, 15, 18] ) by producing enough new jet differential divisors whose intersection becomes empty.
Indeed, with t 0 such that f (t 0 ) ∈ Y s 0 and j n f (t 0 ) ∈ J reg n V, and with W i , V j denoting some global meromorphic vector fields in
that are supplied by Theorem 2.5, we claim that the following two evidently contradictory conditions can be satisfied, and this will achieve the proof.
(i) For every p m and for arbitrary such fields
with the property that
The first condition (i) will automatically be ensured by Theorem 2.2 provided the resulting jet differential still vanishes on an ample divisor, i.e. provided that
is still negative. But since p will be m, it suffices that −δm(d−n−2)+m(n 2 +2n) < 0, and then after erasing m, that:
To get (i), we first fix a rational δ > 0 so that Theorem 2.4 gives a nonzero jet differential for any d d n,δ , we increase (if necessary) this lower bound by taking account of (12), we construct the holomorphic family P | s , and (i) holds.
To establish (ii), we choose local coordinates:
, where z ∈ C n provides some local coordinates on X s for any fixed s near s 0 , and where z ′ , . . . , z (n) are the jet coordinates associated with z. We also choose a local trivialization of the line bundle K
−δm
Xs . Then our holomorphic
writes locally as a weighted m-homogeneous jet-polynomial:
where i 1 , . . . , i n ∈ N n and where the q i 1 ,...,in (s, z) are holomorphic near (s 0 , f (t 0 )). Locally, the proper subvariety Y s 0 ⊂ X is represented as the common zero-locus:
If we make the translational change of jet coordinates
, our jet-polynomial transfers to:
(notice " m") with new coefficients q i 1 ,...,in (s, z) that depend linearly upon the old ones
0 n s 0 , f (t 0 ) = 0, because otherwise the two jet-polynomials P s 0 ,f (t 0 ) and P s 0 ,f (t 0 ) would be both identically zero.
Since j n f (t 0 ) ∈ J reg n V, by the property 2.5 of generation by global sections, we get that for every k with 1 k n and for every i with 1 i n, there exists an invariant vector field
, where we have denoted the translated central jet by j n f (t 0 ) := f (t 0 ), 0, . . . , 0 . To achieve the proof of (ii), we may suppose that for every integer p with p < |i 
which is nonzero. Thus (ii) holds and the proof of Theorem 3.1 is complete. Theorem 3.1 being not effective regarding the condition d d n , the next two Sections 4 and 5 are devoted to the proof of the effective main Theorem 1.1.
EFFECTIVENESS OF THE DEGREE LOWER BOUND
It is known (cf. [19, 4, 25, 21, 16, 6, 14] ) that reaching an explicit lower bound degree deg X d n both for Green-Griffiths algebraic degeneracy and for Kobayashi hyperbolicity (in nonoptimal degree) still remained an open question in arbitrary dimension n, due to the existence of substantial algebraic obstacles. In order to render somewhat explicit the lower bound d n of Theorem 3.1, one has to expand the n 2 -powered intersection product (11) and then to reduce it as an explicit polynomial P a,δ (d), as was foreseen in the proof of Theorem 2.4. To this aim, one should descend Demailly's tower step by step, each time using the two relations (5) and (6) . As a matter of fact, one must perform some numerous, explicit eliminations and substitutions and thereby tame the exponential growth of computations. At several places, we shall leave aside optimality of majorations in order to reach the neat announced lower bound 2 n 5 .
4.1. Reduction of the basic intersection product. We remind from Theorem 2.4 that, in order to produce a global invariant jet differential with controlled vanishing order on hypersurfaces X whose degree d d n would be bounded from below by an effectively known function d n = d(n) of n, we should ensure in an effective way the positivity of the intersection product:
for a certain n-tuple of integers a = a(n) ∈ N n belonging to the cone (9) (with k = n) which would depend effectively upon n, and for a certain rational number δ = δ(n) > 0 which would also depend effectively upon n. As in [7] , denote
. . , n, and h = c 1 O X (1) . With these standard notations, the intersection product we have to evaluate becomes:
here and from now on, admitting a slight abuse of notation which will greatly facilitate the reading of formal computations, we systematically omit every pull-back symbol π * j,k (•). After elimination and reduction using the relations (5) and (6) (see below), our intersection product gives in principle a polynomial (difficult to compute, see the end of the paper) of degree n+1 with respect to d = deg X, which is affine in δ, and all of which coefficients are homogeneous polynomials in a of degree n 2 . Thus, let us call it:
Now, suppose in advance that we have an effective control, through explicit inequalities, of all the coefficients p k,a ∈ Z and p ′ k,a ∈ Z of both P a and P ′ a , and more precisely, that we already know inequalities of the type:
with the E k ∈ N, with G n+1 ∈ N \ {0} and with the E ′ k ∈ N all depending upon n only. According to the proof of Theorem 2.4, a good choice of weight a indeed makes p n+1,a positive; we will see below that p ′ n+1,a is then necessarily negative.
If we now set δ := 1 2
so that δ also depends a posteriori explicitly upon n, the leading d n+1 -coefficient of P a,δ becomes positive and bounded from below:
The largest real root of a polynomial a n+1 d n+1 + a n d n + · · · + a 0 having integer coefficients and positive leading coefficient a n+1 1 may be checked to be less than 1 + (a n + · · · + a 0 ) a n+1 ; instead of the finer bound 2 max 0 j n |a j | |a n+1 | 1/n+1−j , we use this easier-to-write-down majoration because at the end of Section 4, this will make no difference in reaching the bound deg X 2 n 5 of Theorem 1.1. Applied to our situation:
2 G n+1 and has other coefficients enjoying the majorations:
and therefore it takes only positive values for all degrees
Thus, this d 1 n will be effectively known in terms of n when E k , G n+1 , E ′ k will be so. In order to have not only the existence of global invariant jet differentials with controlled vanishing order, but also algebraic degeneracy, we have also to take account of condition (12) , and this condition now reads:
n . In conclusion, we would obtain the effective estimate of Theorem 1.1 provided we compute the bounds E k , G n+1 , E ′ k in terms of n and provided we establish that:
4.2.
Expanding the intersection product. By expanding the n 2 -and the (n 2 − 1)-powers, the intersection product Π δ in (13) writes as a certain sum, with coefficients being polynomials in Z a 1 , . . . , a n , δ , of monomials in the present Chern classes that are of the general form: We illustrate with h l u
n−1 u in n three fundamental processes of reduction that will be intensively used. Recall that any submonomial h l u
denotes a differential form living X ℓ and that dim X ℓ = n + ℓ(n − 1). Such a form is of bidegree (p, p) where p = l + i 1 + · · · + i ℓ . We shall allow the (slight) abuse of language to say that p itself is the degree of a (p, p)-form.
At first, if i n n−2, then l+i 1 +· · ·+i n−1 n 2 −n+2 = 1+dim C X n−1 , whence the (sub)form h l u
n−1 which lives on X n−1 annihilates, as then does h l u
n−1 u in n too. We call this (straightforward) first kind of reduction process:
"vanishing for degree-form reasons", and we symbolically point out the annihilating subform by underlining it with a small circle appended, viz.:
This will greatly improve readability of elimination computations below. Secondly, in the case where i n = n − 1, using an appropriate version of the Fubini theorem and taking account of the fact that fiber u n−1 n = P n−1 u n−1 n = 1, where all the fibers of π n−1,n : X n → X n−1 are ≃ P n−1 (C) ( [4, 18, 6, 7] ), we may simplify as follows our monomial:
We shall call this second kind of reduction process:
"fiber-integration".
The third process of course consists in substituting the two relations (5) and (6) as many times as necessary. With r = n and without any π * j,k (•), they now read:
where 1 j, ℓ n, with the conventions c 
(j−k−1)!(n−j+1)! , and also, with upper indices of u ℓ denoting exponents:
Estimating the coefficient of d n+1 . Our first main task is to reach a lower bound G n+1 − δ E ′ n+1 for the coefficient of d n+1 in Π δ , and this cannot be straightforward, because there are very numerous monomials in the expansion of Π δ . In a first reading, one might jump directly to Subsection 4.4 just after Corollary 4.1. Here is an initial observation.
Lemma 4.3 ([7]). Assume l
Then as soon as l 1, one has:
Proof. Indeed, after reduction of either u-monomial in terms of the Chern classes c k of the base, one obtains a sum with integer coefficients of terms of the form:
with l + λ 1 + 2λ 2 + · · · + nλ n = n. But then if we replace the Chern classes by their expressions (8) in terms of h and of the degree, we get:
As a result, a glance at (13) immediately shows that:
4.3.
Reverse lexicographic ordering for the u-monomials. We order the collection of all homogeneous monomials u i 1 1 · · · u in n with i 1 +· · ·+i n = n 2 appearing in the expansion of a 1 u 1 + · · · + a n u n n 2 above by declaring that the monomial u
Observe that i n = j n , . . . , i 2 = j 2 implies i 1 = j 1 . An equivalent language says that the multiindices themselves are ordered in this way:
Proof. Thus, assume (i 1 , . . . , i n ) > revlex (n, . . . , n). Firstly, if i n = n, the claimed vanishing property is in all concerned subcases yielded by (iii) of the lemma just below. Secondly, if i n = n − 1, an integration on the fiber of π n−1,n : X n → X n−1 replaces u n−1 n by the constant +1, hence we are left with u
n−1 and (i) of the same lemma then yields the conclusion. Thirdly and lastly, if i n n − 2, then the form u
vanishes identically for degree-form reasons. Thus, granted the lemma, the proposition is proved. 
k for any k n − 1, and any i 1 , . . . , i k with i k n − 1 and
Proof. Property (i) is established in Section 3 of [7] . So (i) holds.
Applying (15) written for j = 1, namely c
To begin with, we start from (i) for k = n − 1, i n−1 = n and i 1 + · · · + i n−2 = n + (n − 1)(n − 1) − i n−1 = n 2 − 2n + 1 arbitrary, namely:
Next, thanks to (16), we may replace in this equality u n n−1 by −c
and we therefore get (ii) for k = n − 1 when i n−1 = n − 1. But in all the other remaining cases when i n−1 n − 2, then by the assumption that the sum of the indices i l is equal to (n − 1)n:
and consequently, the degree of the form c 1 u
n−2 is 1 + dim X n−2 , whence this form vanishes identically. Thus (ii) is proved completely for k = n − 1.
Next, consider (iii) for l = n. If i n n − 2, then by degree-form reasons 0 ≡ u
n−1 u in n = 0 gratuitously. So we assume i n = n − 1. But then i 1 + · · · + i n−1 = n 2 − n + 1, hence (i) applies to give:
and therefore this proves (iii) completely for l = n. But we also get at the same time the property (iii) for l = n−1. Indeed, with i 1 +· · ·+i n−1 = (n−1)n and with i n−1 n−1, we may reduce, using (16):
Thanks to (i), after expansion, the pure u-monomials give no contribution to d n+1 , and consequently:
n−1 = 0, where the last equality holds true thanks to the property (ii) already proved for k = n − 1. Thus (iii) is completely proved for l = n and for l = n − 1.
Lastly, we just observe that (iv) for l = n − 1 coincides with (ii) for k = n − 1. In summary, we have completed a first loop of proofs.
Consider now the second loop. We start from (ii) for k = n − 1 (already got) with i n−1 = n − 1 and with i n−2 = n, so that i 1 + · · · + i n−3 = (n − 1)n − i n−2 − i n−1 = n 2 − 3n + 1, and then we compute:
where we have reintroduced u n−1 n−1 (artificially) in the fourth line, so as to apply (ii) for k = n−1 (got). As a result of the last obtained equation, we have gained (ii) for k = n−2 when i n−2 = n − 1, but since when i n−2 n − 2, the form c 1 c 1 u
n−3 vanishes identically for degree reasons, we finally have fully established (ii) for k = n − 2.
Next, we look at (iii) for l = n − 2. Then i 1 + · · · + i n−2 = (n − 2)n with i n−2 n − 1. So we ask whether the following coefficient vanishes:
and in fact, this coefficient vanishes actually, thanks to (ii) for k = n − 2 seen a moment ago. This therefore proves (iii) for l = n − 2 completely.
Finally, consider (iv) for l = n − 2. Then i 1 + · · · + i n−2 = (n − 2)n and i n−2 n − 1. But coming back to the third line of the equations just above, where i n−2 n − 1 too, we have in fact already implicitly proved that:
n−2 u n n−1 , and this is (iv) for l = n−2. Thus, the second loop is completed, and the general induction, similar, is now intuitively clear. n−1 u jn n with 1 + j 1 + · · · + j n−1 + j n = n 2 which is larger than c 1 u n 1 · · · u n n−1 u n−1 n is zero:
for any (j 1 , . . . , j n−1 , j n ) > revlex (n, . . . , n, n − 1).
Furthermore:
Proof. The first claim is just a rephrasing of the property (iv) of the lemma, after one notices that c 1 u
n−1 u jn n vanishes identically for degree reasons when j n n − 2, while the term u n−1 n = u jn n disappears after fiber integration when j n = n − 1. The identities stated just after now have obvious proofs.
4.4.
Minorating coeff d n+1 Π . Let us decompose the intersection product Π δ defined by (13) as Π + δΠ ′ , where:
The (ineffective) Lemma 4.2 insures that the reduction of Π in terms of d = deg X is a certain polynomial:
having certain coefficients p k,a ∈ Z a 1 , . . . , a n . Moreover, Lemma 4.3 showed that positive powers of h do not contribute to the leading coefficient, whence:
By Proposition 2 in [7] , the bundle:
is nef whenever a belongs to the cone defined by (9) , therefore its top self-intersection must be non-negative. Thus, once this top self-intersection is evaluated in term of the degree d of the hypersurface, its dominating coefficient must be non-negative, too. In other words we must have: p n+1,a 0. But from the corollary just above, we know that p n+1,a ∈ Z[a] is not identically zero, for it incorporates at least the nonzero (central) monomial:
Then, in order to capture a weight a for which p n+1,a > 0, we at first observe that the cube of N n having edges of length n 2 which consists of all integers (a 1 , . . . , a n ) satisfying the inequalities:
is visibly contained in the cone in question: a n 1, a n−1 2a n , a n−2 3a n−1 , . . . , a 1 3a 2 .
We now claim that there exists at least one n-tuple of integers a * = (a * 1 , . . . , a * n ) belonging to this cube with the property that p n+1,a * is nonzero, and hence: p n+1,a * 1 =: G n+1 , so that we can take 1 as the minorant introduced at the beginning. Indeed, p n+1,a is a homogeneous polynomial of degree n 2 to which an elementary lemma applies. 
Then q can vanish at all points of a cube of integers having edges of length equal to its degree c only when it is identically zero.
Proof.
Monde determinant, deduce that each q k 1 (b 2 , . . . , b ν ) vanishes at all points of a similar cube in a space of dimension ν − 1, and terminate by induction.
4.5.
Majorating the other coefficients coeff d k Π . Now, for such an a * which is not very precisely located in the cube, we nevertheless have the effective control, which is useful below: max
From now on, we shall simply denote a * by a. At present, for any integer k with 0 k n, let us denote by D k (n) any available bound (see in advance Theorem 5.1) in terms of n only for the maximal absolute value of the coefficient of d k in all monomials h l u
with l + i 1 + · · · + i n = n 2 , namely:
Then for any k with 0 k n, we now aim at estimating from above the coefficient of d k in our intersection product Π, using two new lemmas and starting from its expansion, all terms of which we shall have to control:
Lemma 4.6. Let l, i 1 , . . . , i n ∈ N satisfying l+i 1 +· · ·+i n = n 2 and let l, j 1 , . . . , j n ∈ N satisfying l + j 1 + · · · + j n = n 2 − 1. Then:
Furthermore, the number of summands in l+i 1 +···+in=n 2 and the number of summands in l+j 1 +···+jn=n 2 −1 , which are both plain binomial coefficients, enjoy the following two elementary majorations:
and:
Proof. Indeed, any multinomial coefficient
is less than or equal to the sum of all multinomial coefficients (1 + 1 + · · · + 1) n 2 = (n + 1) n 2 . At the same time, we deduce:
For the second claim, we as a preliminary have:
since 2 n−1 2 (n − 1)! for any n 1. Consequently, we deduce:
and similarly:
Lemma 4.7. For any l, i 1 , . . . , i n ∈ N satisfying l + i 1 + · · · + i n = n 2 , one has:
Proof. Indeed, we majorate each a i by |a| and |a| = a 1 + · · · + a n by na 1 , and also l by n 2 , so that (2|a|) l a
and we apply a 1 3 n 2 n 2 . Thanks to these two lemmas, we may perform majorations:
Lemma 4.8. For any exponent k with 0 k n, one has:
To conclude these estimates, for any integer k = 0, 1, . . . , n, n + 1, let us denote by D ′ k (n) any available majorant for all the monomials appearing in Π ′ : max
Lemma 4.9. For any exponent k with 0 k n + 1, one has:
Proof. Indeed, one performs the similar majorations:
hence the bound we obtain is exactly the same, up to the factor 6.
Final effective estimations.
We can now explain how to achieve the proof of Theorem 1.1. At first, we shall realize in Section 5 that both constant coefficients
works. Most importantly, we shall establish in Section 5 that one may choose:
Taking n 4n 3 2 n 4 for granted, remind that with the above choice of weight a * (now denoted a), we ensure that:
. From the preceding two lemmas, we therefore deduce that:
so that, coming back to the beginning of Section 4, we may choose
0 (n) = 0) and also explicitly in terms of n:
given at the end of Lemma 4.1 and just after, we may now majorate:
Notice that d 2 n d 1 n as soon as n 3. Finally, by comparing the growth of all terms in H(n) as n → ∞, one sees that 2 n 4 dominates and hence that the following inequality:
holds for all large n. However, any symbolic computer shows that for n = 2, 3, 4, one in fact has d 2 2 > 2 2 5 , d 2 3 > 2 3 5 , d 2 4 > 2 4 5 , while d 2 5 < 2 n 5 and d 2 n ≪ 2 n 5 for n = 6, 7, 8, 9 so that d 2 n < 2 n 5 holds for any n 5 by an elementary inspection of the function n → d 2 n . Fortunately, the three left cases n = 2, n = 3 and n = 4 of Theorem 1.1 are covered, firstly for the classical surface case n = 2 by, say [5] in which deg X 21 with 21 ≪ 2 2 5 , and secondly for n = 3 and n = 4 by our second Theorem 1.2, because 2 3 5 ≫ 593 and 2 4 5 ≫ 3203. So we conclude that if we take for granted: 1) that one may take all the D k (n) and all the D ′ k (n) equal to n 4n 3 2 n 4 , a technical and crucial statement to which Section 5 below is entirely devoted; and 2) that Theorem 1.2 is got, an effective statement to which the two Sections 6 and 7 below are devoted, then the proof of our main Theorem 1.1 is to be considered as complete, and finally, the neat uniform degree bound deg X 2 n 5 works in all dimensions n 2. With n 2, for any l, i 1 , . . . , i n ∈ N with l + i 1 + · · · + i n = n 2 and any l, j 1 , . . . , j n ∈ N with 1 + l + j 1 + · · · + j n = n 2 , one has:
ESTIMATIONS OF THE QUANTITIES
n . Moreover and above all, for every k = 1, . . . , n + 1, the following uniform effective upper bound holds:
In other words, in the above notations, one may choose
. . , n + 1. 5.1. Jacobi-Trudy determinants. One key observation towards these estimations is that the reduction process from one level to the lower level in Demailly's tower involves JacobiTrudy determinants in the Chern classes of the lower level in question.
Definition 5.1. At any level ℓ with 0 ℓ n − 1 and for any J with 0 J n + ℓ(n − 1) = dim X ℓ , we define the corresponding Jacobi-Trudy determinant:
where, again by convention, we set any c
[ℓ]
k := 0 as soon as k n + 1; by convention also, C ℓ J := 0 is set to zero when J > dim X ℓ and when J < 0; lastly, we set C ℓ 0 := 1. Expanding the determinant C ℓ J along its first line, and expanding again the obtained block-determinants, one easily convinces oneself of the induction formulae:
the last term in this expansion being either (−1) n−1 c
n C ℓ J−n when J n or else
J C ℓ 0 when J < n. In the proof of Theorem 5.1, the study of the monomials u 
Proof. Assume first that i ℓ = n and use (16) to get:
1 . Reasoning by induction, assume now that the lemma holds for all i ′ ℓ with n i ′
thanks to (18) , which gives the claimed reduction for the exponent i ℓ + 1.
Applying this lemma to the monomial u
ℓ+1 , we thus reduce it to
. To obtain effective estimations, we will need to further reduce such a Jacobi-Trudy determinant C ℓ i ℓ+1 −n+1 from level ℓ down to level ℓ − 1. A whole program begins. In the application we have in mind, one should think that
Lemma 5.2. At an arbitrary level ℓ with
in which, for any k with 1 k J, one has set:
where the X-terms here gather all the terms after c
in a convenient rewriting of (15) under the following form:
with the convention that X ℓ j = 0 for any j n + 1.
Proof. Naturally, we should expand the Jacobi-Trudy determinant in question after inserting in it the relation (15) . This is based on linear algebra considerations and we shall drop Ω ℓ K in the computations. More precisely, let us write down the determinant C ℓ J we have to expand:
by emphasizing the induction on ℓ which represents its first column naturally as the sum of two columns. As already devised, we expand it by linearity, getting:
, and just afterwards immediately, we expand the first determinant along its first column, while at the same time, in the second column of the second determinant, we again emphasize the induction on ℓ:
Next, we similarly expand by linearity the obtained determinant, realizing again that its second column is a sum of two columns:
, and evidently again, we must expand the first obtained determinant along its second column, getting:
, and we are supposed to iterate once again the same two processes:
, where the central-looking column is the k-th one, for some k with 1 k J. Write this determinant as a sum of two determinants by linearity, and expand the first obtained determinant, let us call it ∆ k , along its k-th column in which are present all the X ℓ k 's. We thus get that the first determinant is equal to:
while the second determinant is of the same kind as the one we started with, except that the X's are now located in the (k + 1)-th column. Thus after mild simplifications, what we called the first determinant equals:
In conclusion, the initial Jacobi-Trudy determinant C ℓ J we started with now equals:
where the last written determinant, equal to C ℓ−1 J and living at the (ℓ − 1)-th level, is the remainder determinant after all X-terms are removed by expansion. Summing the ∆ k = A ℓ k C ℓ J−k , we obtain the formula announced in the lemma.
As J varies, the formulae given by this lemma:
, are still imperfect, for their right-hand sides still involve Jacobi-Trudy determinants at the level ℓ. So necessarily, we must perform further reductions. Lemma 5.3. For any J with 0 J dim X ℓ and any ℓ with 1 ℓ n, one has:
with the convention that for j = 0, the empty sum in parentheses equals 1.
Proof. First, for J = 0, recall that by convention C ℓ 0 = C ℓ−1 0 = 1. Next, for J = 1, we start from the formula of the preceding lemma and we perform an evident computation:
if, generally speaking, we denote for convenient abbreviation:
with of course Σ ℓ 0 (A) = 1. These Σ ℓ j (A) satisfy useful induction formulae:
Next, for J = 2, starting again from the known (imperfect) formula and using what has just been seen:
Suppose now by induction that we have already proved that:
for all J ′ with 0 J ′ J, for some J 2. Then we apply the known general (imperfect) formula with J replaced by J + 1 in it, and afterwards, we use the induction hypothesis, which gives:
A necessary and natural reorganization then gives:
where at the end, one applies the formulae (20) just seen. Notice passim that the number of terms in Σ ℓ j (A) is equal to 2 j−1 for all j 1.
Upper reduction operator.
The reduction process, after several elimination computations involving (15) and (16) and at the end (8), transforms a general monomial of the form h l u
1 · · · u in n of degree n + 1 in d, where the symbol "R" stands for "reduction".
From now on, complete explicit algebraic computations will not be conducted anymore, and instead, to tame their complexity, inequalities will be dealt with.
For our majoration purposes, we now introduce an important upper reduction operator R + which by definition, at each computational step of the reduction process, while going down in the Demailly's tower, always replaces any incoming sign "−" by a sign "+". Accordingly, for any two monomials h l u
n , we shall say that:
n , and write more briefly:
for every k = 0, 1, . . . , n + 1.
Then obviously the absolute values of the coefficients of the reduction are smaller than the (nonnegative) coefficients of the upper reduction:
To obtain the desired bound n 4n 3 2 n 4 we need to handle the Jacobi-Trudy determinants seen above. The following lemma will be useful.
Lemma 5.4.
For any λ 1 , λ 2 , . . . , λ n with n = λ 1 + 2λ 2 + · · · + nλ n , one has:
Proof. An inspection of the determinant C 0 n shows that one may view all the pure monomials c n . Since the operator R + expands the determinants and replaces all the minus signs by plus signs, it is then clear that there are more terms in the right-hand side than there are in the left-hand side, which completes the proof.
The same arguments yield determinantal inequalities at any level.
Lemma 5.5. For any two J 1 , J 2 with 0 J 1 , J 2 dim X ℓ satisfying in addition J 1 + J 2 dim X ℓ , and for any j 1 with 0 j 1 n satisfying in addition j 1 + J 2 dim X ℓ , one has the two majorations:
where Ω ℓ K is any (K, K)-form living on X ℓ completing to dim X ℓ the degree, namely with K + J 1 + J 2 and with K + j 1 + J 2 both equal to dim X ℓ . Proof. Indeed, the absolute value of the difference λ j,j−k = λ ′ j,j−k − λ ′′ j,j−k of two nonnegative integers is less than the largest one, and we majorate any appearing binomial coefficient
with n ′ n and n ′′ n plainly by 2 n .
In the subsequent majorations, while applying the upper majoration operator R + , we shall also replace any incoming λ j,j−k by this majorant λ = 2 n . As a result, we define a generalized upper majoration operator "R + λ " which both replaces any minus sign by a plus sign and any λ j,j−k by λ = 2 n .
Also, when executing inequalities, we shall sometimes not write the left differential form Ω ℓ K which completes to dim X ℓ the total degree of the considered forms, for one knows well now that forms to be reduced always have degree equal to the dimension of the level on which they sit, unless they vanish identically for degree-form reasons. 
Proof. Starting from the evident majoration of the X ℓ j that were defined at the end of Lemma 5.2:
we may perform majorations of an arbitrary A ℓ k also defined there:
. Now, we use the majoration of an arbitrary product of a Jacobi-Trudy determinant by a Chern class that was provided in advance by Lemma 5.5 to obtain:
, as was to be proved.
We now have to majorate conveniently the A-polynomials Σ ℓ j (A) defined by (19) in terms of Jacobi-Trudy determinants living at the inferior level ℓ − 1, and in terms of u ℓ , too. For this purpose, let us define what will play the role of a convenient majorant: 1 whose sum k 1 + k 2 + · · · + k ν = j equals j, one has the majoration:
Proof. In greater length, the considered product writes:
, and the total number of terms, after expansion, is hence clearly k 1 k 2 · · · k ν . Using the already known inequality C
, we may majorate as follows any monomial appearing after expansion: 
Proof. Recall that
Using the last two lemmas, we deduce that for any k 1 , . . . , k ν 1 with k 1 + · · · + k ν the sum of which k 1 + · · · + k ν equals j, we have the majoration:
Since there are 2 j−1 2 j terms in the sum j ν=1
, we receive the useful majoration:
In conclusion, starting from Lemma 5.3 and using Lemma 5.5, we may lastly perform the following (not optimal) majoration:
where the introduction of supplementary terms in the brackets aims at producing a uniform right-hand side. 2 · · · c λn n with l + λ 1 + 2λ 2 + · · · + nλ n = n, and then after expressing each c k in terms of d through (8) , one always has the power h n = d of h in factor.
Notice that the integer J of the Proposition 5.1 will always be less than or equal to dim X n−1 = n 2 − n + 1. To simplify the computations and to receive at the end as simple majorants as possible, we shall apply the following elementary majoration, using J n 2 − n + 1:
because 2 (n 2 − n + 1) 2n 2 −2n+3 2 (n 2 ) 2n 2 −2n+3 (n 2 ) 2n 2 for any n 2 (an assumption of Theorem 5.1). Let us temporarily denote this bound by:
As expected, we can now perform a uniform upper majoration of an arbitrary monomial u i 1 1 · · · u in n with i 1 + · · · + i n = n 2 down to level ℓ = 0 as follows:
In the third line, we exhibit the general case where i n−1 can be < n − 1, we underline the terms vanishing for degree-form reasons and we point out the fiber-integration of u n−1 n−1 ; when i n−1 n − 1, the underlined terms are absent. In the sixth line, we majorate plainly by n 2 the number of terms inside the brackets. (Recall that here by convention again, C ℓ J = 0 if either J < 0 or J > dim X ℓ , so that some of the written C ℓ J might well vanish, depending on i 1 , . . . , i n .) A now clear induction down to level ℓ = 1 therefore yields:
It only remains to majorate C 0 n . This last reduction using only (8) without any λ j,j−k , let us denote by R + d the upper reduction operator restricted to level ℓ = 0. Lemma 5.9. The n × n Jacobi-Trudy determinant C n 0 enjoys the majoration:
Proof. The number of monomials in the universal n × n determinant |a j i | is n! (and is < n! when some a j i are zero). Hence:
The general binomial coefficient n+2 k which appears in (8) is less than or equal to 2 n+2 , so that:
We majorate as follows the products of these basic polynomials in d:
and we therefore deduce a majorant for the general homogeneous degree n monomial in the ground Chern classes:
which completes the proof.
Applying this lemma to the last obtained inequality:
we then obtain the announced bound n 4n 3 2 n 4 as follows:
By an inspection of the final inequalities which enabled us to descend from the top of Demailly's tower to its ground level, one easily convinces oneself that the monomials
n satisfy exactly the same upper bound reduction:
since the forms h l and c 1 h l do intervene only at the very end of the process. This completes the proof of Theorem 5.1. At the same time, the proof of Theorem 1.1 can be considered as complete, as soon as we take for granted Theorem 1.2, as was already explained at the end of Section 4.
EFFECTIVE BOUNDS IN DIMENSIONS 2, 3 AND 4 THROUGH THE INVARIANT THEORY APPROACH
The goal of this section is to obtain the effective bound deg X 4 3203 of Theorem 1.2 in dimension n = 4 which insures strong algebraic degeneracy of entire curves inside a generic projective four-fold X 4 ⊂ P 5 . As was said in the Introduction, our reasonings will be based on a complete knowledge ( [14] ) of the full algebra m 0 E 4,m T * X 4 ,x 0 of germs of invariant 4-jet differentials at a point x 0 ∈ X 4 , which, unfortunately, is still unavailable at present times for jets of order k n in the higher dimensions n = 5, 6, 7, . . . (remind that by Theorem 1.1 in [17] and by Theorem 1 in [6] , H 0 X n , E k,m T * X n = 0 whenever k n − 1). The so obtained bound deg X 4 3203 happens to be sharper than the one deg X 4 6527 that one would obtain using the intersection product (11) . For completeness and in parallel, we also recall what happens in the lower dimensions 2 ( [4, 5] ) and 3 ( [16, 17] ).
6.1. Algebras of bi-invariant k-jet differentials. Let (x 1 , . . . , x n ) be local coordinates centered at some point x 0 ∈ X and let f = (f 1 , . . . , f n ) : (C, 0) → (X, x 0 ) be a germ of holomorphic curve. For each fixed l-th jet level (1 l k) over x 0 , the constant matrices v = (v j i ) 1 j n 1 i n in GL n (C) act in a natural way on the n jet coordinates (f 
In order to know what is the precise decomposition of Gr
• (E k,m T * X ) as a direct sum of Schur bundles Γ (ℓ 1 ,...,ℓn) T * X , the classical representation theory of GL n (C) tells us that one should look at jet polynomials Q(f ′ , f ′′ , . . . , f (k) ) that are not only invariant under reparametrization in the sense of Definition 2.1, but also invariant under the action of the full unipotent subroup U n (C) ⊂ GL n (C) consisting of matrices with 1 on the diagonal, 0 above the diagonal, and arbitrary complex number below the diagonal; background information may be found in [4, 16, 17, 14] . Accordingly, one may define the algebra of bi-invariant k-jet polynomials in dimension n:
Although the complexity of the algebra of bi-invariants increases dramatically as soon as n 4, one finds in [14] a complete algorithm which generates all bi-invariants together with all the relations that they share, this in arbitrary dimension n 1 and for arbitrary jet order k 1.
Schur bundle decompositions.
In dimension 3, there are no relations between the four basic bi-invariants f ′ 1 , Λ 3 , Λ 5 and D 6 and we hence clearly have:
a, b, c, d ∈ N, a + 3b + 5c + 6d = m .
Then to any such general monomial (f ′ 1 ) a (Λ 3 ) b (Λ 5 ) c (D 6 ) d having weighted degree m = a + 3b + 5c + 6d, the representation theory of GL n (C) tells us that there corresponds the Schur bundle: Γ (a+b+2c+d, b+c+d, d) T * X , just because the diagonal 3 × 3 matrices t = diag(t 1 , t 2 , t 3 ) act as: t · f 
so that indeed the three exponents of the t i in:
indicate the three corresponding integers in Γ (λ 1 ,λ 2 ,λ 3 ) T * X . The same elementary process enables one, in dimensions 2 and 4, to immediately deduce from the preceding statement the following important decomposition theorem for the graded bundle Gr
• E k,m T * X n associated to E k,m T * X n , which is valuable without assuming that X is projective. Theorem 6.2. Let X be a compact complex manifold and let m ∈ N.
• [4] If dim X = 2 then
• [16] If dim X = 3 then Theorem 6.3. Let X ⊂ P n+1 be a smooth hypersurface of degree d.
• [4] For n = 2:
for all m sufficiently large; indeed, Serre duality and a division by a tensor power of K X gives:
But K X ν−1 ⊗A −1 is big for ν large enough and then the above theorem applies to provide the vanishing of h 4 as soon as: |λ| − 4ν 0, which is satisfied for m large enough since one easily convinces oneself that |λ|
Proof. We follow [17] pp. 335-36, summarizing the main arguments for the convenience of the reader. The proof is essentially, again, an application of holomorphic Morse inequalities and the reader will notice strong similarities with the arguments presented in section 2. Let Y := F l(T * X ) be the flag manifold of T * X and let π : F l(T * X ) → X the natural projection. Let λ = (λ 1 , λ 2 , λ 3 , λ 4 ) be a weight and L λ the line bundle on Y associated to Γ λ T * X such that Γ λ T * X = π * (L λ ). By a theorem of Bott, these bundles have the same cohomology (cf. [17] p. 327) and therefore we are reduced to control the cohomology of a line bundle. To this aim, we write:
with F := L λ ⊗ π * O X (3 |λ|) and G := π * O X (3 |λ|). We observe that L λ ⊗ π * O X (3 |λ|) is positive because T * X ⊗ O X (2) is semi-positive ( [17] ).
Recall also ( [17] ) that we can write K Y = (L σ ) −1 ⊗ π * K 5 X where σ = (7, 5, 3, 1), so:
X . Then we still have the positivity F ⊗ K −1 Y > 0 for |λ| large enough, because similarly as above, the line bundle: L λ+σ ⊗ π * O X 2 |λ + σ| is semi-positive as soon as |λ| > 5(d − 6) + 32. Now, we take a smooth irreducible divisor D 1 in the linear series |G| of the form π * (E 1 ) for some divisor in X. On Y , we have the exact sequence:
and therefore in the associated long exact cohomology sequence:
both the first and last terms vanish for any i > 0 by an application of the Kodaira vanishing theorem. We at once deduce:
Next, we take a second divisor D 2 ∈ |G| intersecting properly D 1 and of the form π * (E 2 ) too. Using the adjunction formula and applying a similar restriction to D 3 := D 1 ∩ D 2 (word by word, the arguments are exactly the same as in [17] , pp. 335-336, so we do not repeat the complete proof), we obtain:
Letting E 3 := E 1 ∩ E 2 , one then shows ( [17] , p. 336) that the latter Euler-Poincaré characteristic equals the following linear combination of characteristics on the base X:
So the h 2 we want to majorate is less than or equal to this last line. But then by applying a general complete combinatorial formula due to Brückmann (Theorem 4 in [2] ) for the characteristic χ X, Γ λ T * X ⊗ O X (t) of any twisted Schur bundle over X, we may terminate the proof either by hand or with the help of a computer.
From such controls of higher cohomology groups, we deduce the existence of global algebraic differential equations canalizing all entire holomorphic maps: to obtain minorations of h 0 χ − h 2 , it suffices indeed as already explained to perform summations, according to the representations of Theorem 6.2, of the asymptotic Euler characteristics (21) , subtracting at the same time the majorant of h 2 just obtained. At first, we recall here what is known in dimensions 2 and 3. The twisting (•) ⊗ A −1 by the negative of a fixed ample line bundle A → X is erased in the asymptotics. Theorem 6.7. Let X ⊂ P n+1 be a smooth hypersurface of degree d and let A be any ample line bundle over X.
• [4] For n = 2: 
