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A two-stage stochastic program 
for scheduling and allocating cross-trained workers 
Gerard M. Campbell 
Information Systems and Operations Management, Charles F. Dolan School of Business,  
Fairfield University, North Benson Road, Fairfield, CT 06824, USA. 
Abstract 
 A two-stage stochastic program is developed for scheduling and allocating cross-
trained workers in a multi-department service environment with random demands.  The first 
stage corresponds to scheduling days-off over a time horizon such as a week or month.  The 
second stage is the recourse action that deals with allocating available workers at the 
beginning of a day to accommodate realized demands.  After the general two-stage model is 
formulated, a special case is introduced for computational testing.  The testing helps quantify 
the value of cross-training as a function of problem characteristics.  Results show that cross-
training can be more valuable than perfect information, especially when demand uncertainty 
is high. 
Keywords:  manpower planning; labour scheduling; stochastic programming; cross-training 
Introduction 
 In recent years, there has been a growing interest in the study of workforce cross-
training.  Hopp and Van Oyen (2004) describe, from a strategic perspective, how cross-
training offers advantages along competitive dimensions of cost, time, quality, and variety.  
They also discuss how cross-training relates to the more general concept of workforce agility, 
observing that cross-training is “broadly applicable, powerful, and also highly complex.”  
Iravani, Van Oyen and Sims (2005) also emphasize the strategic value of cross-training.  Jack 
and Powers (2004) discuss the importance of “volume flexible” strategies, including cross-
training, in health services.  Wallace and Whitt (2005) describe the value of cross-training in 
call center environments.  Nembhard (2007) addresses a variety of service and manufacturing 
environments in a recently-published book on workforce cross-training.  
 Figure 1 displays a three-level framework for manpower planning and scheduling 
decisions.  This framework was presented in Abernathy et al. (1973), and has been frequently 
cited elsewhere in the literature.  Each of the levels in Figure 1 is further described below as 
relevant literature is reviewed.  As indicated in the figure, this paper develops an integrated 
model that encompasses the scheduling and allocation levels of the framework.  The first 
stage of the model, which corresponds to the middle level of the framework shown in Figure 
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1, schedules the days-off of workers over a multi-period planning horizon, such as a week or 
month.  At that stage of the problem, requirements are random, and the objective is to 
maximize expected value.  The second stage of the model corresponds to the lowest level of 
the framework shown in Figure 1.  It allocates workers at the beginning of a day, considering 
the capabilities of available workers and the actual requirements that have been realized.   
****************** Insert Figure 1 about here ****************** 
 An example of an application environment for this paper’s model is hospital nurse 
scheduling, which is the application area that motivated the Figure 1 framework developed by 
Abernathy et al. (1973).  Warner et al. (1990) discuss automated nurse scheduling, covering 
all three levels shown in Figure 1.  Campbell (2009) highlights healthcare employee 
scheduling as one of four key workforce scheduling application areas.  For nurse scheduling, 
Ernst et al. (2004) and Burke et al. (2004) discuss how cost objectives must be balanced 
against various constraints, such as the variable requirements and heterogeneous employee 
capabilities included in this paper’s model. 
 In previous research, cross-training has been modeled at each of the levels shown in 
Figure 1.  At the top level, Nembhard, Nembhard, and Qu (2005) use a real options approach 
to model workforce planning in a manufacturing environment.  Li and King (1998) present a 
planning-level model aimed at determining the number of cross-trained employees in a health 
service clinic.  Agnihothri et al. (2003) use queuing models and simulation to find the best 
mix of dedicated and cross-trained workers in field service systems with two types of jobs.  
Kao and Queyranne (1985) develop a series of models focused on workforce planning for 
nurses at a hospital.  One of their models is a two-stage stochastic program, where the first 
stage deals with sizing the regular-time workforce, and the second stage relates to the use of 
overtime and/or workers from outside agencies.  Zhu and Sherali (2007) develop a two-stage 
stochastic program where the first stage relates to personnel hiring at multiple locations and 
the second stage allows for reassignments of work amongst the locations.  Wright, Bretthauer 
and Cote (2006) present a bicriteria integer programming model for nurse scheduling that 
spans the top two levels of the framework shown in Figure 1. 
 The middle level of Figure 1 has been the subject of much attention in the literature.  
Ernst et al. (2004) present a survey of scheduling and rostering methods, which includes 
categories such as days-off scheduling and shift scheduling.  Brusco and Johns (1998) 
develop a workforce scheduling model that enables the evaluation of alternative cross-
training structures.  Bard (2004) models staff scheduling with the option of moving workers 
with higher skill levels to areas requiring less skill.  Wan and Bard (2007) look at shift 
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scheduling and task assignment when restrictions exist on the movement of flexible workers 
between workstation groups.  The scheduling research presented by Morton and Popova 
(2004) does not include cross-training, but it does use a two-stage stochastic program that has 
monthly and daily stages, enabling adjustments to schedules over a rolling horizon.  Bard and 
Purnomo (2005) use a rolling horizon approach in conjunction with an integer program for 
reactive scheduling of nurses in a hospital.  Easton and Rossin (1996) present a stochastic 
program for workforce scheduling and demonstrate its advantages relative to deterministic 
models. 
   Moving from scheduling to the allocation level in Figure 1, the research of Campbell 
(1999) and Campbell and Diaby (2002) is most directly relevant.  Brusco (2008) developed 
an exact algorithm for the model presented in Campbell (1999).  The two-stage formulation 
developed in the current study is an extension of the model presented in Campbell (1999).   
Model development 
Formulation of the general two-stage model 
 The first stage of the two-stage model corresponds to scheduling days-off for a fixed 
set of cross-trained workers over a finite planning horizon (e.g., a week or a month).  Each 
worker is assigned to a tour that represents their schedule for the entire planning horizon.  At 
this stage, labour requirements for each day in each department are represented by random 
variables.  The second stage models the allocation of cross-trained workers to departments 
once requirements have been realized.  Thus, the second stage is actually a series of single-
day allocation problems with deterministic labour requirements.  In practice, one of these 
problems would be solved at the beginning of each day, based on actual requirements and the 
set of workers scheduled for that day.   
 The following summarizes the notation used for the two-stage model: 
xij = 1 if worker i is assigned to tour j, 0 otherwise; 
X = the set of established tours; 
cij = the cost when worker i is scheduled for tour j;  
(Note that cross-trained workers will typically cost more than non-flexible workers.) 
atj = 1 if period t is a work period in tour j; 0 otherwise; 
yidt = 1 if worker i is allocated to department d in period t, 0 otherwise; 
             I 
wdt = labour used in department d in period t  =   ∑ pidyidt; 
            i=1  
pid = the productivity of worker i in department d (0 ≤ pid  ≤ 1); 
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rdt = the random amount of labour required in department d in period t; 
R = the set of random labour requirements; 
rdt = the realized deterministic amount of labour required in department d in period t; 
R = the set of realized deterministic labour requirements; 
udt(wdt) = the random concave utility function for department d in period t.  
This function depends on the random labour requirements (rdt).  For example, based on 
Campbell (1999), an objective function that reflects quadratic shortage costs can be defined 
using the following: 
 udt(wdt) = kd[rdt 
2
 - ( rdt -  wdt)
2
 ] for wdt < rdt , kdrdt
2
 otherwise, 
where kd is a constant representing a weighting factor for department d.  With this type of 
objective function, departments that have higher priorities would have higher kd values. 
U = the set of random departmental utility functions; 
udt(wdt) = the realized concave utility function for department d in period t.  
This function depends on the realized labour requirements (rdt).  For example: 
 udt(wdt) = kd[rdt 
2
 - ( rdt -  wdt)
2
 ] for wdt < rdt , kdrdt
2
 otherwise. 
U = the set of realized departmental utility functions; 
T is the number of periods in the planning horizon; 
D is the number of departments; 
I is the number of workers; 
Ni is the set of possible tours for worker i; 
Si is the set of departments for which pid > 0; 
ER denotes mathematical expectation with respect to R. 
 The two-stage stochastic integer programming (TSSIP) formulation can now be 
presented as follows: 
 
Problem TSSIP: 
Stage 1:                             I 
             maximize Z =   ∑    ∑   -cijxij   +   ER [f ( X, U )]    (1) 
               i=1  jєNi   
                      subject to 
             xij = 0 or 1    for all i, and j є Ni.      (2) 
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Stage 2:     D    T 
  f ( X, U ) = maximize  ∑    ∑  udt(wdt)     (3) 
               d=1  t=1 
  subject to 
     I 
    wdt =   ∑ pidyidt      for all d, t,     (4) 
               i=1  
 
    ∑ yidt =  atj xij        for all i, t, and j є Ni,   (5) 
             dєSi  
 
    yidt = 0 or 1      for all i, t, and dєSi.   (6) 
 
 The formulation given by (1) – (6) represents a two-stage stochastic integer program 
with recourse.  In solving stage 1, the xij  values are established before departmental 
requirements are known with certainty.  Note that the number of workers, I, is the model’s 
only limit on capacity.  Also, infeasibility is not an issue because there are no constraints 
stating that departmental requirements must be met. 
 Stage 2 corresponds to allocating cross-trained workers at the beginning of each day, 
based on the workers available that day (given by X) and the departmental utility functions 
for the day (which depend on R).  Note that (3) – (6) is in the same form as the allocation 
problem studied in Campbell (1999) and Campbell and Diaby (2002).  The current 
formulation extends the prior work to include multiple time periods.  The multi-period 
problem separates into a series of single-period problems that, in practice, would be solved 
day-by-day as actual departmental requirements were realized.  These stage 2 problems can 
be solved using the heuristic developed in Campbell and Diaby (2002), and problems where 
all pid values are 0/1 can be solved optimally using a simple assignment algorithm. 
 Other formulations from previous research correspond to special cases of TSSIP.  For 
example, when there is only one department, then there is no cross-training and no relevant 
second stage – i.e., no allocation problem.  In that case, TSSIP reduces to a problem similar 
to that studied by Easton and Rossin (1996).  What happens to TSSIP if requirements are 
deterministic rather than stochastic?  Again, there is no need for a second stage.  If all 
departmental requirements are known with certainty when tours are being assigned, then 
allocations can also be fixed at that time.  In this case, the problem is similar to that studied 
by Brusco and Johns (1998), who modeled the scheduling of cross-trained workers in a multi-
department environment with deterministic requirements.  The special case of TSSIP with 
one department and deterministic requirements corresponds to the classical single-stage tour 
scheduling problem, as described in Ernst et al. (2004). 
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 Having presented the general formulation and discussed its relationship to prior 
research, the current study now focuses on a special case of the two-stage problem.   
Network representation of a special case 
 For two-stage stochastic programming problems, Birge and Louveaux (1999) define 
the following: 
 RP = the value of the optimal solution to the stochastic programming problem; 
 WS = the value of an optimal “wait-and-see” solution – i.e., the value of the  
           optimal solution if future requirements were known with certainty; and 
 EVPI = the expected value of perfect information. 
EVPI is calculated as follows for a maximization problem:  EVPI = WS - RP.  
 Due to the complexity of TSSIP, optimal solutions are difficult to obtain for problems 
of realistic size.  However, for the special case outlined below, WS can be established using a 
network programming formulation.  Also, an heuristic (available from the author) provides 
feasible solutions, which can be used to establish lower bounds on RP.   Thus, upper bounds 
on EVPI can be obtained for the special case of TSSIP developed below.   
 The special case studied in this paper is one where scheduling is done for a seven-day 
planning horizon, and the set of feasible tours for each employee, Ni, includes all five-day 
schedules (i.e., there are no additional requirements, such as two consecutive days off).  The 
workforce size is fixed, and the cij values do not vary, so departmental utilities control the 
objective function.  Furthermore, the special case includes productivity values (pid) that are 
0/1 for all employees in all departments.  This enables the network model shown in Figure 2 
to be used for obtaining optimal wait-and-see solutions.  
****************** Insert Figure 2 about here ****************** 
 The supply of five shown for each worker in Figure 2 represents the worker’s capacity 
of five work days.  Although not shown in the figure, all arcs have an upper bound on flow 
equal to one.  Utility values are only shown for the final set of arcs, but if worker costs 
differed by day of week, that could be reflected in the first set of arcs in the network.  The 
second set of arcs shown in Figure 2 reflects the capabilities of the workers – i.e., worker 1 is 
trained for departments 1 and 3, worker 2 is trained for 2 and 4, and worker I is trained for 
department 3 only.  The udt values shown along the final set of arcs actually represent a series 
of values, as shown for one of the department/day combinations in the figure.  Utility 
contributions along the arcs are defined as follows:  δdtn  =  udt(n) - udt(n-1), where δdtn is the 
marginal contribution of the nth worker in department d in period t.  In the figure, these 
values are shown for department 4/day 2 for n = 1,….,Q, where Q is the maximum number of 
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workers that can be assigned to a department in one day.  Network problems of the form 
shown in Figure 2 can be quickly solved using available software, so optimal solutions to the 
special case when requirements are deterministic are easily obtained.  The computational 
testing described in the next section includes an evaluation of an heuristic (available from the 
author) that uses an enhanced network formulation to establish solutions to problems with 
random requirements. 
Computational testing 
 The purposes of the computational testing are:  1) to evaluate the value of cross-
training; and 2) to gain insight into the value of perfect information.   
 Solution values were collected using the measures outlined below.  Note that mean 
values are based on 10 sets of realized requirements per problem. 
Mfixed = mean value of Z for a fixed assignment solution.  A fixed assignment solution fixes 
departmental allocations at stage 1 and does not allow subsequent changes. 
Mcross = mean value of Z for a solution with cross-utilization, where X is obtained using the 
heuristic.   
Mpi = mean value of Z for wait-and-see solutions, which are based on perfect information. 
Mupper = mean value of Z with perfect information, with the added constraint of equal 
numbers of workers in all periods.  For the test problems used in this study, the validity of 
Mupper as an upper bound on the optimal solution to TSSIP is based on symmetry and 
concavity.  Each test problem has requirements distributions that are the same for all days of 
the planning horizon, and the average number of workers per department per day is always a 
whole number.  Because objective functions are all concave, any deviation from an equal 
number of workers per day in the stage 1 solution to TSSIP would result in a decrease in 
expected utility.  Therefore, no optimal solution to TSSIP can provide higher utility for a 
realized set of requirements than a wait-and-see solution that includes an equal number of 
workers in all periods.  
 The following relationships apply for the solution measures: 
    Mpi  ≥ Mupper ≥ Mcross ≥ Mfixed. 
 Using these solution measures, the following performance measures are defined: 
    GAP = (Mupper – Mcross) / Mupper,   
    Vcross = (Mcross – Mfixed) / Mfixed,   
    Vpi = (Mpi – Mcross) / Mpi,      
where GAP is the gap between heuristic solution and upper bound, Vcross is the value of 
cross-utilization, and Vpi is the value of perfect information.   
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Experimental factors and the test environment 
 Test problems were generated to investigate the effects of five problem characteristics 
using a 2
4
x4 experimental design.  The experimental factors and their treatment levels are 
summarized in the first column of Table 1.  These factors and the test environment were 
established so that stage 2 problems in the current study are comparable to problems solved 
in Campbell (1999) and Campbell and Diaby ((2002). 
****************** Insert Table 1 about here ****************** 
 One of the fixed characteristics of the test environment is the functional form of 
departmental utility functions, which is defined as follows: 
 udt(wdt) = kd[rdt 
2
 - ( rdt -  wdt)
2
 ] for wdt < rdt , kdrdt
2
 otherwise. 
This form is consistent with that used in Campbell (1999).  For the current study, departments 
are homogeneous for all test problems (i.e., kd = 1 for all d = 1,…,D).  Note that departmental 
differences did not significantly affect the value of cross-utilization in Campbell (1999).  
Requirements distributions are also identical across departments and time periods, as 
described below under the forecast error factor.   
 Another fixed characteristic of the test environment is the planning horizon, which is 
seven days.  The set of feasible tours for all workers includes all five-day schedules – i.e., 
there are no additional restrictions such as a requirement for two consecutive days off.  This 
enables the network formulation shown in Figure 2 to be used for solving wait-and-see 
versions of the problems.  The costs of all five-day tours are assumed to be equal, so all cij 
values could be set to zero.  Figure 3 shows an example of problem data used in the 
experiment.  For each test problem, R, the set of random labour requirements, is defined by 
treatment levels of the shortage level and forecast error factors.  Each of the five experimental 
factors shown in Table 1 is further described below. 
****************** Insert Figure 3 about here ****************** 
 Level of cross-training.  This factor is explored at the following four treatment levels:   
1.5, 2.0, 2.5 and 3.0.  A cross-training level of 2.0 means that all workers are trained for two 
departments, and 1.5 means that half the workers are trained for two departments and half are 
only trained for one.  In generating the test problems, each worker is assumed to have a 
“primary” department, and these primary capabilities are evenly distributed across 
departments.  Mfixed is based on each worker being assigned to their primary department.  
Secondary and tertiary departments were selected randomly to achieve the desired level of 
cross-training for each test problem.  Note that all pid values are 0/1 for all test problems.  
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This enables the network formulation shown in Figure 2 to provide optimal solutions to the 
wait-and-see problems used to establish Mpi and Mupper.  
 Number of departments.  D = 4, or D = 8. 
 Workers per department (wpd).  wpd = 7, or wpd = 14.  With each worker getting two 
days off out of seven, these treatment levels correspond to the wpd levels of five and ten used 
in the single-stage environment studied in Campbell (1999) and Campbell and Diaby (2002). 
 Shortage level.  This factor relates to the departmental requirements, rdt.  The 
treatment levels for this factor are 10 % and 20 %.  Considering the number of workers per 
department (wpd), each working five days out of seven, the shortage level corresponds to the 
following: 
shortage level = (µ -wpd(5/7)) / µ, 
where µ is the mean rdt  value.  For example, for the problem shown in Figure 3, µ = 6.25.  
The manner in which individual rdt values were established is described under the next factor. 
 Forecast error.  For each test problem, the rdt values were generated from a single 
normal distribution.  The mean of the distribution (µ) was established to provide the desired 
treatment level of the shortage factor, as described above.  The standard deviation of the 
distribution was either 0.3µ or 0.6µ, providing the factor treatment levels of 0.3 and 0.6.  For 
realized requirements, randomly-generated values were adjusted proportionally to ensure that 
the specified shortage level was achieved for each test problem. 
 The 2
4
x4 full factorial design results in 64 factor combinations, or cells. With four 
replications per cell, there are 256 test problems.  For each test problem, ten sets of realized 
requirements values (rdt) were generated.  Performance measures represent averages over the 
ten sets of  realized requirements per problem.  To enable direct comparisons, the same sets 
of requirements were used across all treatment levels of the cross-training factor. 
Results 
 The last three columns in Table 1 summarize results based on the GAP, Vcross, and 
Vpi performance measures.  Figs. 4, 5 and 6 provide further details. 
The overall mean GAP measure of 0.9 % shown in Table 1 demonstrates that the 
heuristic provides solutions that are close to optimal.  Looking at GAP as a function of 
problem characteristics, it is clear that level of cross-training has the most significant effect, 
with lower levels of cross-training having larger GAP values.  This makes sense because the 
solution to the stage 1 problem represents more of a constraint when there is less flexibility to 
move workers around at stage 2.  The forecast error factor is significant because when there 
are larger variations in requirements, the cost of not knowing requirements with certainty at 
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stage 1 increases.  The effect of the workers per department factor on the GAP performance 
measure occurs because of the reduced amount of flexibility available when there are fewer 
cross-trained workers.   
 Figures 4a and 4b show interaction effects between level of cross-training and 
forecast error for both the GAP and Vpi performance measures.  In terms of the GAP 
measure, a low degree of cross-training and high forecast errors result in the worst 
performance, with GAP averaging 4.7 % for those types of problems.  A large GAP value can 
be the result of a large difference between the heuristic solution and the (unknown) optimal 
solution, and/or a large difference between the optimal solution and the upper bound.  As 
described later when Figure 6 is discussed, evidence suggests that it is the difference between 
the optimal solution and the upper bound that is increasing most dramatically as the level of 
cross-training decreases.  
****************** Insert Figure 4 about here ****************** 
 With respect to Vcross, the value added by cross-utilization, the overall average 
shown in Table 1 is 9.1 %.  Vcross is most seriously affected by the forecast error factor, with 
a mean value of 13.3 % when forecast errors are high, compared to 4.9 % when they are low.  
Obviously, the flexibility of moving workers around to accommodate random departmental 
requirements is more valuable when variability is higher.   The level of cross-training also has 
a significant effect, but changes in Vcross are relatively small above a cross-training level of 
2.0.  This is consistent with results from earlier studies, which demonstrated that high levels 
of cross-training are not required to achieve the benefits of cross-utilization.  Figure 5 
displays Vcross as a function of forecast error and level of cross-training.    
****************** Insert Figure 5 about here ****************** 
 Looking at Vpi, Table 1 shows that the value of perfect information averaged 2.9 % 
for the problems solved in this study.  Forecast error obviously has the strongest effect on this 
measure, with Vpi values averaging  1.6 % and 4.2 % for low and high forecast errors, 
respectively.  Level of cross-training also had an effect, especially at the 1.5 treatment level.  
Figures 4a and 4b show Vpi as a function of level of cross-training and forecast error.  Notice 
the sharp drop in the value of perfect information as level of cross-training increases from 1.5 
to 2.0.  Figs. 6a and 6b provide further insight into the behavior of Vpi. 
****************** Insert Figure 6 about here ****************** 
 Figures 6a and 6b show average solution values as a percentage of the highest  Mpi 
values, which were obtained when the level of cross-training was at 3.0.  The curves show 
how Mcross, Mupper, and Mpi relate to each other and how they increase as the level of 
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cross-training increases.  The figures include values for fixed assignment solutions, which 
correspond to a level of cross-training of 1.0.  At the 1.0 level of cross-training, Mcross 
values represent optimal solutions, while they represent heuristic solutions at higher levels of 
cross-training. 
 Figures 6a and 6b show that cross-training can be more valuable than perfect 
information, especially when forecast errors are high.  For example, in Figure 6b, Mcross at 
the 2.0 level of cross-training is higher than Mpi at the 1.0 level of cross-training.   For those 
problems, it was more valuable to have flexible workers than to have perfect information 
regarding daily requirements.  Even if you knew when high requirements were going to occur 
in certain departments, without cross-training you would not be able to schedule enough 
workers for those days to avoid high shortage costs.  With cross-training, you can 
accommodate higher requirements in some departments as stage 2 allocation problems are 
solved.  This analysis of the value of cross-training relative to the value of perfect 
information has important practical implications for workforce managers faced with uncertain 
requirements. 
 Another observation with respect to Figures 6a and 6b relates to the performance of 
the heuristic and the GAP performance measure.  The GAP measure is based on the 
difference between Mupper and Mcross, and it was noted previously that this measure was 
largest at the 1.5 level of cross-training.  Figures 6a and 6b provide evidence that the larger 
values of GAP at the 1.5 level of cross-training are due primarily to large differences between 
optimal solutions and upper bounds, rather than differences between heuristic and optimal 
solutions.  This can be inferred because when the level of cross-training is 1.0, Mcross 
represents optimal solutions, yet the difference between Mcross and Mupper is still large.  
Inferences are not required at cross-training levels of 2.0 and above because then the small 
differences between Mcross and Mupper ensure that heuristic solutions are close to optimal.  
Therefore, conclusions regarding the value of cross-training could be drawn, even though the 
complexity of the two-stage stochastic program made it impractical to try to obtain optimal 
solutions. 
Conclusion 
 This paper has made a contribution by extending previous research to develop a two-
stage stochastic program for scheduling and allocating cross-trained workers.  The general 
two-stage formulation presented in (1) – (6) is useful for describing the problem faced by 
workforce managers, but its complexity makes it difficult to solve.  Therefore, for 
computational testing this study used a special case based on 0/1 worker capabilities and five 
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day-per-week scheduling without additional requirements such as consecutive days off.  For 
this special case, heuristic solutions, upper bounds, and optimal wait-and-see solutions could 
be obtained.  This enabled investigation of the value of cross-utilization and perfect 
information within the integrated two-stage environment. 
 Problems for the computational testing were structured to be consistent with those  
described in Campbell (1999) and Campbell and Diaby (2002), both in terms of problem 
characteristics and performance measures.  The value of cross-utilization, as represented by 
the Vcross performance measure, showed similar behavior to that seen in Campbell (1999).  
A key contribution beyond previous research is the investigation of the value of perfect 
information relative to the value of cross-utilization.  Results suggest that managers would be 
better off having workers that are each capable of working in two departments rather than 
having perfect information and no allocation flexibility.  In practice, perfect information is 
rarely obtainable, but in many environments some degree of cross-training can be 
implemented.  Scheduling and allocation models such as that presented in the current study 
have the potential to help managers better utilize cross-trained workers.  Computational 
studies based on more realistic versions of the two-stage problem would be necessary to 
support this paper’s conclusions.  The development of solution algorithms for more general 
version of the two-stage problem could be motivated by the results of the experiments based 
on the special case studied in this paper. 
 The current study also suggests a number of other areas for future research.  For 
example, the current study has not included alternative methods for handling demand 
variation, such as the use of overtime seen in Zhang et al. (2009).  It should be noted that 
overtime and outside agencies, which are both widely used in practice for hospital nurse 
scheduling, could reduce the advantages of cross-training that were seen in the current study.   
The planning level shown in Figure 1 may present another attractive area for further 
investigation.  At this level, the costs of cross-training are traded-off against its anticipated 
value.  Future research could also include the development of methods to solve the general 
version of the problem given by (1) – (6), and solution methods for other special cases.  The 
results of the current study suggest that the development of methods for determining the most 
appropriate level of cross-training as a function of environmental characteristics is a most 
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Day 1 6.25 9.46 6.44 8.36 
Day 2 7.28 5.18 6.41 3.70 
Day 3 6.02 8.59 5.58 5.43 
Day 4 9.53 5.37 6.59 7.98 
Day 5 8.83 5.41 2.74 5.66 
Day 6 5.64 6.70 6.41 5.78 
Day 7 5.16 4.92 5.53 3.89 
     
Worker 1 1 1 0 0 
Worker 2 0 1 1 0 
Worker 3 0 1 1 0 
Worker 4 0 1 0 1 
Worker 5 1 0 1 0 
Worker 6 0 1 0 1 
Worker 7 0 0 1 1 
Worker 8 0 1 0 1 
Worker 9 1 0 1 0 
Worker 10 0 1 0 1 
Worker 11 0 0 1 1 
Worker 12 0 1 0 1 
Worker 13 1 0 1 0 
Worker 14 1 1 0 0 
Worker 15 1 0 1 0 
Worker 16 0 0 1 1 
Worker 17 1 1 0 0 
Worker 18 0 1 1 0 
Worker 19 0 0 1 1 
Worker 20 0 1 0 1 
Worker 21 1 0 1 0 
Worker 22 0 1 1 0 
Worker 23 1 0 1 0 
Worker 24 0 1 0 1 
Worker 25 1 0 1 0 
Worker 26 1 1 0 0 
Worker 27 0 0 1 1 
Worker 28 1 0 0 1 
 
  
    
 
   Factor   Treatment Level 
 
  Level of Cross-Training  2.0 
  Number of Departments   4 
  Workers per Department   7 
  Shortage Level   20 % 
  Forecast Error    0.3 
















         Figure 3.  Example of problem data used in the experiment. 
 





























Figure 4.  Value of perfect information (Vpi) and heuristic performance (GAP) 
as a function of level of cross-training and forecast error. 
 
 Figure 4a. Forecast e r    







































Forecast Error = 0.6
Forecast Error = 0.3
 
 
Figure 5.  Value of cross-utilization as a function of level of cross-training and forecast error. 
 
 

































Figure 6.  Solution values by level of cross-training, expressed as a percentage  




 Figure 6b. Forecast error = 0.6 








Table 1.  Summarized results of the computational testing. 
 
Experimental Factor / 
      Treatment Level 
GAP Vcross Vpi 
Level of Cross-training       
1.5 3.2% 6.0% 4.7% 
2.0 0.4% 9.9% 2.5% 
2.5 0.1% 10.2% 2.3% 
3.0 0.0% 10.3% 2.2% 
Number of  Departments    
4 0.9% 8.7% 3.5% 
8 1.0% 9.5% 2.4% 
Workers per Department       
7 1.2% 9.9% 3.2% 
14 0.7% 8.3% 2.6% 
Shortage Level       
10% 0.8% 8.4% 2.6% 
20% 1.0% 9.8% 3.2% 
Forecast Error       
0.3 0.4% 4.9% 1.6% 
0.6 1.4% 13.3% 4.2% 
    
Overall Means 0.9% 9.1% 2.9% 
 
 
