Abstract-Traditional dietary assessment methods, consisting of written and orally reported methods, are not widely acceptable or feasible for everyday monitoring. The development of builtin cameras for mobile devices provides a new way of collecting dietary information by acquiring images of foods and beverages. The ability of image analysis techniques to automatically segment and identify food items from food images becomes imperative. Food images, usually consisting of plates, bowls and glasses, are often affected by lighting and specular highlights which present difficulties for image analysis. In this paper, we propose a novel single-image specular highlight removal method to detect and remove specular highlights in food images. We use independent components analysis (ICA) to separate the specular and diffuse components from the original image using only one image. This paper describes the details of the proposed model and also presents experimental results on food images to demonstrate the effectiveness of our approach.
I. INTRODUCTION
Dietary assessment, the process of determining what someone eats during the course of a day, provides valuable insight for mounting intervention programs for the prevention of many chronic diseases including obesity, cancer, diabetes, and heart disease [1] , [2] . Traditional dietary assessment, consisting of written and orally reported methods are time consuming and tedious and often require a nutrition professional to complete, is not widely acceptable or feasible for everyday monitoring [3] . Mobile devices with high resolution imaging capability, improved memory capacity and network connectivity provide a unique mechanism for collecting dietary information and thus reducing burden on both users and healthcare professionals. The importance of using food images to record and estimate dietary intake, in comparison to classical handwritten food record approaches have described [4] . Our team at Purdue University and the University of Hawaii is developing a mobile telephone based image analysis system to automatically estimate energy and nutrient intake from food images acquired by mobile devices [5] , [6] . In order to minimize user-burden in using image-based dietary assessment, it is important to use as few images as possible and preferably design single-image based image analysis techniques. An essential part of our system is food image segmentation. However, food images, consisting of plates, bowls and glasses, are often affected by lighting and specular highlights, which present difficulties for image segmentation. Figure 1 shows examples of food images affected by specular highlights.
Many methods developed for separating specular and diffuse reflection components require multiple images taken under specific conditions (e.g., lighting direction and viewpoint). A sequence of color images captured with a moving light source is examined in [7] in a four-dimensional space, the axes of which are the three color compenets (RGB) and time. While this method requires dense input images, it can separate specular and diffuse reflection components locally using principal component analysis based solely on colors. Nayar et al. [8] used color and polarization information from multiple images captured with various polarization angles to estimate the color of specular reflection. Lee et al. [9] detected specular reflection by color differences between input images from different viewing directions without using feature correspondence or image segmentation. Lin et al. [10] proposed a diffuse and specular reflection separation method based on the neutral interface reflection model [11] which describes which specular reflection has the same spectral composition as the incident illumination. Two input images are required to estimate the illuminant chromaticity and compute the RGB intensities of the two reflection components using a linear model of surface reflectance. Farid and Adelson [12] proposed a reflection separation method using independent component analysis. Two images with specified reflection directions are required to obtain stable reflection separation results.
For dietary assessment, acquiring multiple food images of each eating occasion would place heavy burden on users, thus we need to explore specular reflection removal methods using a single input image. One of the early methods to separate the two components of reflection using one image is presented by Shafer [13] , who introduced the dichromatic reflection model and discussed the geometric properties of each type of reflection. Klinker et al. [14] then extended this model by separating reflection and illumination color vectors based on a T-shaped color distribution. The model presented in [15] separated specular and diffuse reflections in brightness, hue and saturation color space. The above models using a single input image requires color segmentation which limits the robustness of those models.
In this paper we propose a specular highlight removal method that does not depend on either polarization or image segmentation. Based on observation of color properties in the highlight area and a linear combination model, we show that with a single input image, specular highlight can be effectively removed using independent component analysis (ICA). We then use color compensation on this "highlight-free" image to ensure local smoothness of color and luminance. Our method is somewhat similar to the Farid and Adelson's model [12] with repesct to using independent component analysis (ICA) to separate reflection components. However instead of requiring two images our method needs only one image. Further, the input image to our specular highlight removal method need not be acquired with any specific conditions (e.g. illumination, lighting direction, and viewpoint). Our proposed method can be used with any images with specular highlighted areas. Since the goal of our study is to improve image segmentation for food images acquired in our dietary assessment studies, this paper presents only the results on food images.
II. PROPOSED METHOD
In this section we first briefly review the dichromatic reflection model and then describe the details of our method. Figure 2 shows the block diagram of our proposed method. The first step is to generate an "assisting gray image" based on the color properties of the specular highlighted areas. The second step is to use this assisting gray image and the original image as two inputs to ICA to remove specular highlights from the original image. The result is a "highlight-free" image. Finally, color compensation is done on the highlight-free image to maintain local color smoothness.
The dichromatic reflection model [13] describes how reflected light can be separated into two components, specular and diffuse reflection. The combination of specular and diffuse reflection components can often be approximated as a linear mixing process. Thus, the illumination spectral distribution of a point can be expressed as:
where p is a 3 dimensional vector which represents the position (3D coordinates) of a point; ω d and ω s are the coefficients (at position p) of the diffuse and specular reflection respectively. I d (λ, p) and I s (λ, p) are the illumination spectral distribution contributed by the diffuse and specular reflection, respectively. Hence, the illuminance value of an image can be obtained by integrating Equation 1 over the visible spectrum (Ω):
where x is two dimensional coordinate of an image and I c (x) (c ∈ {r, g, b}) is the R, G, B value of the image at position
and mixing coefficients are unknown. This is a typical scenario that can be addressed using Independent Component Analysis (ICA) [16] , [17] , [18] . Since ICA requires the number of measurements to be greater than or equal to the number of independent components, we need to generate an image to assist the reflection separation process of ICA.
By experimentation, we observed that the value of the luminance component in the specular highlighted area is usually larger than that in neighboring areas, while the value of maximum chromaticity in the specular highlighted area is smaller than that in neighboring areas with the same color. This observation is reasonable because the luminance of a 'highlight' area is larger than the surrounding areas and the increase of the luminance component may cause the decrease of the chrominance fraction. An "assisting gray image" is generated automatically based on this observation.
We obtain the luminance fraction in YCbCr color space as follows:
where i ∈ {Y, Cb, Cr} and m i is the value of the i th component of the original image in YCbCr color space.
The maximum chromaticity is defined as the fraction of the maximum chroma component in RGB color space:
where j ∈ {r, g, b} and m j is the value of the j th component of the original image in RGB color space. It is easy to conclude from Equations 3 and 4 that Γ ∈ [0, 1] and Λ ∈ [1/3, 1].
The assisting gray image is then generated using Equation 5 .
where I(x, y) is the luminance value of the gray image at position (x, y); Γ(x, y) and Λ(x, y) are the luminance fraction and the maximum chroma fraction respectively. From this equation, we could see that the specular highlight areas are emphasized in the assisting gray image. Examples of the generated assisting gray images corresponding to the original images in Figure 1 are shown in Figure 3 .
After generating the assisting gray image, we now have two input components (the assisting gray image and the original image) for ICA to separate the specular reflection component from the original image. ICA achieves this by tuning the mixing coefficients to maximize the mutual independence of the estimated signals. Denote the original image and the assisting gray image in N dimensional row vector form as I org and I gray , respectively. Then the linear mixing can be expressed as follows:
where I 1 and I 2 are the separated output images. The parameter matrix is assumed to be a full rank coefficient matrix which can be estimated using Farid and Adelson's model [12] . I 2 contains mainly the specular highlight component. Therefore we can detect specular highlight areas using I 2 and refine our separation result by a color compensation process on the specular highlight areas. The color compensation is obtained by considering the chromaticity of k nearest neighboring pixels without specular highlight. In our implementation, we set k = 8. The nearest pixels are checked in the direction shown in Figure 4 until k pixels without specular reflection have found. The color of the current pixel equals to the average color of the k neighbors without specular highlight.
III. EXPERIMENTAL RESULTS
In the experiments presented here, our specular highlight removal method is tested on a collection of food images acquired by mobile telephone cameras. We investigated food images acquired in a controlled environment and in natural eating conditions (also referred to as "free-living" such as at home, restaurants and on the go). Figure 5 shows the results on food images acquired under controlled lab settings. When taking food images in our lab, we move the cameras randomly in order to generate specular reflection at random positions. Figure 6 shows the results for food images acquired during free-living studies. In both Figure 5 and 6, the original food images are shown in column (a). The mask or region of the specular highlight area detected by our method is shown in (b). The image of mask is a binary image in which black pixels indicate areas without specular highlights while the white pixels indicate the specular highlight area detected by our method. The images in column (d) and (e) show the result of image segmentation with respect to the corresponding images in column (c) and (a) respectively.
In our experiments we use the segmentation method based on the Normalized Cuts framework. Normalized Cuts is a graph partition method first proposed in [19] , which treats an image pixel as a node of a graph and formulates segmentation as a graph partitioning problem. In order to compare the segmentation results of highlight-free images and original images, we used the same segmentation method on the highlight-free images obtained by our method and the corresponding original image. The comparison between segmentation results of highlight-free images and that of original images in Figures 5  and 6 illustrates improvement in the image segmentation.
In addition, Figure 7 shows that our method is robust to images without obvious specular highlighted areas. Figure 7 (a) is an image without specular highlights. We used our method on the original image to generate the binary mask image (Figure 7 (b) ) and the output highlight-free image (Figure 7 (c) ). The mask image is black in the entire plate area indicates that no specular reflection is detected. We can also see from Figure 7 (c) that our method does not produce artifacts in images without specular highlights. IV. CONCLUSIONS The accuracy of food image segmentation is essential to mobile dietary assessment. In this paper, we proposed a specular highlight removal method using a single color image to improve the segmentation results of food images. Our experimental results on food images show the effectiveness of our method in specular highlight detection and removal and also show the improvement of segmentation results after specular highlight removal. 
