Abstract
criteria, as described in more detail in section 2.1. 
Searching for bimodality
A visual inspection of a histogram of the speleothem δ 18 O data was initially undertaken to 175 determine whether the data are likely to be bimodal. We then applied a Dip-test of 176 unimodality (Hartigan & Hartigan, 1985) to test whether our data is bimodal. To investigate 177 further the dynamical origin of the modality of our data we applied non-stationary potential 178 analysis (Kwasniok, 2013; Kwasniok, 2015) . A non-stationary potential model (discussed in 
Non-stationary potential analysis
To supplement the analysis of the speleothem records and help interpret the results, a simple stochastic model derived directly from this data was constructed. Non-stationary potential analysis (Kwasniok, 2013; Kwasniok, 2015 ) is a method for deriving from time series data a simple dynamical model which is modulated by external factors, here solar insolation. The technique allows extraction of basic dynamical mechanisms and to distinguish between competing dynamical explanations.
The dynamics of the monsoon system are conceptually described as motion in a timedependent one-dimensional potential landscape; the influence of unresolved spatial and temporal scales is accounted for by stochastic noise. The governing equation is a one-dimensional non-stationary e↵ective Langevin equation:
⌘ is a white Gaussian noise process with zero mean and unit variance, and is the amplitude of the stochastic forcing. The potential landscape is time-dependent, modulated by the solar insolation:
The time-independent part of the potential is modelled by a fourth-order polynomial, allowing for possible bistability (Kwasniok and Lohmann, 2009 ):
I(t) is the insolation forcing and is a coupling parameter. The modulation of the potential is only in the linear term, that is, the time-independent potential system is subject to the scaled insolation forcing I(t). The model variable x is identified with the speleothem record. The insolation is represented as a superposition of three main frequencies as
with time t measured in ky. The expansion coe cients ↵ i and i are determined by least-250
The time-independent part of the potential is modelled by a fourth-order polynomial, The potential model covers and allows us to distinguish between two possible scenarios: (i)
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In the bifurcation scenario, the monsoon transitions are directly forced by the insolation, 
with time t measured in ky. The expansion coe cients ↵ i and i are determined by leastsquares regression on the insolation time series over the time interval of the speleothem record. The periods T i are found by a search over a grid with mesh size 0.5ky. They are, in order of decreasing contribution ↵ The potential model incorporates and allows to distinguish between two possible scenarios: (i) In the bifurcation scenario, the monsoon transitions are directly forced by the insolation. Two states are stable in turn, one at a time. (ii) Alternatively, two stable states could be available at all times with noise-induced switching between them. The height of the potential barrier separating the two states would be modulated by the insolation, possibly giving rise to a stochastic resonance which would explain the high degree of coherence between the solar forcing and the monsoon transitions. dependent one-dimensional potential landscape; the influence of unresolved spatial and temporal scales is accounted for by stochastic noise. The governing equation is a one-dimensional non-stationary e↵ective Langevin equation:
The time-independent part of the potential is modelled by a fourth-order polynomial, allowing for possible bistability (Kwasniok and Lohmann, 2009):
with time t measured in ky. The expansion coe cients ↵ i and i are determined by leastsquares regression on the insolation time series over the time interval of the speleothem record. The periods T i are found by a search over a grid with mesh size 0.5ky. They are, in order of decreasing contribution
.5ky and T 3 = 42ky. This yields an excellent approximation of the insolation time series over the time interval under consideration here.
The potential model incorporates and allows to distinguish between two possible scenarios: (i) In the bifurcation scenario, the monsoon transitions are directly forced by the insolation. Two states are stable in turn, one at a time. (ii) Alternatively, two stable states could be available at all times with noise-induced switching between them. The height of the potential barrier separating the two states would be modulated by the insolation, possibly giving rise to a stochastic resonance which would explain the high degree of coherence between the solar forcing and the monsoon transitions.
The technique allows extraction of basic dynamical mechanisms and to distinguish between competing dynamical explanations.
degree of coherence between the solar forcing and the monsoon transitions. The latter variant would correspond to a small but non-zero value of γ.
275
The shape of the potential, as well as the noise level, are estimated directly from the 276 speleothem data according to the maximum likelihood principle. We take a two-step 277 approach, combining non-stationary probability density modelling (Kwasniok, 2013 ) and 278 dynamical modeling (Kwasniok, 2015) . The shape of the potential is estimated from the 279 probability density of the data. The quasi-stationary probability density of the potential as described in Kwasniok (2013) . The size of the data set is N=1288. This leaves the noise 286 level undetermined as a scaling of the potential with a constant c and a simultaneous scaling 287 of the noise variance with c keeps the quasi-stationary probability density unchanged. We The shape of the potential, as well as the noise level, are estimated from the data according to the maximum likelihood principle. We take a two-step approach, combining non-stationary probability density modelling (Kwasniok, 2013) and dynamical modeling (Kwasniok, 2015) . The shape of the potential is estimated from the probability density of the data. The quasistationary probability density of the potential model is
with a time-dependent normalisation constant Z(t). The coe cients a i and the coupling constant are estimated by maximising the likelihood function
as described in Kwasniok (2013) . The size of the data set is N . This leaves the noise level undetermined as a scaling of the potential with a constant c and a simultaneous scaling of the noise variance with c keeps the quasi-stationary probability density unchanged. We set = 1 for the (preliminary) estimation of a i and . The noise level is now determined from the dynamical likelihood function based on the time evolution of the system (Kwasniok, 2015) . The Langevin equation is discretised according to the Euler-Maruyama scheme:
The sampling interval of the data is t n = t n+1 t n . The log-likelihood function of the data is
The scaling constant c is searched on a grid with mesh size 0.01 and the log-likelihood maximised, giving the final estimates of all parameters. Both estimation procedures are applied directly to the unevenly sampled data without any prior interpolation. We remark that the more natural and simpler approach of estimating all parameters simultaneously from the dynamical likelihood (Kwasniok, 2015) here yields a negative leading-order coe cient a 4 and thus the model cannot be integrated over a longer time period without the trajectory escaping to infinity. This possibly points at limitations in the degree of validity of the onedimensional potential model. Palaeoclimatic records reflect a multitude of complex processes and any model as simple as eq.
(1) cannot be expected to be more than a crude skeleton model. The described estimation method guarantees a positive leading-order coe cient a 4 and therefore a globally stable model.
Kwasniok F. (2015): Forecasting critical transitions using data-driven nonstationary dynamical modeling, submitted.
The shape of the potential, as well as the noise level, are estimated from the data according to the maximum likelihood principle. We take a two-step approach, combining non-stationary probability density modelling (Kwasniok, 2013) and dynamical modeling (Kwasniok, 2015) . The shape of the potential is estimated from the probability density of the data. The quasistationary probability density of the potential model is
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The scaling constant c is searched on a grid with mesh size 0.01 and the log-likelihood maximised, giving the final estimates of all parameters. Both estimation procedures are applied directly to the unevenly sampled data without any prior interpolation. We remark that the more natural and simpler approach of estimating all parameters simultaneously from the dynamical likelihood (Kwasniok, 2015) here yields a negative leading-order coe cient a 4 and thus the model cannot be integrated over a longer time period without the trajectory It has been suggested that the EASM system responds specifically to 21 st July insolation at 310 65°N with a "near-zero phase lag" (Ruddiman, 2006 
(1) cannot be expected to be more than a crude skeleton model. The described estimation method guarantees a positive leading-order coe cient a 4 and therefore a globally stable model. forcing to obtain the equilibrium solution to the system, which we then subtracted from the noise levels, the same iteration of the model was used to enable a direct comparison. applied non-stationary potential analysis (Kwasniok, 2013; Kwasniok, 2015) . This showed 351 a bi-stable structure to the EASM with hysteresis (Figure 3b, c We are able to clearly refute from the speleothem data the scenario of noise-induced 359 switching between two simultaneously available states in favour of the bifurcation scenario.
Results
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Bimodality and non-stationary potential modelling
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When fitting a model without solar insolation forcing (that is, γ = 0) we obtain a stationary 361 potential with two deep wells and noise-driven switching between them. However, the pdf-
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based log-likelihood of equation (6) To test whether the signal is present in other EASM records, we undertook the same 428 analysis on a second speleothem sequence of comparable age (Figure 7) . We find that 
Potential model simulations
460
To help interpret these results we applied our potential model. In the model we find 
506
(2012b) that 'high resolution sampling has no effect on the estimate of variance'. In Res. Lett., 31(9), p.L09204. 
