Introduction {#Sec1}
============

The study of the epidemic models have long been and will continue to be one of the dominant themes in mathematical biology due to its importance at both understanding the spread and control of infectious diseases in a community. Many researchers have made a significant progress on *SIR* models^[@CR1]--[@CR6]^, where *S*, *I*, *R* denote the fractions of the susceptibles, the infectives and the recovered hosts in the population respectively. *SIR* models assume the disease has no latent period. However, for some diseases, such as hepatitis B, AIDS, sometimes has to be passed before an infected individual becomes infectious. Therefore, an extra class, the class of exposed hosts (*E*), should be added to the system, where *E* denotes the fraction of the exposed population. The model is called *SEIR* (susceptible-exposed-infected-removed) model, and *SEIR* models were investigated by many researchers^[@CR7]--[@CR9]^.

On the other hand, the incidence rate palys an important role in the epidemics models. some authors employ the bilinear incidence rate *βSI* ^[@CR10],\ [@CR11]^. After studying the cholera epidemic spread in Bari in 1973, Capasso and Serio^[@CR12]^ introduced a saturated incidence rate *g*(*I*)*S* into epidemic models, where *g*(*I*) tends to a saturation level when *I* gets large, i.e.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tfrac{1}{1+\alpha I}$$\end{document}$ measures the inhibition effect from the behavioral change of the susceptible individuals when their number increases or from the crowding effect of the infective individuals. Then the *SEIR* model with a saturated incidence rate can be described as follows:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{\begin{array}{ccc}dS & = & (\lambda -\frac{\beta SI}{1+\alpha I}-{d}_{S}S)dt,\\ dE & = & [\frac{\beta SI}{1+\alpha I}-({d}_{E}+\theta )E]dt,\\ dI & = & [\theta E-({d}_{I}+\delta +\gamma )I]dt,\\ dR & = & (\gamma I-{d}_{R}R)dt.\end{array}$$\end{document}$$

The parameters in the model are positive constants and summarized in the following:$$\documentclass[12pt]{minimal}
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                \begin{document}$${R}_{0}=\frac{\lambda \beta \theta }{{d}_{S}(\theta +{d}_{E})({d}_{1}+\delta +\gamma )}$$\end{document}$. The dynamical behavior of model (1.1) is as follows ref. [@CR13]:

If *R* ~0~ \< 1, system (1.1) has a unique disease-free equilibrium $\documentclass[12pt]{minimal}
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If *R* ~0~ \> 1, then model (1.1) has two equilibria, a disease-free equilibrium *P* ~0~ and an endemic equilibrium *P*\* = {*S*\*, *E*\*, *I*\*, *R*\*}. *P* ~0~ is unstable and *P*\* is a global attractor in the interior of the first octant.

Some authors take stochastic perturbation into account when they investigate the epidemics system^[@CR14]--[@CR21]^. In this paper, we assume that the perturbation is of white noise type, that is, $\documentclass[12pt]{minimal}
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In ref. [@CR17], Yang *et al*. show that there is a stationary distribution *μ*(·) for system (1.2) and it has ergodic property provided the following conditions hold:$$\documentclass[12pt]{minimal}
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Ergodic Properties {#Sec2}
==================

In order to show the existence of a stationary distribution, firstly, we cite a known result from ref. [@CR22] as a lemma.

Let *X*(*t*) be a homogeneous Markov Process in *E* ~*l*~ (*E* ~*l*~ denotes *l* dimensional Euclidean space), and is described by the following stochastic equation:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$dX(t)=b(X)dt+\sum _{r=1}^{k}\,{g}_{r}(X)d{B}_{r}(t\mathrm{).}$$\end{document}$$The diffusion matrix is defined as follows:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rm{\Lambda }}(x)=({\lambda }_{ij}(x)),\,{\lambda }_{ij}(x)=\sum _{r=1}^{k}\,{g}_{r}^{i}(x){g}_{r}^{j}(x\mathrm{).}$$\end{document}$$

**Lemma 2.1**. *The Markov process X*(*t*) *has a unique ergodic stationary distribution μ*(·) *if there exists a bounded domain U* ∈ *E* ~*l*~ *with regular boundary* Γ *and*

*A* ~1~: *there is a positive number M such that* $\documentclass[12pt]{minimal}
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*A* ~2~: *there exist a nonnegative C* ^2^--*function V such that LV is negative for any E* ~*I*~\\*U*. *Then* $$\documentclass[12pt]{minimal}
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Case 4. If (*S*, *E*, *I*, *R*) ∈ *D* ~4~, condition (2.12) combining with (2.15) gives$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{rcl}LV & \le  & 3p({d}_{S}+\frac{{\sigma }_{1}^{2}}{2})+\frac{(p+\mathrm{1)}\beta }{\alpha }-\frac{rI}{R}+A+{d}_{S}\\  &  & +\frac{{\sigma }_{1}^{2}}{2}+({d}_{E}+\theta )+\frac{{\sigma }_{2}^{2}}{2}+{d}_{R}+\frac{{\sigma }_{4}^{2}}{2}\\  & \le  & -\frac{r{\epsilon }_{1}}{{\epsilon }_{2}}+3p({d}_{S}+\frac{{\sigma }_{1}^{2}}{2})+A+{d}_{S}+\frac{(p+\mathrm{1)}\beta }{\alpha }\\  &  & +\frac{{\sigma }_{1}^{2}}{2}+({d}_{E}+\theta )+\frac{{\sigma }_{2}^{2}}{2}+{d}_{R}+\frac{{\sigma }_{4}^{2}}{2}\\  & \le  & -\frac{r}{{\epsilon }_{1}^{2}}+3p({d}_{S}+\frac{{\sigma }_{1}^{2}}{2})+A+{d}_{S}+\frac{(p+\mathrm{1)}\beta }{\alpha }\\  &  & +\frac{{\sigma }_{1}^{2}}{2}+({d}_{E}+\theta )+\frac{{\sigma }_{2}^{2}}{2}+{d}_{R}+\frac{{\sigma }_{4}^{2}}{2}\\  & \le  & -1.\end{array}$$\end{document}$$

Case 5. If (*S*, *E*, *I*, *R*) ∈ *D* ~5~, we obtain that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{rcl}LV & \le  & 3p({d}_{S}+\frac{{\sigma }_{1}^{2}}{2})+\frac{(p+\mathrm{1)}\beta }{\alpha }-\frac{1}{2}(\rho +\mathrm{1)}f{S}^{\rho +1}+A+{d}_{S}\\  &  & +\frac{{\sigma }_{1}^{2}}{2}+({d}_{E}+\theta )+\frac{{\sigma }_{2}^{2}}{2}+{d}_{R}+\frac{{\sigma }_{4}^{2}}{2}\\  & \le  & -\frac{(\rho +\mathrm{1)}f}{2{\epsilon }_{1}^{\rho +1}}+3p({d}_{S}+\frac{{\sigma }_{1}^{2}}{2})+\frac{(p+\mathrm{1)}\beta }{\alpha }+A\\  &  & +{d}_{S}+\frac{{\sigma }_{1}^{2}}{2}+({d}_{E}+\theta )+\frac{{\sigma }_{2}^{2}}{2}+{d}_{R}+\frac{{\sigma }_{4}^{2}}{2},\end{array}$$\end{document}$$this together with (2.13), we derive that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$LV\le -1.$$\end{document}$$
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**Remark 2.1**. Yang *et al*.^[@CR17]^ have studied system (1.2), in Theorem 3.3 they show that under conditions (H1) and (H2), there is a stationary distribution *μ*(·) for the system. Comparing with Theorem 2.2 in our investigation, we only need condition $\documentclass[12pt]{minimal}
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