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The objective of this research is to improve the performance of in situ imaging techniques 
in anisotropic composite materials for structural health monitoring (SHM). Using guided 
ultrasonic waves with in situ spatially distributed arrays of point-like transducers, a large 
structure can be interrogated since such waves propagate with reduced spreading loss as 
compared to bulk waves. Being able to assess damage through an active SHM approach 
can reduce risk and extend the operational life of the structure. Common defects such as 
delaminations arise in composite aerospace structures from abrupt impacts that can be 
undetectable through visual inspection. Prior work has shown that these defects can be 
successfully detected and located using in situ imaging methods, but not as well as defects 
in isotropic metallic components.  Presented here are methods to improve in situ imaging 
of damage in anisotropic materials that are based upon acquiring a priori knowledge of 
wave propagation and scattering characteristics.  
This thesis has five major aspects. The first is experimental estimation of anisotropic 
velocity and attenuation via wavefield imaging. The second is using these estimates to 
extract scattering characteristics of artificial and impact damage by applying wavefield 
baseline subtraction combined with a circular scattering model. Third, a method for 
estimating a complete 2-D scattering matrix of a defect from a limited number of columns 
is developed. Fourth, a variety of damage types is characterized for two separate composite 
panel specimens with differing levels of material quality and anisotropy. And lastly, the 
scattering estimates are applied to in situ imaging of damage and the efficacy of this 
approach is evaluated by comparing imaging results to those obtained using other 
scattering assumptions. Overall, imaging performance improved after applying scattering 
estimates for the damage types examined but the incorporation of anisotropic group 
 xv 
velocities into the imaging method had minimal positive effects. The simplified geometry 
model that was developed was also utilized for imaging, and the results showed some 
improvement in the reduction of image noise.  
The primary novelty of this work is the methodology developed to estimate 2-D 
scattering matrices for anisotropic composite panels. It is shown that incorporating these 
scattering estimates into MV imaging of damage improves performance by enhancing 
detection and reducing image noise. Additional work was also performed for characterizing 
anisotropic wave propagation using a Radon panel to evaluate signals in the time-domain. 
This allowed for characterization of a wave packet of interest instead of a single wave 
frequency and the results from this characterization process are utilized in estimating 
damage scattering in the same anisotropic composites. Application of these methodologies 




This chapter provides a brief description of non-destructive evaluation and structural 
health monitoring. These topics have been researched extensively as they pertain to 
isotropic media; however, there is still much to be understood about guided wave 
interactions in anisotropic composite media.  Practical demand for quick and robust 
identification of damage in composites is motivating current research efforts. Lamb 
waves, a type of guided wave, are sensitive to damage over long distances and can be used 
for in situ imaging methods. Prior work for isotropic materials has shown that using a 
priori scattering information can improve imaging results. The research goals here are 
aimed at reliably quantifying scattering from damage in composites using wavefield 
imaging. By obtaining high resolution scattering information that be can be directly 
incorporated into sparse array imaging via a 2-D scattering matrix, it is hypothesized that 
improved detection and localization of damage can be achieved.  
1.1 Background 
Maintaining the integrity of a composite structure through routine damage inspection is 
critical for aerospace safety.  Nondestructive evaluation (NDE) refers to such damage 
inspection methods that examine an object or structure without affecting its future 
usefulness or integrity [1]. Most inspections are schedule-based but a more logical 
approach is to monitor a structure and inspect it after a change in its condition is detected. 
One effective method for condition-based monitoring is to use a form of in situ NDE 
known as structural health monitoring (SHM). SHM is used to make quicker assessments 
of a structure’s health through data acquisition, processing, and interpretation [2]. While 
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various NDE techniques such as visual inspection, ultrasonics, eddy currents, radiography 
and others are currently applied to composites, ultrasonics is most widely used because of 
safety, cost, and effectiveness. Ultrasonic guided waves generated from in situ sparse 
arrays are desired for SHM because of their ability to traverse large distances and interact 
with various defects. The interaction with these waves typically in the form of scattering 
can be used to help locate damage along with possible damage characterization through 
wave mode changes and directionality of scattering. While sparse array imaging has had 
extensive development for isotropic media, typical imaging algorithms can be unreliable 
when applied to anisotropic materials. This is due to increased complexity of wave 
propagation in the material. The research reported in this thesis focuses on improving 
imaging of defects through characterization of guided wave propagation and defect 
scattering behavior within composites.  
1.2 Motivation and Research Goals 
Composite-based components are being used more today in aerospace structures than ever 
before. Because composites have high strength-to-weight ratios, they are ideal for high 
load bearing applications when weight needs to be minimized. However, they are 
susceptible to damage from abrupt impacts that can cause internal layer separations known 
as delaminations as well as fiber breakage and cracking. These defects are difficult to 
detect when little evidence of the damage is visible on the surface, which is a common 
problem. Such damage can weaken the structure’s integrity and thus must be discovered 
before a catastrophic failure occurs. 
In addition to regular visual inspections, composite structures are typically managed 
on a time-based schedule whereby the structure is removed from service and the 
components are inspected individually for damage or replaced regardless of condition to 
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meet an expected part life-cycle [3]. Because of the obvious drawback in cost and time, 
a potentially more advantageous approach is guided wave structural health monitoring 
using a sparse array of spatially distributed transducers. In situ transducers are attached to 
or embedded in the structure for autonomous monitoring, which helps detect damage 
promptly and allows components to be replaced only when needed [4].  
Initially the network of in situ transducers is used to record “snapshots” or baselines 
of the structure, which is assumed to be in good health. These baselines can then be used 
for comparison of future states to help identify the existence of newly formed damage.  
However, composites have an anisotropic material structure that complicates wave 
propagation and adversely affects imaging techniques used for SHM. This drawback of 
composites has been a point of study as the aerospace industry progresses towards a 
“smarter” form of damage state detection. 
1.3 Contributions 
The focus of this work is the development of a robust methodology for experimentally 
characterizing scattering from measured wavefield data in anisotropic composite 
materials. The results of such work may be used to better understand Lamb wave 
interactions with artificial and impact damage, improve imaging results for SHM, and 
provide a means for validating model-based scattering characterization. The first 
contribution of this work is a method for estimating material wave propagation properties 
of wave packets from acquired wavefield data with no prior knowledge of material 
properties. The results are obtained using the Radon transform in the time domain and can 
be applied to further improve scatterer characterization. 
The second contribution of this work provides a detailed process for experimentally 
estimating high resolution scattering patterns from various damage types in anisotropic 
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materials, namely composites. Filtering in the Fourier domain is applied to 3-D wavefield 
data to suppress noise and other obscuring waves. A geometric scattering model based 
upon specular reflection from the edges of damage is developed to obtain scattered wave 
arrival times, which are used in estimating scattering patterns. 
The third contribution of this research is an estimation method for obtaining full 
scattering matrices from scattering patterns estimated from a small number of incident 
directions.  
The fourth contribution of this thesis is applying the scattering estimation 
methodology to both artificial and real impact damage for two composite panels with 
different fiber layups. 
The fifth contribution of this thesis examines imaging performance from sparse array 
data after incorporating the panel-specific wave propagation characterization and damage 
geometry specular reflection modeling along with estimated scattering matrices for a 
specific damage case.  
1.4 Thesis Organization 
The remainder of the thesis is organized as follows. Chapter 2 provides an overview of 
fundamentals for NDE and SHM that serve as a foundation for the thesis. The literature 
survey discusses Lamb wave propagation mechanics in anisotropic composite materials 
and prior research focused on damage localization and characterization methods based on 
wavefield, sparse array and ultrasonic measurements. The objective and scope of the 
research presented in this thesis is placed in the context of this previous work. 
Chapter 3 introduces the methodology for experimentally estimating anisotropic wave 
propagation parameters using wavefield measurements. The methodology uses a modified 
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Radon panel to estimate both phase and group velocity as a function of propagation 
direction. A model for estimating wave amplitude attenuation without prior knowledge of 
material property information is also described. The estimation results are then used later 
in both scattering characterization and sparse array imaging.  
Chapter 4 describes a complete methodology for characterizing scattering of guided 
waves from artificial and impact damage in a composite plate from various incident wave 
directions using experimentally acquired full wavefield data. The methodology consists 
of preprocessing full wavefield datasets through baseline subtraction using a global space-
time alignment method, filtering the obtained residual wavefield in the Fourier domain to 
isolate scattering observed from the damage, and calculating scattering arrival times using 
a scattering model based on an assumed damage geometry to obtain scattered amplitudes. 
The final 2-D scattering matrix is obtained using a Fourier fitting model combined with 
an interpolation procedure to fully populate the matrix.  
Chapter 5 describes the results of applying multiple ultrasonic inspection methods for 
characterizing impact damage in two composite panel specimens. Initial sizing of 
delaminations is performed via through-transmission inspection while additional 
characterization of damage geometry and depth is achieved using pulse-echo 
measurements. An in-depth analysis of the results is performed with an emphasis on 
material quality of the specimens and its effect on the induced delaminations. 
Chapter 6 presents the integration of work performed in Chapters 3-5 into sparse array 
imaging for better damage detection and localization. Anisotropic group velocity along 
with geometrical scattering compensation is incorporated into the minimum variance 
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imaging algorithm while the results from using the estimated scattering matrices are 
compared to those obtained using other scattering assumptions.  




2 LITERATURE REVIEW 
The purpose of the literature review, presented here, is to discuss prior research related to 
guided Lamb wave SHM methods and how they can be utilized in conjunction with 
composite materials. Section 2.1 begins with a review of fundamentals of ultrasonic wave 
propagation in anisotropic media. Section 2.2 describes data acquisition techniques 
utilized throughout the presented work. Section 2.3 reviews scattering of Lamb waves 
from defects, and section 2.4 describes previous research on characterizing wave 
propagation in composite materials. Section 2.5 discusses SHM fundamentals along with 
practical applications for composite materials while Section 2.6 provides context for the 
research presented in this thesis along with the research objectives.   
2.1 Ultrasonic Wave Fundamentals 
Ultrasonic elastic waves in solid anisotropic media can be classified as two different wave 
types based on their propagation mechanics: bulk waves and guided waves. Both wave 
types are used in ultrasonic NDE to interact with damage in a part or structure to extract 
meaningful information about the condition of the structure. The fundamentals of these 
waves must be well-understood since they serve as the foundation of all ultrasonic NDE 
techniques. 
2.1.1 Bulk Waves in Anisotropic Media 
Bulk wave propagation exists in infinite anisotropic media or when the medium 
dimensions are large relative to the wavelength of the propagating wave. The governing 
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equation for wave motion in a homogenous, anisotropic plate in reference to a cartesian 











and the constitutive relation, 
 , , , , 1,2,3,kl klmn mnc k l m n    (2) 
where 
kl , mn , and ku  are the components of stress, strain, and displacement, 
respectively,   is material density and, klmnc  are the elastic constants. For indicial 








 . (3) 
A solution to Equation (1) is a plane wave with no attenuation in the form,  
 ( )l lj k x tk ku A e
  . (4) 
Here, A  refers to the displacement amplitude, 1j   ,   is the wave frequency and k  
is the particle displacement vector. The path of propagation is described by a three-
dimensional vector known as the wavenumber,  
 
1 1 2 2 3 3
ˆ ˆ ˆk k e k e k e   , (5) 
where 1k , 2k , and 3k  represent the wavenumber for the 1x , 2x , and 3x  directions, 
respectively. The wavenumber is related to the wave frequency   and phase velocity 
pc  






 . (6) 
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For isotropic media there are two mode types that comprise bulk waves: longitudinal 
and transverse waves. Longitudinal waves are defined by particle motion that is parallel 
to the wave propagation direction. Because of the particle motion relative to wave 
propagation direction, periodic compression and tension is produced and longitudinal 
waves are thus referred to as pressure waves. For transverse waves, particle motion is 
perpendicular to the wave propagation direction, producing an associated shear stress. For 
this reason, transverse waves are commonly referred to as shear waves. Each wave can be 
distinguished by the relation between the particle displacement vector ̂  and direction of 
propagation k̂ . For pure longitudinal waves, 
 ˆˆ 1k   , (7) 
and for transverse waves, 
 ˆˆ 0k   . (8) 
Bulk anisotropic media support pure longitudinal and shear waves along directions of 
symmetry. For off-axis propagation, the displacement vector is not purely transverse or 
longitudinal but is oblique to the direction of the propagation. These waves are often 
referred to as quasi-longitudinal when, 
 ˆˆ 1k   , (9) 
or quasi-shear when, 
 ˆˆ 0k   , (10) 
although these terms may differ in the literature [5]-[7]. 
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2.1.2 Lamb Waves in Anisotropic Media 
When a medium contains boundaries, longitudinal and shear waves form interactions with 
these boundaries to produce guided waves. These guided waves propagate within a 
medium along the boundaries, which in turn “guide” the wave and obey the same equation 
of motion for bulk waves while meeting the appropriate boundary conditions. Guided 
waves are categorized into four main wave types based on various boundary conditions: 
Lamb, Rayleigh, Love, and Stonley. Lamb waves exist in thin plates or layers as they 
propagate along the stress-free boundaries [8], Rayleigh waves propagate in similar media 
but are guided along the surface of a single stress-free boundary [9], and Love and Stonely 
waves exist and propagate in a single layer on a half-space and the interface between two 
solid half-spaces, respectively [10], [11].  
Out of these four wave types, Lamb waves are primarily of interest here. Lamb waves 
can only be generated in materials of a few wavelengths thick but because of the 
abundance of plate-like structures in industry, they have become a primary focus in 
ultrasonic NDE research.  Lamb waves have the capability to propagate long distances 
with relatively low amplitude attenuation when compared with bulk waves. This 
characteristic allows Lamb waves to maintain sensitivity to damage in large plate-like 
structures. However, despite these advantages, they are also multi-modal and highly 
dispersive in nature, which increases the complexity of received signals after wave 
propagation.  
For anisotropic composite panels, the wave modes are Lamb-like and can exist as an 
infinite number of modes depending on the frequency, thickness of the plate, and direction 
of propagation relative to axis symmetry. These modes are commonly referred to as quasi-
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symmetric or quasi-antisymmetric depending on their displacement profile in the cross-
section of the plate. The lowest order modes are commonly denoted as quasi-A0 and quasi-
S0 but for the remainder of this thesis they will be referred to as A0 and S0 modes for 
simplicity. These modes can exist and propagate at different velocities based on the 
wavelength relative to the thickness of the medium. 
Dispersion refers to the wave propagation velocity varying with frequency. This 
results in a change of the overall wave shape to a wave packet as it propagates in a 
medium. In isotropic media, dispersion is well understood where the relation of wave 
velocity and frequency for each Lamb wave mode is described via a dispersion curve. 
However, to simplify interpretation of measured signals, lower frequency narrow-band 
excitations can be used to only excite lower order modes, e.g. the A0 and S0 modes, and 
minimize dispersion [1], [5]. 
2.2 Ultrasonic Measurements 
NDE methods utilizing ultrasonic waves as a form of damage interrogation have been 
used for decades in industry. They are well suited for many commercial applications 
because of their ability to detect small damage in high detail and have reduced safety risks 
compared to X-ray methods. Newer ultrasonic methods such as wavefield imaging are 
frequently used in the laboratory to visualize wave interactions with anomalies within a 
material for damage characterization and localization. 
2.2.1 Ultrasonic Inspection Methods 
Ultrasonic testing (UT) refers to using ultrasound as a non-destructive testing method for 
making detailed characterizations and dimensional measurements of a material or a flaw 
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within that material. UT methods are commonly performed in industry for evaluating a 
part or the current health of a structure [12], [13]. UT inspection systems use ultrasonic 
waves as the excitation method in which pulsed excitations are transmitted into a material 
and received waves are measured in either a pulse-echo (single transducer) or through-
transmission (dual transducer) configuration. There are many advantages to performing 
UT inspections over other NDT methods. These include higher sensitivities to surface and 
subsurface discontinuities where only single sided access is needed when performing 
pulse-echo measurements. Results are almost instantaneous and can be coupled with 
automated systems for detailed imagery, and they can be highly accurate in estimating 
shape and size of defects [12]. For these reasons, UT methods are excellent tools for 
characterizing internal damage in composite materials. 
The two common UT methods used in industry for detecting and characterizing 
damage are pulse-echo and through-transmission. Pulse-echo mode determines the 
location of a defect from scattered waves signals that return to the original source 
transducer, which are typically resolved in time. The flaw’s depth can be determined by 
comparing time of flight between an early scattered arrival caused by the defect and a 
back surface reflected wave. Through-transmission uses an independent source and 
receiver configuration to determine flaw location and size through energy level 
differences of the transmitted waves [13]. Unlike pulse-echo scans, through-transmission 
scans are performed by transmitting waves on one side of the material and receiving on 
the other. An example of each configuration can be seen in Figure 1. These methods exist 
commonly in industry and are performed using multiple types of equipment. The 
essentials for performing inspections are done using a pulser/receiver, transmitting and 
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receiving transducers, and an oscilloscope or some other device for viewing time and 
amplitude ultrasonic signals. These measured signals can typically be recorded over an 
evenly spaced grid to produce images of a planar material for determining the existence, 
location, and size of damage [12].   
 
Figure 1 – Diagram of a pulse-echo and through-transmission setup. 
2.2.2 Wavefield Imaging 
Wavefield imaging refers to capturing wave motion on the surface of a material resulting 
from a spatially stationary excitation. This wave motion is represented using time-domain 
amplitude signals commonly measured in a 2-D rectilinear grid to form three-dimensional 
data, ( , , )w t x y , where t is time and x and y are spatial positions on the material’s surface. 
A common approach to acquiring such data utilizes a contact transducer to introduce 
ultrasonic waves and a laser Doppler vibrometer (LDV) to measure the displacements 
associated with the elastic wave’s motion. This is done using either mechanical motion to 
move the laser head of the LDV over the material’s surface [14] or by using systems with 
precision controlled mechanical mirrors [15]. The result is high fidelity wave motion that 
can be visualized to provide a more intuitive understanding of wave propagation and the 
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interactions experienced with boundaries and anomalies. Alternatively, an air-coupled 
ultrasonic transducer could be used instead of an LDV to provide rapid scanning but the 
quality of wavefield images acquired are typically reduced with impedance mismatch 
between air and the material being the largest contributing factor [16], [17].   
Wavefield imaging has proven to be a valuable tool for studying guided waves in 
various materials and quantifying their interactions with defects and damage [18]. These 
studies have shown the versatility in using an LDV. For example, LDVs used to measure 
guided waves have been able to identify voids and damage in reinforced-concrete walls 
[19], localize thickness variations in aluminum using sub-1 MHz waves [20], and 
investigate characteristics of piezoceramic sensor damage and degraded performance 
[21], just to name a few. Additionally, efforts have been made to use LDVs for composite 
material inspection where studies have shown improved identification of matrix cracking 
and layer delaminations [22]. 
2.2.3 Representation of Data 
Ultrasonic data can be measured in numerous formats, but it is important to represent data 
concisely. Three of the most common ways to represent ultrasonic data are A-scans, B-
scans, and C-scans [12], [23]. In the context of ultrasonic inspection and wavefield 
imaging, these three formats will serve as the general form of representation for data 
presented in this thesis.  
A-scan, short for Amplitude scan, is the primary format for which data are represented 
when measured. A natural way to represent an ultrasonic signal is by a function of time, 
( )f t , a one-dimensional representation of amplitude data along a horizontal axis. In 
ultrasonic inspections, the expected signal reflections from a boundary or edge presented 
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in an A-scan can be compared with unknown reflections that typically signify subsurface 
damage. For wavefield imaging, A-scans are signals obtained at a single spatial location, 
0 0( , , )w t x y , within the wavefield. 
A B-scan represents data measured in two-dimensions, one space and one time, 
typically along a linear spatial path. It can be displayed as an image formatted from a 
series of A-scans, ( , )f x t , where the wave’s time-of-flight is commonly displayed along 
the vertical axis and the location of the transducer is represented in the horizontal axis. 
For wavefield B-scan data, which is represented as 
0( , , )w t x y  or 0( , , )w t x y , the 
propagating wave motion is measured along a single spatial dimension. In general, B-scan 
measurements for ultrasonic inspection are used to determine depth and width of 
subsurface damage [23] whereas B-scan wavefield data can be used to analyze 
propagation characteristics of a wave [18]. 
A C-scan refers to data represented as a function of two spatial variables. A two-
dimensional C-scan, ( , )f x y , can be constructed by extracting features from a 2-D spatial 
assemblage of A-scans. The time-of-flight corresponding to peak amplitudes within a time 
window at each spatial location in ( , )f x y  can reveal the depth of damage while the peak 
amplitudes for each spatial location or a time summation of energy can be computed from 
( , , )w t x y . For 3-D wavefield data, the C-scan 0( , , )w t x y  is also called a “snapshot” [18].   
2.3 Lamb Wave Scattering from Defects 
Scattering is a result of incident waves encountering structural discontinuities or damage. 
For bulk waves, scattering occurs in three dimensions as the waves can propagate within 
the thickness of the material due to the wave’s small wavelength. On the other hand, Lamb 
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waves propagate along plate boundaries where scattering can be treated as 2-dimensional. 
The reduced complexity of Lamb wave scattering can be described through incident and 
scattered angles and is illustrated by Figure 2 for a point-like scatterer. The scattering from 
a defect is related to its location, form, orientation, shape, and size and can be quantified 
by scattered amplitude values as a function of incident direction and scattered direction. 
Scattered wave directions are defined by the direction of the wavenumber vector for both 
incident and scattered waves as shown in Figure 2. Scattered waves that propagate in the 
same direction as incident waves (i.e., a positive inner product of their wavenumber 
vectors) are referred to as forward scattering while scattering in the opposite direction is 
referred to as backscattering.  
 
Figure 2 – Illustration of incident and scattered waves. 
One method for quantifying scattering uses transmission and reflection coefficients 
that define an amplitude or energy ratio between the incident and scattered waves; 
however, this limits the description of scattering to a specific incident direction and does 
not provide additional information for alternate scattering directions [5]. This limitation 
has been addressed by describing all scattering directions through angular patterns for a 
specific incident direction, which has been applied to characterization of scattering from 
notches, through-holes, and cracks via experimentation and simulation in isotropic media 
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using guided waves [24], [25]. Extensions of this work by Chen et al. [26] showed how 
scattering patterns could be represented by a scattering matrix through experiments with 
guided waves in aluminum. The scattering amplitudes populate the matrix corresponding 
to the appropriate rows and columns that represent incident and scattered angles, 
respectively.  
While defect scattering from guided waves in isotropic media has been well 
researched, guided wave defect scattering in composites, which are anisotropic, is more 
complicated. Common defects that form in composites, such as matrix cracking and 
delaminations, have more complicated scattering effects influenced by material 
anisotropy. For cracks in composites, studies have shown that significant correlation exists 
between scattering amplitude, incident wave frequency, and the size of cracks being 
evaluated with the S0 and A0 wave modes. For interrogation methods using the S0 wave 
mode, studies by Bratton et al. [27] showed that the relations between scattering amplitude 
and crack depth were difficult to interpret but that their results showed the scattered signals 
were affected. Correlation between S0 wave velocity and crack density was revealed 
through experiments by Toyama et al. [28] and led to a crack detection method that utilizes 
this changing S0 wave velocity [29]. Karunasena et al. [30] showed how scattering from 
a crack of various lengths behaves differently for S0 and A0 modes and work from Karim 
and Kundu [31] showed that scattering amplitudes from an incident A0 wave mode 
continually reduces as the length of a crack approaches the thickness of the plate.  
The interaction of S0 and A0 wave modes with composite delaminations has also been 
a focus of research. Delaminations, which are layer disbonds in composites, can have 
various effects on scattering behavior based on their size, depth and shape. The depth of 
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the delamination can significantly affect S0 scattering [32]; however, delaminations are 
more sensitive to the A0 wave mode [33]. The frequency of the wave and the size of the 
delamination also play a significant role in how scattering occurs [34]. Hu et al. [35] 
verified through an experimental study that backscattering occurs more strongly at the 
entrance of the delamination rather than the exit and that the overlap of multiple 
backscattered waves in smaller delaminations can produce higher amplitude waves. In 
general, the interaction of the A0 wave mode with a delamination produces backscattered 
waves that are smaller in magnitude than forward scattered waves [36]. This variation in 
scattering amplitude as a function of direction has been studied using finite element 
modelling (FEM) to analyze the angular-dependent scattering nature of delaminations and 
results have also been compared with some experimental studies [37].  Work by Murat et 
al. [38] compared finite element simulations with experimental data regarding angular 
scattering from multiple incident angles and it was shown that delamination depth and 
width can have a significant effect on scattering directivity. Full characterization of real 
delamination scattering as a function of both delamination size and depth is crucial to the 
improvement of NDE inspections, and in particular, SHM methods utilizing in situ 
imaging. 
2.4 Guided Wave Propagation in Composite Media 
Compared to isotropic media, guided wave propagation in homogenous anisotropic media 
is considerably more complicated due to wave mode coupling for off-symmetry wave 
propagation. These complications are further exacerbated in anisotropic layered 
composites due to their heterogeneous nature and layered structure. It is possible to 
approximate each layer as a homogenous orthotropic material; however, this assumption 
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is only valid for modal wavelengths much larger than individual fibers. Anisotropic 
material properties can cause directional dependence in the propagating waves. 
Specifically, phase and group velocities are affected based on the direction of propagation 
as well as amplitude attenuation. Energy of the wave tends to concentrate along directions 
of stiffness within the material and is weakened for paths that deviate from the fiber 
directions [39]. These complicated wave mechanics can affect SHM performance and 
should be properly characterized to improve the effectiveness of SHM methods.  
Numerous methods are used in research and practice to characterize wave propagation 
in anisotropic media. In general, the most common methods performed can be classified 
in one of three categories: analytical models, finite element modeling (FEM), and 
experimental methods. Analytical models are derived from fundamental wave theory to 
predict wave motion and corroborate results from experimental and FEM methods. There 
are no closed form solutions for dispersion curves in either homogeneous or layered plates, 
but there are methods that have been developed to predict dispersion for anisotropic 
layered media using numerical approximations [2]. A general approach is to derive a 
matrix that describes the elastic wave interactions between layers. The original 
development of the transfer matrix (TM) by Thomson [40] for isotropic media, which was 
later improved upon by Haskell [41], combines the displacements and stresses above and 
below each layer to represent the wave propagation mechanics for the entire medium. 
Nayfeh [42], [43] continued this work and extended its application to composites with 
anisotropic layers; however, the matrix formulation suffers from numeric instability as the 
number of layers increases. Other methods do not have this instability issue, such as the 
global matrix (GM) method by Knopoff [44], the stiffness matrix (SM) method developed 
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by Kausel [45] and improved upon by Rokhlin and Wang [46], as well as others. The GM 
method, which addressed the numerical instability, suffers from inefficient computational 
time for panels with many layers. SM on the other hand reformulates the TM method to 
have only exponential terms and greater simplicity making it unconditionally stable when 
solving for dispersion relations. Numerous other methods that approximate composites as 
a general anisotropic medium have also been developed but apply specifically to certain 
layer symmetries or a limited number of layers and often produce inaccurate results for 
higher frequency waves. Additional context and information on these methods can be 
found in [47]-[51].  
 Finite element modeling is becoming more prevalent for modeling wave propagation 
as computational power continues to grow. It can simulate more complicated wave 
behavior at higher frequencies that generalized approximate analytical methods fail to 
accurately predict. To properly characterize guided Lamb wave propagation with FEM, 
careful consideration must be taken for modeling the signal input for both symmetric and 
antisymmetric wave modes, in addition to accurately describing the material’s elastic 
properties and layer stacking pattern. For composite layered media, these properties can 
vary significantly from different manufacturers, and with such a large variation in panel 
properties, results from FEM are typically obtained for a specific composite medium. 
Additionally, the required size of an element and length of time step play a significant role 
in the accuracy of the simulation results. These two properties are often chosen to be a 
1/20th or less of the smallest wavelengths and 20 times larger or more than the largest 
frequencies evaluated during the simulation [52]. This relation between element size and 
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time step size, to wavelength, and frequency can cause a significant increase in simulation 
run times.  
FEM has been used in numerous studies to estimate dispersion in composites and other 
anisotropic media. Nurhaniza et al. [53] and Sabau et al. [54] used FEM to analyze 
unidirectional fiberglass mechanical properties using commercial software like ABAQUS 
or SolidWorks Simulation Software. Kim et al. [52] studied directional propagation 
behavior of Lamb waves in quasi-isotropic CFRP panels using ANSYS commercial 
software in addition to Disperse [55], a software package utilizing the global matrix 
method, and experimental analysis, and showed good agreement between all three 
methods. Other in-depth comparisons between analytical, experimental and finite element 
modeling have also been done by Leckey et al. [56]. They examined guided wave 
propagation in an orthotropic CFRP laminate was examined using four finite element 
methods: ABAQUS, ANSYS, COMSOL and custom code implementing a Elastodynamic 
Finite Integration Technique (EFIT), as well as experimental validation using laser 
Doppler vibrometry and theoretically calculated dispersion curves from Disperse. The 
overall results showed adequate agreement between FEM results and the experimental 
and analytical approaches. Additional applications of FEM to composites can be found in 
[57]-[61]. 
Experimental analysis of guided wave propagation is often used to validate the 
accuracy of predicted results from either analytical theory or simulation. Additionally, 
experimental wave propagation characterization can be used for materials of unknown 
material properties. The type of experimental analysis used can vary by method and 
application due to the type of material being evaluated and the characterization being 
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performed. Specifically, for composite laminate materials, several LDV and air-coupled 
transducer experimental procedures have been developed to obtain dispersion relation 
information and material attenuation properties. One method known as ultrasonic polar 
scan (UPS) utilizes a non-contact transducer to insonify a spot on a plate specimen at all 
possible angles of incidence. The reflected or transmitted amplitudes are then recorded as 
a polar map that indicates the local mechanical stiffness of the material. Slowness, the 
inverse of phase velocity, as well as energy flow can be extracted from the recorded data 
and used to build a dispersion relation by repeating the experimental procedure for various 
frequencies. Several examples of this method have been performed by Kersemans et al. 
[62] specifically in anisotropic composites. Nadella et al. [39] used an alternative method 
to estimate guided-wave propagation characteristics using an LDV to measure radial lines 
emanating from a transducer source over a 65 mm distance at 5 separate angular 
directions. The source was excited at 75 kHz to produce a predominantly antisymmetric 
wave mode in a composite plate to characterize radial attenuation as a follow-up approach 
to theoretically calculated estimates. Harb and Yuan [63] used a similar approach by 
generating Lamb waves with an air-coupled transducer and recording radial lines with an 
LDV to estimate phase velocity within an anisotropic composite plate over a range of 
angular directions.  
2.5 Structural Health Monitoring 
Structural health monitoring (SHM) is a newer research area within NDE that focuses 
primarily on monitoring a structure’s condition in “real-time” through an embedded 
sensor system. The main advantage for using SHM is the possibility to alleviate rising 
maintenance cost concerns by replacing scheduled-based maintenance with condition-
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based maintenance, which reduces time that the structure must be removed from service 
while promptly identifying the existence of new damage. This can be achieved using either 
passive or active means. At the passive level, natural excitations that are generated during 
the structure’s use can be used to help infer life expectancy of parts or the structure through 
developed algorithms. In contrast, active SHM directly monitors the presence of structural 
damage through actuation and sensing using permanently embedded transducers. Direct 
actuation of a structure provides greater flexibility than passive methods by controlling 
excitation signals and the measurements performed. Additionally, configurations for 
application-specific transducer arrays and signal processing algorithms can be 
implemented for improved damage detection [64], [65].   
2.5.1 Non-Guided-Wave SHM 
Numerous methods have been developed to interrogate composites for damage using 
SHM. Each method uses a form of sensor or sensors that are placed permanently across a 
structure, but they must also be affordable and lightweight so that they do not impose on 
the practical use or integrity of the structure. Each SHM approach to detecting damage for 
composites requires a different type of sensor, which includes resistance-based strain 
gauges, fiber optics sensors, electrical sensors that measure resistance, impedance, etc.  
Methods that use conventional resistance-based strain gauges for damage detection 
are relatively straight-forward in approach. Relative resistance changes are monitored 
over the use of a structure until impact stress or any stress-induced damage is detected. 
The simplicity of such a monitoring system is also one of its biggest disadvantages as a 
long-term monitoring solution. The performance of theses gauges is commonly affected 
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by bonding issues or strain drift caused by extensive strain applied over time, making 
damage detection less sensitive or even impossible depending on the severity of damage 
to the sensor [2].  
Another solution that addresses these drawbacks is the use of fiber optical sensors. 
Their immunity to electromagnetic interference, resistance to corrosion, sensor 
multiplexing over individual fibers, and ability to directly embed the optical fibers into 
the composites makes for robust performance over a variety of conditions.  Damage is 
detected through fiber breakage or signal changes from strain or thermal expansion and 
can be quite accurate in localizing the damage when using cross-ply fiber directions. 
Optical signals can be measured in real-time to detect sudden impacts to the structure and 
perform localization and even characterization of the damage. They are not without 
limitations though. Expensive optoelectronic equipment is needed to make sense of the 
optical signals measured via complicated processing, in addition to the increased 
manufacturing cost of imbedding the optical fibers which can have a negative impact on 
the integrity of the structure [66], [67].  
Damage sensing using the electrical properties of a composite material has also been 
studied as possible form of SHM. Carbon fibers are inherently conductive and are 
embedded in a insulative epoxy resin. Composites with densely packed fibers can be 
monitored for damage by measuring the electrical changes within the composite itself as 
the electrical characteristics of the composite can change from fiber cracking and inter-
ply delaminations. This idea of “self-sensing”, which requires no additional sensors for 
active monitoring, is very cost effective and only requires electrodes to be attached for 
interfacing with monitoring instrumentation. The issue with this type of sensing, however, 
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is the interpretation of signal changes can be challenging as the electrical characteristics 
can vary even under normal use [68]. 
As an alternative to ultrasonic guided wave SHM, bulk waves have also been used 
with metallic structures for monitoring fatigue cracking. These cracks typically form in 
components under high flexural stress near fastener holes or notches where service in 
these areas of a structure are critical. Regions such as these can be interrogated with angle 
beam transducers to monitor crack generation and crack growth. While bulk waves in 
SHM are not a main research focus due to limited applications and feasibility, several 
studies have been conducted to analyze bulk wave signals and their interactions with 
cracks.  A study done by Gupta et al. [69] showed how statistical analysis of the signals 
over time can be used for early detection of developing cracks emanating from a through-
hole. Michaels and Mi [70], [71] determined that there was high correlation between 
ultrasonic signal energy and crack area in aluminum, but that variable loading at the 
damage location can affect results. Studies in microstructural changes in railroad steel 
have been conducted to determine crack origination and precursors for their generation. 
Kenderian et al. [72] examined the changes in ultrasonic attenuation and velocity for steel 
and how they correlate with material fatigue early on. 
2.5.2 Ultrasonic Guided Wave SHM  
Ultrasonic guided wave testing has emerged as an effective way to estimate location, 
severity and the type of damage.  It is suitable as an SHM method utilizing transducer 
elements in a sensor network for damage sensing. Two approaches to guided wave SHM 
are pulse-echo and pitch-catch. Like the pulse-echo method for UT testing, a single source 
 26 
or two collocated sources are used for actuation and sensing. A narrow-bandwidth pulse 
is transmitted into a specimen while echoes from the travelling pulse are recorded. Echoes 
that do not corresponds to boundaries or have unexpected arrival times are assumed to be 
those corresponding to defects or damage. In the pitch-catch scenario, as for through-
transmission UT testing, the excitation is sent across the specimen by a source and 
recorded by another transducer element. The received signals can then be analyzed for 
delayed arrivals, echoes from scattering, amplitude changes, variations in frequency of 
the wave packet, etc. This type of in-depth analysis requires a network of transducers to 
adequately locate existing damage. Critical elements in the effectiveness of guided wave 
SHM are the transducers, signal processing methodology, array configuration and SHM 
architecture (supporting electronics, system robustness and packaging). Additionally, 
Lamb waves are the typical wave mode generated using these sensors and they can 
propagate significantly larger distances than bulk wave modes. This allows for large 
coverage of a structure to be interrogated with a small number of transducers and minimal 
equipment, making this a potentially cost-effective approach to SHM for composites [2], 
[64], [65], [68]. 
2.5.2.1 Baseline Subtraction 
Most guided wave SHM applications involve baseline subtraction, a technique used to 
isolate the changes between two signals to help identify damage.  These changes can be a 
result of external stress, impacts, or other instances of incurred damage. Ultrasonic signals 
are recorded when the structure is in a known condition and are typically referred to as 
baselines. After obtaining proper baselines, measurements are made at specific time 
intervals or after an event has occurred that would require structural health examination. 
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These measured signals, or current signals, are differenced with the previously acquired 
baselines to produce residual signals. Residual signals are examined for structural 
changes, e.g. damage, over the structure’s life to both detect new damage and monitor 
existing damage.  
The sensitivity of these residual signals to damage is dependent on appropriately 
matching baselines with current signals as uncontrolled environmental conditions can 
affect measurement consistency. Variations in temperature affect the speed of guided 
waves, which negatively influences baseline subtraction and makes it difficult to 
distinguish damage from temperature effects [73]. Methods such as optimal baseline 
subtraction and baseline signal stretch have been developed to compensate for 
environmental temperature changes [74], [75]. A combination of both methods by Lu et 
al. [76] showed improved performance of baseline subtraction over the individual 
methods by reducing the variability between the baseline and current signals. 
2.5.2.2 Localization and Characterization via Transducer Arrays 
Baseline subtraction is used in guided wave SHM applications for damage localization 
and characterization by many sparse array imaging algorithms. The differenced signals 
obtained after baseline subtraction contain scattered echoes that typically correspond to 
some form of damage. The first arrival of these scattered waves, which is assumed to be 
from the damage location, along with direct arrivals from source to receiver can help 
calculate relative distances between source, receiver, and the damage if the propagation 
velocity is either known or estimated. To triangulate the damage’s location, a minimum 
of three unique transducer pairs is needed where an increase in transducer pairs can 
improve localization robustness in the presence of noise and edge reflections. More 
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directly, the amplitude of residual signals can be used to estimate the certainty for which 
damage is present and to possibly quantify its size. This need for multiple transducer pairs 
makes transducer arrays suitable for damage localization and characterization.   
One possible guided wave sensor configuration that can be used is called a 
beamforming phased array. Phased arrays are compact in size and can steer guided wave 
beams within a structure by varying the transducer signal phases through electrical or 
synthetic means. These arrays are designed as transceivers that can transmit guided waves 
and receive scattered waves from defects within the beam focus direction while 
attenuating waves from all other directions. Research in this area for SHM is promising 
when applied to isotropic steel and aluminum materials [77], [78]. In composites, newer 
techniques and phased array designs are being developed to compensate for complicated 
wave propagation [79], [80]; however, smaller inexpensive arrays with simplified beam-
forming algorithms can have limited area coverage due to low signal-to-noise-ratios 
affecting damage location performance [81].  
In the case of guided wave SHM for larger areas, one of the most suitable sensor 
configurations is the spatially distributed array, or sparse array, due to the reduced total 
number of transducers needed to monitor a structure with fairly uniform sensitivity. 
Measurements are made by exciting one transducer and receiving on another. This is done 
for each transducer pair within the array.  Baseline and current data are acquired and 
subtracted to detect changes in structural features. Various algorithms use baseline 
subtracted data as a foundation for localizing damage such as the delay-and-sum (DAS) 
algorithm originally proposed by Wang et al. [82] and the MV algorithm proposed by Hall 
and Michaels [83]. The MV algorithm incorporates a priori defect scattering information 
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to improve imaging performance. Hall et al. [84] demonstrated the success of using a 
sparse array with MV imaging to locate a through-hole in a composite plate using a rough 
approximation of the expected scattering. It is expected that further imaging 
improvements can be made provided more accurate quantitative scattering information is 
acquired. 
2.6 Research Context 
The literature review of guided wave SHM, as it pertains to anisotropic composite media, 
shows that there is a need for efficient characterization of damage for improving in situ 
imaging. Current sparse array imaging in isotropic media has been presented as a method 
to help monitor structural performance with real-time damage detection. The use of 
anisotropic composites for high stress and strain applications is on the rise and SHM 
imaging methods can benefit from incorporating complicated wave propagation effects 
and damage-specific scattering behavior associated with the material.  
The main context of this research is focused on two aspects, guided Lamb wave 
propagation characterization and estimating damage scattering for improving sparse array 
imaging. Wave propagation in composite materials can vary significantly with 
propagation direction and is difficult to characterize analytically. A methodology for 
estimating wave propagation parameters experimentally utilizing wavefield imaging is 
explored. The second aspect of this research is to estimate high-resolution scattering for a 
variety of artificial and impact damage applied to composite panels of different layer 
symmetries, in addition to performing detailed UT of the damaged panels. The estimated 
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scattering results are applied to MV sparse array imaging and the imaging performance 
results are discussed.  
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3 CHARACTERIZING ANISOTROPIC WAVE PROPAGATION 
This chapter presents an experimental methodology for characterizing anisotropic wave 
propagation, which is relevant for most composite materials that use fibrous ply layers in 
their structural composition. Specifically, phase and group velocity, in addition to material 
wave amplitude attenuation, are characterized for angular dependency in plate-like 
composites. The chapter concludes with a summary of experimental results from 
quantifying anisotropic wave propagation that are used in methodologies for estimating 
scattering. 
3.1 Experimental Procedures 
3.1.1 Panel Description 
Two composite panels with a quasi-isotropic structure were purchased from Allred and 
Associates, Inc. [85] and used for separate experimental measurements in this study. Each 
panel had a smooth polished side and an unfinished side that was coarse from the exposed 
fibrous weave. For characterizing certain properties of anisotropic wave propagation, the 
smaller of the two panels, Panel A, measuring 309 mm × 309 mm × 3 mm (part number 
FDPLSC04G1212), was used. Additional information regarding the material properties, 
number of ply-layers, etc., was not available from the manufacturer. 
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Figure 3 – Layout of Panel A with attached transducer (black dot) and defined path of 
radial wavefield fan scan (magenta lines). 
3.1.2 Laser Vibrometer Measurements 
Wavefield data were recorded along straight lines emanating radially from a single 
transducer permanently attached to the center of Panel A.  The attached transducer was a 
7 mm diameter × 0.5 mm thickness lead zirconate titanate radially polarized disc with a 
resonant frequency of 300 kHz. Each recorded line, beginning at the transducer’s center, 
had a length of 100 mm and a radial increment of 2 mm. In addition, each segment was 
separated by an angular increment of 2° to measure the variation of wave velocity and 
amplitude attenuation along different propagation directions. A diagram of the panel and 
wavefield measurement paths can be seen in Figure 3.  
A linear sine wave chirp excitation from 40 to 150 kHz was generated using an Agilent 
33250A arbitrary waveform generator at 300 mVpp over a 200 µs time window. The chirp 
was then amplified using an E&I 1040L amplifier to approximately 100 Vpp. The use of 
the chirp permits deconvolution of the signals during post processing to any specified 
excitation tone burst within the transmitted bandwidth [86]. For this study, all data were 
post-processed to an equivalent response from a 3-cycle, 80 kHz, Hann-windowed tone 
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burst excitation. This burst was chosen so that the effects of the lowest order 
antisymmetric wave mode could be studied in an anisotropic composite material. 
Wavefield measurements were obtained using a Polytec OFV-551 single point laser 
Doppler vibrometer (LDV) and corresponding Polytec OFV-5000 controller. The laser 
fiberoptic sensor was mounted to an XYZ carriage controlled by custom LabVIEW 
software that controlled moves point-to-point in either a raster pattern or a custom pattern 
defined by a pre-generated list of coordinates. The output of the LDV controller was 
amplified by 3 dB and bandpassed filtered from 30 kHz to 500 kHz with a Panametrics 
5058PR pulser-receiver and then subsequently digitized by a Cleverscope digital 
oscilloscope model CS328A at a sampling frequency of 20 MHz and then down sampled 
to 2.5 MHz for postprocessing. The on-board averaging feature of the Cleverscope was 
enabled so that 64 averages were taken to help supress noise at each spatial location. 
Wavefield data were recorded from the smooth finished side of the composite panel, 
which was opposite the side instrumented with the transducer. Although the surface was 
smooth, it exhibited poor optical reflectivity. This reflectivity issue can cause added noise 
to the measured signals using the LDV system. Efforts were made to reduce this affect by 
adding a layer of chrome automotive vinyl tape [87] that was applied to the scan region 
to improve optical reflectivity and minimize any nonhomogeneous surface effects. 
Additionally, adhesive putty tape was applied to the edges of the panel to dampen edge 
reflections and thus minimize their interference with the desired direct arrivals. 
Spatial sampling was considered when choosing the 2 mm radial resolution given the 
frequency range of the excitation used. The minimum spatial sampling interval, or Nyquist 
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sampling interval, is based on the smallest wavelength and is calculated from maximum 









   . (11) 
The linear sine chirp excitation of 40 to 150 kHz, contains a maximum frequency 
component of ~150 kHz. In composites, to estimate the minimum phase velocity, 
dispersion curves are commonly generated from theoretical models that contain the elastic 
constants associated with the layers of the composite material. This information, specific 
to the composite, was unavailable from the manufacturer. However, similar thickness 
quasi-isotropic materials from prior experiments exhibited minimum phase velocities no 
smaller than 1 mm/µs for the lowest order antisymmetric wave mode generated using the 
same excitation signal. Since the sampling interval is directly proportional to phase 
velocity, 1 mm/µs is used as a conservative number to estimate the minimum spatial 
sampling interval needed to prevent aliasing. Substituting both the maximum frequency 
and minimum phase velocity quantities into Equation (5) yields a minimum spatial 
sampling interval of 3.33 mm/µs; thus, the 2 mm spatial resolution chosen should be 
sufficient to prevent spatial aliasing. 
3.2 Phase and Group Velocity Estimation  
3.2.1 Application of the Radon Transform 
An algorithm known as the Radon transform has been used for medical imaging and 
seismic wave identification in geophysics [88],[89]. Here it is adapted for extracting group 
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velocities and phase velocities of the quasi-A0 guided wave mode along radial scan lines 
(radial B-scans) obtained from composite panel wavefield data for different propagation 
directions. Given B-scan data f(x,t), the variables x and t, correspond to propagation 
distance and time, respectively. The Radon transform obtains a projection along a line 
within the data for a range of slopes and intercepts. The digital implementation of the 
projection is a sum of the pixel intensities within the image along a line with intercept τ 
and slope 1/c, where τ corresponds to the time offset at x = 0 and c corresponds to the 
wave speed [88]-[90]. The integral form of the Radon transform R(τ,c) can be written as 
[91], [92]: 
  ( , ) ( , ) ( ) d dR c f x t t x c x t  
 
 
    , (12) 
where δ(t) is the Dirac delta function. Often called a Radon panel, the digital 
implementation is, 
 ( , ) ( , )i j k k j i
k
R c f x x c   , (13) 
where the sum is taken over all pixels that fall within the B-scan data. For the application 
here of estimating wave velocity, the location of the peak (τmax, cmax) within the Radon 
panel corresponds to an estimated wave speed of cmax at a time offset of τmax. 
Figure 4(a) shows a waterfall plot of the measured signals where the vertical axis is 
the radial coordinate, Figure 4(b) shows the B-scan as an image, and Figure 4(c) shows 
the Radon panel for a velocity range of 0.5 to 3.5 mm/µs and a time offset range of -5 to 
55µs. The peak occurs at (τmax, cmax) = (7.8 µs, 1.12 mm/µs) and is indicated by the open 
triangle on the image. These values correspond to a line going through the peaks as shown 
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on the waterfall plot. Since the signals are not rectified, cmax = 1.12 mm/µs is an estimate 
of the phase velocity at the center frequency of 80 kHz.  
The dispersive nature of the signals is evident in Figure 4(a) because the location of 
the peak within the wave packet changes as a function of propagation distance. Figure 5 
shows the corresponding plots for the signals after envelope detection. The peak of the 
Radon panel, which is at (τmax, cmax) = (20.9 µs, 1.45 mm/µs), differs from the one of 








Figure 4 – Example of radial B-scan from Panel B wavefield data at +45° showing 











Figure 5 – Example of radial B-scan from Panel B wavefield data at +45° showing 
estimation of group velocity. (a) Waterfall plot of signals, (b) B-scan image, and (c) Radon 
panel. 
3.3 Attenuation Estimation 
3.3.1 Modeling Amplitude Attenuation 
Amplitude attenuation is dependent upon the direction of propagation within the panel. 
To estimate this attenuation for all propagation directions, peak amplitudes are extracted 
from rectified radial B-scans using a narrow time window of 20 µs centered at the nominal 
arrival time, 










   . (14) 
These arrival times are calculated using the group velocity profile, cg(θ), estimated from 
the same data; r is the radial distance along the B-scan, Nc and f are the number of cycles 
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and frequency associated with the tone burst excitation, and toff is a calibrated time offset 
associated with the real-time excitation of the transducer. 
Once the amplitude values have been extracted, amplitude attenuation is characterized 
using two models that are a function of both direction of propagation and radial distance 
from the source. The first model is defined as, 
 





  , (15) 
where θ is the direction of propagation, 0 ( )A  is the reference peak amplitude at a distance 
of 1 mm, r is the radial distance from the source, and ( , )A r  is the peak amplitude in the 
θ direction at a distance r from the source. This equation is motivated by the simple 
cylindrical spreading loss exhibited by guided waves propagating in an isotropic plate 
while including directional dependence.  
Cylindrical spreading loss is the main source of attenuation for an isotropic plate, 
however, composite materials contain additional loss mechanisms such as matrix viscosity 
and energy losses from the fiber matrix interfaces [39], [93]. To better incorporate these 
material attenuation losses, the second model includes an exponential decay in addition to 
the cylindrical spreading loss, 
 
( )







 , (16) 
where α(θ) is the θ-dependent amplitude decay rate. This exponential decay term 
effectively incorporates all additional loss mechanisms to provide a complete estimation 
of θ-dependent attenuation. 
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3.3.2 Material Inhomogeneity Correction 
Material homogeneity refers to uniform structural composition throughout a material. If 
an anisotropic composite is truly homogeneous, it will exhibit the same propagation 
characteristics along directions separated by 180° (i.e., the waves propagating forwards 
and backwards along identical axial directions will have the same velocity and 
attenuation). To minimize any discrepancies from the acquired data related to lack of 
homogeneity, additional post-processing was performed by averaging points 
corresponding to a 180° separation in wave propagation direction. This averaging was 
applied after estimation of phase and group velocities and prior to modeling amplitude 
attenuation.   
3.4 Panel A: Quasi-Isotropic Panel 
Wavefield data were acquired from Panel A as described in Section 3.1 for characterizing 
anisotropic wave propagation properties. This data were post-processed using the methods 
described in Section 3.2 and 3.3. During post-processing, the radial range of each B-scan 
was restricted from 100 mm in length to 50 mm in length starting at the 20 mm radial 
coordinate position. This range was chosen empirically to avoid saturated signals close to 
the transducer location as well as interference from edge-reflected waves.  
3.4.1 Estimated Group and Phase Velocity 
Figure 6(a) and 6(b) shows estimated phase and group velocities prior to 180° averaging 
for all incident wave directions along with a corresponding 4-term Fourier fit. The 
composite panel is nominally homogeneous; however, the estimated velocities do not 
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agree completely with this assumption, particularly the group velocity. After applying the 
homogeneity correction discussed in section 3.3.2, the results are shown in Figure 6(c)-
(f) on both rectangular and polar formats. It is evident from Figure 6(c) and 6(d) that phase 
and group velocities are faster along propagation directions of 0°, ±90°, and ±180° and 
slower along propagation directions ±45° and ±135°. Additionally, the phase velocities 
follow a more consistent sinusoidal pattern when compared to the group velocities. This 
makes a Fourier fit better for phase velocity than for group velocity. The primary reason 
for poorly fitting group velocity is that it is more difficult to precisely identify a peak from 
a rectified signal than an unrectified one. It must also be noted that the percent difference 
between maximum and minimum group velocities is only 5.6%. Such small variations in 
velocity mean that any measured noise in the wavefield data influences the estimation of 
group velocity more strongly than phase velocity due to the nature of the Radon panel and 
thus producing the poorer fitting results. This small variation in the both phase and group 
velocity indicates that this quasi-isotropic panel has little variation in wave propagation 
in any specific direction. This lack of variation is shown more clearly by Figure 6(e) and 













    
 (f) 
Figure 6 – (a) Phase and (b) group velocities as estimated by the Radon panels. (c) Phase 
and (d) group velocities after averaging to force symmetry. Polar plots of fitted (e) phase 
and (f) group velocities. 
3.4.2 Estimated Attenuation 
Figure 7 shows a comparison of the peak raw amplitudes at 45 mm away from the source 
before and after enforcing the expected 180° symmetry from the panel fiber layup. 
Amplitude attenuation was estimated using both a simplistic cylindrical wave spreading 
model and one that included exponential decay to correct for additional material losses. A 
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comparison between the two models is shown in Figure 8 for three incident wave 
directions. Similar to wave velocity, amplitude attenuation for this panel is not a strong 
function of the propagation direction. The variation of amplitude shown in Figure 7(b) 
after enforcing homogeneity has no specific pattern and is fairly uniform for all 
propagation directions. An outlier in Figure 7(a) at approximately -135° can also be seen 
twice in Figure 7(b) at -135° and +45° due to the averaging 180° apart. This outlier is 
undoubtedly a result of signal noise during wavefield measurements. Figure 8 shows slight 
improvement of fitting data after accounting for unknown material losses. Note that the 
vertical amplitude scale does not begin at zero to better visualize the raw and fitted data. 
A polar map of the exponentially fitted data is shown in Figure 9 after cubic interpolation 
in angle. It can be readily visualized that amplitude attenuation is almost uniform in all 
wave propagation directions. 
 
 (a)  
 
 (b) 
Figure 7 – Peak amplitudes at 45 mm from the source as a function of propagation angle. 








Figure 8 – Raw (dashed lines) and fitted (solid lines) peak amplitude as a function of radial 
distance for propagation directions of 0°, +45°, and +90°. (a) Fit based upon cylindrical 
spreading only, and (b) fit including an exponential decay term. 
 
Figure 9 – Polar presentation of exponentially fitted amplitude data. 
3.5 Panel C: Orthotropic Panel 
3.5.1 Experimental Procedures 
Experimental data were obtained from an orthotropic panel known to be of high quality. 
The obtained data were processed using the same methods described in Sections 3.2 and 
3.3. The parameters used during post-processing were kept the same to maintain 
consistency between obtained results and to show robustness of the presented methods.  
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3.5.1.1 Panel Description 
Data were acquired from an orthotropic panel to serve as a comparison to the data obtained 
from quasi-isotropic panels mentioned in Section 3.1.1. This 8-layer 470 mm × 470 mm 
× 2.5 mm composite panel with a fiber orientation layup described by [0/90]4, symmetric 
about its center, was provided by Tencate [94] and is similar to the panel used by Hall in 
previous experimental work [84]. The panel is smooth on both sides with a semi-gloss 
finish and is a high-grade, aerospace-quality composite. The panel was used for both 
characterizing wave propagation and scattering from defects; it is referred to as Panel C 
throughout the rest of this study. 
3.5.1.2 Laser Vibrometer Measurements 
Wavefield data were recorded in the same manner as Panel A where an identical 300 kHz 
radially polarized transducer was permanently attached to the center of Panel C. All 
parameters of the radial fan scan and experimental procedures were identical between 
Panel A and Panel C, except for amplifying the LDV received signals by 18 dB instead of 
3 dB for Panel A. 
3.5.2 Estimation Results 
After applying the methodologies described in Section 3.2 and 3.3, the estimated results 
for characterizing anisotropy of Panel C are shown in Figure 10 to Figure 13. The post 
processing parameters used for Panel A were maintained the same here for Panel C. Figure 
10(a) and 10(b) show the estimated group and phase velocities along with their respective 
4-term Fourier fits. As for Panel C, the group velocities are more scattered and have a less 
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consistent sinusoidal pattern when compared to the phase velocities. Enforcing 
homogeneity somewhat reduces these variations. The peak propagation velocities are 
along the 0° and ±180° directions with smaller peaks at ±90°. Figure 10(e) indicates 
minimal angular variation in group velocity while Figure 10(f) shows clear dominance 
along the 0°, ±90°, and ±180° directions for phase velocity.  
 
 (a) 








   
 (f) 
Figure 10 – (a) Phase and (b) group velocities as estimated by the Radon panels with 
Fourier fits. (c) Phase and (d) group velocities after averaging to force symmetry with 
Fourier fits. Polar plots of Fourier fitted (e) phase and (f) group velocities. 
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Figure 11 shows the peak amplitude of the propagating wave in all directions at a 
radial distance of 45 mm away from the source. Figure 11(a) shows peaks along the 
dominant fiber directions and has some systematic inhomogeneity producing an 
underlying curve centered at 0° to all sampled values. After forcing expected 
homogeneity, Figure 11(b) shows more symmetrical results. To visualize the attenuation 
as a function of angle, Figure 12 displays the amplitude attenuation over a 50 mm radial 
length at 0°, 45° and 90°. Figure 12(a) illustrates the cylindrical spreading model applied 
to the data where Figure 12(b) includes additional material loss compensation. Accounting 
for material loss improved the fit along the 45° direction; however, no additional losses 
could be accounted for at 0° and 180°. Amplitude loss was less than typical cylindrical 
spreading for those two directions, which could be a result of energy being channeled 
along the composite fibers. Figure 13, which was interpolated from the data in the same 






Figure 11 – Peak amplitudes at 45 mm from the source as a function of propagation angle. 







Figure 12 – Raw (dashed lines) and fitted (solid lines) peak amplitude as a function of 
radial distance for propagation directions of 0°, +45°, and +90°. (a) Fit based upon 
cylindrical spreading only, and (b) fit including an exponential decay term. 
 
Figure 13 – Polar presentation of exponentially fitted amplitude data. 
3.6 Summary 
This chapter presented a straight forward approach to estimating angular dependent wave 
velocity and amplitude attenuation. However, instead of characterizing wave propagation 
for one or more single frequencies, the propagation of a guided wave packet with a defined 
center frequency was characterized from data obtained by an LDV system. The 
experiment was performed for two separate composite panels, one quasi-isotropic and the 
other orthotropic, to analyze differences in wave propagation for different fiber layups. 
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The estimated group velocity results for Panel A and Panel C were relatively similar 
as 0° and 90° were the dominating fiber directions. Overall, the velocity variation as a 
function of angle was relatively small with a percent difference between minimum and 
maximum group velocity of ~5% for Panel A and ~3% for Panel C was observed. This 
small variation in group velocity could be considered negligible on affecting arrival time 
estimates of wave packets made over small propagation distances; however, larger 
propagation distances can still be significantly affected. Phase velocity exhibited similar 
small changes of ~3% for Panel A while Panel C had a larger variation of ~9%. Ultimately, 
the primary distinguishing difference between the two panels was observed from their 
attenuation. Panel A showed almost no significant bias in any angular direction with close 
to uniform amplitude attenuation. On the other hand, Panel C showed significant 
amplitude attenuation away from the main fiber directions of 0° and 90°.  
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4 HIGH RESOLUTION SCATTERING PATTERN ESTIMATION 
The purpose of this chapter is to present a methodology for experimentally estimating 
high resolution scattering patterns in anisotropic materials using wavefield imagery. The 
results from these estimates are used to form 2-D scattering matrices. Such matrices are 
generated for both impact damage and artificial defects. 
4.1 Estimation Methodology 
The methodology described here uses different signal processing techniques to isolate 
scattered waves for estimating scattering patterns. This methodology utilizes wavefield 
baseline subtraction to extract the residual wavefield, which is further processed to reduce 
noise and separate waves based on their direction of propagation. A model for estimating 
the propagation time of the scattered waves is used to estimate the scattering patterns from 
the processed residual wavefield for a specific incident wave direction. Finally, a method 
for generating a full 2-D scattering matrix given a sparse number of incident wave 
scattering patterns is presented. 
4.1.1 Wavefield Baseline Subtraction 
A composite structure can experience changes during its lifecycle that can affect its 
performance, possibly resulting in premature failure. Techniques such as baseline 
subtraction help to identify these changes by examining the differences in signals 
measured before and after the system incurs these changes. This same principal can be 
applied to wavefield imaging for evaluating signal-wise differences between two separate 
wavefields taken before and after a flaw is introduced.  
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To quantify scattering from a known flaw, wavefield baseline scans are acquired from 
a specimen assumed to be in pristine condition. Flaws are then introduced after removing 
the specimen from the wavefield scanning system. After remounting and aligning the 
specimen to minimize the spatial and temporal offsets, subsequent scans are performed. 
Direct wavefield baseline subtraction reveals the differences between corresponding 
waveforms, 
 ( , , ) ( , , ) ( , , )C Br x y t w x y t w x y t  , (17) 
where  , ,Bw x y t  is the baseline wavefield,  , ,Cw x y t  is the corresponding current 
wavefield, and  , ,r x y t  is the pixel-wise difference between the two waveforms for all 
signals in the 3-D space-time domain.  
4.1.1.1 Wavefield Baseline Subtraction Issues 
To isolate the smaller scattered waves generated from the flaw, the larger incident waves 
must be removed, which is the purpose of baseline subtraction. Poor baseline subtraction 
performance is usually the result of measurement inconsistencies between baseline and 
subsequent scans and can cause scattering to be obscured by remaining incident waves. 
For the work presented in this thesis, the two main factors affecting subtraction 
performance are spatial misalignment and optical diffraction of the LDV caused by 
surface roughness of the specimen.   
Spatial misalignment introduced by repositioning the specimen between scans is the 
primary cause of poor wavefield registration. While this effect is caused by a simple 
translation and/or rotation, the time-dependency of wavefield imaging introduces the 
possibility for temporal misalignment as well. This means that all three dimensions of the 
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wavefield (two spatial dimensions and time) are affected. Although the specimen is 
carefully repositioned on the scanning system to minimize any alignment issues, residual 
misalignment errors remain and must be compensated during post-processing to improve 
overall wavefield subtraction performance.  
The other factor affecting image quality is pixel specific because of optical reflectivity 
issues encountered using an LDV. The specimen used has a polished, smooth finish; 
however, the polished coating is a transparent layer leaving the fibrous weave of the 
composite visibly exposed. Diffraction by the specimen’s fibers affect the noise levels of 
the measured signals, producing poor signal quality randomly throughout the wavefield 
image. Reflective tape is applied on the panel’s surface to minimize this effect, and 
additional steps to remove unwanted noise are performed during post-processing. 
4.1.1.2 Global Space-Time Alignment Methodology 
Global space-time alignment or GSTA is a wavefield image registration method that 
applies subpixel shifts to the baseline wavefield for optimal registration with the current 
wavefield [95]. Here, optimal is defined by minimizing the L2 norm of the residual 
wavefield with respect to  , ,x y t   , which are the applied shifts in the space-time 
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  
     . (18) 
WB and WC represent the baseline and current wavefield data, respectively, after 
transforming the data into the wavenumber-frequency domain using the 3-D Fourier 
transform. By performing the minimization in the wavenumber-frequency domain, 
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subpixel shifts can be obtained which would otherwise be too computationally intensive 
in the space-time domain. The optimal shifts are denoted by  0 0 0, ,x y t   , which 
minimizes the residual wavefield energy. The residual wavefield in the wavenumber-
frequency domain is calculated as, 
 
0 0 0( )( , , ) ( , , ) ( , , ) x y
i k x k y t
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  
     
  . (19) 
The optimal shifts are applied to the wavenumber-frequency baseline data, which are 
converted back to space and time through the inverse Fourier transform, and then 
differenced with the current wavefield for maximum removal of incident waves in the 
residual wavefield data. 
Since alignment between baseline and current wavefield data is achieved though 
energy minimization in the wavenumber-frequency domain, the change in energy caused 
by the scattered waves in the current wavefield data will affect how well the optimal shifts 
are determined. To further improve spatial alignment, GSTA is applied to only a time 
windowed section of the wavefield data. This time window is applied to include only the 
incident waves prior to contacting the flaw, meaning that the baseline and current 
wavefield data should be nominally identical. After application of the time-windowed 
GSTA, the estimated spatial and temporal shifts are then applied back to the complete 
baseline wavefield for global alignment. Figure 14 illustrates how time-windowing around 
the incident waves produces better alignment between baseline and current wavefield for 








Figure 14 –  Example of a residual wavefield “snapshot” after baseline subtraction. (a) No 
GSTA, (b) GSTA applied to full wavefield, and (c) GSTA applied to time-windowed 
wavefield. 
4.1.2 Wavenumber-Frequency Domain Filtering 
The filtering techniques used here on the acquired wavefield data are performed in the  
3-D Fourier domain. The data are transformed from the space-time domain  , ,x y t  to the 
wavenumber-frequency domain  , ,x yk k   via the 3-D fast Fourier transform (FFT), 
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  , (20) 
where   is the angular frequency, and xk  and yk  are the wavenumber components along 
the x  and y  axes. Operating in the wavenumber-frequency domain allows for additional 
manipulation of the data to extract features and further isolate scattered waves more 
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effectively than in the space-time domain. The techniques used here are phase velocity 
filtering, which has the capability for noise removal, and directional wavenumber 
filtering, which can separate waves based on their propagation direction. Phase velocity 
filtering was applied to guided wavefields by Tian and Yu [96] to separate the A0 and S0 
Lamb wave modes for individual processing, and by Flynn et al. [97] to separate guided 
wave modes based on dispersion curves. Ruzzene [98] used directional wavenumber 
filtering to separate backscattered waves from forward incident waves based on their 
opposing propagation directions to enhance guided wave imaging.  
4.1.2.1 Phase Velocity Filtering 
As previously described, chrome automotive tape was applied during each wavefield scan 
of Panel B to improve optical reflectivity of the composite panel’s surface. This tape does 
improve overall reflectivity for the LDV, but random noise is still present. Phase velocity 
filtering is applied in the 3-D Fourier domain to help reduce noise artifacts and improve 
overall image clarity by removing information that does not correspond to the guided 
wave mode of interest.  
After baseline subtraction, the residual wavefield data are transformed to the 
wavenumber-frequency domain. A 3-D wavenumber-frequency filter, developed using a 
specific range of phase velocities, is applied in the Fourier domain to retain only the 







 , (21) 
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defines the relation among radial wavenumber 
rk , frequency  , and phase velocity pc . 
At each frequency, there is a corresponding range of radial wavenumbers with inner and 
outer radial bounds. The bounds are defined by upper and lower phase velocity limits that 
form a ring-like filter. The process of filtering a single frequency is illustrated in Figure 
15 where a frequency slice at 80   kHz is multiplied by a wavenumber-frequency filter.  
 (a) (b) (c) 
Figure 15 – Illustration of the phase velocity filtering process. (a) A wavenumber slice at 
80 kHz, (b) the radial wavenumber-frequency filter for 80 kHz, and (c) post-filtered 80 
kHz wavenumber slice. 
Using Equation (21), the radial wavenumber range of 0.0571 to 0.08 mm-1 is 
determined from the corresponding phase velocity range of 1.0 to 1.4 mm/µs, which is 
chosen to prevent the removal of important energy content near 80   kHz. Tukey-
windowed radial edges are applied to the filter for minimizing spectral leakage. Similar 
steps are done to filter each discrete frequency slice in the wavenumber-frequency 
domain. The filtered wavefield is then transformed back to the space-time domain via the 
inverse 3-D Fourier transform.  
4.1.2.2 Directional Wavenumber Filtering 
Directional filtering is a technique used to separate waves based on their direction of 
propagation within the captured wavefield. This method is well-described by Ruzzene 
[98] where he derives the methodology and utilizes it for analyzing wavefield imaging 
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data from an aluminum plate to detect backscattering from simulated cracks obscured by 
incident waves. That same principal applies here where the back scattering from flaws can 
still be obscured by incident waves even after wavefield baseline subtraction is applied. 
Unresolved wavefield baseline subtraction errors can allow residual incident wave feed-
through to remain, which is caused by amplitude mismatch or phase misalignment of the 
two wavefields and can obscure the scattered waves of interest. However, the incident 
waves propagate in the opposite direction as the back scattered waves. This difference in 
propagation direction allows for separation and removal of these incident waves by 
filtering in the wavenumber-frequency domain.  
The wave propagation direction is defined such that 0° corresponds to the +x axis. The 
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where θp is the wave propagation angle in the space-time domain and xk  and yk  are the 
components of k  in the wavenumber-frequency domain. This relation allows us to filter 
a span of wavenumbers in the Fourier domain based on a defined range of wave 
propagation angles in the space-time domain. In Figure 16(b), a wavenumber filter is 
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shown spanning all 
xk  values, which corresponds to wave propagation angles from -90° 
to +90°. Filters can also be created to include (or exclude) other propagation angle ranges 
as shown in Figure 16(c). A 10% Tukey window is applied along the edges of the filter to 
minimize spectral artifacts when transforming back to the space-time domain. Each 
discrete frequency slice of the 3-D Fourier data is multiplied by the wavenumber filter to 
retain only the waves corresponding to the propagation directions related to the filter. The 
inverse FFT is applied to the data to transform it back to space and time for visualization 








Figure 16 – (a) Wave propagation direction related to directional wavenumber. 
Wavenumber filters retaining waves propagating from (b) -90° to +90°, and (c) +10° to 
+170°. 
4.1.3 Scattering Pattern Estimation 
The scattered waves caused by interactions between waves incident on artificial and real 
impact damage can be estimated in the space-time domain after applying both GTSA 
baseline subtraction to full wavefield data and post-filtering techniques discussed in 
sections 4.1.1 and 4.1.2, respectively. However, the filtered full residual wavefield 
consisting of 3-D space-time data must be remapped to 2-D angle-time data to directly 
acquire a scattering pattern. This mapping is achieved through bilinear interpolation of 
points in space from a 3-D wavefield to a specified angle and radius with respect to the 
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flaw location. This mapping from  , ,x y t  to  , ,r t  for a specific radius r  is referred 
here as a circular wavefield B-scan. An example can be seen in Figure 17 where the 
circular wavefield was interpolated from residual wavefield data acquired from Panel B 
with magnet stacks used as artificial damage. The interpolated circular wavefield has an 
angular increment of 1° and a radius of 35 mm. The scattered wave packet from an 
incident wave at 45°can readily be seen around 150 µs where the peak amplitudes in the 
B-scan correspond to shadowing by the defect (forward scattering). Back-scattered waves 
can be visualized around -135° which have lower amplitudes when compared to the 
forward scattered waves at 45°. 
 
Figure 17 – Interpolated circular wavefield represented as a circular B-scan. 
To accurately estimate arrival times of the scattered wave packets, a scattering model 
based on a circular flaw geometry is assumed. In the case here, the geometry of a flaw is 
approximated as a circular disc with a specified radius. This approximation assumes that 
incident rays contacting the circular edge of the flaw result in specular reflection.  
A diagram of the ray tracing model for a single ray is shown in Figure 18(a). A 
transmitter located at (xt,yt) sends a ray, t , to a reflection point located at (xi,yi). The 
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damage center location, (xd,yd), and its radius, rd, are known as well as the receiver location 
(xr,yr); r is the scattered ray. Given the assumption of a specular reflection where θ1 = θ2, 
the reflection point (xi,yi) can be solved using two equations and two unknowns. The first 
equation defines the geometric shape of the flaw, in this case a circle, 
 2 2 2( ) ( )d i d i dr x x y y    , (23) 
which restricts the reflection point to any location a distance rd away from the damage 
center. To help understand the second equation given by the specular reflection constraint, 
a simplified version of the ray tracing diagram is shown in Figure 18(c), where γ1 and γ2 
are the inclusive angles between the Euclidean vectors t and d  as well as r  and d ; d  
is the vector defined from the damage center location to the reflection point. These vectors 
and their inclusive angles are related by,  
 1cos( )t d t d   , (24) 
and, 
 2cos( )r d r d   . (25) 
Requiring that θ1 = θ2 for a specular reflection also implies that γ1 = γ2. Using this relation, 
Equations (24) and (25) can be rearranged and equated, 
 
t d r d
t r
 
 . (26) 
The final equation can be written more explicitly in terms of coordinate values as,  
 
2 2 2 2
( )( ) ( )( ) ( )( ) ( )( )
( ) ( ) ( ) ( )
i t i d i t i d i r i d i r i d
i t i t i r i r
x x x x y y y y x x x x y y y y
x x y y x x y y
         

     
, (27) 
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where xi and yi are the coordinates of the reflection point, xd and yd are the coordinates of 
the damage center, xt and yt are the coordinates of the transmitter center, and xr and yr are 
the coordinates for the receiver center. 
Because of the quadratic nature of both equations, an analytical solution is not feasible; 
however, utilizing the MATLAB™ Math Toolbox, the function ‘solve’ [99] can be used 
to solve up to 4th degree polynomials, which is the polynomial degree for this case. Up to 
four pairs of possible solutions are returned given the other known parameters. One 
solution pair corresponds to the desired reflection point on the near-side of the constraint 
circle, another pair corresponds to the reflection point on the far-side of the constraint 
circle, and the other two pairs are spurious solutions. For the usual case when t and r  
are not coincident, the spurious solutions have imaginary components and are easily 
recognized and discarded. If t and r are coincident (i.e., the transmitter and receiver are 
in line with the center of the circle), the spurious solutions are real but repeated; the unique 
solutions can be readily identified. The desired near-side reflection point is chosen by 
selecting the solution with the shortest incident ray length. In addition, for receiver points 
that are located behind the damage edge relative to the transmitter location, a single direct 
ray from the transmitter to receiver is assumed as shown in Figure 18(b) (i.e., the waves 
travel through the damage along a straight line).  
Arrival times of the scattered wave packet are calculated using angle-dependent group 
velocities for each path of the incident and scattered waves. The nominal arrival times, 
tarr, are calculated from the ray path lengths from transmitter-to-scatterer and scatterer-to-
receiver, Dts and Dsr; the point (xi,yi) is the scatterer location. The incident and scattered 
angles, θinc and θscat, are obtained from the ray tracing model. The group velocity profile, 
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cg(θ), is used to calculate the nominal arrival times as a function of the incident and 
scattered angles, 
 ( , )
( ) ( ) 2
ts sr c
arr inc scat off






    , (28) 
where Nc and fo are the number of cycles and frequency, respectively, of the tone burst 
excitation, and toff is a calibrated time offset associated with the real-time excitation of the 
transducer. Raw scattering patterns are obtained by first applying the Hilbert transform to 
obtain the envelopes of the scattered signals, then calculating the nominal arrival times as 
a function of angle using Equation (28), and finally extracting the scattered amplitude 
values from the envelope signals at the calculated arrival times. The result is a scattering 





Figure 18 – (a) Ray tracing diagram of specular reflection for a single transmitted and 
reflected ray, (b) ray tracing diagram for receiver locations located behind the scatterer 
and, (c) a simplified diagram of specular reflection at a single point. 
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4.1.4 2-D Scattering Matrix Estimation 
A scattering pattern ( )S   represents scattering amplitudes for all scattering directions 
given a specific incident wave direction. For non-axisymmetric scatterers and anisotropic 
materials, the angular-dependent scattering amplitudes are also dependent upon the 
incident wave direction. An appropriate way to represent scattering as a function of 
incident and scattered angles is through a 2-D scattering matrix. This matrix is composed 
of scattered signal amplitudes from a flaw indexed by incident and scattered angles 
spanning ±180° and is defined here as an N N  matrix,  
 
180 180 180 2 180 ( 1)( , ) [ ]inc scat NA s s s s              , (29) 





























 . (30) 
The angular resolution of the incident and scattered angles   is such that the N  numbers 
of amplitude values are equally spaced; that is, 
 360N   . (31) 
The estimated scattering patterns for a flaw obtained at different incident angles are 
used to populate individual columns in the 2-D scattering matrix. The size of the matrix 
is dependent on the angular resolution of the scattering patterns and, while high resolution 
scattering patterns can be acquired from the data, the number of incident directions is 
limited by the number of attached transducers and wavefield datasets acquired. Due to 
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high scan times, there are relatively few incident wave directions, resulting in a sparsely 
populated matrix. However, this sparsity can be overcome by interpolating columns of the 
2-D scattering matrix.  
Interpolation is done by first aligning the scattering patterns of all populated incident 
wave directions to 0° via circular shifting of each column. If 
0n  is the index corresponding 
to an incident angle of 0°, then a circular shift, 
 0( )s n n n  , (32) 
is applied to the 
thn  column. 
Once aligned, an 8-term Fourier series is fit to each column using least squares. The 
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  , (33) 
where ( )scatf   is the fitted curve and ka  and kb are the Fourier coefficients. These 17 
































These columns sparsely populate a separate 17×N coefficient matrix, 
 
180 180 180 2 180 ( 1)[ ]NC c c c c            . (35) 
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1D linear interpolation is applied across each row of Fourier coefficients to fully populate 
the matrix. Each column of ( , )inc scatA    is reconstructed from the interpolated Fourier 
coefficients and circularly shifted back to its proper incident direction, 
 
0( )s n n n  . (36) 
Reciprocity between source and receiver is used to generate an additional matrix with 
scattering amplitudes corresponding to the reciprocal incident and scattering angles (i.e., 
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, (38) 
and the reciprocal matrix is created by remapping the original scattering matrix, 
 ( , ) ( , )inc scat inc scatA A    . (39) 







 , (40) 
where the averaging process reduces artifacts caused by linear interpolation of the Fourier 
coefficients. The final scattering matrix is A . 
4.2 Panel B: Quasi-Isotropic Panel 
A series of experiments was conducted to characterize scattering from artificial and real 
impact damage using a quasi-isotropic composite panel referred to as Panel B. The 
 65 
experimental setup is described here, and the acquired data are processed according to the 
methodologies described in section 4.1.  
4.2.1 Panel Description 
As described in section 3.1.1, two composite panels were purchased from Allred and 
Associates, Inc. [85].  The smaller panel (Panel A) was used to characterize anisotropic 
wave propagation properties of the material while the larger panel (Panel B), 619 mm × 
619 mm × 3 mm (part number FDPLSC04G2424), was used to estimate scattering from 
damage. Panel B had the same surface finish as Panel A where one side was smooth and 
polished and the other had exposed fiber weave with a coarse texture.  They both had a 
nominally identical quasi-isotropic fiber layup so that the characterization results of Panel 
A could be applied to Panel B. Panel B was used for a series of experiments where 
wavefield data were acquired to estimate scattering from both artificial and real impact 
damage. The larger panel size also allowed for longer wave propagation distances without 
interference from edge reflections, which was useful for making wavefield measurements 
within a radial array of transducers.   
Panel B was instrumented with a sparse array of eight transducers, the same type as 
described in Section 3.1.2, permanently attached using 5-minute clear epoxy. The surface 
of the panel was prepped prior to bonding by sanding the contact surface to ensure proper 
adhesion of the epoxy. The transducers were arranged in a circular pattern with a radius 
of 150 mm and equally spaced around the damage location as shown in Figure 19 to 
evaluate scattering from incident waves along the main fiber directions.  
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Figure 19 – Diagram of Panel B indicating the transducer locations (small solid circles), 
the circular wavefield measurement path (black dashed line), the full wavefield 
measurement path (blue dashed lines), and the applied damage location (red “x”). 
4.2.2 Laser Vibrometer Measurements 
Wavefield data were recorded in both circular and rectilinear grid patterns. The circular 
pattern data were acquired at a radius of 50 mm and an angular resolution of 1° as shown 
in Figure 19 while the rectilinear grid data were acquired in a grid measuring 150 mm in 
both the x- and y-directions and with a 2.5 mm spatial increment. Both patterns were 
centered about the applied damage location.  
Measurements were conducted using the same equipment setup described in section 
3.1.2 where the same linear sine wave chirp excitation from 40 to 150 kHz was used. 
Additionally, all wavefield data were down-sampled from 20 MHz to 2.5 MHz and were 
deconvolved to a 3-cycle, 80 kHz tone burst equivalent excitation before post-processing. 
The signals obtained during circular wavefield measurements were amplified by 12 dB 
while the rectilinear grid data were amplified by 5 dB to prevent saturation of signals 
recorded close to the source transducer. The filtering and digitization parameters used for 
Panel B data matched those used for acquiring Panel A data. 
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The 80 kHz center frequency of the wave packet was chosen because it provided the 
best tradeoff between resolution and attenuation. The dominant wavelength of the wave 






  , (41)  
where
of  is the center frequency of the wave packet (80 kHz), and pc is the phase velocity 
at that frequency. The maximum measured phase velocity for the wave packet in Panel B 
was 1.16 mm/µs at an angle of 96°, which corresponds to a maximum wavelength of 14.5 
mm at the center frequency of 80 kHz. 
4.2.2.1 Artificial Damage 
Artificial damage of various types was applied to Panel B to estimate scattering prior to 
impacting the panel. These experiments were an attempt to find a suitable candidate for 
an artificial scatterer that would provide similar scattering characteristics to real impact 
damage. By using artificial damage, multiple flaws at multiple locations can be tested 
without permanently damaging the structure or specimen. Three artificial damage types 
were used. The first was a magnet stack comprised of two 10 mm diameter, 5 mm-thick 
neodymium rare earth magnets co-located on each side of the panel (four magnets in total). 
A magnet stack was chosen because of its common use in other studies and its closer 
approximation to a point-like scatterer. The second was a 20 mm diameter, 2 mm-thick 
aluminum disc adhered to the transducer side of Panel B using a 5-minute clear epoxy. 
This added mass was considered because its dimensions were similar to impact damage 
(i.e., not point-like). The third was a copper tube with 12.7 mm height, an inner diameter 
of 15.9 mm, and an outer diameter of 17.8 mm. It was also adhered to the transducer side 
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using the same epoxy. This copper pipe was chosen as an effort to cause energy trapping 
such as is exhibited by a typical impact delamination. A minimal amount of epoxy was 
used to prevent damaging the panel during removal while still properly securing each 







Figure 20 – Photographs of artificial damage: (a) magnet stack, (b) aluminum disc and (c) 
copper pipe. 
Two series of scans were conducted using Panel B. The first series of scans (“BC” 
series) consisted of circular wavefield scans that were designed to directly estimate 
scattering via baseline subtraction, while the second series (“BG” series) consisted of 
rectilinear grid data that could be additionally post-processed in the wavenumber-
frequency domain for noise suppression and wave separation as described in section 4.1.2. 
The circular scans have the distinct advantage of short acquisition times due to the small 
number of wavefield sampling points needed when compared to the rectilinear scans; 
however, the circular configuration of sampling points prevents the use of wavenumber-
frequency filtering and requires greater control of environmental conditions during data 
acquisition to obtain adequate baseline subtraction performance. 
Scan series “BCA” is summarized in Table 1 where all circular scans are categorized 
based on the type of artificial flaw and incident wave direction described by Table 2. These 
scans were acquired with all eight transducers for all possible incident wave directions. 
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Series “BGA” scans are listed in Table 3 for all grid pattern scans acquired. These scans 
were limited to incident directions of 0°, 45°, and 90° because of the long acquisition 
times for each grid scan. Prior to applying each artificial flaw, baseline datasets were 
acquired for all incident directions. Applying each flaw required remounting the panel 
which can introduce misalignment errors relative to when the baseline data were acquired; 
however, care was taken to help mitigate such effects.  
Table 1. Circular wavefield scans of artificial damage from Panel B. 
Scan Flaw Source Description 
BCA1 – BCA8 --- T1 – T8 Baseline circular wavefield measurements 
BCA9 – BCA16 Magnets T1 – T8 
Circular wavefield measurements for 
estimating scattering from magnet stacks 
BCA17 – BCA24 Al Disc T1 – T8 
Circular wavefield measurements for 
estimating scattering from aluminum disc 
BCA25 – BCA32 Cu Pipe T1 – T8 
Circular wavefield measurements for 
estimating scattering from copper pipe 
Table 2. Transducer source number related to incident direction. 










Table 3. Rectangular grid wavefield scans of artificial damage from Panel B. 
Scan Flaw Source Description 
BGA1 – BGA3 --- T4 –T6 Baseline grid wavefield measurements 
BGA4 – BGA6 Magnets T4 –T6 
Grid wavefield measurements for estimating 
scattering from magnet stacks 
BGA7 – BGA9 Al Disc T4 –T6 
Grid wavefield measurements for estimating 
scattering from aluminum disc 
BGA10 – BGA12 Cu Pipe T4 –T6 
Grid wavefield measurements for estimating 
scattering from copper pipe 
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4.2.2.2 Impact Damage 
In addition to acquiring wavefield data from artificial damage, impacts were performed 
on Panel B to create internal separation of the ply layers.  A drop station was constructed 
from a rigid aluminum frame and a 2.4 m clear guide tube attached to a solid steel base. 
A drop weight, or impactor, was fit narrowly within the tube and held at various heights 
above the panel using a manual string release. During each drop a foam pad was placed 
between the panel and impactor during the impact debounce to prevent further damage 
from successive bounces. The impactor itself was machined from a low carbon steel rod, 
with a 25.4 mm diameter, 253 mm length, and 50.8 mm curved radius impact face and 
weighed 978 g. It also had four symmetric slits down the length of its body to allow air 
flow around it during a drop. A support backing for the impact location of the panel was 
3D printed from ABS plastic in the shape of a circular donut measuring 50 mm in height 
with an inner diameter of 45 mm and outer diameter of 100 mm. This backing support 
was mounted to a 305 × 305 × 25.4 mm aluminum plate for stability during impacts.  
A series of impacts was carried out from varying heights to induce increasing damage 
with higher energy impacts. A summary of impacts with calculated energies is presented 
in Table 4. Calculated values are based upon the total mass of the impactor and the 
calculated free-fall velocity at the time of the impact. Impacts were applied at the center 
of the transducer array to simulate growing impact damage; i.e., successive impacts were 
on top of each other. Wavefield scans were taken after each successive impact to measure 
scattering for four sizes of delaminations. The same approach for acquiring wavefield data 
for artificial damage was also performed for impact damage. Scan series “BCI” is 
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summarized in Table 5 for circular scans while series “BGI” is listed in Table 6 for grid 
scans.  
Table 4. Impact drop heights and calculated impact energies. 
Designation (Impact Level) Drop Height (cm) Calculated Impact Energy (J) 
1 30.5 (12") 2.92 
2 35.5 (14") 3.40 
3 40.6 (16") 3.89 
4 45.7 (18") 4.38 
 
Table 5. Circular wavefield scans of impact damage from Panel B. 
Scan Flaw Source Description 
BCI1 – BCI8 --- T1 – T8 Baseline circular wavefield measurements 
BCI9 – BCI16 Impact 1 T1 – T8 
Circular wavefield measurements from 
impact 1 
BCI17 – BCI24 Impact 2 T1 – T8 
Circular wavefield measurements from 
impact 2 
BCI25 – BCI32 Impact 3 T1 – T8 
Circular wavefield measurements from 
impact 3 
BCI33 – BCI40 Impact 4 T1 – T8 
Circular wavefield measurements from 
impact 4 
 
Table 6. Rectangular grid wavefield scans of impact damage from Panel B. 
Scan Flaw Source Description 
BGI1 – BGI3 --- T4 –T6 Baseline grid wavefield measurements 
BGI4 – BGI6 Impact 1 T4 –T6 
Grid wavefield measurements for estimating 
scattering from impact 1 
BGI7 – BGI9 Impact 2 T4 –T6 
Grid wavefield measurements for estimating 
scattering from impact 2 
BGI10 – BGI12 Impact 3 T4 –T6 
Grid wavefield measurements for estimating 
scattering from impact 3 
BGI13 – BGI15 Impact 4 T4 –T6 
Grid wavefield measurements for estimating 
scattering from impact 4 
4.2.3 Estimation Results 
Data acquired and used for the analysis in this section corresponds to Panel B. Both Panel 
A and Panel B are considered nominally identical and the panel anisotropy 
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characterization from Panel A is used for estimating the scattered amplitude profile of the 
damage in Panel B.  
4.2.3.1 Postprocessing of Full Wavefield Data 
GSTA baseline subtraction is performed on all rectilinear wavefield data. Additional 2x 
spatial upsampling is applied to improve visualization of the data only. A time window 
from 80 to 100 µs is utilized during GSTA as described in section 4.1. Figure 21 and 
Figure 22 shows time “snapshots” at 100 µs, 120 µs, 140 µs, and 160 µs of the baseline 
subtraction performance after applying GSTA to series data BGA and BGI at an incident 
direction of 90° for an aluminum disc and impact 3.  
After applying baseline subtraction, noise and interfering waves are evident in the 
residual images in Figure 21 and Figure 22; note that the residual images shown are on 
the same grayscale level as the baseline and current data. It is evident when comparing 
the current and baseline subtracted residual signals in Figure 21 and Figure 22 that the 
main forward incident waves have been substantially reduced; however, the remaining 
amplitude of incident waves is still large enough to obscure and interfere with the 
backwards propagating scattered waves. In the backscattered region, directional 
wavenumber filtering can be applied to further separate forward and scattered propagating 
waves. Additionally, the pixel-noise has become more visually prominent and phase 
velocity filtering can be applied to help mitigate such effects.  Both types of wavenumber-




























   
Figure 21 – Wavefield “snapshots” from the optimally shifted baseline signals, current 




























   
Figure 22 – Wavefield “snapshots” from the optimally shifted baseline signals, current 
signals and residual signals produced from source T4 with impact 3 damage. 
The 3-D wavenumber-frequency filter restricts phase velocity to a desired range. This 
range was determined by the estimated phase velocity results in section 3.4.1 and then 
empirically adjusted to 1-1.4 mm/µs to account for the smoothed edges of the phase 
velocity filter.  
The specific steps of the phase velocity filtering process are as follows: 
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• Take 3-D Fourier transform: ( , , ) ( , , )w x y t W k kx y  . 
• For each discrete frequency, calculate wavenumber filter boundaries: 
min max
k c




• Apply filter with 33% Tukey window edges to smooth rk  filter boundaries. 
• Apply a 33% Tukey window across 0 to 150 kHz to avoid aliasing. 
• Take inverse 3D Fourier transform: 
1
( , , ) ( , , )W k k w x y tx y 

  . 
 
Figure 23 illustrates the filtering process applied to 3-D residual wavefield data with the 
aluminum disc. The results in the space-time domain after applying this filtering process 
are shown in column 2 of Figure 24 and Figure 25.  
 
 
Figure 23 – Flowchart illustrating phase velocity filtering process for 3-D wavefield.  
A comparison between the unfiltered and phase-velocity-filtered images indicates that 
most of the noise was suppressed without affecting the scattered wave data, however, the 
scattered waves are still partially masked by overlapping incident waves due to imperfect 
alignment from baseline subtraction. To correct for this, directional wave filtering is 
 76 
applied to the phase velocity filtered data to isolate the back scattered waves from forward 
propagating incident waves. 
The specific steps of the directional filtering process are as follows: 
• Apply spatial window with 10% Tukey windowed edges for a desired angular 
range to separate the full wavefield ( , , )w x y t  into ( , , )fw x y t , which contains 
forward scattering and ( , , )bw x y t , which contains backward scattering  . 
• Take 3-D Fourier transform of backward scattering window:  
( , , ) ( , , )b b x yw x y t W k k   . 
• Apply directional filter with 10% Tukey windowed edges along wavenumber 
vectors relative to incident direction: 45p inc    . 
• Take inverse 3D Fourier transform: 
1
( , , ) ( , , )b x y bW k k w x y t

  . 
• Add forward scattered and filtered backscattered wavefields: 
( , , ) ( , , ) ( , , )f bw x y t w x y t w x y t    . 
 Figure 26 shows the process for directional wavenumber filtering the 3-D 
wavenumber-frequency data. The range of -45° to +45° for incident wave propagating 
angles was chosen as the differential between scattered wave direction and incident wave 
direction and is large enough to remove interfering waves without affecting scattered wave 
information. Column 3 of Figure 24 and Figure 25 shows fully filtered wavefield 
“snapshots” for both aluminum disc and impact 3 damage cases.  
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Figure 24 – Wavefield residual “snapshots” from source T4 with aluminum disc artificial 
damage before and after wavenumber-frequency filtering. 
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Figure 25 – Wavefield residual “snapshots” from source T4 with impact 3 damage before 




Figure 26 – Flowchart illustrating directional wavenumber filtering process for 3-D 
wavefield.  
 80 
In both damage cases, the pixel-wise noise and the incident waves obscuring the 
scattered waves were significantly reduced. The remaining scattered waves are readily 
visible. The scattered waves generated by the aluminum disc in Figure 24 consist of 
comparable forward and back scattered waves. The back scattered waves, however, have 
a doublet scattering effect caused by the wave packet’s interaction with the disc’s near-
side and far-side edges. The change in local mass and thickness at the disc’s edge produces 
scattering as the propagating wave packet continues to contact the disc’s edge over time. 
This was not observed for the impact damage in Figure 25 where large forward scattering 
and almost no back scattering occurred. 
4.2.3.2 Estimated Scattering 
The scattered waves from each flaw have been isolated from noise and interfering waves. 
Baseline subtracted circular wavefield residual data directly measured using the LDV 
from series “BCA” and “BCI” without additional processing is used as a comparison to 
validate the effectiveness of wavenumber-frequency filtering to remove noise and 
unwanted wave interference. To estimate the scattering profile of the flaw from the grid 
data, the grid data is remapped to 2-D angle-time data as discussed in section 4.1.3. The 
radius and angular increment for interpolating a circular wavefield from the grid data are 
chosen to match the directly measured 2-D circular data. This mapping from (x,y,t) to (θ,t) 
is achieved using a 50 mm radius and a 1° angular increment. Figure 27 shows a side-by-
side comparison of the directly measured circular wavefield, unfiltered circular wavefield 
extracted from the rectangular data, and the corresponding filtered circular wavefield for 
both the aluminum disc and impact 3 with a 90° incident direction. The scattered wave 
packet is visible on both the directly measured and the linearly interpolated circular 
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wavefields; however, the 3-D filtering of full wavefield data before interpolating the 
circular wavefield provides an improved isolation of the scattered wave packet with 
almost no incident wave interference or noise.  Note that the signal amplitude levels in 
Figure 27(a) and 27(b) are different from Figure 27(c)-(f) because of the different gains 
used during acquisition of circular and full wavefield data while the grayscale is kept the 
same amongst each image. All further analyses are based solely on the grid scan data 
because of the significantly improved quality of the residuals as compared to those 
obtained from the circular scans. 
 Directly Measured Circular 
Wavefield 
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Figure 27 – Directly measured circular wavefields and unfiltered and filtered extracted 
circular wavefields represented as B-scans from T4 source data for the aluminum disc and 
impact 3. 
The wave doublet as seen from the filtered wavefield residual signal snapshots in 
Figure 24 is again visible in Figure 27 for the aluminum disc; this doublet is centered 
around -90° and 155 µs. The radial geometry of the damage, in this case the 20 mm-
diameter aluminum disc, is responsible for both an initial reflection off the near edge of 
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the damage and then a secondary reflection off the far edge of the damage. The damage 
geometry is used when calculating the scattered wave arrival times from the front edge 
since the damage does not resemble a point-like scatterer previously assumed in prior 
work [100]. 
Figure 28 shows the RF signals and envelope-detected signals of the filtered circular 
wavefields for the aluminum disc and impact 3 overlaid with the calculated arrival times 
given from the specular reflection model described in section 4.1.3. The scattering profile 









Figure 28 – Filtered estimate of circular wavefield from T4 source data. RF signals for (a) 
aluminum disc damage and (b) impact 3 damage. Enveloped signals for (c) aluminum disc 
damage and (d) impact 3 damage. Wave packet boundaries and peak arrival times shown 
by dashed red lines and green dashed line, respectively.  
Scattering patterns are shown in Figure 29 and Figure 30 for all artificial and impact 
damage cases. In Figure 29, the scattering from each artificial defect has its own unique 
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pattern that varies with incident wave direction. With respect to each defect, the patterns 
associated with 0° and 90° are very similar in shape and amplitude. Additionally, it is 
observed that the patterns from the 45° incident direction have slightly narrower forward 
scattering lobes and a small reduction in backscattering amplitude when compared with 
the other two incident directions. The forward scattering amplitude levels are considerably 
larger in all cases compared to the backscattered amplitudes. The overall scattering 
amplitude is similar between the magnet stack and aluminum disc but is almost double for 
the copper pipe. Unlike the magnet stacks, the aluminum disc and copper pipe have 
reduced scattering amplitudes along the axis perpendicular to the incident propagation 
direction. Additionally, small secondary lobes can also be seen forming at about 45° from 
the 0° and 90° incident directions for these two artificial damage types, while the 
scattering from the magnet stack is generously less directional and more elliptical in shape. 
In Figure 30, the impact damage scattering patterns are more consistent between 
varying incident wave angle and damage size growth apart from the 45° incident wave 
patterns, which have slightly smaller amplitude than those for 0° and 90° incident 
directions. Almost no back scattering is observed in all impact damage sizes while a 
narrow, single forward scattering lobe increases in amplitude with the increasing size of 
each impact damage case. 
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4.2.3.3 Estimated 2-D Scattering Matrices 
The methodology described in Section 4.1.4 is used to generate scattering matrices for the 
estimated scattering patterns. Before the initial matrix, A , is filled according to  
Equation (29) with scattering amplitude values, symmetry from the quasi-isotropic fiber 
layup is exploited to generate additional datasets to fill columns within the matrix. The 
symmetry applies to incident waves propagating at 0°, ±90°, and ±180° and again for ±45° 
and ±135° propagation directions. Since data were acquired along the 0°, 45° and 90° 
incident directions, these three scattering patterns were mirror-imaged about their 
propagation direction to help reduce noise in the patterns. Additionally, the patterns from 
0° and 90° were aligned to their incident direction and averaged together to form a single 
pattern that applies to 0°, ±90° and ±180° incident directions while the 45° pattern can be 
applied to the ±45° and ±135° incident directions. The result is two distinct scattering 
patterns that form datasets for nine incident wave propagation directions that must be 
shifted to represent the incident direction of the column in A  for which it is applied. As 
it applies here, this matrix has the following populated columns: 
  180 135 90 45 0 45 90 135 180[ ]A s s s s s s s s s    . (42) 
From here, the methodology derived in section 4.1.4 can be used to produce both an 
estimated scattering matrix and its reciprocal matrix as shown in Figure 31 for the 
aluminum disc case. Uniform normalization is applied to each matrix as only the 
amplitude pattern of the matrix is significant. Figure 32 shows the resulting scattering 
matrices after averaging the estimated and reciprocal scattering matrices for all artificial 























Figure 32 – Normalized 2-D scattering matrices for: (a) magnet stacks, (b) aluminum disc, 
(c) copper pipe, (d) impact 1, (e) impact 2, (f) impact 3 and (g) impact 4. 
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4.3 Panel C: Orthotropic Panel 
An additional series of experiments was conducted to characterize scattering from 
artificial and real impact damage using a higher-quality orthotropic composite panel 
referred to as Panel C. The experimental setup is described here, and the acquired data are 
processed according to the methodologies described in section 4.1 
4.3.1 Panel Description 
The panel described in section 3.5.1.1, Panel C, was used for characterizing wave 
propagation and measuring scattering from artificial and real impact damage. The 
transducer bonded to the center of Panel C during wave propagation measurements 
described in section 3.5 was removed. An 8-element array was then bonded to the surface 
of Panel C in the same manner described in Section 4.2.1 using identical transducers. The 
array configuration and panel layout are shown in Figure 33. 
 
Figure 33 – Diagram of Panel C indicating the transducer locations (small solid circles), 
the full wavefield measurement path (blue dashed lines) and applied damage location (red 
“x”). 
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4.3.2 Laser Vibrometer Measurements 
Wavefield data were recorded in a rectilinear grid pattern measuring 150 mm in both the 
x- and y-directions with a 2.5 mm spatial increment. The pattern was centered about the 
applied damage location shown in Figure 33. The same measurement equipment and 
procedures described in section 3.1.2 were conducted here along with using the same 
linear sine wave chirp excitation from 40 to 150 kHz. All data were post-processed to an 
equivalent response from a 3-cycle, 80 kHz, Hann-windowed tone burst excitation. 
Amplification of the received data signals was not required; however, the filtering and 
digitization parameters were kept the same. 
4.3.2.1 Simulated Damage 
The same artificial damage types discussed in section in 4.2.2.1 were also used to estimate 
scattering behavior in Panel C. A series of grid scans (“CGA” series) were performed and 
summarized in Table 7. These scans were only performed for the 0°and 45° incident 
directions due to time constraints preventing acquisition of data generated from additional 
incident directions. The 90° incident direction can be assumed to be nominally identical 
to 0° in an orthotropic panel.  
Table 7. Rectangular grid wavefield scans of artificial damage from Panel C. 
Scan Flaw Source Description 
CGA1 – CGA2 --- T5 –T6 Baseline grid wavefield measurements 
CGA3 – CGA4 Magnets T5 –T6 
Grid wavefield measurements for estimating 
scattering from magnet stacks 
CGA5 – CGA6 Al Disc T5 –T6 
Grid wavefield measurements for estimating 
scattering from aluminum disc 
CGA7 – CGA8 Cu Pipe T5 –T6 
Grid wavefield measurements for estimating 
scattering from copper pipe 
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4.3.2.2 Impact Damage 
Impact damage was created in Panel C using the same method described in section 
4.2.2.2. Only one delamination was introduced in Panel C for these measurements where 
the impact energy needed to produce the delamination referenced in Table 8 was roughly 
twice of what was needed for Panel B for a similarly sized delamination. The same 
approach for acquiring wavefield data was taken for impact damage as was for artificial 
damage, where the scan series “CGI” for the grid scans performed is summarized in  
Table 9. Both size and depth of the delamination were evaluated by immersion C-scans 
and is described in section 5.2.  
Table 8. Impact drop height and calculated impact energy. 
Designation (Impact Level) Drop Height (cm) Calculated Impact Energy (J) 
1 83.82 (33") 8.04 
 
Table 9. Rectangular grid wavefield scans of impact damage from Panel C. 
Scan Flaw Source Description 
CGI1 – CGI2 --- T5 –T6 Baseline grid wavefield measurements 
CGI3 – CGI4 Impact 1 T5 –T6 
Grid wavefield measurements for estimating 
scattering from impact 1 
4.3.3 Estimation Results 
Anisotropy was characterized on Panel C since a separate panel was not available. This 
characterization was used in estimating the scattering from artificial and impact damage. 
All wavefield data were down-sampled from 20 MHz to 2.5 MHz and were deconvolved 
to a 3-cycle, 80 kHz tone burst excitation before post-processing. Here the methodologies 
described in section 4.1 are applied and the estimated results are shown. 
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4.3.3.1 Postprocessing of Full Wavefield Data 
The same postprocessing approach used for Panel B was performed on Panel C data. 
GSTA baseline subtraction is performed and 2x spatially upsampling is applied to 
improve visualization of data. A different time window of 50 to 80 µs was used for 
aligning incident waves during application of GSTA. Figure 34 and Figure 35 shows time 
“snapshots” at 80 µs, 100 µs, 120 µs, and 140 µs to illustrate baseline subtraction 
performance for data series CGA and CGI at an incident direction of 90° for an aluminum 
disc and impact 1.  
As was seen after baseline subtraction with Panel B data, the forward incident wave 
amplitude has been reduced significantly.  The scattering from both the artificial and 
impact damage is now visible. There is still interference from the remaining forward 
incident waves and pixel-wise noise that partially obscures the scattered waves. 
After applying baseline subtraction, phase velocity filtering is applied to the residual 
data as done previously in section 4.2.3.1. Here, the phase velocity range used for  
Panel C was adjusted from its estimated range in section 3.5.2 to 0.9 to 1.6 mm/µs. This 
range was chosen to prevent the removal of wavenumber content corresponding to 
propagating waves of interest. Results from applying both phase velocity and directional 
filtering are shown in Figure 36 and Figure 37. 
Very similar results to Panel B are observed after applying both types of wavenumber-
frequency filtering. The remaining forward incident waves are almost completely 
removed, and the added pixel-wise noise has been significantly reduced for both damage 
cases. These results show the robustness of the methodology for reducing noise and 
interfering waves.  
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Figure 34 – Wavefield “snapshots” from the optimally shifted baseline signals, current 



























   
Figure 35 – Wavefield “snapshots” from the optimally shifted baseline signals, current 
signals and residual signals produced from source T6 with impact 1 damage. 
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Figure 36 – Wavefield “snapshots” from the residual signals, phase velocity filtered 
residual signals and phase/directionally filtered residual signals produced from source T6 
with aluminum disc artificial damage. 
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Figure 37 – Wavefield “snapshots” from the residual signals, phase velocity filtered 
residual signals and phase/directionally filtered residual signals produced from source T6 
with impact 1 damage. 
4.3.3.2 Estimated Scattering 
The mapping of data from (x,y,t) to (θ,t) is performed so that a direct estimate of the 
scattering profiles can be obtained. A 1° angular increment and 35 mm radius was chosen 
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instead of the previous 50 mm radius because of edge reflections arriving earlier in time 
for the smaller panel.  
 Figure 38 shows the unfiltered and filtered circular wavefield B-scans for the 
aluminum disc and impact damage cases. It is evident that the interfering waves and noise 
from the unfiltered B-scans are substantially reduced, leaving the scattered wave packets 
readily visible. The wave doublet corresponding to the aluminum disc previously 
mentioned from Panel B data is again shown in Figure 38 while the impact damage shows 
only scattering primarily in the direction of the incidence wave. 
 Extracted Circular 
Wavefield Before Filtering 
Extracted Circular 














Figure 38 – Unfiltered and filtered extracted circular wavefields represented as B-scans 
from T6 source data for the aluminum disc and impact 1.  
After incorporating the specular reflection model in section 4.1.3 to estimate the 
arrival times of the scattered wave packet for each specific damage type, the raw scattering 
profiles were extracted and are shown in Figure 39 for both artificial and impact damage 
cases given two separate directions of incidence. In Figure 39, each damage case exhibits 
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a unique scattering pattern with some similar behavior depending on incident wave 
propagation direction. For all three artificial damage cases at 0° incidence, similar 
backscattering behavior is observed. Scattered energy in the form of directional lobes is 
focused along the ±180° directions. Additional energy can be seen along the ±90° 
directions for the magnet stacks and ±105° for the aluminum disc and copper pipe roughly 
perpendicular to incident wave propagation direction. This concentration of energy 
follows the general fiber directions of this orthotropic panel, as to be expected, while the 
amplitude of these lobes varies with damage type. With regards to forward scattering for 
0° incidence, a single large lobe is focused along the 0° direction with varying amplitudes 
for all three artificial damage cases. Among these main lobes focused primarily along fiber 
directions, there is additional evidence of much smaller lobes beginning to form along the 
±45° and ±135° directions for both the magnet stacks and copper pipe but not for the 
aluminum disc.  
For 45° incidence, backscattered energy again continues to concentrate along the main 
fiber directions. This is evident from two separate lobes forming along the -90° and ±180° 
directions for all three cases. Forward scattering, however, is significantly different for 
the magnet stacks than for the aluminum discs and copper pipe as the forward scattered 
energy is less focused along the direction of incidence and more evenly distributed 
between the 0° and 90° fiber directions. The forward scattering of the aluminum disc and 
copper pipe is more concentrated along the 45° incident direction with the lobe having 
two separate peaks centered around 30° and 60°. In addition, the aluminum disc and 
copper pipe have smaller lobes beginning to form along the 0° and 90° fiber directions, as 
well as, even smaller lobes along the -45° and 135° directions for the copper pipe. 
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Figure 39 – Raw estimated scattering patterns of all artificial damage and impact damage 
cases for 2 different incident directions. 
The scattering related to impact damage is much simpler than the artificial damage 
in both directionality and amplitude. For both 0° and 45° almost no backscattering is 
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observed. For forward scattering with 0° incidence, there is a single lobe that forms 
along the 0° fiber direction with an additional singular lobe focused along the -45°. This 
additional lobe could be a result of measurement error or inhomogeneities as the pattern 
should be symmetric.  For 45° incidence, the forward scattering is like the magnet stack 
as the forward scattered energy is distributed more evenly between the 0° and 90° fiber 
directions. 
4.3.3.3 Estimated 2-D Scattering Matrices 
The same methodology for Panel B is used to generate scattering matrix estimates for 
Panel C from two unique incident direction datasets. Fiber symmetry is again exploited to 
fill more columns in the initial scattering matrix, A . Both datasets for 0° and 45° 
incidence are mirrored across their incident wave direction and averaged, as done 
previously with Panel B. The averaged scattering profile for 0° incidence can be used to 
fill in the columns that represent the 0°, ±90°, and ±180° incident directions of the initial 
scattering matrix while the 45° dataset is used to fill in the ±45° and ±135° columns after 
the appropriate shift is applied for each column. Once the initial scattering matrix is 
sparsely filled, the methodology discussed in Section 4.3.3.3 for estimating the final 
scattering matrix are applied. Normalized estimates of the final scattering matrix for both 











Figure 40 – Normalized 2-D scattering matrices for: (a) magnet stacks, (b) aluminum disc, 
(c) copper pipe and (d) impact 1. 
4.4 Summary 
This chapter covers the methodology developed to extract high resolution scattering 
patterns from wavefield imaging data as well as the methodology for estimating the 2-D 
scattering matrix from a sparse set of incident directions. The experimental procedures 
discussed here can be used to help validate FEM data or alternative analytical approaches 
for estimating scattering in layered composite media.  
To capture high-resolution scattering patterns of damage, initial circle scan 
measurements of guided waves produced from a single direction of incidence were 
acquired at the center location of damage before and after its application. The measured 
points within a scan were acquired at defined angular increments with a specified radius 
away from the damage center. After direct baseline subtraction, the result was residual 
wavefield imaging data that contained scattering produced by the damage for all angular 
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directions; however, residual signal amplitudes were relatively small compared to the 
initial incident waves. These incident waves partially obscured the scattered waves in 
addition to noisy signals caused by poor surface reflection conditions inherent in many 
composite materials resulting in noisy scattering pattern estimation. To overcome these 
drawbacks, additional post-filtering was needed and was achieved through a rectangularly 
spaced grid of measured data. After improved baseline subtraction was applied, noise 
reduction through phase velocity filtering and the removal of interfering waves via 
directional wave filtering was implemented. This method of filtering helped isolate the 
residual scattering within the wavefield from interfering waves and signal noise. A 
circular wavefield was extracted from the full wavefield data where the residual scattering 
was then estimated using a geometric scattering model to determine the expected arrival 
times of the scattered waves. This was performed for a sparse set of incident wave 
directions to capture multiple scattering profiles for a specific damage type. Finally, a 
method to estimate the 2-D scattering matrix for damage within a composite material was 
developed. The sparsity of incident wave directions was overcome through Fourier fitting 
of the damage scattering patterns and linearly interpolating the coefficients to estimate 
scattering patterns for incident wave angles in between the sparse set of incident wave 
directions.  
 The results of the estimated scattering had elements that were both expected and 
unexpected given the two different composite layups examined along with the different 
types of artificial and impact damage. In the case of Panel B, each artificial damage type 
had clear and defined scattering characteristics that differed depending on the incident 
wave direction. Specifically, when comparing the aluminum disc with the copper pipe in 
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Figure 29, the overall scattering amplitudes of the copper pipe were much larger. Both 
had relatively large forward scattering when compared to their backscattering and their 
overall scattering shape was similar except for one difference. The aluminum disc had 
more defined nulls perpendicular to the incident wave direction. For Panel C, the 
scattering patterns of the aluminum disc and the copper pipe seem to be dominated more 
by the fiber direction layup of the orthotropic panel as is evident from the scattering 
patterns of Figure 39. Scattered energy is concentrated along the 0° and 90° fiber 
directions, which is seen for both incident directions and is even more evident from the 
amplitude attenuation map in Figure 13. Interestingly, this energy concentration along the 
fiber directions affects the forward and backward scattering lobes in the 45° incident wave 
direction causing separate lobes to be formed symmetrically about the incident wave 
direction.  
The results from estimating scattering from impact damage are generally simpler with 
less structure than those from artificial damage. In the case of Panel B, as shown in Figure 
30, the overall shape of the scattering patterns for all incident directions and damage sizes 
is predominantly a single forward scattering lobe that increases with size as the impact 
damage grows in diameter. Unexpectedly, relatively no backscattering is observed. For 
Panel C, the results are similar. One key difference that stands out is the scattering pattern 
observed for 45° incidence where the forward scattering amplitude is drastically reduced, 
which is shown in Figure 39. The scattering observed for impact damage seems to be 
mostly attributed to a velocity change as the wave propagates over the damage site. As 
can be seen in Figure 41, the baseline and forward scattered waves for 0° incidence have 
approximately the same amplitudes while only the phase mismatch caused by slower 
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propagation speeds over increasingly larger damage results in increasing residual forward 
scattering amplitudes.  
 
Figure 41 – Baseline and forward scattered wave packets are shown to have increasing 
phase mismatch with increasing damage size. 
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5 IMPACT DAMAGE CHARACTERIZATION BY ULTRASONIC 
INSPECTION 
The sites of impact damage in both panels were further characterized using ultrasonic 
testing (UT) methods to better understand the physical attributes of the induced damage 
as well as the panels themselves. Through an in-depth characterization of both damage 
and the panels, comparisons of physical differences in size and depth as well as panel 
quality are made.  
5.1 Air-Coupled Scans 
After each impact to Panel B, through-transmission C-scans were performed using air-
coupled transducers to evaluate the existence and estimate the size of incurred 
delaminations. With the use of an automated scanning system, these measurements could 
be made quickly. Since it is difficult to visually identify when the ply layers have 
disbonded, these rapid C-scans help determine when the threshold for damage has been 
met. This saves time when compared to verifying the existence of impact damage with 
slow wavefield imaging scans. After the existence of damage is confirmed, wavefield 
imaging can then be performed to gather high resolution scattering data for various 
delamination sizes.  
5.1.1 Experimental Procedures 
An immersion tank, typically used for performing UT inspection of materials under water, 
was retrofitted with a custom aluminium bracket that secured both a transmitter and 
receiver transducer. These were air coupled transducers in coaxial alignment spaced 90 
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mm apart to perform through-transmission scans. Panel B was suspended in air using a 
custom aluminium shelf that mounted to the side of the immersion tank as shown in Figure 
42 and was placed in between the transmitter and receiver so that the focal points of the 
transducers were approximately at the panel’s center. A PC running Olympus ScanView 
Plus software was used to control the xyz scanning stage and performed bilinear raster C-
scans over a 254 mm × 254 mm area at a spatial resolution of 1.27 mm centered at the 
damage location. Pulse-on-position hardware was used with the ScanView Plus software 
to ensure that excitation of the transmitter occurred at the desired spatial location. An 
Agilent 33250A arbitrary function generator was used to produce a linear sine chirp from 
300 to 500 kHz at 300 mVpp over a 100 µs time window. The chirp was then amplified 
using an E&I 1040L amplifier to approximately 100 Vpp and transmitted using a QMI 
AS400Ti air-coupled transducer. The C-scan data were received by a QMI AS400ARi air-
coupled transducer that was connected to a custom DC biasing power supply. The received 
signals were amplified 16 dB and bandpassed filtered from 0.1 to 1 MHz with a 
Panametrics 5058PR pulser-receiver and then digitized using a DP210 2 GHz 8-bit 
digitizer PCI card at a sampling frequency of 20 MHz. A block diagram of the scanning 
setup is shown in Figure 43.  
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Figure 42 – Immersion scan tank with custom aluminum bracket for suspending materials 
and performing air C-scans.   
 
Figure 43 – Block diagram of all equipment used during air C-scan data acquisition. 
5.1.2 Through-Transmission Scans 
After performing through-transmission air-coupled wavefield scans on Panel B of all four 
impact damage levels, peak amplitudes are extracted from the received raw unprocessed 
chirp signals and are shown as C-scans in Figure 44. While the quality of the images is 
relatively poor due to high signal attenuation in air, the defect locations and estimates of 
their sizes can be made from the resulting images. A direct estimate of each delamination’s 
size is made from the C-scan images and is displayed in Table 10. The 25.4 mm copper 
adhesive square was measured to be 28.4 mm in both dimensions from the C-scan images; 
this ratio of 1.12:1 can be used to adjust the overestimates of all other directly measured 
 107 
sizes for more accurate sizing of damage. These adjusted estimates are also shown in 











Figure 44 – Air C-scans of Panel B before and after impact damage marked by green 
circles with adhered precut copper tape marked by red squares. (a) Baseline, (b) impact 1, 
(c) impact 2, (d) impact 3 and (e) impact 4. 
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Table 10. Measured and adjusted diameter of the delamination for each impact level. 
Designation (Impact Level) Directly Measured Diameter (mm) Adjusted Diameter (mm) 
1 18.3 16.3 
2 21.3 19 
3 26.4 23.66 
4 31.5 28.1 
5.2 Immersion Scans 
Immersion scanning techniques are commonly used for rapid inspection of components 
where the material is submerged in water or another fluid. By transmitting ultrasound in 
water instead of air, transmitting higher frequencies is possible, improving lateral and 
near-surface resolution. Damage within a composite can be more accurately characterized, 
not only in terms of size, but in shape and depth from the panel’s surface. Both pulse-echo 
and double through-transmission modes are used here to characterize the impact 
delaminations in terms of ply-layer depth and geometry.  
5.2.1 Experimental Procedures 
The aluminium bracket used with the immersion tank from Figure 42 was removed and 
the tank was filled 0.25 m high with water. A Panametrics V312 10 MHz transducer was 
used to conduct both pulse-echo and double through-transmission scans on both Panel B 
and Panel C. The same PC with ScanView Plus software was used to control the xyz 
scanning stage with the transducer aimed toward the bottom of the tank. Composite panels 
were placed 19 mm above the tank bottom’s surface using rubber pads in all four corners 
of the panel. A Panametrics 5800 pulser/receiver was used to produce a 100 µJ pulse 
excitation.  
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For Panel B, received signals were then amplified 45 dB and 52 dB for pulse-echo and 
double through-transmission scans, respectively, in addition to being bandpassed filtered 
from 1 to 35 MHz while received signals from Panel C were amplified 20 dB and 33 dB 
for the same respective scans and filtering parameters. All resulting signals were then 
digitized using the DP210 2 GHz 8-bit digitizer PCI card at a sampling frequency of 200 
MHz.  
5.2.2 Pulse-Echo Scans 
Full waveform measurements used to generate amplitude and time-of-flight C-scans were 
conducted prior to impacting Panel B and Panel C to obtain baseline data that can be 
compared to current data obtained after impacts. The scan area is approximately 205 × 
205 × 1.27 mm for Panel B and 152 × 152 × 1.27 mm for Panel C where the signals were 
recorded for a total of 5 µs. Figure 45 and Figure 46 shows signals for data centered at the 
impact location from Panel B and Panel C obtained before and after applied impacts. The 
signals represented in Figure 45(a) and 45(b) were averaged over a 10 × 10 mm area to 
reduce noise. The high signal amplitude beginning at 0 µs indicates the first reflected wave 
off the front surface or impact side of the panel. Subsequent reflections indicated by each 
crest in the signal mark individual layers within the composite panel while the last crest 
in the signal indicates the back-wall reflection and is followed by minimal signal 
amplitude. The receiver gains were set to visualize this back-wall reflection, but due to 
the high signal attenuation within Panel B, the points corresponding to the first several 
reflected waves in Figure 45(a) were saturated.  
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To visualize the impact damage size and layer depth, C-scans are obtained by 
extracting the peak amplitude at each pixel location over a specified time-window. The 
time window is chosen to include all reflections excluding the front surface reflection; a 
delamination residing within the composite layers would reflect signal energy and would 
typically be identified by a high amplitude change in the signal when compared to its 
baseline followed by amplitude loss in the back-wall reflection. Concurrently, the point 
in time when the signal peaks can be mapped into a time-of-flight C-scan which reveals 
the depth and relative structure of the delamination.   
In the case of Panel B, a time window of 1.0 to 2.5 µs was chosen to avoid the saturated 
signals. The reduction in energy around 1.5 µs in Figure 45(b) indicates that the 
delamination is detected in that time window. However, Figure 45(c)-(f) shows peak 
amplitude and time-of-flight C-scans for baseline and current data where a slight reduction 
in backwall energy is seen. Figure 45(g) and 45(h) show a horizontal B-scan at y = 305 
mm for baseline and current signals. Larger amplitude reflections can be seen at 
approximately 1.2 µs when comparing the current and baseline signals. While the signal 
quality is still poor, the back-wall reflection around 2.25 µs also shows a loss of amplitude 
caused by the delamination. The signals reveal the panel’s poor homogeneity, and 
saturating the signals to compensate for large attenuation effects further exacerbates the 
poor results. 
For Panel C a time window of 0.5 to 2.0 µs was chosen. Figure 46(c)-(f) shows peak 
amplitude and time-of-flight C-scans that indicate clear and measurable damage along 
with depth characterization from the time-of-flight C-scan. Figure 46(g) and 46(h) show 
horizontal B-scans at y = 234 mm. The horizontal lines correspond well with individual 
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layers of the panel. In Figure 46(h) larger amplitude echoes are visible between 1 µs and 
1.25 µs waves caused by the delamination and correspond to a layer depth of 4 to 6 layers, 
roughly midway in the panel. As a result, a large reduction in the back-wall reflected wave 
amplitude can also be seen at 1.7 µs. The signals from Panel C are much more uniform 
unlike Panel B and provide more definitive characterization of the damage within the 
composite layers.   
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Figure 45 – Baseline and current signals from Panel B immersion scans.  
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Figure 46 – Baseline and current signals from Panel C immersion scans. 
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5.2.3 Double Through-Transmission Scans 
The double through-transmission scanning method is a form of through-transmission 
scanning that utilizes only a single transducer. Transmitted waves traverse through the 
material twice instead of once where a reflective plate under the material is used to reflect 
energy back to the transducer. Double through-transmission scans were performed on 
Panel B and Panel C before and after conducting impacts to size the damage. Scan area 
and resolutions were kept the same as for the pulse-echo measurements for each panel. 
Peak amplitudes of the received signals were recorded and are shown as C-scans in Figure 
47 and Figure 48. Homogeneity issues in Panel B are observed from the C-scans in Figure 
47 as the point-by-point peak signal amplitudes are inconsistent. The signals recorded 
from the pulse-echo measurements of Panel B also showed poor homogeneity between 
layers where signal quality was inherently inconsistent. Figure 48 of Panel C, on the other 
hand, shows greater peak amplitude consistency while also revealing fiber structure that 
can be seen travelling vertically within the image. While the quality of signal differs 
greatly between the two panels, C-scans of both panels still show the clear presence of 
impact damage at their respective impact locations. In Figure 47(b), the delamination is 
almost circular with an approximate diameter of 28 mm, closely matching the adjusted 
diameter of impact level 4 in Table 10. Figure 48(b) also shows a close-to-circular 






Figure 47 – Panel B immersion double through-transmission peak amplitude C-scans of 
(a) baseline and (b) impact 4 damage.  
 (a)  (b) 
Figure 48 – Panel C immersion double through-transmission peak amplitude C-scans of 
(a) baseline and (b) impact 1 damage. 
5.3 Summary 
A comprehensive examination of impact damage and panel quality was performed with 
conventional C-scans as commonly used in industry. Initial air-coupled through-
transmission peak amplitude C-scans were performed on Panel B to directly estimate the 
2-D shape and size of impact damage. Figure 44 shows the results from these scans, which 
revealed an approximately circular geometry of the impact damage with increasing radial 
size with each successive impact. The surrounding areas throughout the panel have non-
uniform amplitudes which are visualized by the air C-scans. This is most likely attributed 
to the woven fibers of Panel B. Similar results are seen in Figure 45 after performing 
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immersion double through-transmission peak amplitude C-scans. For comparison, the 
immersion peak amplitude C-scans shown in Figure 46 from Panel C, which is made up 
of unidirectional fiber layers with alternating orientations to achieve an orthotropic layup, 
are much more consistent between each spatial point producing a higher quality image. 
The difference in the woven layers of Panel B and non-woven unidirectional layers of 
Panel C could be the cause of poor C-scan quality. Additionally, layer bonding could be 
affected by the type of fiber weave used causing additional scattering. 
The differences between the panel made of woven fiber layers and unidirectional fiber 
layers is made even more clear when examining the pulse-echo data. Figure 45 and Figure 
46 show a combination of A-scans, B-scans and C-scans for Panel B and Panel C, 
respectively. The measured pulse-echo data acquired perpendicular to the surface of Panel 
B and Panel C reveal the material layer bonding quality and the 3-D profile of the damage 
itself. The saturated signals acquired for Panel B were due to the highly attenuative 
material where equipment gain levels were set to resolve the back surface reflected waves 
within the A-scans.  When making a direct comparison between scans of these two panels, 
the results from Panel B are of poor quality causing details such as the exact depth and 
shape of impact damage to be difficult to interpret. On the other hand, the data from Panel 
C is so well defined that individual panel layers can be resolved from the A-scans and B-
scans as well as the more uniform peak amplitudes throughout the undamaged portions of 
the C-scan images.  
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6 SPARSE ARRAY IMAGING WITH ESTIMATED SCATTERING 
Sparse array imaging is a valuable tool for assessing the existence and location of damage 
using attached sensors distributed on a structure. By applying baseline subtraction using 
data acquired before and after the introduction of damage, the scattered waves generated 
by Lamb waves interacting with the damage manifest themselves as echoes in the residual 
signals. Using known geometrical information about the sparse array configuration, 
arrival times of such echoes can be estimated for all assumed damage locations and, by 
applying imaging methods, images can be generated to help localize and characterize the 
damage. Some imaging methods use knowledge of expected scattering from damage for 
image improvement and considered here is the minimum variance imaging algorithm [83], 
[101]. Expected scattering can be directly incorporated into the imaging method using the 
2-dimensional scattering matrices shown in sections 4.2.3.3 and 4.3.3.3.  
6.1 Sparse Array Measurements 
Sparse array measurements were performed on Panel B and Panel C by exciting each of 
the eight transducers individually and measuring waveform responses on all the other 
transducers. Considering reciprocity between source and receiver, this procedure results 
in 28 unique signal pairs for both panels. Data were taken using a NI PXIe-1082 chassis 
running custom LabVIEW software with a 14-bit arbitrary waveform generator (PXI-
5412), a dual 8×1 multiplexer (PXI-2593), and a 14-bit digitizer (PXI-5122). A linear sine 
wave chirp from 40 to 150 kHz over 200 µs was produced by the waveform generator at 
10 Vpp while the multiplexer configured the correct source and receiver based upon a 
predefined signal pair list.  Each received signal was next amplified 41 dB and 25 dB for 
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Panel B and Panel C, respectively, by a Panametrics 5072PR pulser-receiver and digitized 
at a sampling rate of 20 MHz. Before any additional processing, signals were deconvolved 
to yield the equivalent response to a 3-cycle, 80 kHz tone burst [86]. 
In addition to acquiring sparse array data from Panel B and Panel C, data were 
acquired from another panel produced by Tencate and nominally identical to Panel C. This 
panel, which is referred to as Panel D, was instrumented with 6 transducers resulting in 
only 15 unique signal pairs. While the signal capturing process was the same between 
Panel D and the other panels, the parameters for the linear sine wave chirp were from 50 
to 500 µs over the same time 200 µs window. The final received signals were amplified 
28 dB and deconvolved to obtain the same 3-cycle, 80 kHz equivalent response used for 
Panel B and Panel C. Data were acquired before and after applying all three described 
artificial damage types and impact damage for Panel B and Panel C. Panel D was only 
evaluated using the aluminum disc artificial damage and two separate locations of impact 
damage. The aluminum disc and the method used to create impact damage were the same 
for all panels. The locations of damage were varied to evaluate the robustness of 
localization anywhere within the sparse array. To adhere the aluminum disc and copper 
pipe artificial damage, a strong shear wave couplant grease was used to effectively attach 
the damage without needing more permanent adhesion methods. Figure 49 shows all three 










Figure 49 – Layout of (a) Panel B, (b) Panel C, and (c) Panel D with attached transducers 
(black dots) and damage locations (red “x”). 
 
Table 11. Summary of sparse array datasets and damage locations 
Datasets Flaw Damage Location 
BA1 – BA3 Magnets B1 – B3 
BA4 – BA6 Al Disc B1 – B3 
BA7 – BA9 Cu Pipe B1 – B3 
CA1 – CA3 Magnets C1 – C3 
CA4 – CA6 Al Disc C1 – C3 
CA7 – CA9 Cu Pipe C1 – C3 
DA1 – DA3 Al Disc D1 – D3 
BI1 – BI4 Impact 1 – 4 B1 
CI1 Impact 1 C1 
DI1 –DI4 Impact 1 – 4 D1 
DI5 –DI8 Impact 1 – 4 D4 
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6.2 Imaging Methods 
Various methods have been developed to use sparse array data for guided wave imaging, 
but the most notable and well-known method was introduced by Wang et al. [82] in 2004. 
This technique, which performs synthetic time-reversal of the signals, is commonly 
referred to as delay-and-sum (DAS). While multiple variations of DAS exist [102], 
minimum variance (MV) imaging is applicable here because it utilizes a priori knowledge 
of damage scattering to improve damage detectability and image noise reduction. The MV 
algorithm was first applied to sparse array imaging by Hall and Michaels [83] where they 
detailed the approach and compared the performance of MV imaging to DAS.  
6.2.1 Sparse Array Algorithms 
Both DAS and MV imaging provide a value for each pixel in the image based on a 
weighted summation of the received signals at calculated points in time. The received 
signals are typically envelopes of the scattered residuals signals, which contain energy 







  , (43) 
for isotropic media. The transducer pair i and pixel coordinate (x,y), identified by 
subscripts xy, determine the total propagation distance from transmitter to pixel location 
to receiver, dixy. The group velocity, cg, corresponds to the center frequency of the wave 












 , (44) 
where ( )ir t  is the residual signal for the ith transducer pair and w ixy  is a weighting 
coefficient that could be specific to the transducer pair and pixel location. For simplicity, 
the pixel value can be rewritten in vector notation as, 
 
xy xy xy xyP
 w R w , (45) 
where 
xy xy xy
R r r  and xyw  is a vector containing all weighting coefficients, w ixy , for that 
pixel location. The measurement vector is, 
 1 1( ) ( ) 

   rxy xy N Nxyr r . (46) 
For DAS imaging, all weights are typically set to unity.  
For MV imaging, the weights are determined differently. Let 
xye  be a unit vector 
whose elements are proportional to the expected amplitudes for each receiver if damage 













xy xy Nxyd d d
. (47) 
In this equation, 
ixyd
  is the product of the distances from transmitter to pixel location and 
pixel location to receiver and 
ixy  is a scattering coefficient for a defect at xy for the ith 
transducer pair. The denominator accounts for cylindrical spreading loss whereas the 
numerator accounts for non-uniform scattering. The weight vector is calculated such that 
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the pixel value is minimized subject to a constraint that preserves the pixel value at 
damage locations,  
 MV arg min         such that 1xy xy xy
  
w
w w R w w e . (48) 















6.2.2 Minimum Variance for Anisotropic Media 
Previous work has been reported for the application of MV imaging to artificial damage 
in a quasi-isotropic composite plate [84]. Simple characterization of scattering from a 
through-hole was used to evaluate performance and the results showed marked 
improvement compared to the DAS elliptical imaging method [82]. While the imaging 
improvement was notable, a single direction-independent group velocity estimated 
directly from the sparse array data was applied for all propagation directions. This 
velocity, 
gc  in Equation (43), is used to calculate time shifts for back-propagating all 
transducers pair signals and aligning scattered echo arrivals. However, composites have 
direction-dependent group velocities, even those with quasi-isotropic fiber layups. 
Variations in group velocity can impact accurately determining echo arrival times, 
especially when the velocity variations or propagation distances are significant. To 
account for these variations, the anisotropic group velocity profiles estimated in  
Sections 3.4 and 3.5 are incorporated into the minimum variance algorithm by replacing 
Equation (43) with,  
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  , (50) 
where the group velocity  gc   is now angularly-dependent on the incident and scattered 
wave propagation angles, inc  and scat , respectively. The propagation distances itxyd  and 
irxyd  refer to the distances from transmitter to scatterer edge and scatterer edge to receiver 
at location ( , )x y , respectively, for the corresponding propagation angles.  
In addition to including anisotropic group velocity into the imaging algorithm, it is 
believed that the non-point-like scattering effect described in Section 4.1.3 could be used 
to better estimate arrival times of defect-scattered echoes. This is illustrated best by Figure 
50 where three circular residual wavefields show scattering from an aluminum disc with 
a 10 mm radius in Panel B; waves are incident at 0° from transducer T6. They are overlaid 
with scattered wave time arrivals estimated using Equation (28), which incorporates the 
radial size of the damage via ray tracing. Three separate radial sizes, 5 mm, 10 mm, and 
20 mm, were used to estimate the arrival times and are shown as solid green lines with the 
expected wave packet width bracketed by red dashed lines. Figure 50(a) and 50(c) clearly 
indicate poor estimation of the wave packet arrival for non-forward scattered waves where 
Figure 50(b) shows how using the known radius of the damage improves the direct 
estimation of scattered wave arrivals for all angular directions. This same principal is 
implemented into the imaging algorithm to adjust propagation distances based on an 
assumed defect geometry; i.e., circular. The radii for all damage types are chosen based 
on their actual outer diameter for artificial damage or measured approximate diameter for 








Figure 50 – Circular residual wavefields from Panel B showing scattered wave packet 
from a 10 mm radius aluminum disc. Estimated time arrivals of scattered wave packet 
using an assumed damage radius of (a) 5 mm, (b) 10 mm, and (c) 20 mm are shown as 
solid green lines with the packet width of 37.5 µs outlined by red dashed lines.  
6.3 Imaging Results 
Five separate cases as described in Table 12 were used to produce images for Panel B, 
Panel C, and Panel D; three separate damage locations were considered for each panel. 
The images are shown in Figure 51-Figure 61. They were all produced using minimum 
variance imaging and are displayed on a 20-dB log scale normalized to the maximum 
amplitude of each image. Each separate case can be evaluated and compared visually from 
the images produced.  
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Table 12. Cases used to produce sparse array images for each panel and damage type 





1 Uniform - - 
2 Estimated Matrix - - 
3 Estimated Matrix ✓ - 
4 Estimated Matrix - ✓ 
5 Estimated Matrix ✓ ✓ 
Figure 51-Figure 54 show the results of imaging each damage type for each of the five 
cases. For the artificial damage, images are shown for three damage locations whereas for 
impact damage, they are shown for three impact levels. For all images, the estimated 
damage location (i.e., the location of the peak amplitude pixel) is indicated by a white star 
within the image while the known location of damage is indicated by a white triangle. 
Three criteria are used to assess imaging improvement: peak amplitude of the image, the 
accuracy of the peak amplitude location relative to the known damage location, and 
overall image noise reduction. The peak amplitude of each image, in addition to noise 
reduction, is used as a relative measure of certainty for damage detection. With a larger 
peak amplitude, a higher level of certainty can be attributed to the expected presence of 
damage. Additionally, the localization of damage is evaluated by comparing the peak 
amplitude location with the known coordinates of the damage. The overall image quality 
must also be considered as it can be more difficult to assign confidence to the peak 
amplitude and localization performance evaluation criteria with noisier images.  
Several observations can be made from images produced with Panel B data for 
artificial damage (Figure 51-Figure 53). The overall noise is significantly reduced when 
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using the estimated scattering matrix. Application of the radial geometry compensation 
showed additional improvement as well, although it was slight for each artificial damage 
type. Another noticeable improvement that the peak amplitude levels increased by 5-15 
dB after applying the estimated scattering matrix.  With the significant noise reduction 
and increase of peak amplitude levels, a higher level of confidence can be obtained when 
using scattering estimates for the damage being evaluated. The localization performance 
is good for all five imaging cases although using the estimated scattering matrix offers a 
small but noted improvement. Anisotropy correction seemed unnecessary in most cases 
where almost no visible performance changes were observed.  
For the images obtained with Panel B data for impact damage (Figure 54), using a 
uniform scattering assumption was completely ineffective with no clear detection of 
damage within the panel. After applying the estimated scattering matrix and additional 
compensation methods, the existence of damage becomes increasingly more visible as the 
size of the impact damage increases; however, the images themselves still contain 
considerable noise, which affects the overall visibility and quantification of the damage 
location. The overall peak amplitudes increase approximately 1-2 dB, but the locations of 
the peaks are not near the known damage location but instead are at a transducer location. 
These mis-located peaks indicate imperfect baseline subtraction of the direct arrivals that 
cause high amplitude artifacts near the transducer locations.  
Similar results to Panel B in Figure 55-Figure 57 for artificial damage were observed 
from Panel C data when including the estimated scattering and additional compensation 
methods. The use of estimated scattering matrices had the most significant improvement 
while the radial geometry only made slight improvements in overall noise and anisotropic 
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compensation showed no measurable performance changes. The biggest improvement 
was seen in Figure 58 when applied to impact damage. The uniform scattering assumption 
was unable to locate or detect the existing of impact damage; however, application of the 
estimated scattering matrix accurately detected the existence of damage and reduced 
overall noise within the image. Panel D results (Figure 59-Figure 61) showed even better 
improvement in imaging performance when going from uniform to estimated scattering.  
For both artificial and impact damage, damage detection did not perform well under the 
uniform scattering assumption with only one instance where the peak amplitude location 
matched the known damage location at D3 for the aluminum disc damage type. However, 
applying the estimated scattering matrix made very significant improvements in noise 



















































































































































   
Figure 51 – Minimum Variance imaging of Panel B with magnet stacks as artificial 
damage.  
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Figure 52 – Minimum Variance imaging of Panel B with aluminum disc as artificial 
damage.  
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Figure 53 – Minimum Variance imaging of Panel B with copper pipe as artificial damage.  
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Figure 54 – Minimum Variance imaging of Panel B with all levels of impact damage.  
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Figure 55 – Minimum Variance imaging of Panel C with magnet stacks as artificial 
damage.  
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Figure 56 – Minimum Variance imaging of Panel C with aluminum disc as artificial 
damage.  
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Figure 57 – Minimum Variance imaging of Panel C with copper pipe as artificial damage.  
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Figure 58 – Minimum Variance imaging of Panel C of impact damage.  
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Figure 59 – Minimum Variance imaging of Panel D with aluminum disc as artificial 
damage.  
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Figure 60 – Minimum Variance imaging of Panel D with all levels of impact damage for 
location DI1.  
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The influence of the damage radius estimate on MV imaging is examined by varying 
the assumed radius to see how imaging performance is affected. Figure 62 shows three 
sparse array images of the aluminum disc produced with the MV algorithm using three 
different damage radius assumptions of 5 mm, 10 mm, and 20 mm. No anisotropy 
corrections were made. Figure 62(a) and 62(c) are MV images made with the assumed 
radius below and above the known damage radius whereas Figure 62(b) is produced using 
the correct radius of 10 mm. Two improvements can be seen when incorporating an 
accurate radius of the damage size. One, the noise in the image is reduced for the correct 
10 mm radius estimate while the 5 mm and 20 mm estimates have increased noise and 
slightly worse localization of the damage’s center. Two, the peak amplitude level is 
improved when using the correct radial estimate.  
Marked improvement of the peak amplitude levels are further illustrated in Figure 63 
where an estimate of the damage radius was varied from 0 to 20 mm and the peak 
amplitude levels within the MV images were recorded. A maximum can be seen at the 10 
mm radius estimate, which corresponds exactly with the known damage radial size. There 
is almost a 4 dB increase between the image produced without incorporating an estimate 
of the damage radius (i.e., point scatterer assumption) and the image produced with a 10 
mm estimate of the damage radius. 
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Figure 62 – Minimum Variance imaging of Panel B with aluminum disc as artificial 
damage at location B2 with a damage radius assumption of (a) 5 mm, (b) 10 mm and (c) 
20 mm. 
 
Figure 63 – Peak amplitude levels of Minimum Variance images produced from Panel B 









Sparse array imaging is performed on three separate panels with two different fiber layups 
using both artificial and real impact damage. The MV method is used because of its ability 
to incorporate a priori information from these specific damage types. This information is 
provided through a scattering matrix specific to the damage and is compared against a 
uniform scattering assumption. Additionally, enhancements are made to the MV 
algorithm to include angular-dependent group velocities and a ray tracing model that 
accounts for the size of expected damage. All these cases are evaluated by visually 
comparing images based on overall image noise reduction, damage detection, damage 
localization, and peak amplitudes within the image, all of which provide a level of 
confidence for detecting and localizing damage. 
Images produced using the uniform scattering matrix showed reasonable detection of 
the artificial damage for all three examined panels. Localization of damage also performed 
well as the estimated damage locations are in good agreement with their known locations. 
However, noise is prevalent for these images, which can introduce uncertainty in 
localizing the damage when there is no prior knowledge of the damage location. A 
comparison between the images produced with the uniform scattering matrix and those 
produced with the damage specific estimated scattering matrix showed both a meaningful 
increase in the peak amplitude levels as well as a significant reduction to image noise. 
Both were achieved all while maintaining the same if not better detection and localization 
performance.  
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In the case of impact damage, MV imaging for both the orthotropic and quasi-isotropic 
panels was unable to detect damage assuming no prior knowledge of expected scattering. 
After including the estimated scattering information specific to each damage case, 
imaging performance improved by reducing overall image noise and providing a 
reasonable damage location estimate. However, imaging of damage located in the center 
of the array for both the quasi-isotropic and orthotropic layups saw the smallest 
improvements. While several factors were present such as imperfect baseline subtraction 
and relatively low scattering amplitudes, one of the largest contributing factors to the poor 
performance of imaging impact damage is the non-ideal symmetrical transducer array 
used. Since the impact damage only exhibited forward scattering, only the transducer pairs 
that detect forward incident wave scattering are useful. This decrease in effective 
transducer pairs reduces the efficacy of the imaging and demonstrates that array geometry 
is an important factor to consider for improving imaging performance.  
Additional results were produced using direction-dependent group velocities. Minimal 
to no improvement was observed when incorporating the panel-specific direction-
dependent group velocities. While this is contrary to what was expected, it is believed that 
the small variation in group velocity had little effect on wave arrival times due to the 
smaller propagation distances examined. It is still believed that MV imaging over much 
larger distances or imaging of composite materials that have stronger anisotropic wave 
propagation effects can be significantly improved with accurate group velocity 
characterization.  
In most cases, the radial geometric scattering model showed slightly better localization 
of artificial damage except for the aluminum disc images from Panel C. This performance 
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is further validated from the results in Figure 62 and Figure 63 where using an accurate 
estimated radius in the MV imaging method reduced noise and increased the peak 
amplitude levels at the estimated damage location. The peak amplitude levels are directly 
correlated to how closely the damage radius estimate is to the actual damage. When 
applied to impact damage, the results were slightly worse from those produced using 
estimated scattering only. This most likely indicates that the geometric scattering model 
used did not accurately represent the scattering observed from the impact damage.  
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7 CONCLUSION AND RECOMMENDATIONS 
7.1 Conclusions 
This thesis describes experimental procedures and signal processing methodologies to 
acquire and analyze ultrasonic wavefield data to ultimately determine 2-D scattering from 
damage for anisotropic media. This type of damage characterization is useful for imaging 
techniques that can incorporate a priori scattering assumptions.  
Initial characterization of anisotropic wave propagation was performed. It was 
demonstrated that directional-dependent guided wave propagation for anisotropic 
composite panels consisting of a quasi-isotropic and orthotropic fiber layup affect both 
wave velocities and attenuation caused by additional material dampening. Overall, the 
wave propagation from panels examined had relatively low anisotropy characteristics but 
the results gave insight into how wave energy can concentrate along axial fiber directions, 
affecting wave propagation velocities and wave attenuation.   
A methodology for extracting scattered waves from full wavefield data in the presence 
of interfering waves and signal noise was presented. Through a combination of baseline 
subtraction, spatial windowing, and frequency-wavenumber filtering, scattered waves 
from both artificial and impact damage were shown to be adequately isolated for 
estimating scattering patterns. It was shown that the point-like scattering approximation 
commonly used for artificial damage of a non-zero radius was poor and that scattering 
could be visually seen reflecting from both the edges of disc-like damage. A simple ray 
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tracing method was developed to incorporate the actual geometry and was shown to 
improve estimating the times of scattered wave arrivals.  
The 2-D scattering from the artificial and impact damage cases examined were shown 
to vary overall in shape and size but were predominately affected by the incident angle of 
the propagating wave with respect to the composite panel fiber layup.  Regarding artificial 
damage, the quasi-isotropic panel had minimal variations with respect to incident angle 
where large amplitude forward scattering and reduced amplitude backward scattering was 
observed. In contrast, the orthotropic panel showed clear evidence that scattering was 
strongly dominated by the primary fiber directions of 0° and 90°, which resulted in larger 
variations in scattering patterns for different angles of incidence. Impact damage, 
however, showed almost no details in the scattering patterns and was exclusively forward 
scattering in-line with the incident wave direction.  Additionally, a method for generating 
2-D scattering matrices from sparse incident angle, high-resolution scattering data was 
developed. This method leverages signal reciprocity to improve matrix density before 
Fourier fitting data to fill all matrix rows and columns.  
Ultrasonic characterization of impact damage for both quasi-isotropic and orthotropic 
panel layups was performed using several industry standard techniques including through-
transmission and pulse-echo C-scans. The results revealed impact damage sizing and layer 
depth of the delamination, which can be correlated with impact energy for the composite 
panels examined. The impact damage examined seemed atypical for layer disbonding and 
was more indicative of fiber breakage and epoxy cracking. This ultimately could have 
influenced the scattering results observed and could explain why little or no measurable 
back scattering occurred from any impact damage case examined. A comparison was 
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made between the quasi-isotropic panel and the aerospace quality orthotropic panel where 
a clear difference in panel quality was observed. 
The estimated 2-D scattering matrices were incorporated into the MV imaging 
algorithm and applied to sparse array data acquired from both the quasi-isotropic and the 
orthotropic panel. An additional orthotropic panel containing impact damage from a 
previous study was used to further verify the improvements made to damage localization 
and noise reduction by incorporating damage-specific scattering data. The results overall 
showed marked improvement over using a uniform scattering assumption. Anisotropic 
wave velocity and the ray tracing model developed for better estimating scattered wave 
arrival times were implemented into the MV imaging method where only small 
improvements to noise reduction and/or localization were evident. This is most likely due 
to the minimal anisotropic wave propagation effects in the panels coupled with the small 
propagation distances considered.  
7.2 Recommendations for Future Work 
The work outlined here has demonstrated the ability to systematically and robustly 
estimate scattering. The estimated scattering can be directly applied to in situ sparse array 
imaging methods that can incorporate a priori information. Additionally, further 
evaluations were performed to characterize specific wave propagation properties of an 
anisotropic material, which can be used to more accurately estimate scattering patterns. 
Although feasibility of estimating scattering in composites was demonstrated, it cannot 
yet be directly applied for practical SHM in-field usage without additional work. 
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First, wave propagation characterization of anisotropic composites has been a main 
focal point of this work and key to improving scattering estimation of real impact damage. 
The proposed methodology for estimating these properties should be applied to a larger 
variety of composites with more pronounced anisotropy for investigating the various 
layups affect overall scattering from damage.  
Second, more experimental data should be gathered to better characterize impact 
damage scattering. As evident by the UT inspection performed in this thesis, the generated 
impact damage was not typical, and the quasi-isotropic panel was of poor quality. 
Alternative methods to producing between-layer delaminations or disbonds should be 
considered so that the impact damage examined more accurately represents damage that 
is seen in the field.  
Third, the amplitude attenuation characterized here is not incorporated into estimating 
scattering or used to improve MV imaging performance. Currently, the estimated 
scattering presented contains the amplitude attenuation associated with the direction of 
scattering. To incorporate amplitude attenuation into MV imaging, amplitude attenuation 
must be removed from the estimated scattering patterns and added to the propagation 
model used for imaging. 
Fourth, array geometry is suspected to have been a factor in imaging performance, 
especially with a uniformly distributed array with damage in the center. Studies regarding 
array geometry, size and number of elements have been investigated in isotropic 
aluminum plates [103] but further studies should be performed for composite materials to 
determine optimum array configurations for detecting and locating impact damage.  
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Finally, a more advanced ray tracing model for determining scattering direction could 
be developed to improve estimated scattered arrivals which can be applied to non-circular 
defect/damage types (i.e., elliptical and irregular edge geometries), which would 
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