In the context of blind source separation, the method of scoring based on the inverse of the Fisher information matrix becomes the serial updating learning rule with equivariant property. This learning rule can be simpli ed to a low complexity algorithm by using the asymptotic form of the Fisher information matrix around the equilibrium. The simpli ed learning rule is still general enough to include some existing equivariant blind separation algorithms as its special cases.
I. Introduction
The relative gradient was introduced in 1] to design serial updating algorithms with equivariant property for blind separation problems. The idea is to calculate di erentials by using a relative increment instead of an absolute increment in the parameter space. This idea has been extended to compute the relative Hessian in 2]. Also motivated by designing blind separation algorithms with equivariant property, the natural gradient de ned by e rf = @f @W W T W (3) was introduced in 3] which yields the same learning rule as (2) . The geometrical interpretation of the natural gradient is given by (Amari, 1996) 4]. More detail discussions about the natural gradient can be found in 5] and 6].
Learning rules based on the natural gradient belong to the framework of the natural gradient learning proposed by Amari 6] . In this framework, the ordinary gradient descent learning algorithm in the Euclidean space is not optimal in minimizing a function de ned on a Riemannian space. The ordinary gradient should be replaced by the natural gradient which is de ned by operating the inverse of the metric tensor in the Riemannian space on the ordinary gradient.
Let w denote a parameter vector. If C(w) is a loss function de ned on a Riemannian space fwg with a metric tensor G, it is proved in 6] that the negative natural gradient of C(w), namely ?G ?1 @C @w is the steepest descent direction to decrease this function in the Riemannian space. Therefore, the steepest descent algorithm in this Riemannian space has the following form: dw dt = ? G ?1 @C @w : (4) If the Fisher information matrix is used as the metric tensor for the Riemannian space and C(w) is the negative log-likelihood function, the algorithm (4) x(t) = As(t); 0 t t 1 where A 2 < n n is non-singular, x(t) = (x 1 (t); ; x n (t)) T and s(t) = (s 1 (t); ; s n (t)) T .
Assume that n unknown source signals s i (t); i = 1; ; n, are mutually independent at any xed time t. 
where (y) = ( 1 (y 1 ); ; n (y n )) T , i (y i ) = ? In practice, we take a time interval and apply a discrete form of the above algorithm:
The maximum likelihood algorithm based on the natural gradient of matrix functions is dW dt = e rL = (I ? (y)y T )W :
A discrete form of this algorithm is
The same algorithm is obtained from dW dt = b rLW by using the relative gradient. An appealing reason for using this algorithm is to avoid the matrix inverse W ?1 . Another good reason for using it is due to the fact that the matrix W driven by (10) never becomes singular if the initial matrix W is not singular. This is proved in 5] for the system (10). In fact, this property holds for any learning rule of the following type: dW dt = H(y)W:
denote the inner product of U and V 2 < n n . When W(t) is driven by the equation (11) 
which is non-singular whenever the initial matrix W(0) is non-singular.
B. Fisher information matrix and its inverse
We shall use the expression (9) to calculate the Fisher information matrix. The matrix function F (y) in this expression is also called an estimating function. At the equilibrium of the system (10), it satis es the zero condition E F(y)] = 0, i.e., 
We shall prove that the above learning rule has the equivariant property. We need to write the equation (21) 
where H = ( i j ) n n ? diag( 1 1 ; ; n n ) + diag( 1 ; ; n ):
The proof of Theorem 2 is given in Appendix 1.
Let H = (h ij ) n n . Since all i ; i , and i are positive, and so are all h ij . We de ne
Then from (24), we have
The results in Theorem 2 enables us to simplify the algorithm (23) to obtain a low complexity learning rule. Since D ?1 is a diagonal matrix, for any n n matrix A we have
where denotes the componentwise multiplication of two matrices of the same dimension.
Applying (25) s(t) = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 4 sign(cos(2 155t)) sin(2 800t) sin(2 300t + 6 cos(2 60t))
sin (2 90t) n(t) distributed in ?1; +1] such that A is non-singular. We shall apply the algorithm (A) to the observations shown in Fig.1 which are the ve components of the mixture x(t) = As(t). Four of the ve components are shifted in order to display them in the gure. In the context of blind separation, when the Fisher information matrix is used as the Riemannian metric tensor for the parameter space, maximizing the likelihood function in this Riemannian space based on the steepest descent method is the method of scoring. This method yields a serial updating rule with equivariant property. This rule is simpli ed to a low complexity algorithm by using the asymptotic form of the Fisher information matrix around the equilibrium. The simpli ed learning rule is still general enough to include some existing equivariant blind separation algorithms as its special cases. It is suggested by the simulation results that the simpli ed learning rule decreases the performance index exponentially. The condition (C) can be further decomposed into the following conditions: (C1) four indices fi; j; k; lg taking two di erent values and three out of four indices are equal; (C2) four indices fi; j; k; lg also taking two di erent values but two out of four indices taking one value and other two indices taking a di erent value.
