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ON ERDO˝S’ EXTREMAL PROBLEM
ON MATCHINGS IN HYPERGRAPHS
TOMASZ  LUCZAK AND KATARZYNA MIECZKOWSKA
Abstract. In 1965 Erdo˝s conjectured that the number of edges in
k-uniform hypergraphs on n vertices in which the largest matching
has s edges is maximized for hypergraphs of one of two special
types. We settled this conjecture in the affirmative for k = 3 and
n is large enough.
1. Introduction
A k-uniform hypergraph or, briefly, a k-graph G = (V,E) is a set of
vertices V ⊆ N together with a family E of k-element subsets of V ,
which are called edges. We denote by v(G) = |V | and e(G) = |E| the
number of vertices and edges of G = (V,E), respectively. A family
of disjoint edges of G is a matching, and by µ(G) we mean the size
of the largest matching in G. In this paper we deal with the problem
of maximizing e(G) given v(G) and µ(G). More formally, let Hk(n, s)
denote the set of all k-graphs G = (V,E) such that |V | = n and
µ(G) = s; moreover let
µk(n, s) = max{e(G) : G ∈ Hk(n, s)}, (1)
and
Mk(n, s) = {G ∈ Hk(n, s) : e(G) = µk(n, s)} . (2)
Let us describe two kinds of k-graphs from Hk(n, s) which are natural
candidates for members of Mk(n, s). By Covk(n, s) we denote the
family of k-graphs G1 = (V1, E1) such that |V1| = n and for some
subset S ⊆ V1, |S| = s, we have
E1 = {e ⊆ V1 : e ∩ S 6= ∅ and |e| = k} .
Clearly, if s ≤ n/k, then Covk(n, s) ⊆ Hk(n, s). Furthermore, we define
Clk(n, s) as the family of all k-graphs G2 = (V2, E2) which consists of
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a complete subgraph on ks + k − 1 and some isolated vertices, i.e. if
for some subset T ⊆ V2, |T | = ks+ k − 1, we have
E2 = {e ⊆ T : |e| = k} .
Again, we have Clk(n, s) ⊆ Hk(n, s). In 1965 Erdo˝s [4] conjectured
that, indeed, the function µk(n, s) is fully determined by k-graphs of
these two types, namely that for every k, n and s, where ks ≤ n−k+1,
the following holds
µk(n, s) = max
{(
n
k
)
−
(
n− s
k
)
,
(
sk + k − 1
k
)}
. (3)
Although the conjecture remains widely open a few results have been
proved in this direction (cf. Frankl [7]). Most of them are dealing with
the case when n is large compared to s, proving that
Mk(n, s) = Covk(n, s) for n ≥ g(k)s, (4)
where g(k) is some function of k. The best published bound for g(k) for
general k is due to Bolloba´s, Daykin and Erdo˝s [3] who showed that (4)
holds whenever g(k) ≥ 2k3; recently, Huang, Loh, and Sudakov [9]
announced that (4) remains true for g(k) ≥ 3k2. As for the special case
of k = 3 the current record belongs to Frankl, Ro¨dl and Rucin´ski [8]
who verifed (4) for k = 3 and n ≥ 4s.
The main result of this paper states that for k = 3 and n large enough
(3) holds for every s and, moreover, the only extremal 3-graphs belong
to either Covk(n, s) or Clk(n, s).
Theorem 1. There exists n0 such that for n ≥ n0 large enough and
each s, 1 ≤ s ≤ (n− 2)/3, we have
µ3(n, s) = max
{(n
3
)
−
(
n− s
3
)
,
(
3s+ 2
3
)}
. (5)
Furthermore, for such parameters n and s, we have
M3(n, s) ⊆ Cov3(n, s) ∪ Cl3(n, s) .
Let us remark that although we have made no effort to get effective
bounds for n0, it seems to be of rather moderate order and it is quite
conceivable that a meticulous analysis of cases (possibly, with some
help of computer) can give (5) for all values of n. Note however that
the second part of the statement does not hold when n = 6 and s = 1
(or, for general k-graphs, for n = 2k, k ≥ 3, and s = 1). Indeed, in
this case
|Mk(2k, 1)| = 2 12(
2k
k ),
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while
|Covk(2k, 1)| = |Clk(2k, 1)| = 2k .
The structure of the paper goes as follows. First we show that if
the structure of a large graph from M(n, s) is ‘close’ to a graph from
Covk(n, s), then it belongs to Covk(n, s), and the same remains true
for Clk(n, s). Thus, an ‘asymptotic version’ of Theorem 1 implies that
it holds in its exact form, provided n is large enough. Then, we recall
the definition and basic properties of the shift operation which is an-
other important ingredient of our argument. Finally, in the last part
of the paper, we concentrate on the case k = 3 and show that then the
required asymptotic result indeed holds for shifted 3-graphs.
2. Stability of Cov and Cl
The aim of this section is to show that if a k-graph G ∈ Mk(n, s)
is, in such a way, similar to graphs from Covk(n, s) [or Clk(n, s)], then
in fact it belongs to this family. In order to make it precise let us
introduce families of graphs Covk(n, s; ε) and Clk(n, s; ε). Let us recall
that if G = (V,E) belongs to Covk(n, s), then there exists a set S ⊆ V ,
|S| = s, which covers all edges of G. We say that G ∈ Covk(n, s; ε) for
some ε > 0, if there exists a set S ⊆ V , |S| = s, which covers all but at
most ε|E| edges of G. Moreover, we define Clk(n, s; ε) as the set of all
k-graphs G which contain a complete subgraph on at least (1 − ε)ks
vertices. Then the main result of this section can be stated as follows.
Lemma 2. For every k ≥ 3 there exist ε > 0 and n0 such that for
every n ≥ n0, 1 ≤ s ≤ n/k, and G ∈Mk(n, s) the following holds:
(i) if G ∈ Covk(n, s; ε), then G ∈ Covk(n, s);
(ii) if G ∈ Clk(n, s; ε), then G ∈ Clk(n, s).
Before we prove the lemma let us comment briefly on the formula (3).
If by s0(n, k) we define the smallest s for which(
n
k
)
−
(
n− s
k
)
≤
(
ks+ k − 1
k
)
,
then it is easy to see that
lim
n→∞
s0(n, k)
n
= αk ,
where αk ∈ (0, 1) is the solution of the equation
1− (1− αk)k = kkαk .
4 TOMASZ  LUCZAK AND KATARZYNA MIECZKOWSKA
One can check that for all k ≥ 3 we have
1
k
− 1
2k2
< αk <
1
k
− 2
5k2
; (6)
in fact, (1− kαk)k → − ln(1− e−1) = 0.4586... as k →∞.
Proof of Lemma 2. In order to show (i) let us start with the following
observation.
Claim 1. If G ∈ Mk(n, s) contains a vertex v which is contained in
more than
(
n
k−1
)−(n−ks−1
k−1
)
edges of G = (V,E), then v belongs to
(
n−1
k−1
)
edges of G.
Proof. Take a vertex v of large degree, and let us suppose that e is
a k-subset of V such that v ∈ e and e /∈ E. Then, by the definition of
Mk(n, s), the graph G∪ e contains a matching M of size s+ 1, where,
clearly, e ∈ M . However, since the degree of v is large, there exists
a (k − 1)-element subset f ⊆ V \ ⋃M such that e′ = {v} ∪ f is an
edge of G. But then, M ′ = M \ {e} ∪ {e′} is a matching of size s + 1
in G. This contradiction shows that each k-element subset of V which
contains v is an edge of G. 
Now we prove (i). Let us assume thatG = (V,E) ∈Mk(n, s) belongs
to Covk(n, s; ε) and let S be the set which covers all but at most ε|E|
edges of G. Let T ⊆ S be the set of vertices which are not contained
in
(
n−1
k−1
)
edges of G and let t = |T |. We need to show that t = 0.
Observe first that, because of (6), we may and shall assume that s ≤
n(1/k− 2/(5k2)), since otherwise there exists a k-graph G′ ∈ Clk(n, s)
with more edges than G, contradicting the fact that G ∈ Mk(n, s).
Thus, by Claim 1, the number of edges in which each vertex v ∈ T is
contained in is at most(
n
k − 1
)
−
(
n− ks− 1
k − 1
)
≤
(
1−
( 2
5k
)k−1)( n
k − 1
)
.
Now let G¯ denote the k-graph obtained from G by deleting all vertices
from S \ T and all edges intersecting with them. It is easy to see that
G¯ ∈Mk(n−s+t, t). Now, if t ≥ n/(10k5) ≥ s/(10k4), for any k-graph
Gˆ ∈ Covk(n− s+ t, t) we have
e(Gˆ)− e(G¯) ≥ t
k
( 2
5k
)k−1( n
k − 1
)
− 2εs
(
n
k − 1
)
≥
(( 2
5k
)k−1
− 20k5ε
) t
k
(
n
k − 1
)
.
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Thus, if ε > 0 is small enough than Gˆ has more edges than G¯ con-
tradicting the fact that G¯ ∈ Mk(n − s + t, t). Thus, t ≤ n/(10k5) ≤
(n − s + t)/k3. But in such a case, Theorem 1 holds by the result of
Bolloba´s, Daykin, and Erdo˝s (see (4) above), so
G¯ ∈Mk(n− s+ t) = Covk(n− s+ t, t)
and, since by the definition no vertex of T has a full degree, t = 0.
Consequently, G ∈ Covk(n, s) and (i) follows.
Now let assume that G = (V,E) ∈ Mk(n, s) belongs to Clk(n, s; ε).
Let U be the set of vertices of the largest complete k-subgraph of G
such that |U | ≥ ks(1 − ε). Furthermore, let M be a matching in G
of size s which maximizes |⋃M ∪ U |, and M ′ = {e ∈ M : e 6⊆ U}.
Then, for n large enough, the following holds.
Claim 2.
(i) |⋃M ∪ U | = ks+ k − 1.
(ii) |M ′| ≤ 2εks.
(iii) each edge of G either is contained in U or intersects an edge
of M ′.
Proof. Observe that at most k−1 vertices of U can remain unsaturated
by M , thus |⋃M ∪ U | ≤ ks + k − 1. On the other hand, since U
induces the largest clique in G, there exists a k-element subset e /∈ E
such that |e∩U | = k−1. Then, since G ∈Mk(n, s), the graph G∪{e}
contains a matching M∗ ∪ {e} of size s + 1. Thus, M∗ is a matching
of size s, in which precisely k − 1 vertices from U are unsaturated, so
|⋃M ∪ U | ≥ |⋃M∗ ∪ U | ≥ ks + k − 1, and (i) follows. To prove
(ii) observe that |M ′| ≤ |V (M ′) \ U | = |U ∪ ⋃M | − |U | and use (i),
obtaining |M ′| ≤ εks+ k − 1 ≤ 2εks for n big enough. Finally, (iii) is
a direct consequence of the choice of M . 
Let G′ = (V,E ′) denote k-graph which consists of the clique with
vertex set
⋃
M ∪ U and isolated vertices. Clearly, the size of the
largest matching in G′ is s. We shall show that G′ has more edges than
G provided |M ′| > 0. Thus, we must have M ′ = ∅ and the assertion
follows.
In order to show that e(G′) > e(G) we need to introduce one more
hypergraph. Let H = (V \ U, F ) be the hypergraph with the edge set
F = {e ∩ (V \ U) : e ∈ E} .
Note that H is not a k-graph but each of its edges has size between 1
and k. We call an edge f ∈ F with ` elements thick if it is contained
in more than 3εk2
( |U |
k−`
)
edges of G, contained entirely in U ∪ f , and
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thin otherwise. Let us make an observation somewhat analogous to
Claim 1.
Claim 3. If an edge f ∈ F of `-elements is thick, then each k-element
subset of U ∪ f containing f is an edge of G.
Proof. Let us suppose that for thick f there exists an k-element set
e such that f ⊆ e ⊆ U ∪ f and e /∈ E. Then, since G ∈ Mk(n, s),
the graph G ∪ e contains a matching M ′′ of size s + 1, where e ∈ M ′′.
Furthermore, at most 2εk2s
( |U |
k−l−1
) ≤ 3εk2( |U |
k−l
)
of (k − `)-elements
subsets of U are covered by sets from M ′′ not contained in U ∪f . Since
f is thick, there exists a (k− `)-subset h of U which is covered only by
edges of M ′′ contained in U and such that f ∪ h ∈ E. But then, one
can modify M ′′ \ {e} ∪ {f ∪ h}, replacing edges of M ′′ which intersect
h by the same number of disjoint edges contained in U , in such a way
that the new set of edges is a matching of size s+ 1, contradicting the
fact that G ∈ Mk(n, s). Hence, all edges e for which f ⊆ e ⊆ U ∪ f
must already belong to G. 
Let us count edges in |E ′\E|. For every edge e ∈M ′ consider a vertex
v ∈ e \ U . Note that G′ contains all k-element sets e ⊆ {v} ∪ U , such
that v ∈ e. Furthermore, from Claim 3 and the fact that U is the
vertex set of the largest clique, we infer that at most 3εk2
( |U |
k−1
)
of these
sets belong to G. Thus,
|E ′ \ E| ≥ (1− 3εk2)|M ′|
( |U |
k − 1
)
. (7)
Now we estimate the number of edges in |E \E ′|. Let us first bound
the number γ of edges e ∈ E \ E ′ such that e ∩ (V \ U) 6= ∅ is thin.
Since, as we have already mentioned, each such edge must intersect one
of 2εsk edges of M ′, we have
γ ≤ |M ′|k
k−1∑
r=0
3εk2
(
n
r
)
≤ 3ε|M ′|k4
(
n
k − 1
)
. (8)
Finally, let us consider a hypergraph H ′ = (W ′, F ′) such that W ′ =
(V \ U) ∪⋃M ′, and
F ′ = M ′ ∪ {e ∩W ′ : e ∩ (V \ U) is thick} .
It is easy to see that if the largest matching in H ′ covers at least
k|M ′| + 1 vertices than we can enlarge it to a matching in G of size
s + 1 using Claims 2(i) and 3. Furthermore, if ε is small enough,
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|M ′| ≤ |W ′|/(2k3) so one can apply the result of Bolloba´s, Daykin,
Erdo˝s [3] (see 4) to infer that
|F ′| ≤ |M ′|
((
n
k − 1
)
−
( |U |
k − 1
))
+ k|M ′|
(
n
k − 2
)
≤ (1 + 3εk2)|M ′|
((
n
k − 1
)
−
( |U |
k − 1
))
.
(9)
Thus, from (7), (8), and (9), we get
e(G′)− e(G) ≥ (1− 3εk2)|M ′|
( |U |
k − 1
)
− 3ε|M ′|k4
(
n
k − 1
)
− (1 + 3εk2)|M ′|
((
n
k − 1
)
−
( |U |
k − 1
))
≥ |M ′|
(
2
( |U |
k − 1
)
−
(
n
k − 1
)
− 4εk4
(
n
k − 1
))
.
Due to (6) we may assume that |U |/n ≥ 1− 1/(2k) and so( |U |
k − 1
)
≥ 0.6
(
n
k − 1
)
.
Consequently, for |M ′| > 0 we have e(G′) > e(G) and the assertion
follows. 
3. Shifted graphs
Let G = (V,E), V ⊆ N be a k-graph. For vertices i < j, the graph
shij(G), called the (i, j)-shift of G, is obtained from G by replacing
each edge e ∈ E, such that j ∈ e, i /∈ e, and f = e − {j} ∪ {i} /∈ E,
by f . The basic fact we shall use about shij is that it acts nicely
on families Mk(n, s), Covk(n, s) and Clk(n, s). Let us start with the
following well known result (see Frankl [7]), the proof of which we give
here for the completness of the argument.
Lemma 3. For every i, j, i < j, if G ∈ Mk(n, s) then shij(G) ∈
Mk(n, s).
Proof. Let us first observe that the shift operation can only decrease
the size of the largest matching. Indeed, let us assume that M =
{e1, . . . , e`} is a matching in shij(G) but not in G, and let i ∈ e1. Then
either j /∈ ⋃r er and so M ′ = {e1 − {i} ∪ {j}, e2, . . . , e`} is a matching
in G, or j ∈ e2 and then M ′′ = {e1−{i}∪{j}, e2−{j}∪{i}, e3, . . . , e`}
is a matching in G. Hence µ(shij(G)) ≤ µ(G) but since G ∈Mk(n, s)
we have also µ(shij(G)) = µ(G). 
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The following simple observation will be useful in our further argu-
ment.
Fact 4. Let n ≥ 2k − 1. If we color all (k − 1)-element subsets of
{1, 2, . . . , n} with two colors, then either we find two disjoint sets col-
ored with different colors or all the sets are of the same color. 
In order to characterize the extremal graphs in Mk(n, s) we shall
use the following observation.
Lemma 5. Let n 6= 2k, G ∈Mk(n, s), and i < j.
(i) If shij(G) ∈ Covk(n, s), then G ∈ Covk(n, s).
(ii) If shij(G) ∈ Clk(n, s), then G ∈ Clk(n, s).
Proof. Let us remark first that if n ≤ sk + k − 1, then the only graph
in Mk(n, s) is the complete graph, and for s = 1 and n ≥ 2k + 1 we
haveMk(n, 1) = Covk(n, 1) by the extremal version of Erdo˝s-Ko-Rado
theorem (cf. [3]), so we may assume that s ≥ 2 and n ≥ 2k+ 1. Thus,
let G = (V,E) ∈ Mk(n, s), shij(G) ∈ Covk(n, s) and let S be the
set which covers all edges of shij(G). Clearly, i ∈ S. If j ∈ S then
G = shij(G) so let us assume that j /∈ S. Let us color all (k − 1)-
element subsets f of V \ {i, j} into two colors: red if {i} ∪ f ∈ E
and blue if {j} ∪ f ∈ E. Since S covers all k-element subsets of V in
shij(G), each such (k − 1)-element subsets is colored with exactly one
color. Furthermore, if for a pair of disjoint subsets f ′ and f ′′, f ′ is red
and f ′′ is blue, then the edges {i} ∪ f ′ and {j} ∪ f ′′ can be completed
to a matching of size s + 1, contradicting the fact that G ∈ Mk(n, s).
Thus, by Fact 4, all such sets are colored with one color and either S
or S − {i} ∪ {j} is covering all edges of G, i.e. G ∈ Covk(n, s).
The proof of (ii) is very similar. We take a clique T in shij(G),
|T | = ks + k − 1, and observe that the only interesting case is when
i ∈ T and j /∈ T . Then we color all (k−1)-subsets of T with two colors
and use Fact 4 to argue that either T or T − {i} ∪ {j} is the clique
in G. 
Now let us define Sh(G) as a graph which is obtained from G by
the series of shifts and which is invariant under all possible shifts. Al-
though we shall never use this fact it is worthy to remark that Sh(G)
is uniquely determined, i.e. if we apply to G all possible shifts then the
resulting graph does not depend on the order the operations (see [7]).
Let us state now an immediate consequence of Lemmata 3 and 5 we
use directly in our proof.
Lemma 6.
(i) If G ∈Mk(n, s) then Sh(G) ∈Mk(n, s).
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(ii) If n 6= 2k, G ∈ Mk(n, s), and Sh(G) ∈ Covk(n, s), then G ∈
Covk(n, s).
(iii) If n 6= 2k, G ∈ Mk(n, s), and Sh(G) ∈ Clk(n, s), then G ∈
Clk(n, s). 
4. Proof of Theorem 1
In this section we study the case when k = 3. The main result of
this part of the paper can be stated as follows.
Lemma 7. For every ε > 0 there exists n0 such that for every n ≥ n0,
1 ≤ s ≤ n/3, and G ∈M3(n, s) we have
Sh(G) ∈ Cov3(n, s; ε) ∪ Cl3(n, s; ε) .
We shall show Lemma 7 by a detailed analysis of the structure of
Sh(G) but before we do it let us observe that it implies Theorem 1.
Proof of Theorem 1. LetG ∈M3(n, s). Then, by Lemma 6(i), Sh(G) ∈
M3(n, s). Thus, from Lemmata 2 and 7, for n large enough we get
Sh(G) ∈ Cov3(n, s) ∪ Cl3(n, s) ,
and so, by Lemma 6(ii),(iii)
G ∈ Cov3(n, s) ∪ Cl3(n, s) . 
Let us remark that in order to show Theorem 1 it is enough to show
Lemma 7 for some given ε > 0.
Proof of Lemma 7. Let ε > 0 and G ∈ M3(n, s). By Lemma 6(i),
Sh(G) ∈ M3(n, s). To simplify the notation, by writing (i, j, k) we
always mean that an edge {i, j, k} is such that i < j < k. Let M =
{(il, jl, kl) : l = 1, . . . , s} be the largest matching in Sh(G), and let
partition its vertex set into three parts V (M) = I∪J ∪K such that for
every edge (i, j, k) ∈ M we have i ∈ I, j ∈ J , and k ∈ K. Moreover,
let vertices of K be labeled in such a way that kl < km for every l < m,
and denote L = {il, jl, kl ∈ V (M) : l ≤ (1 − ε)s}. We shall show that
for n large enough either I covers all but at most |E| edges of Sh(G)
or {e ∈ Sh(G) : e ⊂ L} is a clique.
In order to study the structure of Sh(G) we introduce an auxiliary
hypergraph H. Denote by V ′ the set of vertices which are not saturated
byM . Obviously, none of the edges of Sh(G) is contained in V ′. We use
degV ′(v) to denote the number of pairs u,w ∈ V ′ such that {v, u, w}
is an edge in Sh(G). Similarly, a number of vertices w ∈ V ′ such
that {v, u, w} ∈ Sh(G) is denoted degV ′(v, u). Finally, we use e(v)
to denote an unique edge of M containing vertex v. Let H = (W,F )
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be a hypergraph with vertices W = V (M) and the edge set F =
M ∪ F1 ∪ F2 ∪ F3, where
F1 = {v ∈ W : degV ′(v) ≥ 20n},
F2 = {{v, w} ∈ W (2) : e(v) 6= e(w) and degV ′(v, w) ≥ 20},
F3 = {{v, w, u} ∈ W (3) : e(v), e(w) and e(u) are pairwise different}.
Note that since Sh(G) is shifted, hypergraphs F1, F2, F3 are shifted as
well. We shall call an edge e of Sh(G) traceable if e ∩ V (M) ∈ F , and
untraceable otherwise. Observe also that the number of untraceable
edges of Sh(G) is bounded from above by 31n2, so we can afford to
ignore them.
We call a triple T of edges from M bad, if in
⋃
T there are three
disjoint edges of H whose union intersects I on at most 2 vertices, and
good otherwise. We show first that there are only few bad triples in M .
Claim 4. No three disjoint triples are bad.
Consequently, there exist at most six edges in the matching M so
that each bad triple contains one of these edges.
Proof. Let us suppose that there exist nine disjoint edges {(il, jl, kl) :
l = 1, . . . , 9} ⊂ M such that in {il, jl, kl : l = 1, . . . , 9} one can find
a set of nine disjoint edges H ′ ⊂ H, which do not cover vertices i3, i6
and i9. One can easily see that for any ordering of the sets {j3, j6, j9}
and {k3, k6, k9} there exists a permutation σ(3), σ(6), σ(9) such that
jσ(9) > jσ(6) and kσ(9) > kσ(3); to simplify the notation let us assume
that j9 > j6 > i6 and k9 > k3 > i3. Replace in H
′ an edge e which
contains j9 by e
′ = e \ {j9} ∪ {i6} and the edge f containing k9 by
f ′ = e \ {k9} ∪ {i3}; note that both e′ and f ′ belong to H since H =
Sh(H). Thus, we obtain the family of nine disjoint edges of H ′′ ⊆ H,
all of which are contained in eight edges of M . Furthermore, since
edges from F1 ∪F2 have large degrees, all edges from H ′′ which belong
to F1 ∪ F2 can be simultaneously extended to disjoint edges of Sh(G)
by adding to them vertices from V \ ⋃M . But this would lead to
a matching M ′ of size s + 1 in Sh(G) contradicting the assumption
Sh(G) ∈M3(n, s). 
Now we study properties of good triples. We start with the following
simple observation.
Claim 5. Let T be a good triple.
(i) (F1 ∩
⋃
T ) ⊂ I.
(ii) For any two edges of T there are at most 5 edges in F2 contained
in their vertex set.
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Moreover, the only possible configuration with exactly 5 edges
from F2 is when all these edges intersect I (see Fig. 1).
Fig. 1.
Proof. Let T = {(i1, j1, k1), (i2, j2, k2), (i3, j3, k3)} be a good triple.
(i) Let j1 < j2 < j3 and assume that (F1 ∩
⋃
T ) 6⊂ I. Then, since
hypergraph F1 is shifted, {j1} ∈ F1 and T is a bad triple because of
the edges {j1}, (i2, j2, k2), (i3, j3, k3), a contradiction.
(ii) Let assume by contradiction that 6 edges from F2 are contained
in {i1, j1, k1, i2, j2, k2}. Then {j1, j2} ∈ F2 and at least one of the edges
{i1, k2}, {i2, k1} is in F2. Let us assume that {i1, k2} ∈ F2. Then, T is
bad because of the edges {j1, j2}, {i1, k2}, (i3, j3, k3). 
For a triple T ∈ M (3) and for i = 1, 2, 3, let fi(T ) be the number
of edges of Fi contained in
⋃
T . Clearly, f1(T ) ≤ 9, f2(T ) ≤ 27 and
f3(T ) ≤ 27 for any triple T . However, if T is good, then, by Claim 5,
we immediately infer that f1(T ) ≤ 3 and f2(T ) ≤ 15. Our next result
shows how to bound f1(T ) and f2(T ) more precisely for good triples
for which f3(T ) is large.
Claim 6. Let T be a good triple.
(i) If f3(T ) ≥ 24, then f1(T ) = f2(T ) = 0.
(ii) If f3(T ) = 20, then f1(T ) ≤ 1 and f2(T ) ≤ 12.
(iii) If f3(T ) ≤ 19, then f1(T ) ≤ 3 and f2(T ) ≤ 15.
Moreover, the only triples for which f3(T ) = 19, f2(T ) = 15,
and f1(T ) = 3, are those in which each edge of H contained in⋃
T intersects I.
(iv) If f3(T ) = 21, then f1(T ) ≤ 1 and f2(T ) ≤ 10.
(v) If 22 ≤ f3(T ) ≤ 23, then f1(T ) = 0 and f2(T ) ≤ 7.
Proof. Let T = {(i1, j1, k1), (i2, j2, k2), (i3, j3, k3)} be a good triple.
(i) Observe that since f3(T ) ≥ 24, one of the following pairs of edges
must be in H.
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Fig. 2.
Let e, f ∈ F3 be disjoint edges such that e, f ⊂ {j1, j2, j3, k1, k2, k3},
and let us assume that i1 < i2 < i3. If f1(T ) 6= 0, then i1 ∈ F1 and so
T is bad because of {i1, e, f}. Similarly, if f2(T ) 6= 0, then {i1, i2} ∈ F2
and again T is bad, while we assumed that T is good.
(ii) Observe that if {j1, j2, j3} /∈ F3, then every edge contained in
{j1, j2, j3, k1, k2, k3} is not in F3. Since there are 8 such edges, we
have f3(T ) ≤ 19. Thus, if f3(T ) ≥ 20, then {j1, j2, j3} ∈ F3, and
because T is good, it is easy to see that f1(T ) ≤ 1. Now assume by
contradiction that f2(T ) ≥ 13. Then, there are two edges in T , let say
(i1, j1, k1), (i2, j2, k2), such that at least five edges of F2 are contained
in theirs set of vertices. By Claim 5, {i1, k2}, {k1, i2} ∈ F2 and thus, T
is bad because of the edges {i1, k2}, {k1, i2}, {j1, j2, j3}.
(iii) It is a direct consequence of Claim 5 and the fact that {j1, j2, j3} /∈
F3, since then f2(T ) ≤ 12 (see (ii) above).
(iv) Since f3(T ) = 21, we know that {j1, j2, j3} ∈ F3 and {k1, k2, k3} /∈
F3. Therefore, at least one pair of edges from Fig. 3. and Fig. 4. is
in F3.
Fig. 3.
Fig. 4.
Since such a pair saturates only one vertex from I, we have f1(T ) ≤ 1.
To estimate f2(T ) let assume that j2 is not saturated by this pair
of edges. Then, {i1, j2}, {j2, i3} /∈ F2, because T is good. Conse-
quently, {i1, k2}, {j1, j2}, {j2, j3}, {k2, i3} are also not in F3 and thus,
at most six edges of F2 are contained in {i1, j1, k1, i2, j2, k2} or in
{i2, j2, k2, i3, j3, k3}. Now, since {j1, j2, j3} ∈ F3, using the same argu-
ment as in (ii), we conclude that at most four edges of F2 are contained
in {i1, j1, k1, i3, j3, k3}. Hence, f2(T ) ≤ 10.
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(v) From (i) we know that if in T we can find one of the pairs of edges
marked on Fig. 2, then f1(T ) = f2(T ) = 0. Thus, let assume that for
each of these pairs at least one edge is not in F3 and 22 ≤ f3(T ) ≤ 23.
Hence {j1, j2, j3} ∈ F3 and {k1, k2, k3} /∈ F3. Now consider {j1, j2, k3},
{j1, k2, j3}, {k1, j2, j3}. It is easy to check that if at most one of them
is in F3, then f3(T ) ≤ 21. Thus, we split our further argument into
two cases.
Case 1. All three edges {j1, j2, k3}, {j1, k2, j3}, {k1, j2, j3} are in F3.
Then, {j1, k2, k3}, {k1, j2, k3}, {k1, k2, j3}, {k1, k2, k3} /∈ F3. There-
fore, as f3(T ) ≥ 22, at least two pairs of edges shown on Fig. 3. are
in F3. Let say these are {i1, k2, k3}, {k1, j2, j3} and {k1, k2, i3}, {j1, j2, k3}.
Since T is good, edges {j1, i2}, {j1, i3}, {i2, j3}, {i1, j3} are not in F2,
and because F2 is shifted, the edges of F2 contained in
⋃
T are con-
tained in the set {{i1, i2}, {i1, j2}, {i1, k2}, {i2, i3}, {j2, i3}, {k2, i3},
{i1, i3}}. Hence, f2(T ) ≤ 7. It is also easy to observe that in that case
f1(T ) = 0.
Case 2. Exactly two of the edges {j1, j2, k3}, {j1, k2, j3}, {k1, j2, j3}
are in F3.
Without loss of generality let {j1, j2, k3}, {j1, k2, j3} ∈ F3. Then,
{k1, j2, j3}, {k1, j2, k3}, {k1, k2, j3}, {k1, k2, k3} /∈ F3. Therefore, if
f3(T ) = 23, then all other edges are in F3, and so two pairs of edges
shown on Fig. 3. are in F3. Thus, as we have shown in the proof of
Case 1, f2(T ) ≤ 7. Let now consider the case when f3(T ) = 22. If
both pairs of edges {j1, k2, j3}, {k1, i2, k3} and {k1, k2, i3}, {j1, j2, k3}
are in F3, then again f2(T ) ≤ 7. Let now assume that only one of
these pairs is in F3, let say {j1, k2, j3}, {k1, i2, k3} ∈ F3. Then also
a pair {j1, k2, k3}, {k1, j2, i3} is in F3. Thus, {i1, j2}, {j2, i3}, {i1, j3},
{i2, j3} /∈ F2, and therefore, f2(T ) ≤ 7. In that case we also have
f1(T ) = 0. 
Now we bound the number of edges in Sh(G). First of all let us
remove from M six edges so that in the remaining matching M¯ we
have only good triples (see Claim 4). In this way we omit at most 9n2
edges of Sh(G). Let us recall also that the number of untraceable edges
of Sh(G) is at most 31n2. Finally, observe that for each edge f ∈ Fi
there are at most
(
n−3s
3−i
)
edges e ∈ Sh(G) such that e ∩ V (M) = f .
Thus, the number of edges in Sh(G) is bounded from above by
e(Sh(G)) ≤ |F1|
(
n− 3s
2
)
+ |F2|(n− 3s) + |F3|+ 40n2.
14 TOMASZ  LUCZAK AND KATARZYNA MIECZKOWSKA
To bound |Fi|, let us sum fi(T ) over all T ∈ M¯ (3). Observe that in
such a sum each edge from Fi is cour nted exactly
(
s−i
3−i
)
times. Thus,
e(Sh(G)) ≤
∑
T∈M¯(3)
(
f1(T )
(n− 3s)2
s2
+ f2(T )
n− 3s
s
+ f3(T )
)
+ 41n2.
Now we divide good triples into 27 groups, depending on f3(T ). If
Ti = {T ∈ M¯ (3) : f3(T ) = i} for i = 1, . . . , 27, then
e(Sh(G)) ≤
27∑
i=1
∑
T∈Ti
(
f1(T )
(n− 3s)2
s2
+ f2(T )
n− 3s
s
+ f3(T )
)
+41n2.
Let now denote x1 =
∑19
i=1 |Ti|, x2 = |T20|, x3 = |T21|, x4 = |T22|+ |T23|,
x5 =
∑27
i=24 |Ti|. By Claim 6, we get the following bound.
e(Sh(G)) ≤ (3x1 + x2 + x3)(n− 3s)
2
s2
+ (15x1 + 12x2 + 10x3 + 7x4)
n− 3s
s
+ (19x1 + 20x2 + 21x3 + 23x4 + 27x5) + 41n
2.
Now it is sufficient to maximize the above function under the conditions∑5
i=1 xi ≤
(
s−6
3
)
and xi ≥ 0 for every i = 1, . . . , 5. Then, we are to
maximize a function
fs,n(x1, x2, x3, x4, x5) =
5∑
i=1
αi(s, n)xi,
where
α1(s, n) = 3(n− 3s)2/s2 + 15(n− 3s)/s+ 19
α2(s, n) = (n− 3s)2/s2 + 12(n− 3s)/s+ 20
α3(s, n) = (n− 3s)2/s2 + 10(n− 3s)/s+ 21
α4(s, n) = 7(n− 3s)/s+ 23
α5(s, n) = 27 ,
over domain
∑5
i=1 xi ≤
(
s−6
3
)
, xi ≥ 0 for i = 1, 2, . . . , 5. This is a
linear function of xi’s, so in order to maximize it it is enough to check
which of the coefficients αi(s, n) is the largest one and set the variable
xi which corresponds to this coefficient to be maximum, while the rest
of the variables should be equal to zero.
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It is easy to check that if s = an and a < a0, where a0 = (
√
321 −
3)/52, then α1(s, n) dominates, and so for s = an, a < a0, we have
e(Sh(G)) ≤ 1
6
(3s− 3s2 + s3) +O(n2),
what nicely matches the lower bound for e(Sh(G)) given by
e(Sh(G)) ≥
(
n
3
)
−
(
n− s
3
)
=
1
6
(3s− 3s2 + s3) +O(n2) .
Furthermore, in order to achieve this bound for all but O(n2) triples T
we must have f3(T ) = 19, f2(T ) = 15, f1(T ) = 3, which is possible only
if all edges of such triple intersect I (see Claim 6(iii)). Consequently,
for this range of s, in Sh(G) there is a subset I, |I| = s, which covers
all but at most O(n2) edges of Sh(G).
For a > a0 the dominating coefficient is α5(s, n) = 27, which gives
e(Sh(G)) ≤ 9
2
s3 +O(n2) ,
matched by the lower bound
e(Sh(G)) ≥
(
3s+ 2
3
)
=
9
2
s3 +O(n2) .
Again to achieve this bound for all but O(n2) triples we must have
f3(T ) = 27. But then the largest independent set contained in
⋃
M
has at most O(n2/3) vertices and so, because of shifting,
⋃
M contains
a clique of size at least s−O(n2/3) = s−O(s2/3).
In order to complete the proof we need to consider the remaining
case when s = (a0 + o(1))n. Since α1(a0n, n) = α5(a0n, n) > αi(a0n, n)
for i = 2, 3, 4, we infer that in Sh(G) all triples, except of at most
O(n2), must be of one of two types: either for such a triple T we have
f3(T ) = 27, f2(T ) = f1(T ) = 0, or f3(T ) = 19, f2(T ) = 15, f3(T ) = 3
and all edges of H contained in
⋃
T intersect I. It is easy to see that it
is possible only when one of these two types of triples dominate. Indeed,
let M ′ ⊆M denote the set of edges ofM which contain a singleton edge
form F1. Since the number of triples which are contained neither in
M ′, nor in M \M ′ is O(s2), so min{|M ′|, |M \M ′|} is bounded and,
consequently, all but O(s2) = O(n2) triples must be of one of our two
types. Hence
Sh(G) ∈ Cov3(n, s;O(n−1)) ∪ Cl3(n, s;O(n−1/3))
⊆ Cov3(n, s; ε) ∪ Cl3(n, s; ε) ,
and the assertion follows. 
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