Absfract The paper introduces an application using computer vision for letter hand gesture recognition. A digital camera records a video stream of hand gestures. The hand is automatically segmented, the position of the hand centroid is calculated io each frame, and a trajectory of the hand is determined. After smoothing the trajectory, a sequence of angles of motion along the trajectory is calculated and quantized to form a discrete observation sequence. Hidden Markov Models (HMMs) are used to recognize the letters. Baum Welch and Viterbi Path Counting algorithms are applied for training the HMMs. Our system recognizes all 26 letters fiom A to Z and the database contains 30 example videos of each letter gesture. We achieve an average recognition rate of about 90 percent.
INTRODUCTION
Human-machine interfaces are playing a role of growing importance as computer technology continues to evolve. geometric feature-based methods, template-based methods, and more recently active contour and active statistic models. Given the success of HMMs in speech and handwriting recognition, we use a variety HMM topologies to perform this gesture recognition role in our system [4] .
SYSTEM OVERVIEW
The hand gesture is captured in a video stream. Each video sequence is composed of 25 frames.
Skin colour segmentation based on a YW colour space is applied to locate the hand. Pre-processing (morphological) operations is used to smooth the image and remove noise before tracking the hand with a modified Camshift algorithm [6].
After segmenting the hand, we calculate image moments to find the hand centroid io each frame. We apply morphological opening (erosion followed by dilation) and closing (dilation followed by erosion) operations to remove the spurious components without drastically changing the shape of main objects (such as the hand and face). Following this, the Matlab" imf// function is used to fill the holes inside the hand. The next step is to automatically locate the hand region and remove all other skin-like parts. An improved Continuously Adaptive Mean-shift algorithm (Camshilt) [6] is applied to determine a region of interest surrounding the hand in each successive frame in order to track the hand and reduce the region for calculation. After calculating and smoothing the binary image in the search window, we sort the skin and skin-like regions by area.
Because the hand is always the largest connected regioq we only keep the largest one. Figure 3 shows the result of skin colour-based segmentation and the hand centroid location.
After obtaining the binary image, moments [6] are used to calculate the features of the hand. The center and size of the hand is calculated by the zeroth and first moments. In the following equations, I(x,y) is the pixel value at the position (x,y) of the image.
The zeroth and 1 ' moment for x and y is defined by:
The centroid is then found by: Figure 4 gives the flowchart of skin colour based segmentation, tracking and trajectory estimation. After finding the coordinates of the hand centroid in each kame, we link them to form the initial trajectory estimate of the hand (Figure 5 first row). The initial trajectory is quite noisy. The major noise sources are due to 1) points too close together, 2) isolated points far away from the correct trajectory, 3) unclosed end points, and 4) curves which are not smooth. We designed the following procedure to smooth the trajectory curve and remove the noise. 1) Smooth the trajectory with light threshold to connect the nearby points below the threshold and remove unnecessary points.
Remove isolated noisy points with thresholdmg and resmooth. Calculate and compare successive line segment orientation changes at the initial points. If differences are large, remove the noisy points at the start of the curve. 4) Use the interpolation method to insert points during the trajectory, recover the point number to 25 and distribute the points evenly. Detect and connect the correct endpoints, remove redundant points and interpolate.
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After performing the above steps, the smoothed trajectories are shown on the 2"d row of figure 5.
QUANTIZATION FOR DISCRETE OUTPUT
Vector Quantization is widely used in applications such as image and voice compression, voice recognition, and statistical pattern recognition [2]. In our system, it provides a good way of reducing our set of continuous features to a single discrete representation suitable for the discrete m.
After getting the smoothed trajectory with 25 points, we calculated the orientation between consecutive points (Figure 6-1) to obtain a sequence of angles. The angle's domain is [0, 360] degrees. We divide this angle by 20 to quantize them to 18 directional codewords 60m 1 to 18. (Figure 6 -2). r= w, Figure 6 Angle and Quantizer
HIDDEN MARKOV MODEL IN GESTURE RECOGNITION
The gesture exists in both space and time -a spatiotemporal pattern. It is reasonable to assume that the temporal length of a gesture will vary amongst users. Thus we use a probabilistic approach, the Hidden Markov Model, to characterise a gesture in the recognition system.
We defme a gesture letter as a sequence of directional angles which are the ohservation symbols. Each letter is mapped to one hidden Markov model. We adopted the traditional Baum-Welch [7] and the more recent Viterbi Path Counting algorithms to train the Hidden Markov Models over a range of model structures 60m Fully connected to Left Right with number of states ranging from 4 to 10.
Baum Welch Algorithm
In our system, we use 20 gestures of length=25 for training and reserve 10 for testing in a three-fold cross-validation methodology. Now consider the case where K observation sequences are known to be generated by the same HMM and the objective is to determine the HMM parameters that yield high probability of generating all K observed sequences. Rabiner [7] proposed just such a multi-sequence training algorithm using the K observation sequences at each stage of the re-estimation to iteratively update a single HMM parameter set. The re-estimation formulas are as follows: Where Wk=l/Pk, k e [I, K] is the inverse of the probability of the current model estimate generating training sequence k, evaluated using the forward algorithm.
Viterbi Path Counting Algorithm
The VPC method is a simplification of the Best First method of Stolke and Omohundro [SI that has exhibited very good performance on simulated HMM data. The Viterbi Algorithm [7] is used to find the optimal state path for an observation sequence.
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for every emission in p(t). This VPC method simplifies the training process because it simply counts states and transitions, and estimates the model parameters from those total counts. The hard work of finding the hest path is hidden with the call to the Viterbi algorithm. In addition, the dependence upon the initial model is minimized because the model starts out a maximum entropy state, and the random seed only sets down the very fust choice. In contrast, Rabinefs method is effectively a hill-climbing method which makes it unlikely to find globally optimal solutions and there is a high degree of dependence upon the initial seed value.
EXPERIMENTAL, RESULTS AND DISCUSSION
In the video database that we collected for this project, we have 30 videos of letter gestures for each of the 26 letters of the alphabet totalling 780 videos in all. The HMMs are trained on 20 videos and the other 10 are used for testing by way of three-fold cross validation.
We test Baum Welch (BW) and Viterhi Path Counting (VPC) algorithms for HMM training. HMM topologies include fully connected (FC) and Left-Right (LR) connected, and the number of states ranges from 4 to 10. After extracting the observation sequence from the input gestnre video, we calculate the probability of the observation sequence for all 26 HMMs corresponding to the letters. We output the letter corresponding to the HMM with highest likelihood. The Baum-Welch algorithm, LR strncture, 9 states, achieved the best overall accuracy (89.6%). For the VPC algorithm, the highest accuracy (86.4%) also occurred with LR topology and 9 states.
The average overall recognition performance of LR topologies is always better than FC. For 9 states, Baum-Welch LR achieves 89.6%, while FC gets 73%, and for VPC, LR achieves 86% while FC is 48%.
The recognition accuracy of LR HMMs trained with the Baum-Welch algorithm was dependent on the number of states and accuracies ranged between 89.6 and 83.2 percent. HMMs trained with the VPC algorithm were much less sensitive to the number of states, and accuracies ranged between 86.4 and 85.2 percent.
The recognition of letter C was poor being 70% at best; it is confused with G and 0. Other poorly recognised letters are J, L, and X. In future work, we will use other discrete symbols and methods such as Coupled Hidden Markov Models and 2D VPC algorithm in an attempt to improve recognition.
CONCLUSION
This paper presents a system for hand gesture trajectory estimation and letter gesture recognition. An efficient segmentation and smoothing method is used to extract the trajectory of the hand movement. We compared two HMM training algorithms, traditional Baum-Welch and the more recently proposed Viterbi Path Counting method. With appropriate choice of parameters and HMM topology, both methods performed quite well on the 26 letters gestures yielding overall recognition performance of about 90%.
