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Resumo
A extrac¸a˜o de paraˆmetros e´ uma das etapas fundamentais envolvidas em
verificac¸a˜o de locutor. A correta estimac¸a˜o dos vetores de paraˆmetros e´ fun-
damental para a realizac¸a˜o das etapas de modelamento e classificac¸a˜o. Os
coeficientes mel-cepstrais MFCCs sa˜o os paraˆmetros mais utilizados em reco-
nhecimento de locutor, entretanto o sinal de fala pode carregar outros tipos
de informac¸a˜o. Este trabalho avalia a fusa˜o do paraˆmetro VVGP (Variable
Variance Gaussian Parameter) baseado na teoria multifractal, com os paraˆme-
tros MFCCs. Tambe´m comparamos o processo de modelamento tradicional
de locutor representado por uma Mistura de Gaussianas (GMMs) com um
outro mais atual baseado em um u´nico vetor de baixa dimensa˜o denominado
i-vector. Os resultados experimentais, obtidos no presente trabalho demons-
tram a introduc¸a˜o adicional de informac¸a˜o fornecida pelo paraˆmetro VVGP
em sistemas de verificac¸a˜o baseados em GMMs e i-vectors.
Palavras-chave: Verificac¸a˜o de locutor, Modelo de Mistura de Gaussianas.
Abstract
Feature extraction is an important step in an automatic speaker recognition
system. Since feature extraction is the first step in the chain, the quality
of the subsequent steps (modeling and classification) strongly depends on it.
The mel-frequency cepstral coefficient (MFCC) front-end is the most used in
speaker recognition systems, but the speech signal carry different kinds of
information. In this dissertation, we study the performance of the Variable
Variance Gaussian Parameter) (VVGP) based on multifractal theory combined
with the MFCCs. The most popular approaches in speaker verification are
those based on Gaussian Mixture Models, however a recent advance in speaker
verification is to present utterances using a single vector, a so called i-vector.
Experimental results indicate that the VVGP feature is complementary to
MFCCs and can improve recognition accuracy in both GMMs and i-vector
systems.
Key-words: Speaker verification, Gaussian Mixture Models.
Lista de Figuras
2.1 Aparelho fonador humano. Fonte: [25] . . . . . . . . . . . . . . . . . . . . 20
2.2 Sinal de fala da locuc¸a˜o “A medida seria tomada caso o pacote fiscal fra-
cassasse.” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Etapa de cadastro de um sistema de verificac¸a˜o locutor UBM-GMM. . . . 24
2.4 Etapa de reconhecimento de um sistema de verificac¸a˜o de locutor UBM-
GMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1 Processo de obtenc¸a˜o dos coeficientes mel-cepstrais . . . . . . . . . . . . . 29
3.2 Processo de detecc¸a˜o de atividade de voz . . . . . . . . . . . . . . . . . . . 30
3.3 Histograma original das amostras do 3o¯ MFCC . . . . . . . . . . . . . . . . 35
3.4 Histograma das amostras do 3o¯ MFCC apo´s a aplicac¸a˜o da te´cnica CMN . 35
3.5 Histograma das amostras do 3o¯ MFCC apo´s a aplicac¸a˜o da te´cnica CMVN 35
3.6 Histograma das amostras do 3o¯ MFCC apo´s a aplicac¸a˜o da te´cnica FW . . 35
3.7 Histograma das amostras do 3o¯ MFCC apo´s a aplicac¸a˜o das te´cnicas FW
e CMVN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1 Exemplo de fractais. Fonte: [67] . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Processo de construc¸a˜o da cascata binomial . . . . . . . . . . . . . . . . . 38
4.3 Diagrama do processo de estimac¸a˜o dos multiplicadores . . . . . . . . . . . 39
4.4 Histograma no esta´gio 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.5 Histograma no esta´gio 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6 Histograma no esta´gio 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.7 Histograma no esta´gio 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.1 Adaptac¸a˜o MAP. Fonte:[47] . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Expansa˜o matricial dos hiperparaˆmetros V e y . . . . . . . . . . . . . . . . 48
6.1 Histograma de uma janela de 30 ms com fs=22,05 kHz . . . . . . . . . . . 57
6.2 Histograma de uma janela de 30 ms com fs=8 kHz . . . . . . . . . . . . . 57
6.3 Histograma de uma janela de 32 ms com fs=8 kHz . . . . . . . . . . . . . 57
6.4 Metodologias para a obtenc¸a˜o do UBM. . . . . . . . . . . . . . . . . . . . 58
6.5 Diagrama geral de um sistema de verificac¸a˜o de locutor UBM-GMM . . . . 59
6.6 Diagrama geral de um sistema de verificac¸a˜o de locutor i-vector PLDA . . 61
7.1 Comparac¸a˜o das curvas DETs a partir do uso de metodologias diferentes
na obtenc¸a˜o do UBM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.2 Comparac¸a˜o das curvas DETs ao variar o nu´mero de gaussianas utilizadas
em um sistema UBM-GMM . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.3 Curvas DETs em sistemas de verificac¸a˜o de locutor UBM-GMM. . . . . . . 69
7.4 Curvas DETs em sistemas de verificac¸a˜o de locutor baseados em i-vectors. 70
7.5 Curvas DETs em sistemas de verificac¸a˜o de locutor utilizando diferentes
te´cnicas de normalizac¸a˜o de paraˆmetros . . . . . . . . . . . . . . . . . . . . 71
7.6 Curvas DETs em sistemas de verificac¸a˜o de locutor utilizando combinac¸o˜es
de te´cnicas de normalizac¸a˜o de paraˆmetros . . . . . . . . . . . . . . . . . . 72
7.7 Curvas DETs em sistemas de verificac¸a˜o de locutor UBM-GMM utilizando
a base de dados Nist 2002 . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.8 Curvas DETs em sistemas de verificac¸a˜o de locutor i-vector PLDA utili-
zando a base de dados Nist 2002 . . . . . . . . . . . . . . . . . . . . . . . . 74
Lista de Tabelas
6.1 Descric¸a˜o dos paraˆmetros VVGP. . . . . . . . . . . . . . . . . . . . . . . . 56
6.2 Treinamento do UBM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.3 Cadastro dos locutores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.4 Material de teste. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.1 Valores de EER e MinDCF para diferentes configurac¸o˜es utilizando a base
Ynoguti. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.2 Valores de EERs e MinDCF para diferentes valores de w1 (peso associado
ao paraˆmetro MFCC) e w2 (peso associado ao paraˆmetro VVGP) em um
sistema UBM-GMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.3 Valores de EERs e MinDCF para diferentes valores de w1 (peso associado
ao paraˆmetro MFCC) e w2 (peso associado ao paraˆmetro VVGP) em um
sistema i-vector PLDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.4 Valores de EER e MinDCF para diferentes configurac¸o˜es utilizando a base
Nist 2002. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.5 Valores de EER e MinDCF para diferentes valores de w1 (peso associado
ao paraˆmetro MFCC) e w2 (peso associado ao paraˆmetro VVGP) em um
sistema i-vector PLDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Lista de Abreviaturas
CMN Cepstral Mean Normalization
CMVN Cepstral Mean and Variance Normalization
DCT Discrete Cosine Transform
DET Detection Error Tradeoff
EER Equal Error Rate
EM Expectation Maximization
FFT Fast Fourier Transform
FFV Fundamental Frequency Variation
FW Feature Warping
GMM Gaussian Mixture Model
HSCC Harmonic Structure Cepstral Coefficients
JFA Joint Factor Analysis
LDA Linear Discriminant Analysis
MAP Maximum a Posteriori
MFCCs Mel-Frequency Cepstral Coefficients
MHEC Mean Hilbert Envelope Coefficients
MinDCF Minimum Detection Error Tradeoff
ML Maximum Likelihood
MLLR Maximum Likelihood Linear Regression
MUDR Minimum Variance Distortionless Response
PLDA Probabilistic Linear Discriminant Analysis
SCF Spectral Centroid Frequency
SCM Spectral Centroid Magnitude
SVM Support Vector Machine
T Total Variability Space
UBM Universal Background Model
VAD Voice Activity Detector
VVGM Variable Variance Gaussian Multiplier
VVGP Variable Variance Gaussian Parametr
Conteu´do
1 Introduc¸a˜o 15
1.1 Contextualizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Contribuic¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Estrutura do trabalho . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Introduc¸a˜o aos sistemas de verificac¸a˜o de locutor 18
2.1 Sistemas biome´tricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Sinal de fala . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Formulac¸a˜o do problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Pre´-processamento dos dados de entrada do sistema . . . . . . . . . 21
2.3.2 Extrac¸a˜o de paraˆmetros . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3 Processo de classificac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Pesquisa na a´rea de reconhecimento de locutor . . . . . . . . . . . . . . . . 22
2.4.1 Abordagem cla´ssica baseada em mistura de gaussianas . . . . . . . 22
2.4.2 Ma´quinas de Vetores-Suporte . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Joint Factor Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Extrac¸a˜o e normalizac¸a˜o de paraˆmetros 27
3.1 Extrac¸a˜o de paraˆmetros . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.1 Paraˆmetros espectrais de curto tempo . . . . . . . . . . . . . . . . . 28
3.1.2 Paraˆmetros proso´dicos . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.3 Paraˆmetros de alto n´ıvel . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Normalizac¸a˜o de paraˆmetros . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Paraˆmetros VVGP 36
4.1 Fractais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Processos multifractrais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3 Multifractais multiplicativos . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.1 Cascatas multiplicativas . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.2 Modelo Multifractal VVGM . . . . . . . . . . . . . . . . . . . . . . 39
4.3.3 Estimac¸a˜o da densidade de probabilidade dos multiplicadores . . . . 39
5 Modelos estat´ısticos utilizados em verificac¸a˜o de locutor 42
5.1 Mistura de Gaussianas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.1.1 Estimac¸a˜o de paraˆmetros de um modelo GMM . . . . . . . . . . . . 43
5.1.2 Te´cnica de adaptac¸a˜o Maximum a Posteriori . . . . . . . . . . . . . 44
5.2 Supervetores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3 Joint Factor Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 I-vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5 LDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.6 PLDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.6.1 Processo de decisa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6 Materiais e Me´todos 54
6.1 Bases de dados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2 Extrac¸a˜o dos paraˆmetros MFCCs . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 Extrac¸a˜o dos paraˆmetros VVGP . . . . . . . . . . . . . . . . . . . . . . . . 56
6.4 Sistemas UBM-GMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.5 Sistemas i-vector PLDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.5.1 Testes utilizando a base Ynoguti . . . . . . . . . . . . . . . . . . . 61
6.5.2 Testes utilizando a base Nist 2002 . . . . . . . . . . . . . . . . . . . 62
6.6 Fusa˜o de paraˆmetros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.7 Medidas de desempenho . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7 Resultados e Discussa˜o 66
7.1 Experimentos utilizando a base de dados Ynoguti . . . . . . . . . . . . . . 66
7.1.1 Testes de fusa˜o de paraˆmetros MFCCs e VVGP . . . . . . . . . . . 68
7.2 Experimentos utilizando a base de dados Nist 2002 . . . . . . . . . . . . . 71
7.2.1 Testes de fusa˜o de paraˆmetros MFCCs e VVGP . . . . . . . . . . . 73
8 Conclusa˜o 76
8.1 Trabalhos futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Cap´ıtulo 1. Introduc¸a˜o 15
Capı´tulo1
Introduc¸a˜o
1.1 Contextualizac¸a˜o
O desenvolvimento de sistemas de reconhecimento de locutor tem avanc¸ado em termos
de tecnologia gradualmente desde a de´cada de 70, com o surgimento dos trabalhos da a´rea
[2]. A partir da de´cada de 80, um dos focos centrais dentro da a´rea de reconhecimento de
locutor tem sido direcionado na busca de te´cnicas para a extrac¸a˜o de informac¸a˜o u´til para
caracterizar uma pessoa atrave´s de sua fala, e avanc¸os significativos teˆm sido observados,
conforme detalhado no recente trabalho de Dehak [3].
Sistemas de reconhecimento de locutor visam identificar uma pessoa atrave´s da ana´lise
de uma amostra de sua fala. Dependendo do resultado desejado, os sistemas de reconhe-
cimento de locutor podem ser classificados em duas categorias: identificac¸a˜o de locutor e
verificac¸a˜o de locutor. No processo de identificac¸a˜o, um locutor desconhecido e´ comparado
com cada locutor cadastrado no sistema, e escolhe-se o mais semelhante. Nos sistemas
de verificac¸a˜o de locutor, o locutor fornece sua identidade e o sistema decide aceitar ou
recusar o usua´rio, dependendo do resultado da comparac¸a˜o com o seu padra˜o armazenado.
Em termos do conteu´do das locuc¸o˜es utilizadas, um sistema de reconhecimento de lo-
cutor pode ser classificado em sistema dependente ou independente de texto. Em sistemas
dependentes de texto, o usua´rio utiliza uma frase pre´-definida (senha) no teste [4]. Em
sistemas independentes de texto, o usua´rio sera´ reconhecido com qualquer fala produzida
por ele. O foco deste trabalho e´ o desenvolvimento de sistemas de verificac¸a˜o de locutor
independentes de texto.
O princ´ıpio de funcionamento de um sistema de verificac¸a˜o de locutor independente
de texto consiste na identificac¸a˜o de paraˆmetros de fala que melhor caracterizem o sinal
de fala produzido. A tradicional metodologia baseada na ana´lise espectral de curto tempo
tem sido amplamente estudada e aplicada.
Em sinais de fala, grande quantidade da informac¸a˜o se encontra concentrada nas par-
tes na˜o estaciona´rias do sinal, principalmente nos momentos de transic¸o˜es (de vogais a
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consoantes, de vogal a vogal, entre outras) [5]. As informac¸o˜es na˜o estaciona´rias tornam
os me´todos da ana´lise espectral de curto tempo pouco eficientes para caracterizar estes
tipos de eventos [5]. No entanto, as abordagens baseadas na teoria multifractal podem
caracterizar estes tipos de mudanc¸as ra´pidas, atrave´s das medidas de singularidades do
sinal, modelando este comportamento por meio de uma representac¸a˜o de multi-escalas.
Atualmente, diversos trabalhos teˆm sugerido o uso de te´cnicas multifractais na a´rea de
processamento de fala [54] [55] [56]. Em [6] [57], o uso de paraˆmetros multifractais como
o vetor de caracter´ısticas do locutor, denominado VVGP (Variable Variance Gaussian
Parameter) foi proposto. Aqui, avaliamos sua complementariedade aos paraˆmetros tradi-
cionais, especificamente paraˆmetros mel cepstrais MFCCs (Mel-frequency cepstral coeffi-
cients) [7]. Para isso, dois tipos de paraˆmetros, VVGP e MFCCs, sa˜o usados em conjunto
pelos classificadores na tarefa de verificac¸a˜o de locutor. Dois tipos de classificadores foram
utilizados neste trabalho: um baseado em Mistura de Gaussianas[27] e o outro utilizando
i-vectors [3].
1.2 Contribuic¸o˜es
As principais contribuic¸o˜es desse trabalho sa˜o:
 Estudo comparativo de metodologias tradicionais e atuais, baseadas respectivamente
em Mistura de Gaussianas e i-vectors no desenvolvimento de sistemas de verificac¸a˜o
de locutor.
 Avaliac¸a˜o dos vetores de paraˆmetros MFCCs e VVGP, e de suas respectivas capa-
cidades de discriminac¸a˜o individuais e conjuntamente, utilizando me´todos de fusa˜o
de paraˆmetros.
1.3 Estrutura do trabalho
Os cap´ıtulos que compo˜em este trabalho sa˜o descritos a seguir:
 No segundo cap´ıtulo sa˜o apresentados os conceitos gerais de sistemas biome´tricos,
com eˆnfase em sistemas de verificac¸a˜o de locutor. Ale´m disso, mostramos as princi-
pais linhas de pesquisa na a´rea de verificac¸a˜o de locutor.
 No terceiro cap´ıtulo, as etapas de extrac¸a˜o e normalizac¸a˜o de paraˆmetros sa˜o revi-
sadas atrave´s da ana´lise dos principais trabalhos publicados.
 No quarto cap´ıtulo, os principais conceitos relacionados a` teoria multifractal sa˜o
apresentados.
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 O quinto cap´ıtulo e´ dedicado a` revisa˜o dos sistemas cla´ssicos e atuais de verificac¸a˜o
de locutor baseados em GMMs e i-vectors, respectivamente. Ale´m disso, as te´cnicas
de compensac¸a˜o LDA e PLDA sa˜o discutidas.
 No sexto cap´ıtulo, a metodologia adotada no trabalho e´ apresentada. As bases de
dados utilizadas sa˜o descritas e os processos de extrac¸a˜o dos paraˆmetros MFCC
e VVGP sa˜o delineados. Em seguida, os aspectos relacionados ao modelamento
dos sistemas sa˜o expostos, incluindo explicac¸o˜es sobre as medidas de desempenho
utilizadas.
 O se´timo cap´ıtulo e´ destinado a` realizac¸a˜o dos experimentos, coleta de resultados e
discussa˜o.
 No oitavo cap´ıtulo as concluso˜es do trabalho sa˜o apresentadas. Por fim, direciona-
mentos de trabalhos futuros sa˜o sugeridos.
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Capı´tulo2
Introduc¸a˜o aos sistemas de verificac¸a˜o de
locutor
Este cap´ıtulo apresenta uma visa˜o geral sobre questo˜es relativas ao problema de ve-
rificac¸a˜o de locutor. Inicialmente sa˜o discutidos conceitos gerais sobre biometria e infor-
mac¸o˜es sobre o sinal de fala. Em seguida, uma descric¸a˜o resumida do problema e da
estrutura ba´sica dos sistemas de verificac¸a˜o de locutor e´ exposta.
2.1 Sistemas biome´tricos
Diariamente encontramos situac¸o˜es onde ha´ a necessidade de provar nossa identidade,
como por exemplo ao realizar transac¸o˜es banca´rias. Intuitivamente, pode-se confirmar ou
autenticar a identidade de uma pessoa de treˆs maneiras:
1. por algo que ela sabe, por exemplo uma senha;
2. por algo que ela possui, por exemplo uma chave ou um documento (carteira de
identidade, passaporte);
3. pela utilizac¸a˜o de medidas biome´tricas, por exemplo assinatura, impressa˜o digital,
fala, etc.
Os me´todos tradicionais de autentificac¸a˜o baseados no uso de senhas e carto˜es possuem
vulnerabilidades: um documento pode ser roubado e uma senha esquecida ou copiada.
A informac¸a˜o biome´trica e´ muito mais dif´ıcil de ser reproduzida, assim, e´ um meio de
identificac¸a˜o mais confia´vel.
As caracter´ısticas biome´tricas podem ser classificadas como: comportamentais e fi-
siolo´gicas. Entre as principais caracter´ısticas comportamentais destacam-se: assinatura,
dinaˆmica de digitac¸a˜o ( modo ou ritmo habitual de como uma pessoa digita uma senha
em um terminal) e o modo de andar. Em relac¸a˜o a`s caracter´ısticas fisiolo´gicas, podem ser
citadas: face, ı´ris, impressa˜o digital e geometria da ma˜o.
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2.2 Sinal de fala
O sinal de fala carrega uma quantidade significativa de informac¸a˜o da identidade de um
indiv´ıduo, fornecendo ambos tipos de informac¸o˜es biome´tricas, fisiolo´gicas (o aparato vocal
de cada ser humano varia em tamanho e forma) e comportamentais (cada pessoa articula
sua fala de maneira diferente, pois durante o aprendizado de uma l´ıngua adquirimos
variedades regionais e sociais de pronu´ncia).
Um sistema biome´trico de verificac¸a˜o da identidade de um indiv´ıduo via ana´lise de
caracter´ısticas da fala possui as seguintes vantagens em relac¸a˜o ao uso de outras caracte-
r´ısticas biome´tricas:
 e´ o meio mais natural de comunicac¸a˜o humana;
 sua captura e´ simples, apenas ha´ a necessidade de um microfone e um conversor
A/D para adquirir a fala do locutor;
 sua captura e´ na˜o intrusiva, ou seja, na˜o ha´ necessidade de contato f´ısico com o
sensor, no caso um microfone;
 possibilidade de autentificac¸a˜o remota via redes de comunicac¸o˜es.
O sinal de fala humano e´ produzido quando o fluxo de ar vindo dos pulmo˜es passa
pela laringe e, por comando neural, faz presso˜es de diferentes graus na regia˜o abaixo das
pregas vocais, fazendo-as eventualmente vibrarem em diferentes frequeˆncias. Este fluxo
de ar e´ modificado pelo trato vocal constitu´ıdo pela faringe, cavidade bucal, l´ıngua, la´bios
e dentes, de modo que os sons sejam articulados adequadamente, gerando os diferentes
fonemas da l´ıngua, emitidos atrave´s da boca, em ondas sonoras.
Os sons nasais ocorrem quando o ve´u palatino se abre, e o fluxo de ar vindo da cavi-
dade nasal e´ radiado pelas narinas. O formato da cavidade nasal influencia o formato dos
sons nasais, ao passo que os sons orais sa˜o resultado do formato da cavidade bucal, dos
movimentos da l´ıngua, do formato da mand´ıbula e dos la´bios. A figura 2.1 ilustra a anato-
mia do aparelho fonador humano, indicando as localizac¸o˜es dos o´rga˜os responsa´veis pela
produc¸a˜o da fala. Os o´rga˜os envolvidos na produc¸a˜o da fala sa˜o divididos em treˆs sistemas
[1]: sistema respirato´rio, que agrupa os pulmo˜es, os mu´sculos pulmonares, os broˆnquios
e a traqueia; sistema fonato´rio, onde se localiza a laringe e o sistema articulato´rio, que
agrupa o nariz, a l´ıngua, os dentes e os la´bios.
2.3 Formulac¸a˜o do problema
A tarefa de um sistema de verificac¸a˜o de locutor pode ser definida como um problema
de classificac¸a˜o. O principal objetivo consiste em determinar se uma locuc¸a˜o de fala
pertence ou na˜o a um determinado locutor.
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Figura 2.1: Aparelho fonador humano. Fonte: [25]
A operac¸a˜o de um sistema de verificac¸a˜o de locutor se divide normalmente em duas
etapas: cadastro e reconhecimento. Durante a etapa de cadastro, sa˜o obtidas locuc¸o˜es
de cadastro de cada locutor, a serem utilizadas como refereˆncias durante o processo de
reconhecimento de uma dada locuc¸a˜o de teste. O resultado deste processo e´ submetido
a um pre´-processamento de dados que inclui etapas de filtragem, amostragem, etc. Em
seguida, um conjunto de paraˆmetros que permitira´ a discriminac¸a˜o posterior do locutor e´
extra´ıdo das locuc¸o˜es de cadastro e os modelos para cada locutor sa˜o estimados usando
seus vetores de paraˆmetros.
Na etapa de reconhecimento, a locuc¸a˜o de fala cuja autenticidade se deseja verificar
e´ fornecida ao sistema, passando tambe´m pelos esta´gios de pre´-processamento e extrac¸a˜o
de paraˆmetros. A decisa˜o final sobre a autenticidade da locuc¸a˜o de teste e´ baseada na
ana´lise dos vetores de paraˆmetros realizada por um classificador.
A seguir e´ apresentada uma descric¸a˜o resumida das etapas de processamento mencio-
nadas.
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2.3.1 Pre´-processamento dos dados de entrada do sistema
A etapa de aquisic¸a˜o, tambe´m conhecida na literatura como captura, tem como ob-
jetivo coletar o sinal de fala da pessoa a ser identificada. Para isto, um transdutor (mi-
crofone) e´ usado por onde e´ poss´ıvel realizar a aquisic¸a˜o da fala, transformando a onda
acu´stica em um sinal ele´trico. O sinal ele´trico gerado, em geral, precisa ser processado por
um filtro passa-baixas de frequeˆncia de corte igual a` metade da frequeˆncia de amostragem
utilizada, com o objetivo de evitar o fenoˆmeno conhecido como aliasing no sinal digital
resultante. Por u´ltimo, o sinal e´ amostrado e quantizado por um conversor A/D.
A frequeˆncia de amostragem determina o quanto de informac¸a˜o e´ preservada no sinal de
fala. Frequeˆncias de amostragens acima de 11 kHz preservam grande parte da informac¸a˜o
contida no sinal de fala, uma vez que as componentes de frequeˆncias superiores a 5 kHz
possuem amplitudes baixas. Ale´m disso, durante o processo de conversa˜o analo´gico-
digital, o sinal amostrado e´ quantizado geralmente com resoluc¸a˜o de 8 ou 16 bits por
amostra. A figura 2.2 mostra um exemplo de um sinal de fala amostrado a uma frequeˆncia
de amostragem de 22,05 kHz e com resoluc¸a˜o de 16 bits.
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Figura 2.2: Sinal de fala da locuc¸a˜o “A medida seria tomada caso o pacote fiscal fracassasse.”
2.3.2 Extrac¸a˜o de paraˆmetros
A etapa extrac¸a˜o de paraˆmetros consiste em representar o sinal de fala de uma forma
compacta, enfatizando informac¸o˜es relevantes e suficientes. A escolha do paraˆmetro e´
importante pois ele teˆm grande impacto na eficieˆncia do processo de classificac¸a˜o.
A ordem dos vetores de paraˆmetros deve ser baixa, uma vez que a aprendizagem
por modelos estat´ısticos, como por exemplo Misturas de Gaussianas, fica mais dif´ıcil a`
medida que o nu´mero de caracter´ısticas aumenta. A quantidade de vetores de treinamento
requeridos para que um classificador tenha um bom desempenho cresce exponencialmente
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com o aumento da dimensa˜o do espac¸o de caracter´ısticas. Este problema e´ conhecido
como maldic¸a˜o da dimensionalidade [26].
2.3.3 Processo de classificac¸a˜o
Em verificac¸a˜o de locutor, a tarefa central do processo consiste em validar a identidade
alegada por determinado usua´rio, ou seja, o sistema deve comparar a amostra adquirida
com uma refereˆncia e determinar se pertence a` mesma pessoa ou na˜o. Matematicamente,
dado um modelo R e vetores de teste X = {x1, ..., xT}, um grau de similaridade s(X,R) ∈
< e´ calculado. Dependendo do tipo de modelo, o resultado desse processo de comparac¸a˜o
pode ser representado por um valor de verossimilhanc¸a, um valor de dissimilaridade, um
valor de distaˆncia, etc.
2.4 Pesquisa na a´rea de reconhecimento de locutor
Em verificac¸a˜o de locutor, amostras de fala sa˜o representadas tradicionalmente por
um conjunto de vetores de caracter´ısticas e a quantidade de vetores obtidos depende da
durac¸a˜o das locuc¸o˜es. Nos trabalhos pioneiros de reconhecimento de locutor, cada amostra
de fala era representada por um u´nico vetor baseado na me´dia dos vetores de paraˆmetros
obtidos da amostra [2], e o processo de reconhecimento consistia da comparac¸a˜o direta
entre o vetores me´dios. Apesar do baixo custo computacional, estes tipos de sistemas na˜o
apresentam bom desempenho.
A partir do meado da de´cada de 80, o uso de modelos estat´ısticos para representar os
vetores de paraˆmetros de um locutor torna-se frequente. Nesta sec¸a˜o, apresentamos uma
breve descric¸a˜o dos principais modelos estat´ısticos utilizados em verificac¸a˜o de locutor.
2.4.1 Abordagem cla´ssica baseada em mistura de gaussianas
Entre as metodologias estat´ısticas mais usadas recentemente, o modelo estat´ıstico
Mistura de Gaussianas GMM (Gaussian Mixture Model) destacou-se na literatura de
reconhecimento de locutor [8]. GMM assume que os vetores de caracter´ısticas de um
locutor seguem uma distribuic¸a˜o de probabilidade que e´ uma combinac¸a˜o linear de fun-
c¸o˜es gaussianas multidimensionais. Pela metodologia baseada em GMMs, os vetores de
caracter´ısticas dos dados biome´tricos coletados sa˜o modelados por um GMM.
Em verificac¸a˜o de locutor o objetivo e´ determinar se um vetor de caracter´ısticas X =
{x1, x2, ..., xT} pertence ou na˜o ao poss´ıvel locutor s, o que resulta nas duas hipo´teses
abaixo:
 H0: X pertence ao locutor s
 H1: X na˜o pertence ao locutor s
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Para cada uma das hipo´teses H0 e H1, um modelo estat´ıstico GMM precisa ser esti-
mado. Intuitivamente, a hipo´tese H0 pode ser estimada exclusivamente a partir da locuc¸a˜o
de cadastro do locutor s. Contudo, na pra´tica, nem sempre material de fala de um locutor
e´ abundante, em outras palavras, algumas classes fone´ticas podem na˜o estar dispon´ıveis
no conjunto de treinamento de cadastro, impossibilitando o ca´lculo de um modelo GMM
robusto.
Uma soluc¸a˜o adotada para lidar com esse problema e´ a construc¸a˜o de modelos univer-
sais UBM (Universal Background Model) de padro˜es de fala. O modelo UBM tambe´m e´
um GMM, pore´m e´ treinado usando a fala de diferentes locutores, onde idealmente possui
toda a variabilidade fone´tica existente. Dessa maneira, na etapa de cadastro, como pode
ser visualizado na figura 2.3, dado o material de treinamento de um locutor (locuc¸a˜o de
cadastro), obte´m-se o modelo correspondente λs, via UBM, por um me´todo de adaptac¸a˜o
(ver sec¸a˜o 5.1.2). Por outro lado, a hipo´tese H1 e´ representada pelo UBM λΩ.
No modo de reconhecimento, conforme esquematizado na figura 2.4, o usua´rio entra
com uma nova locuc¸a˜o (locuc¸a˜o de teste) e uma identidade alegada. As caracter´ısticas
obtidas dessa locuc¸a˜o sa˜o comparadas separadamente com o modelo λs (adaptado) da
locuc¸a˜o do locutor de identidade declarada e com o modelo UBM λΩ. A decisa˜o e´ tomada
(aceita ou rejeita o locutor), conforme as pontuac¸o˜es (scores) destas comparac¸o˜es.
Matematicamente, a decisa˜o sera´ baseada na raza˜o de verossimilhanc¸as dada por:
S(X,λs) = log
p(X | λs)
p(X | λΩ)
≥ θ aceita o locutor< θ rejeita o locutor (2.1)
A equac¸a˜o 2.1 pode ainda ser escrita como:
S(X,λs) = log p(X | λs)− log p(X | λΩ) (2.2)
Um sistema de verificac¸a˜o de locutor baseado neste processo de decisa˜o e´ referenciado
como UBM-GMM.
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Figura 2.3: Etapa de cadastro de um sistema de verificac¸a˜o locutor UBM-GMM.
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Figura 2.4: Etapa de reconhecimento de um sistema de verificac¸a˜o de locutor UBM-GMM.
2.4.2 Ma´quinas de Vetores-Suporte
O problema de verificac¸a˜o pode ser visto como um problema de duas classes. A tarefa e´
separar duas classes por uma func¸a˜o que e´ induzida a partir das amostras de treinamento.
O objetivo aqui e´ produzir um classificador que gera um bom desempenho para amostras
na˜o-observadas e na˜o dispon´ıveis durante a fase de treinamento, isto e´, um classificador
que possui uma ampla capacidade de generalizac¸a˜o.
Apesar do sucesso de GMMs em solucionar as tarefas de verificac¸a˜o de locutor, e´
observado que GMMs na˜o possuem alta capacidade de generalizac¸a˜o. Frente a este fato,
uma abordagem sugerida em va´rios trabalhos tem sido o uso de Ma´quinas de Vetores-
Suporte (SVMs) [9] [10] [11] [12]. SVMs sa˜o classificadores que discriminam duas classes
baseado numa superf´ıcie de separac¸a˜o no espac¸o de caracter´ısticas, denominado hiperplano
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de separac¸a˜o o´timo. [13].
Em verificac¸a˜o de locutor, o espac¸o de caracter´ısticas de um locutor e´ formado por um
conjunto de vetores de paraˆmetros X = {x1, ..., xT}, contudo SVM sa˜o definidos somente
para vetores simples (single vectors). Uma soluc¸a˜o encontrada e´ o uso de supervetores
[9]. Um supervetor, como o nome sugere, possui uma alta dimensa˜o D, e e´ obtido a
partir de um conjunto de vetores de caracter´ısticas de dimensa˜o d, onde D >> d. Nesta
dissertac¸a˜o, mais informac¸o˜es sobre o uso e o processo de obtenc¸a˜o de supervetores sera˜o
discutidas (sec¸a˜o 5.2).
Em sistemas de verificac¸a˜o de locutor baseados em SVMs, duas classes de vetores
de caracter´ısticas sa˜o definidas: uma classe e´ representada por supervetores obtidos de
locuc¸o˜es de treinamento de um locutor cadastrado no sistema e a outra classe e´ formada
pelos supervetores pertencentes a impostores. Dessa maneira, SVMs sa˜o treinados e o
classificador de separac¸a˜o o´timo e´ determinado. Para maiores detalhes sobre a teoria
relacionada a SVM, os trabalhos [14] e [15] podem ser consultados.
2.4.3 Joint Factor Analysis
Apesar do sucesso das abordagens baseadas em SVMs, outra metodologia denominada
JFA (Joint Factor Analysis) [16], que tambe´m utiliza o conceito de supervetores, e´ a
base teo´rica da atual metodologia adotada no desenvolvimento de sistemas de verificac¸a˜o
de locutor. JFA modela explicitamente a variabilidade intra-classe, ou seja, a variac¸a˜o
observada na fala de um mesmo indiv´ıduo [17].
A variabilidade intra-classe geralmente e´ atribu´ıda a fatores te´cnicos, como mudanc¸as
no ambiente de gravac¸a˜o, o tipo de microfone utilizado, o canal de transmissa˜o, o ru´ıdo de
fundo, etc. Contudo, fatores relacionados a` sau´de do locutor (resfriados, rouquida˜o), fa-
tores emocionais, envelhecimento, tambe´m podem contribuir de forma significativa. Ale´m
disso, aspectos lingu´ısticos, como o idioma utilizado e suas variac¸o˜es, tambe´m devem ser
considerados.
A medida da variabilidade intra-classe tambe´m e´ afetada quando um sistema de reco-
nhecimento de locutor recebe “ataques” [18], por meio de imitac¸o˜es [19], gravac¸o˜es [20],
utilizac¸a˜o de vozes sintetizadas [21] ou te´cnicas de conversa˜o de voz [22].
O sucesso da abordagem JFA depende de va´rios fatores, principalmente na disponi-
bilidade de bastante material de treinamento. Nesse sentido, importantes simplificac¸o˜es
matema´ticas foram feitas, resultando no trabalho de Dehak, que surpreendentemente re-
presenta um locutor por um u´nico vetor de baixa dimensa˜o, denominado i-vector [3].
Quando locuc¸o˜es de fala sa˜o representadas por i-vectors, a tarefa de um sistema de
verificac¸a˜o de locutor e´ simplesmente determinar se dois i-vectors possuem a mesma in-
formac¸a˜o ou na˜o, em relac¸a˜o ao locutor. Um i-vector representa a amostra de um locutor
cadastrado e o outro representa uma amostra de teste. Assim, se o sistema de verifica-
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c¸a˜o conclui que os dois i-vectors carregam a mesma informac¸a˜o, enta˜o ambos pertencem
ao mesmo locutor. A dimensa˜o dos i-vectors geralmente e´ reduzida apo´s a aplicac¸a˜o da
te´cnica LDA(Linear Discriminant Analysis) [23] [3]. O processo de decisa˜o e´ baseado na
metodologia denominada PLDA (Probabilistic Linear Discriminant Analysis) [24]. Nesta
dissertac¸a˜o, conceitos relacionados a` JFA (sec¸a˜o 5.3), i-vectors (sec¸a˜o 5.4), LDA (sec¸a˜o
5.5) e PLDA (sec¸a˜o 5.6) sera˜o apresentados com maiores detalhes.
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Capı´tulo3
Extrac¸a˜o e normalizac¸a˜o de paraˆmetros
Este cap´ıtulo apresenta uma visa˜o geral dos trabalhos relacionados aos me´todos de
extrac¸a˜o e normalizac¸a˜o de paraˆmetros utilizados em sistemas de verificac¸a˜o de locutor.
A Sec¸a˜o 3.1 faz uma revisa˜o dos me´todos de extrac¸a˜o de paraˆmetros mais utilizados em
verificac¸a˜o de locutor. A Sec¸a˜o 3.2 discute as principais te´cnicas de normalizac¸a˜o de
paraˆmetros.
3.1 Extrac¸a˜o de paraˆmetros
A extrac¸a˜o de paraˆmetros e´ um importante passo no desenvolvimento de um sistema
automa´tico de reconhecimento de locutor. O objetivo dessa etapa e´ identificar os paraˆ-
metros que melhor caracterizam um sinal de fala.
Deseja-se que os paraˆmetros a serem utilizados como vetores de caracter´ısticas possuam
as seguintes propriedades [27]:
1. Representatividade: os vetores de paraˆmetros devem apresentar alta variaˆncia inter-
classe e baixa variaˆncia intra-classe, ou seja, o grau de diferenc¸a entre amostras de
duas pessoas diferentes deve ser alto e a variabilidade observada nas caracter´ısticas
extra´ıdas de um mesmo indiv´ıduo deve ser mı´nima;
2. Pouca variac¸a˜o com o ambiente: os vetores de paraˆmetros devem ser robustos a
ru´ıdos e distorc¸o˜es;
3. Ocorreˆncia: a ocorreˆncia dos paraˆmetros avaliados em uma amostra de fala deve ser
frequente;
4. Mensurabilidade: os paraˆmetros utilizados devem ser facilmente mensura´veis;
5. Robustez a` mı´mica: e´ poss´ıvel reproduzir algumas caracter´ısticas de outro locutor
via imitac¸a˜o de voz, assim, o uso de paraˆmetros robustos a` imitac¸a˜o e´ deseja´vel;
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6. Permaneˆncia: idealmente deseja-se que os paraˆmetros avaliados na˜o sejam afetados
pelo estado de sau´de e variac¸o˜es tempora´rias da fala do locutor.
De acordo com [28], ate´ recentemente os principais paraˆmetros amplamente utiliza-
dos para caracterizar o sinal de fala se enquadram em uma das seguintes classes: (a)
paraˆmetros espectrais de curto tempo, (b) paraˆmetros proso´dicos, (c) paraˆmetros de alto
n´ıvel.
Os recentes avanc¸os em sistemas de reconhecimento de locutor para fins biome´tricos
baseiam-se quase que exclusivamente em paraˆmetros espectrais de curto tempo, pore´m,
para fins forenses, os paraˆmetros proso´dicos sa˜o mais utilizados.
A combinac¸a˜o de paraˆmetros complementares geralmente traz ganhos de desempenho.
Ale´m disso, a escolha de qual paraˆmetro utilizar para representar o sinal de fala depende
de va´rios fatores, principalmente da aplicac¸a˜o desejada. A seguir, e´ apresentada uma
descric¸a˜o sucinta das classes de paraˆmetros mencionadas. Ressalta-se que neste trabalho,
somente os vetores de paraˆmetros MFCCs e VVGP foram implementados.
3.1.1 Paraˆmetros espectrais de curto tempo
O sinal de fala na˜o e´ constitu´ıdo por uma sequeˆncia de sons bem definidos, com uma
mudanc¸a brusca entre estes. Pelo contra´rio, a transic¸a˜o entre fonemas acontece de forma
gradual, com variac¸o˜es suaves das caracter´ısticas de um som para o som sucessivo. Isto se
deve ao fato de que a vibrac¸a˜o das cordas vocais e o trato vocal sa˜o mecanismos mecaˆnicos,
cujas movimentac¸o˜es e alterac¸o˜es ocorrem de forma lenta. Assim, os sinais de fala podem
ser considerados estaciona´rios em curtos intervalos de tempo que variam entre 20 a 30
ms. Dessa maneira, dentro desse intervalo, os paraˆmetros espectrais de curto tempo sa˜o
extra´ıdos.
Paraˆmetros espectrais de curto tempo sa˜o geralmente relacionados ao formato f´ısico do
trato vocal, que inclui o tamanho f´ısico das cordas vocais, o comprimento da laringe, etc [7]
[53]. Os coeficientes mel cepstrais (MFCC) sa˜o os paraˆmetros espectrais de curto tempo
mais utilizados em processamento de fala e foram introduzidos por Davis e Mermelstein
na de´cada de 80 [7].
A escala Mel foi criada a partir de estudos emp´ıricos relacionados a` percepc¸a˜o au-
ditiva humana. O sistema de audic¸a˜o humana na˜o responde a frequeˆncias de maneira
linear. A escala Mel considera que para frequeˆncias elevadas a capacidade de resoluc¸a˜o
do ouvido e´ reduzida. Neste caso, uma escala logar´ıtmica e´ usada para posicionar as ban-
das de frequeˆncia (ou seja, a escala de frequeˆncia e´ transformada para dar menos eˆnfase
a frequeˆncias altas), o que aproxima o modelo do comportamento do sistema auditivo
humano. A correspondeˆncia matema´tica entre as escalas Mel e Hz e´ expressa como [66]:
fmel = 2595log10(1 +
fHz
700) (3.1)
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Figura 3.1: Processo de obtenc¸a˜o dos coeficientes mel-cepstrais
A figura 3.1 corresponde ao diagrama de blocos do processo de extrac¸a˜o dos paraˆmetros
MFCCs realizado na maioria das implementac¸o˜es. Inicialmente, os sinais de fala devem
ser submetidos a uma fase de pre´ processamento detalhada abaixo:
 Pre´-eˆnfase do sinal de fala: Ao sinal de fala e´ aplicado um filtro de pre´-eˆnfase com
o objetivo de destacar informac¸o˜es presentes em altas frequeˆncias. Aplica-se um
filtro FIR de primeira ordem, de acordo com a func¸a˜o de transfereˆncia H(z) =
1− az−1, onde a = 0, 97 foi o coeficiente de pre´-eˆnfase utilizado. Assim, eliminamos
a atenuac¸a˜o espectral decorrente das caracter´ısticas fisiolo´gicas do trato vocal. Este
processo e´ importante porque as informac¸o˜es em frequeˆncias mais altas do sinal de
fala apresentam menor energia do que nas frequeˆncias baixas.
 Ana´lise para tempos curtos: para curtos intervalos de tempo que variam entre 20
a 30 ms, assume-se que o modelo do trato vocal na˜o varia. Assim, o sinal de
fala e´ dividido em quadros de tamanho fixo com determinado nu´mero de amostras.
Geralmente os quadros resultantes possuem um regia˜o de sobreposic¸a˜o entre quadros
adjacentes para que a variac¸a˜o dos paraˆmetros seja mais gradual.
 Janelamento: com o objetivo de minimizar as transic¸o˜es abruptas nos extremos do
sinal segmentado, cada quadro e´ multiplicado por uma func¸a˜o janela. A janela de
Hamming e´ a mais utilizada em processamento de fala. A equac¸a˜o 3.2 representa a
func¸a˜o matema´tica da janela de Hamming H(n), onde N e´ o nu´mero de pontos da
janela e n o ı´ndice avaliado.
H(n) =
 0.54− 0.46 cos(
2pin
N−1) se 0 ≤ n ≤ N − 1,
0 se n > N − 1. (3.2)
 Detector de atividade de voz (VAD): Uma etapa importante para o processamento
de um sinal de fala e´ a detecc¸a˜o de atividade de voz (Voice Activity Detector-VAD),
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isto e´, identificar os trechos do sinal para os quais ha´ fala (voz) ou sileˆncio (pausa),
pois trechos de sileˆncio na˜o conteˆm informac¸a˜o da identidade do locutor. Ale´m dos
trechos de sileˆncio, trechos do sinal de fala em que esta´ presente apenas ru´ıdo de
fundo tambe´m precisam ser descartados. Conforme o item anterior, cada quadro
e´ multiplicado por uma janela. Para cada quadro resultante (janelado) e´ dado um
valor (0 ou 1) que o classifica como quadro de sileˆncio ou de fala, geralmente 0 para
sileˆncio e 1 para fala, criando assim um vetor bina´rio.
Figura 3.2: Processo de detecc¸a˜o de atividade de voz
Em verificac¸a˜o de locutor, o VAD mais usado baseia-se no ca´lculo da energia. Inici-
almente, para cada quadro de N amostras, o valor da energia e´ calculado conforme
equac¸a˜o 3.3. Utiliza-se geralmente o valor do logaritmo da energia para se acentuar
as baixas mudanc¸as entre os valores de energia de cada quadro. A partir do valor
do quadro de maior energia, fixa-se um valor de limiar. Assim, quadros com valores
de energia abaixo do limiar sa˜o eliminados, uma vez que correspondem a sileˆncio ou
ru´ıdo [63]. Na figura 3.2, um sinal de fala e´ mostrado incluindo seu espectrograma.
Em seguida, a figura mostra os valores de energia obtidos ao longo do sinal e o vetor
bina´rio resultante do processo do VAD. No experimento ilustrado na figura 3.2, o
sinal de fala foi dividido em quadros de 30 ms com deslocamentos a cada 10 ms.
E(n) =
N∑
n=1
x2(n) (3.3)
Apo´s a fase de pre´-processamento, para cada quadro selecionado pela aplicac¸a˜o do
VAD, e´ calculado o mo´dulo da transformada de Fourier e os espectros resultantes sa˜o
processados por um banco de filtros triangulares tipo passa-faixa, espac¸ados segundo a
escala Mel. Este processo e´ aplicado aos valores dos mo´dulos (ao quadrado) da DFT. A
dimensionalidade da informac¸a˜o extra´ıda do sinal de fala e´ reduzida pela aplicac¸a˜o do
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banco de filtros e, quanto menor for o nu´mero de filtros utilizados, mais compacta sera´ a
informac¸a˜o. Ale´m disso, o formato triangular do filtro permite enfatizar as componentes
presentes nas frequeˆncias centrais, atenuando as demais.
Na sa´ıda de cada um dos filtros e´ calculada o logaritmo da energia e finalmente e´
calculada a DCT ( Discrete Cosine Transform) do logaritmo da energia calculada na
sa´ıda de cada filtro. Como os bancos de filtros sa˜o sobrepostos, as energias concentradas
em cada filtro sa˜o correlacionadas. A DCT descorrelaciona as energias, o que explica o
modelamento dos paraˆmetros baseado em matriz de covariaˆncia diagonal.
A dimensa˜o F dos coeficientes MFCCs extra´ıdos e´ definida tomando-se os coeficientes
iniciais da DCT.
Os valores de espac¸amento e de largura de banda dos filtros sa˜o determinados utili-
zando o conceito de banda cr´ıtica, o qual fornece uma indicac¸a˜o da banda efetiva do filtro
auditivo. Ale´m disso, a largura de banda dos filtros varia com a frequeˆncia. Assim, para
frequeˆncias inferiores a 1000 Hz, sa˜o empregados filtros com largura de banda da ordem de
100 Hz; para frequeˆncias superiores a largura aumenta em escala logar´ıtmica. O nu´mero
de filtros pode mudar dependendo da aplicac¸a˜o desejada e da frequeˆncia de amostragem
empregada Fs.
Apesar da popularidade dos coeficientes MFCC em processamento de fala, grande
quantidade de estudos teˆm sido direcionados na busca de novos paraˆmetros que possam
melhor caracterizar os locutores. Por exemplo, os coeficientes Minimum Variance Dis-
tortionless Response (MVDR) [29] e Mean Hilbert Envelope Coefficients (MHEC) [30]
apresentam melhor desempenho quando comparados ao uso dos coeficientes MFCC na
presenc¸a de ru´ıdos. Outros trabalhos sugerem a fusa˜o de novos paraˆmetros com os coefi-
cientes MFCC, pois carregam informac¸o˜es complementares, tais como, Spectral Centroid
Frequency (SCF) e Spectral Centroid Magnitude (SCM) [31].
3.1.2 Paraˆmetros proso´dicos
Os paraˆmetros proso´dicos sa˜o definidos como aqueles relativos a` vibrac¸a˜o das cordas
vocais, a` durac¸a˜o e a` intensidade do sinal de fala.
A frequeˆncia de vibrac¸a˜o das cordas vocais e´ um paraˆmetro muito importante, pois
determina a frequeˆncia fundamental F0 do sinal de fala, que e´ percebida como tom (pitch).
A frequeˆncia fundamental F0 e´ inversamente proporcional ao valor da raiz quadrada da
massa das cordas vocais e diretamente proporcional ao valor da raiz quadrada da tensa˜o
delas. A frequeˆncia fundamental esta´ relacionada principalmente a` entonac¸a˜o da fala.
O estudo da durac¸a˜o entre palavras, fones, etc, indica a extensa˜o de tempo empregada
na articulac¸a˜o dos paraˆmetros [34] [10], ao passo que a intensidade sonora reflete melhor
nossa sensac¸a˜o de volume e mede a quantidade de energia no sinal de fala.
Apesar de a maioria das pessoas serem capazes de modificar seus valores de F0 [32], na
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presenc¸a de ru´ıdos os valores de F0 apresentam baixa variaˆncia intra-classe. Aproveitando
essa caracter´ıstica, alguns trabalhos combinaram paraˆmetros espectrais de curto tempo
e baseados na frequeˆncia fundamental, e mostraram-se complementares, trazendo ganhos
de desempenho [33].
Os paraˆmetros proso´dicos geralmente sa˜o obtidos a partir de segmentos longos do sinal
de fala, como s´ılabas e palavras, o que os tornam mais dif´ıceis de serem obtidos. Ale´m
disso, o uso de paraˆmetros proso´dicos e´ incentivado somente quando uma base de dados
ampla e´ dispon´ıvel para a fase de treinamento.
A modelagem de paraˆmetros proso´dicos geralmente requer o uso de um sistema de
reconhecimento de fala no qual palavras, s´ılabas, fones etc, sa˜o obtidos e em seguida a
extrac¸a˜o dos paraˆmetros proso´dicos e´ feita. Em [35], paraˆmetros proso´dicos foram mode-
lados usando JFA e me´todos mais simples de extrac¸a˜o dos paraˆmetros foram propostos.
3.1.3 Paraˆmetros de alto n´ıvel
Paraˆmetros de alto n´ıvel sa˜o aqueles relacionados aos padro˜es de escolha de palavras,
frases ou meta´foras [36] [37] [38]. Assim, as informac¸o˜es de alto n´ıvel incluem as caracte-
r´ısticas utilizadas pelos humanos para diferenciar uma pessoa da outra, como por exemplo
o dialeto, sotaque, o conteu´do da fala etc. Intuitivamente, nota-se que e´ mais fa´cil reco-
nhecer algue´m familiar do que um estranho pois cada indiv´ıduo possui uma maneira de
falar u´nica e uma prefereˆncia por palavras e frases, na˜o significando que um indiv´ıduo
utilize palavras espec´ıficas que ningue´m mais usa.
Em verificac¸a˜o automa´tica de locutor, caracter´ısticas de alto n´ıvel sa˜o dif´ıceis de serem
obtidas e mensuradas. A disponibilidade de bastante material de treinamento e´ necessa´ria
para que seja poss´ıvel identificar e extrair paraˆmetros de alto n´ıvel.
3.2 Normalizac¸a˜o de paraˆmetros
A variabilidade intra-classe e´ o principal problema em verificac¸a˜o de locutor e e´ atri-
bu´ıda geralmente a` influeˆncia do canal de transmissa˜o, presenc¸a de ru´ıdo, transdutor
utilizado.
A distorc¸a˜o causada pelo canal de transmissa˜o e´ denominada ru´ıdo convolucional e,
quando um ru´ıdo e´ adicionado ao sinal, como por exemplo o de um carro, recebe o nome de
ru´ıdo aditivo. Assim, com o objetivo de compensar o efeito das distorc¸o˜es na distribuic¸a˜o
dos paraˆmetros, algumas te´cnicas de normalizac¸a˜o podem ser aplicadas. Dentre essas
te´cnicas, podemos citar: Normalizac¸a˜o da Me´dia Cepstral (CMN) [45] e Feature Warping
(FW) [46].
1. Normalizac¸a˜o da Me´dia Cepstral: A te´cnica CMN, tambe´m conhecida como sub-
trac¸a˜o da me´dia cepstral, visa compensar o efeito causado tanto pelo microfone
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utilizado quanto pelo canal transmissor. Nesta te´cnica, a me´dia temporal de cada
coeficiente cepstral, em uma dada amostra de fala, e´ subtra´ıda do correspondente
coeficiente em todos os quadros, com o objetivo de atenuar as distorc¸o˜es que elevam
na me´dia seus valores. Quando normaliza-se o valor da variaˆncia em conjunto com
a me´dia nos vetores de paraˆmetros, a te´cnica e´ denominada Normalizac¸a˜o da Me´dia
e Variaˆncia Cepstral (CMVN). Em ambos casos, considera-se que o efeito do canal
e´ constante no tempo. Contudo, ha´ a possibilidade de aplicar as te´cnicas CMN e
CMVN utilizando janelas.
2. Feature Warping : A te´cnica FW visa representar os vetores de paraˆmetros de forma
robusta. FW modifica a distribuic¸a˜o dos vetores de paraˆmetros, e os modela como
se seguissem uma distribuic¸a˜o gaussiana durante um per´ıodo de tempo (janela).
Nesta sec¸a˜o, o efeito ao utilizar as te´cnicas de normalizac¸a˜o CMN, CMVN e FW
na distribuic¸a˜o dos vetores dos paraˆmetros MFCCs e´ discutido. Os histogramas aqui
apresentados foram obtidos a partir de um sinal de fala de frequeˆncia de amostragem de
8 kHz com 16 bits de resoluc¸a˜o por amostra.
Inicialmente, segmentamos o sinal de fala em N quadros de 30 ms de igual tamanho
com sobreposic¸a˜o de 15 ms. Em seguida, cada quadro foi multiplicado por uma janela
de Hamming. Para cada quadro janelado, um vetor de dimensa˜o 12 foi obtido (ver sec¸a˜o
6.2). Assim, obteˆm-se uma matriz de paraˆmetros de dimenso˜es 12 x N . Para ilustrar
o processo utilizamos apenas os valores do terceiro coeficiente mel cepstral. Na figura
3.3, o histograma dos N valores obtidos para terceiro coeficiente MFCC e´ mostrado. Os
pro´ximos histogramas tambe´m referem-se aos valores do terceiro coeficiente mel cepstral.
Para a aplicac¸a˜o da te´cnica CMN, calcula-se a me´dia temporal de cada coeficiente
cepstral. Em seguida, cada valor temporal de coeficiente cepstral e´ subtra´ıdo da sua cor-
respondente me´dia. No caso da te´cnica CMNV, ale´m da me´dia, a variaˆncia dos coeficientes
tambe´m e´ normalizada.
Nas figuras 3.4 e 3.5 os histogramas obtidos, apo´s a aplicac¸a˜o das te´cnicas CMN e
CMVN sa˜o apresentados respectivamente. Como esperado, na˜o ha´ nenhuma mudanc¸a na
forma geral da distribuic¸a˜o dos vetores quando comparado a figura 3.3, pore´m verificamos
que os valores dos vetores de paraˆmetros sa˜o normalizados. As te´cnicas CMN e CMVN
visam compensar a distorc¸a˜o provocada pelo microfone e/ou canal pelo canal transmissor.
Considera-se que a me´dia temporal de cada coeficiente cepstral na˜o conte´m informac¸a˜o
relevante em relac¸a˜o a` identidade do locutor.
A te´cnica FW modela a distribuic¸a˜o dos vetores de paraˆmetros por gaussianas durante
um per´ıodo de tempo (janelas retangulares de 3 s). Na figura 3.6, verificamos o efeito ao
utilizar a te´cnica FW. O histograma resultante representa claramente uma distribuic¸a˜o
gaussiana.
Na literatura, geralmente aplica-se inicialmente a te´cnica CMVN e em seguida a te´cnica
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FW. Assim, na figura 3.7 o histograma obtido quando ambas as te´cnicas FW e CMVN sa˜o
utilizadas e´ mostrado. Ressalta-se que as te´cnicas de normalizac¸a˜o CMN, CMVN e FW
sa˜o utilizadas para sinais de fala amostrados a baixa frequeˆncia de amostragem. No caso
de locuc¸o˜es com alta frequeˆncia de amostragem e em ambiente controlado, geralmente
na˜o ha´ necessidade da aplicac¸a˜o de te´cnicas de normalizac¸a˜o.
Neste cap´ıtulo apresentamos as principais classes de paraˆmetros utilizadas em verifi-
cac¸a˜o de locutor, incluindo um estudo sobre te´cnicas de normalizac¸a˜o.
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Figura 3.3: Histograma original das amostras
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Figura 3.4: Histograma das amostras do 3o¯
MFCC apo´s a aplicac¸a˜o da te´cnica CMN
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Figura 3.5: Histograma das amostras do 3o¯
MFCC apo´s a aplicac¸a˜o da te´cnica CMVN
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Figura 3.6: Histograma das amostras do 3o¯
MFCC apo´s a aplicac¸a˜o da te´cnica FW
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Figura 3.7: Histograma das amostras do 3o¯
MFCC apo´s a aplicac¸a˜o das te´cnicas FW e
CMVN
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Capı´tulo4
Paraˆmetros VVGP
Nesta sec¸a˜o inicialmente mostramos brevemente alguns conceitos de fractais. Em
seguida, apresentamos uma descric¸a˜o da cascata multiplicativa. Por u´ltimo, e´ feita a
descric¸a˜o do modelo multiplicador gaussiano de variaˆncia varia´vel (VVGM), usado para
a obtenc¸a˜o do paraˆmetro VVGP.
4.1 Fractais
Segundo Mandelbrot [68], objetos que possuem uma forma geome´trica irregular ou
fragmentada que pode ser quebrada em partes, e em que cada uma das partes e´ (ao
menos aproximadamente) uma co´pia em tamanho reduzido do todo, sa˜o chamados fractais.
Assim, uma forma geome´trica e´ fractal ou autosimilar, quando possui uma estrutura com
detalhes em todos os n´ıveis de resoluc¸a˜o.
Os conjuntos de Mandelbrot e Julia e as curvas de Koch e Sierpinski, ilustrados na
Figura 4.1, sa˜o exemplos t´ıpicos e bem conhecidos de fractais geome´tricos, em geral cons-
tru´ıdos a partir de operac¸o˜es iterativas; se uma pequena parte dos objetos da figura e´
apropriadamente ampliada, o objeto resultante parece exatamente com o objeto como um
todo, propriedade conhecida como invariaˆncia na escala.
Figura 4.1: Exemplo de fractais. Fonte: [67]
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O tamanho de objetos fractais, dada a complexidade de suas estruturas, na˜o e´ men-
sura´vel em termos da geometria euclidiana cla´ssica. Contudo, alguma medida baseada
no tamanho das variac¸o˜es dos conjuntos fractais, quando medidos ao longo de diferentes
escalas pode ser usada. Para esta relac¸a˜o e´ empregado o conceito de dimensa˜o fractal.
A dimensa˜o fractal mede o grau das irregularidades e possui, geralmente, valores fra-
ciona´rios, sendo este um dos principais motivos para o nome fractal (do latim fractus
significando quebrado). Na literatura, existem va´rias dimenso˜es fractais comumente uti-
lizadas no estudo dos fractais: a dimensa˜o de Hausdorff, a dimensa˜o de capacidade, a
dimensa˜o de correlac¸a˜o e a dimensa˜o de informac¸a˜o.
4.2 Processos multifractrais
Muitos fenoˆmenos naturais apresentam um comportamento complexo, o que dificulta
sua ana´lise, como por exemplo o sinal de fala que e´ extremamente heterogeˆneo e apresenta
oscilac¸o˜es de maneira complexa ao longo do tempo
Os dados do sinal de fala sa˜o vistos como se´ries ordenadas, obtidas seguindo uma
sequeˆncia no tempo, uma vez que as amostras sa˜o capturadas a partir do processo de
amostragem.
Considerando que as propriedades em escala deste tipo de sinal sa˜o causadas por uma
dinaˆmica cao´tica e por processos aleato´rios, existem va´rios comportamentos em escalas
diferentes (multiple scaling). Quando esses diversos comportamentos em escala sa˜o en-
contrados em diferentes instantes de tempo, o processo e´ denominado multifractal [39].
4.3 Multifractais multiplicativos
Nesta sec¸a˜o o modelo multifractal cascata multiplicativa sera´ apresentado. Cascatas
multiplicativas foram inicialmente propostas por Kolmogorov para modelagem de tur-
buleˆncia. Posteriormente, o modelo de cascatas multiplicativas encontrou aplicac¸o˜es em
diversas a´reas que necessitam modelar fenoˆmenos na˜o-lineares e que apresentam estrutura
multiplicativa [40] [41] [42] [43].
4.3.1 Cascatas multiplicativas
Uma cascata e´ um processo em que um dado conjunto e´ dividido em porc¸o˜es suces-
sivamente menores obedecendo a uma regra geome´trica, e ao mesmo tempo, a medida
associada a este mesmo conjunto e´ dividida de acordo com uma outra regra.
A cascata multiplicativa binomial e´ o me´todo mais simples de se obter um processo
multifractal, consistindo em um procedimento iterativo no intervalo compacto [0, 1].
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Figura 4.2: Processo de construc¸a˜o da cascata binomial
Sejam m0 e m1 (multiplicadores da cascata), dois nu´meros positivos cuja soma e´ 1.
Como mostrado na figura 4.2, no esta´gio n = 0 da cascata, tem-se uma medida inicial
µ0 do processo. Sem perda de generalidade, assume-se a massa µ0 unita´ria. No esta´gio
n = 1 , a medida µ0 e´ distribu´ıda, sendo m0 no subintervalo I00 = [0, 1/2] e m1 em
I01 = [1/2, 1]. Em n = 2, esse processo e´ repetido em ambos intervalos I00 e I01, obtendo
quatro sub-intervalos I000, I010, I010 e I011, com os seguintes pesos atribu´ıdos :
µ[0, 1/4] = m0m0
µ[1/4, 1/2] = m0m1
µ[1/2, 3/4] = m1m0
µ[3/4, 1] = m1m1
No esta´gio k, 2k sub-intervalos dia´dicos do tipo [t, t+2−k] esta˜o definidos, cada um com
um correspondente valor de medida. Sejam ϕ0 e ϕ1 as frequeˆncias relativas de ocorreˆncia
de 0 e 1, respectivamente, no desenvolvimento da cascata. A medida µ no intervalo dia´dico
[t, t+ 2−k] e´ dada por:
µ[t, t+ 2−k] = µ[∆k] = mkϕ00 mkϕ11 (4.1)
Quando o procedimento de divisa˜o preserva a massa original, o processo e´ chamado
de cascata conservativa ou microcanoˆnica. As principais caracter´ısticas dos fenoˆmenos do
tipo cascata sa˜o a invariaˆncia de escala e a conservac¸a˜o dos fluxos desde escalas maiores
ate´ as menores. Como ilustrado na figura 4.2 os intervalos horizontais obtidos apo´s cada
iterac¸a˜o sa˜o uma re´plica de tamanho reduzido do conjunto de tamanho unita´rio original
e a reduc¸a˜o vertical representa a medida do intervalo transferida.
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4.3.2 Modelo Multifractal VVGM
Na sessa˜o anterior, consideramos a cascata multiplicativa binomial com multiplicadores
fixos m0 e m1. Ao considerar os multiplicadores da cascata como varia´veis aleato´rias
independentes em [0,1], com densidade de probabilidade fR(x), obte´m-se uma cascata
multiplicativa aleato´ria.
O modelo multiplicador gaussiano de variaˆncia varia´vel, originalmente utilizado na
modelagem de intervalos de tempo de chegada de tra´fego LAN em banda larga, assume
que os multiplicadores possuem uma distribuic¸a˜o de probabilidade Gaussiana com me´dia
r=0,5 e variaˆncia varia´vel para cada n´ıvel da cascata multiplicativa aleato´ria conservativa
[44].
Para utilizar o modelo VVGM na modelagem de um sinal, o sinal deve satisfazer as
seguintes condic¸o˜es [44].
 As amostras do sinal devem assumir somente valores positivos;
 O sinal deve apresentar mu´ltiplas escalas;
 O sinal deve exibir distribuic¸a˜o na˜o-Gaussiana.
Na pro´xima subsec¸a˜o o algoritmo para estimac¸a˜o dos multiplicadores e´ apresentado.
4.3.3 Estimac¸a˜o da densidade de probabilidade dos multiplica-
dores
Figura 4.3: Diagrama do processo de estimac¸a˜o dos multiplicadores
Considere que XNi , i = 1, ..., 2N , representa os dados do esta´gio N da cascata. Esta
cascata pode ser restaurada atrave´s do processo inverso de expansa˜o. Por exemplo, a
4.3. Multifractais multiplicativos 40
se´rie no esta´gio (N − 1) da cascata pode ser obtida agregando valores consecutivos do
esta´gio N em blocos na˜o-sobrepostos de tamanho 2. Em geral, dada uma se´rie na escala
(N − j), XN−ji (i = 1, ..., 2N−j), obtemos os dados na escala (N − j − 1) pela soma dos
valores consecutivos do esta´gio (N − j) da seguinte forma:
xN−j−1i = x
N−j
2i−1 + x
N−j
2i (4.2)
Este procedimento termina quando a agregac¸a˜o dos valores forma apenas um ponto na
u´ltima escala da cascata. Uma estimativa r
(i)
j dos multiplicadores pode ser obtida pela
equac¸a˜o abaixo:
r
(i)
j =
xN−ji
xN−j−12i−1
(4.3)
para i = 1, ..., 2N−j−1. Consideramos r(i)j como amostras da distribuic¸a˜o fRj(r) na escala
j. A distribuic¸a˜o dos multiplicadores na escala j pode ser obtida pelos histogramas de
r
(i)
j .
O modelo VVGM aproxima os histogramas obtidos por gaussianas, de me´dia r = 0, 5
e variaˆncias que mudam a cada escala. Nas figuras 4.4, 4.5, 4.6 e 4.7 sa˜o mostrados
histogramas estimados a partir do processo de reconstruc¸a˜o da cascata para diferentes
esta´gios, para um quadro de 256 amostras obtido de uma locuc¸a˜o com frequeˆncia de
amostragem de 22,05 kHz. Na sec¸a˜o 6.3 veremos como o modelo multiplicador Gaussiano
de variaˆncia varia´vel VVGM e´ usado para a obtenc¸a˜o dos paraˆmetros VVGP.
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Figura 4.4: Histograma no esta´gio 1
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Figura 4.5: Histograma no esta´gio 2
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Figura 4.6: Histograma no esta´gio 3
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Figura 4.7: Histograma no esta´gio 4
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Capı´tulo5
Modelos estat´ısticos utilizados em verificac¸a˜o
de locutor
Apo´s a fase de extrac¸a˜o dos vetores de caracter´ısticas do sinal de fala, o pro´ximo passo
em um processo de verificac¸a˜o de locutor consiste na estimac¸a˜o de modelos estat´ısticos
para cada locutor. Nesse cap´ıtulo as te´cnicas de modelamento cla´ssicas baseadas em
GMMs e em metodologias mais atuais sera˜o discutidas.
5.1 Mistura de Gaussianas
O uso de GMMs em reconhecimento de locutor foi introduzido por Reynolds em [8].
GMMs sa˜o populares devido a sua capacidade de modelar distribuic¸o˜es arbitra´rias de da-
dos. No caso da fala humana, um conjunto de gaussianas e´ utilizado, cada uma modelando
uma classe de sons.
Cada componente da mistura e´ representada por um func¸a˜o densidade de probabilidade
dada pela equac¸a˜o 5.1, onde x e´ um vetor de paraˆmetros de dimensa˜o F , |.| representa
determinante e ()T indica transposta . Assim, uma mistura de densidades de probabi-
lidades gaussianas e´ uma soma ponderada de C func¸o˜es de densidades de probabilidade
multidimensionais, e pode ser descrita matematicamente pela equac¸a˜o 5.2.
Assim, a densidade de mistura gaussiana, denotada por λ, e´ caracterizada por λ =
(wi, µi,∑i), i = 1, ..., C onde µi e´ o vetor de me´dias, ∑i e´ a matriz de covariaˆncia, wi e´
o coeficiente de ponderac¸a˜o (peso) de cada componente. Os pesos das misturas devem
satisfazer a condic¸a˜o
∑C
i=1wi = 1.
N (x|µi,∑i)= 1(2pi)F/2|∑
i
|0.5 exp{−
1
2 (x−µi)T
∑−1
i
(x−µi)} (5.1)
P (x|λ) = ∑Ci=1wiN (x|µi,∑i) (5.2)
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para i = 1, ..., C.
A matriz de covariaˆncia
∑
i
pode ser cheia ou diagonal. Em geral, para simplificac¸a˜o
dos ca´lculos e devido ao pouco material de treinamento, as matrizes de covariaˆncia sa˜o
consideradas de formato diagonal, ou seja, apenas os elementos da diagonal da matriz de
covariaˆncia
∑
i sa˜o considerados.
5.1.1 Estimac¸a˜o de paraˆmetros de um modelo GMM
Para um conjunto de vetores de caracter´ısticas X = {x1, x2, ..., xT}, e´ assumida por
simplificac¸a˜o matema´tica a independeˆncia entre os vetores de caracter´ısticas xt. Assim, a
probabilidade de observac¸a˜o do conjunto X dado o modelo λ e´ representado pela equac¸a˜o
5.3. A equac¸a˜o 5.3 e´ equivalente a equac¸a˜o 5.4 ao utilizar as propriedades da func¸a˜o
logar´ıtmica.
P (X|λ) = P (x1, x2, ..., xT |λ) = P (x1|λ)P (x2|λ)...P (xT |λ) =
T∏
t=1
P (xt|λ) (5.3)
logP (X|λ) =
T∑
t=1
logP (xt|λ) (5.4)
Um me´todo bastante popular para estimac¸a˜o do modelo λ e´ o me´todo de estimac¸a˜o da
ma´xima verossimilhanc¸a ML ( Maximum Likelihood). O me´todo ML tem como princ´ıpio
escolher os paraˆmetros wi, µi,
∑
i
do modelo λ que maximizam a probabilidade de observa-
c¸a˜o do conjunto de dados X, representada pela equac¸a˜o 5.3. A equac¸a˜o 5.3 e´ uma func¸a˜o
na˜o linear dos paraˆmetros wi, µi,
∑
i
do modelo λ, o que impede uma resoluc¸a˜o direta.
Em geral, os paraˆmetros do modelo λ sa˜o obtidos pelo algoritmo EM (Expectation
Maximization) [48]. O me´todo consiste em, dado um modelo inicial λ, estimar um novo
modelo λ¯ tal que P (X|λ¯) ≥ P (X|λ). O modelo obtido e´ usado como modelo inicial na
outra iterac¸a˜o e assim sucessivamente, ate´ um limiar de convergeˆncia ser atingido.
O algoritmo EM e´ composto de duas etapas distintas. Na primeira etapa, chamada
Expectation, sa˜o calculados os valores de P (i|xt, λ) de cada uma das componentes i do
GMM, para cada um dos vetores de paraˆmetros. Na segunda etapa, denominada Maxi-
mization, em cada iterac¸a˜o as seguintes fo´rmulas de reestimac¸a˜o sa˜o usadas, onde i varia
de 1 ate´ C.
wi =
1
T
T∑
t=1
P (i|xt, λ) (5.5)
µi =
∑T
t=1 P (i|xt, λ)xt∑T
t=1 P (i|xt, λ)
(5.6)
∑
i
=
∑T
t=1 P (i|xt, λ)x2t∑T
t=1 P (i|xt, λ)
− µ2i (5.7)
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A probabilidade a posteriori para cada gaussiana i e´ dada por:
P (i|xt, λ) = wiN (xt|µi,
∑
i
)∑N
k=1wkN (xt|µk,∑k) (5.8)
5.1.2 Te´cnica de adaptac¸a˜o Maximum a Posteriori
Nos trabalhos pioneiros de verificac¸a˜o de locutor baseados em GMMs, o modelo de um
locutor era representado por um GMM treinado exclusivamente a partir de suas locuc¸o˜es
de cadastro [8]. Contudo, na literatura cla´ssica, a metodologia consolidada consiste em
estimar o modelo de cada locutor com o uso de te´cnicas de adaptac¸a˜o. A ideia consiste
em implementar um me´todo que gere um modelo espec´ıfico para um determinado locutor
a partir de um modelo independente de locutor, denominado UBM.
Assim, o modelo de cada locutor e´ obtido a partir do UBM em um processo denominado
estimac¸a˜o de maximum a posteriori (MAP) [47]. A te´cnica MAP e´ uma das mais cla´ssicas
te´cnicas de adaptac¸a˜o utilizadas. A te´cnica MAP e´ baseada na estimac¸a˜o de ma´xima
verossimilhanc¸a. De posse dos dados de adaptac¸a˜o, a te´cnica estima os paraˆmetros do
novo modelo tais que a verossimilhanc¸a desse modelo, dados os dados de adaptac¸a˜o, seja
ma´xima.
Tal como no algoritmo EM, a adaptac¸a˜o MAP ocorre em duas etapas de processamento
distintas: na primeira etapa, dado o material de fala a ser adaptado, estimam-se as
estat´ısticas suficientes para cada mistura do UBM; na segunda etapa, tais estat´ısticas sa˜o
combinadas com as iniciais do UBM, gerando assim novas estat´ısticas.
Matematicamente, dado o vetor de caracter´ısticas de um locutor X = {x1, x2, .., xt} e
o UBM representado por λΩ = (wi, µi,∑i) , para cada componente i no UBM, calcula-se:
P (i|xt, λΩ) = wiN (xt;µi,
∑
i
)∑C
j=iwjN (xt;µj,∑j) (5.9)
Em seguida as estat´ısticas suficientes dos paraˆmetros de pesos, me´dias e variaˆncias a
partir dos valores de P (i|xt, λΩ) e xt sa˜o obtidas.
P (i|λΩ) =
T∑
t=1
P (i|xt, λΩ) (5.10)
Ei[x] =
1
P (i|λΩ)
T∑
t=1
P (i|xt, λΩ)xt (5.11)
Ei[xxt] =
1
P (i|λΩ)
T∑
t=1
P (i|xt, λΩ)xtxtt (5.12)
Os novos paraˆmetros λ˜Ω = (w˜i, µ˜i, ∑˜i) sa˜o estimados a partir das estat´ısticas obtidas.
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Para cada componente i, obteˆm-se:
w˜ =
ñ
αi
P (i|λΩ)
T
+ (1− αi)wi
ô
γ (5.13)
µ˜i = αiEi[X] + (1− αi)µi (5.14)
∑˜
i = αiEi[xxt] + (1− αi) (∑+µiµti)− µiµti (5.15)
O fator de escala γ assegura que a soma dos pesos de cada mistura obtida seja 1
e o paraˆmetro de regularizac¸a˜o αi, definido pela equac¸a˜o 5.16, controla o efeito que as
estat´ısticas do UBM tem sobre o modelo final obtido, onde a varia´vel r e´ um valor fixo
determinado empiricamente.
αi =
P (i|λΩ)
P (i|λΩ) + r (5.16)
O processo de adaptac¸a˜o MAP e´ ilustrado na figura 5.1). Inicialmente, dado o modelo
UBM e o material de fala do locutor, o modelo final adaptado do locutor e´ estimado. A
vantagem da te´cnica MAP e´ que, quanto mais dados de adaptac¸a˜o espec´ıficos de um dado
locutor sa˜o apresentados, mais o modelo adaptado se aproxima de um modelo dependente
de locutor.
Nota-se que nem todas as gaussianas do UBM sa˜o adaptadas, pois depende dos vetores
de paraˆmetros dos locutores. Assim, em situac¸o˜es em que pouco material de treinamento
de um locutor e´ dispon´ıvel, o modelo obtido basicamente consiste do pro´prio UBM. Nesse
sentido, outras te´cnicas, como por exemplo Maximum likelihood linear regression (MLLR)
e eigenvoices mostraram-se mais adequadas, quando pouco material de treinamento e´
dispon´ıvel [49] [51].
5.2 Supervetores
Em verificac¸a˜o de locutor, amostras de fala sa˜o representadas por um conjunto de
vetores de caracter´ısticas X = {x1, x2, .., xT}. O nu´mero T de vetores de caracter´ısticas
depende da durac¸a˜o da amostra de fala. Contudo, essa representac¸a˜o na˜o e´ a ideal,
pois dificulta o uso das principais te´cnicas de reconhecimento de padro˜es encontradas na
literatura.
Assim, deseja-se representar uma locuc¸a˜o de fala por um u´nico vetor, denominado
supervetor. Existem diferentes metodologias na obtenc¸a˜o de um supervetor. Neste tra-
balho, utilizamos dois supervetores obtidos a partir do UBM. Dado o modelo UBM
λΩ = (wi, µi,∑i), i = 1, 2, .., C e um vetor de caracteristicas X = {x1, x2, .., xT}, onde
xt ∈ <F , obtido de uma locuc¸a˜o de fala, a probabilidade da componente gaussiana i
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Material de fala do locutor
UBM Modelo Adaptado
Figura 5.1: Adaptac¸a˜o MAP. Fonte:[47]
representar o frame xt no intervalo de tempo t e´ dada pela equac¸a˜o 5.17.
γti =
wiN (xt|µi,∑i)∑C
j=1wjN (xt|µj,∑j) (5.17)
Ao considerar os T frames obtidos, a responsabilidade Ni da componente i e´ dada pela
equac¸a˜o 5.18.
Ni =
T∑
t=1
γti (5.18)
O primeiro supervetor e´ definido por N = [N1N2...NC ]T , ou seja com dimensa˜o C.
Para a obtenc¸a˜o do segundo supervetor, inicialmente e´ computado um vetor de me´dias
com dimensa˜o F , como mostrado na equac¸a˜o 5.19 para cada componente i.
mi =
1
Ni
T∑
t=1
γtixt (5.19)
Assim, o segundo supervetor e´ definido por m = [mT1mT2 ...mTC ]T , com dimensa˜o CF .
Considere o supervetor definido pela concatenac¸a˜o dos vetores de me´dias do UBM
µ = [µT1 µT2 ...µTC ]. Assim, o supervetor definido pela equac¸a˜o 5.19 pode ser centralizado
em relac¸a˜o ao supervetor µ como ilustrado na equac¸a˜o 5.20.
θ = m− µ (5.20)
A representac¸a˜o do vetor de me´dias como apresentado na equac¸a˜o 5.20 indica como um
locutor difere do UBM na realizac¸a˜o de determinado fonema, ao passo que o supervetor
N representa a frequeˆncia relativa na qual os fonemas correspondentes sa˜o produzidos.
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5.3 Joint Factor Analysis
A variabilidade observada nas caracter´ısticas extra´ıdas de um mesmo locutor (variaˆncia
intra-classe) e´ considerado o principal problema em verificac¸a˜o de locutor. Nesse sentido,
diversos trabalhos foram direcionados com o objetivo de compensar esse efeito. Entre eles
destacou-se a te´cnica denominada JFA [16] [17].
O uso da te´cnica JFA requer inicialmente que uma amostra de fala de um locutor
seja representada por um supervetor como descrito na sec¸a˜o 5.2. Contudo, supervetores
na˜o carregam informac¸a˜o somente da identidade do locutor. Assim, JFA propo˜e um
mecanismo que captura a informac¸a˜o de identidade do locutor e remova as restantes.
JFA e´ baseada na te´cnica denominada eigenvoices, utilizada com sucesso em reconhe-
cimento de fala [50]. Em [51] e [52], os autores estenderam a aplicac¸a˜o de eigenvoices na
a´rea de reconhecimento de locutor.
JFA assume que um supervetor M = [MT1 , ...,MTC ]T ∈ <FC , pode ser decomposto
na soma de dois supervetores, s (speaker supervector ) e c (channel supervector) como
mostrado na equac¸a˜o 5.21, sendo s e c estatisticamente independentes, ambos seguindo a
distribuic¸a˜o gaussiana.
M = s+ c (5.21)
O supervetor s carrega informac¸a˜o somente da identidade do locutor, enquanto c possui
informac¸a˜o a respeito da especif´ıca amostra de fala da qual o supervetor foi obtido, ou
seja, carrega informac¸a˜o (variabilidade) indeseja´vel.
Assume-se que o supervetor s pode ser decomposto em varia´veis latentes na forma
da equac¸a˜o 5.22, onde µ ∈ <FC e´ o supervetor obtido do UBM, V ∈ <FCxRv(matriz
eigenvoice) e´ uma matriz retangular de baixo posto, D ∈ <CFxCF (matriz residual) e´ uma
matriz diagonal. Os vetores y ∈ <Rv(speaker factors) e z ∈ <FC(commom factors) sa˜o
vetores independentes com distribuic¸a˜o normal.
s = µ+ V y +Dz (5.22)
O supervetor s e´ obtido pela combinac¸a˜o de duas te´cnicas: adaptac¸a˜o MAP, represen-
tada pela matriz D, e eigenvoices, representada pela matriz V .
A adaptac¸a˜o MAP na˜o e´ adequada quando possu´ımos pouco material de treinamento
para estimac¸a˜o dos modelos, uma vez que poucas gaussianas do UBM sa˜o adaptadas. Con-
tudo a estimac¸a˜o de modelos via eigenvoices considera as correlac¸o˜es entre as gaussianas,
o que a torna mais eficiente nesses casos.
A variabilidade de canal/sessa˜o e´ representada pelo supervetor c definido pela equac¸a˜o
5.23. Assumimos que a distribuic¸a˜o de c possui uma varia´vel latente x ∈ <Ru (channel
factors), com distribuic¸a˜o normal e U ∈ <FCxRu(matriz eigenchannel) e´ uma matriz
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retangular de baixo posto.
c = Ux (5.23)
Combinando as equac¸o˜es 5.22 e 5.23 na equac¸a˜o 5.21 obtemos a equac¸a˜o 5.24:
M = µ+ V y +Dz + Ux (5.24)
Geralmente, as matrizes U , V e D sa˜o obtidas a partir de uma base de dados com uma
grande quantidade de locutores, onde cada locutor possua diferentes locuc¸o˜es. Assim, ao
cadastrar um locutor, na˜o e´ necessa´rio que ele possua, por exemplo, diferentes locuc¸o˜es
capturadas por diferentes microfones, uma vez que os efeitos de canal ja´ sa˜o considerados.
Intuitivamente, as componentes c e s sa˜o representadas por um conjunto de fatores de
baixa dimensa˜o que operam ao longo de componentes principais. Por exemplo, o termo
V y e´ representado na sua forma matricial explicitamente como na figura 5.2.
Figura 5.2: Expansa˜o matricial dos hiperparaˆmetros V e y
Enta˜o, dado o material de treinamento de um locutor e as matrizes U , V e D, as
varia´veis x, y e z sa˜o estimadas para uma determinada amostra de fala. Em seguida, o
supervetor c e´ subtra´ıdo, e somente o supervetor s e´ usado como modelo do locutor. O
processo de decisa˜o e´ baseado no uso das matrizes e dos fatores.
5.4 I-vectors
Em [3], Dehak comprovou que a matriz U tambe´m conte´m informac¸a˜o u´til na discrimi-
nac¸a˜o de locutores. Em seu trabalho, apenas uma matriz, denominada total variability T
e´ usada, onde ambas variabilidades inter e intra classe sa˜o representadas. Nessa nova abor-
dagem, a equac¸a˜o 5.24 pode ser reescrita pela equac¸a˜o 5.25, e pode ser interpretada como
uma Ana´lise de Componentes Principais (PCA), que projeta os vetores de caracter´ısticas
nesse novo espac¸o definido pela matriz T . Assim, a partir de um conjunto de vetores de
paraˆmetros X = {xt}Tt=1, onde xt ∈ <F , um u´nico vetor de dimensa˜o pre´-definida w ∈ <D
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e´ obtido.
M = µ+ Tw (5.25)
I-vectors esta˜o relacionados a amostras de fala, ou seja, dadas N locuc¸o˜es pronun-
ciadas por um locutor, N i-vectors sa˜o obtidos. I-vectors sa˜o vetores de dimensa˜o pre´-
estabelecida, o que implica que a partir de duas locuc¸o˜es de durac¸a˜o diferentes, dois
i-vectors, ambos com a mesma dimensa˜o, sa˜o obtidos.
O supervetor µ ∈ <FC da equac¸a˜o 5.25 e´ obtido pela concatenac¸a˜o dos vetores de
me´dia de cada gaussiana do UBM, denotado por λΩ = (wi, µi,∑i), i = 1, .., C, treinados
a partir de vetores de caracter´ısticas de dimensa˜o F . A matriz T ∈ <CFxD e´ uma matriz
retangular de baixo posto e representa o subespac¸o no qual a maioria de informac¸a˜o
de identidade de locutor e´ encontrada (incluindo a informac¸a˜o de intra-variabilidade) e
w ∈ <D e´ um vetor que segue uma distribuic¸a˜o gaussiana. Os componentes do vetor w
sa˜o compostos pelos i-vectors. Um i-vector e´ projetado a partir do espac¸o definido pela
matriz T . Dessa maneira, a dimensa˜o da matriz T determina a dimensa˜o dos i-vectors.
Para a obtenc¸a˜o de um i-vector, como mostrado na equac¸a˜o 5.25, os supervetores
µ e M precisam ser determinados, ale´m da matriz T . O supervetor µ e´ definido pela
concatenac¸a˜o dos vetores de me´dias µ = [µT1 µT2 ...µTC ] do UBM λΩ. O supervetor M e´
formado a partir da estat´ısticas suficientes de zero e primeira ordem de Baum-Welch,
definidas pelas equac¸o˜es 5.26 e 5.27 e o processo para o treinamento da matriz T segue
os passos indicados em [3].
Dada uma sequeˆncia de T frames de vetores de paraˆmetros (x1, x2, ..., yT ), de dimensa˜o
F , e o UBM λΩ composto por C gaussianas, as estat´ısticas suficientes de Baum-Welch de
ordem zero e um sa˜o obtidas pelas equac¸o˜es 5.26 e 5.27 respectivamente, onde c = 1, ..., C
indica o ı´ndice da gaussiana e P (c|yt,Ω) corresponde a` probabilidade a posteriori do vetor
xt ter sido gerado pela gaussiana c.
Nc =
T∑
t=1
P (c|yt,Ω) (5.26)
Fc =
T∑
t=1
P (c|yt,Ω)yt (5.27)
Dessa maneira, o supervetor N ∈ <C e´ formado a partir da concatenac¸a˜o dos valores
de Nc. As estat´ısticas de primeira ordem Fc ∈ <F sa˜o modificadas pela equac¸a˜o 5.28. O
supervetor F ∈ <FC e´ formado pela concatenac¸a˜o dos vetores F˜c.
F˜c = Fc −Ncmc (5.28)
Para a obtenc¸a˜o de um i-vector, a partir de uma amostra de fala, inicialmente os vetores
de paraˆmetros sa˜o obtidos e as estat´ısticas suficientes representadas pelos supervetores N
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e F sa˜o calculadas. Em seguida, e´ realizada uma sequeˆncia de operac¸o˜es matriciais, uma
vez que estamos trabalhando com supervetores.
 O supervetor S ∈ <CF formado pela concatenac¸a˜o dos valores da matriz de cova-
riaˆncia diagonal do UBM e´ definido. Em seguida, os valores do supervetor S sa˜o
expandidos na diagonal principal de uma matriz diagonal de dimensa˜o CFxCF ,
denominada E, como ilustrado abaixo.
E =

S11 0 . . . 0
0 S22 . . . 0
...
...
. . .
...
0 0 . . . SCD

 A matriz Tinv de dimensa˜o DxCF e´ obtida.
Tinv = TE−1 (5.29)
 A matriz diagonalNind de dimensa˜o CFxCF , com diagonal principal composta pelos
valores do supervetor N e´ definida. Os F primeiros termos da diagonal principal
correspondem ao primeiro valor de N , os F seguintes correspondem ao segundo
valor de N , e assim por diante.
Nind =

N1 0 . . .
0 N1 . . .
. . .
N1
... N2
. . .
N2
. . .
0 Nc

 A matriz L de dimensa˜o DxD e´ obtida pela equac¸a˜o 5.30, onde I e´ a matriz identi-
dade de dimensa˜o D.
L = I + TinvNindT−1 (5.30)
 A matriz B de dimensa˜o D e´ calculada pela multiplicac¸a˜o das matrizes Tinv e F.
B = TinvF (5.31)
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 Um i-vector de dimensa˜o D e´ obtido pela multiplicac¸a˜o da matriz inversa de L pela
matriz B.
w = L−1B (5.32)
O processo de obtenc¸a˜o de um i-vector pode ser considerado como uma te´cnica de
reduc¸a˜o de dimensionalidade que mapeia supervetores de alta dimensionalidade ( M ∈
<FC) em vetores de menor dimensa˜o (w ∈ <D). Na pra´tica, os valores de D variam de
300 a 800. Apesar da alta reduc¸a˜o (aproximadamente 300:1), a forma como e´ realizada a
reduc¸a˜o preserva a informac¸a˜o de identidade dos locutores.
5.5 LDA
A matriz T e´ definida como o subespac¸o onde ambas variabilidades inter e intra-classe
residem, no qual os i-vectos sa˜o obtidos. Nesse sentido, e´ necessa´rio o uso de te´cnicas
de reduc¸a˜o de dimensionalidade que maximizem a variabilidade inter-classe e minimizem
a variabilidade intra-clsse. Com esse fim, a ana´lise de discriminantes lineares (LDA),
tambe´m conhecidos como discriminantes lineares de Fisher, e´ aplicada nos i-vectors.
Ao contra´rio da te´cnica PCA, que busca capturar o essencial da informac¸a˜o encon-
trada no espac¸o de caracter´ısticas, independentemente da classe em que esses pertencem,
em LDA as classes sa˜o previamente conhecidas nos dados observados. Assim, LDA busca
extrair linearmente as caracter´ısticas mais discriminantes, ao passo que a direc¸a˜o apon-
tada pelos autovetores do PCA na˜o necessariamente indica a melhor direc¸a˜o para fins de
classificac¸a˜o.
O me´todo baseia-se na diminuic¸a˜o do espalhamento das amostras com relac¸a˜o ao grupo
a que pertencem e, tambe´m, na maximizac¸a˜o da distaˆncia da me´dia entre estes grupos.
Assim, calculam-se as matrizes de espalhamento inter-classes e intra-classes com objetivo
de discriminar os grupos de amostras pela maximizac¸a˜o da separabilidade entre classes
enquanto minimiza-se a variabilidade dentro das mesmas.
Especificamente em verificac¸a˜o de locutor, cada classe e´ representada pelos i-vectors
de determinado locutor. O problema de otimizac¸a˜o da te´cnica LDA pode ser definido de
acordo com a seguinte equac¸a˜o:
J(v) = v
tSbv
vtSwv
(5.33)
Na literatura, a equac¸a˜o 5.33 e´ referenciada como coeficiente de Rayleigh para dada
direc¸a˜o v. Matematicamente, as matrizes de espalhamento inter-classes Sb e intra-classes
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Sw sa˜o definidas como:
Sb =
S∑
s=1
(ws − w¯)(ws − w¯)t (5.34)
Sw =
S∑
s=1
1
ns
ns∑
i=1
(wsi − w¯s)(wsi − w¯s)t (5.35)
onde w¯s = (1/ns)
∑ns
i=1w
s
i e´ a me´dia dos i-vectors para cada locutor, S e´ o nu´mero de
locutores considerado e ns e´ o nu´mero de i-vectors para cada locutor s. Uma vez que
i-vectors seguem uma densidade de probabilidade normal w ∼ N(0, I), o vetor me´dio w¯
da populac¸a˜o dos S locutores considerados e´ equivalente a um vetor nulo.
O principal objetivo da te´cnica LDA e´ maximizar o coeficiente de Rayleigh. O processo
de maximizac¸a˜o e´ usado para definir a matriz de projec¸a˜o A composta pelos auto-vetores
(os que possuem os maiores valores de auto-valores) definidos pela seguinte equac¸a˜o:
Sbv = λSwv (5.36)
onde λ e´ a matriz diagonal dos auto-valores. Assim, a dimensa˜o dos i-vectors pode ser
reduzida ao utilizar a matriz de projec¸a˜o A.
O processo de decisa˜o e´ baseado na equac¸a˜o 5.37. Dados dois i-vectors w1 e w2, um
de cadastro e o outro de teste, a pontuac¸a˜o (score) final e´ dada por:
k(w1, w2) =
(Atw1)t(Atw2)»
(Atw1)t(Atw1)
»
(Atw2)t(Atw2)
(5.37)
5.6 PLDA
Em sistemas de verificac¸a˜o de locutor baseados em i-vectors, a decisa˜o e´ baseada na
comparac¸a˜o direta entre o i-vector de cadastro com o de teste. Contudo, recentemente
uma novo procedimento de decisa˜o baseado em [24] foi proposto e atualmente representa o
estado da arte em verificac¸a˜o de locutor. Aqui, referenciamos como sistema de verificac¸a˜o
de locutor i-vector PLDA.
A te´cnica PLDA originalmente foi proposta para reconhecimento de face [24] e poste-
riormente para verificac¸a˜o de locutor em [59]. Dado um i-vector w, a te´cnica PLDA busca
decompoˆ-lo em uma componente I que dependa somente da identidade da pessoa e na˜o
da amostra de voz em si, e em outra componente L que difere para cada amostra de fala
de um locutor, ou seja, representa a intra-variabilidade.
Na abordagem PLDA assume-se que as componentes I e L sa˜o estatisticamente inde-
pendentes e que ambas possuem distribuic¸o˜es gaussianas. Assim, um i-vector ws,r pode
ser representado pela equac¸a˜o 5.38 , onde r representa uma locuc¸a˜o do locutor s, da qual
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o i-vector foi obtido
ws,r = m+ Sxs + Cys,r + s,r (5.38)
A componente I e´ representada por m+ Sxs (na˜o ha´ dependeˆncia em r), enquanto a
componente L e´ representada por Cys,r+es,r. A varia´vel m e´ a me´dia de todos os i-vectors
considerados, as colunas de S representam a base na qual a informac¸a˜o de locutor reside
(eigenvoices); x e´ uma varia´vel latente com distribuic¸a˜o normal; as colunas de C repre-
sentam o espac¸o de canal/sessa˜o (eigenchannels); y e´ uma varia´vel latente normalmente
distribu´ıda e  e´ um termo que representa a variabilidade na˜o capturada pela matriz C e
considera-se que segue uma densidade gaussiana de me´dia zero e de matriz de covariaˆncia
diagonal
∑
i
. Nota-se que ambas varia´veis C e  seguem uma distribuic¸a˜o gaussiana e
representam a intra-variabilidade. Ale´m disso considera-se que as varia´veis latentes no
modelo sa˜o independentes entre si. Em [58], os autores propo˜em uma modificac¸a˜o no
modelo. Uma vez que os i-vectors sa˜o de baixa dimensa˜o, assume-se que
∑
i
e´ uma matriz
cheia, removendo assim a varia´vel C do modelo. Assim, o novo modelo PLDA espec´ıfico
para verificac¸a˜o de locutor e´ definido pela equac¸a˜o 5.39.
ws,r = m+ Sxs + s,r (5.39)
5.6.1 Processo de decisa˜o
Em verificac¸a˜o de locutor, uma pessoa alega a identidade de um locutor s e fornece
uma locuc¸a˜o de teste. O modelo do locutor s e´ representado pelo i-vector de cadastro ws
e a locuc¸a˜o de teste e´ representada pelo i-vector wt. Na abordagem PLDA, dados dois
i-vectors, ws (de cadastro) e wt (de teste), o valor de similaridade e´ obtido pela raza˜o de
verossimilhanc¸a dada pela equac¸a˜o 5.40 [24]:
score(ws, wt) =
p(ws, wt|H1)
p(ws|H0)p(wt|H0) (5.40)
A hipo´tese H1 indica que ambos i-vectors de cadastro ws e de teste wt seguem o
modelo descrito na equac¸a˜o 5.41, ou seja, os dois i-vectors foram gerados usando a mesma
varia´vel latente xs. A hipo´tese H0 indica que os i-vectors pertencem a locutores diferentes,
em outras palavras, duas varia´veis latentes xs e xj esta˜o envolvidas como mostrado na
equac¸a˜o 5.42.
ws
wt
 =
m
m
+
S
S
xs +
s
t
 (5.41)
ws
wt
 =
m
m
+
S 0
0 S
xs
xj
+
s
t
 (5.42)
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Capı´tulo6
Materiais e Me´todos
O objetivo deste trabalho foi avaliar a fusa˜o dos paraˆmetros MFCC e VVGP em sis-
temas UBM-GMM e i-vector PLDA. O sistema UBM-GMM e´ o me´todo cla´ssico utilizado
em verificac¸a˜o de locutor e o sistema i-vector PLDA e´ o atual estado da arte em verifica-
c¸a˜o de locutor. Neste cap´ıtulo apresentamos as bases de dados utilizadas, descrevemos a
extrac¸a˜o dos paraˆmetros MFCCs e VVGP. Em seguida, apresentamos o desenvolvimento
dos sistemas UBM-GMM e i-vector PLDA, incluindo as te´cnicas de fusa˜o. Por u´ltimo,
discutimos as medidas de desempenho utilizadas neste trabalho.
6.1 Bases de dados
Neste trabalho foram utilizadas treˆs bases de dados: duas bases de fala em portugueˆs
do Brasil, denominadas Spoltech [60] e Ynoguti [61], e outra base de fala em ingleˆs dos
Estados Unidos (Nist 2002) [62].
As base de dados Spoltech e´ composta por 280 locutores (140 homens e 140 mulheres).
Cada locutor possui uma u´nica locuc¸a˜o de aproximadamente um minuto de material. Os
sinais de fala foram gravados a uma taxa de amostragem de 44,1 kHz, 16 bits/amostra,
utilizando um microfone conectado a uma placa de som em um computador. Ressalta-
se que os sinais de fala foram convertidos para a frequeˆncia de amostragem 22,05 kHz
pois foi utilizada em conjunto com a base Ynoguti. A base possui informac¸a˜o de pessoas
naturais das cidades de Porto Alegre, Bras´ılia, Curitiba e Salvador e de outra regio˜es do
pa´ıs. As frases sa˜o foneticamente balanceadas, de forma que os todos os fonemas da l´ıngua
portuguesa esta˜o presentes. Sob esses aspectos, utilizamos a base Spoltech exclusivamente
para o treinamento do UBM.
A base Ynoguti e´ composta por sinais de fala de 71 locutores (50 homens e 21 mulhe-
res), digitalizadas a 22,05 kHz e com 16 bits/amostra. As gravac¸o˜es foram realizadas em
ambiente relativamente silencioso, com um microfone direcional de boa qualidade. Cada
um dos locutores gravou 40 frases com durac¸a˜o de aproximadamente 3s . Utilizamos
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a base Ynoguti para o cadastro dos locutores e para a realizac¸a˜o dos testes. As bases
Spoltech e Ynoguti foram utilizadas para a realizac¸a˜o do mesmo conjunto de testes, as-
sim inicialmente as amostras de fala da base Spoltech foram convertidas para a mesma
frequeˆncia de amostragem da base Ynoguti.
O segundo conjunto de testes foi realizado utilizando a base de dados Nist 2002. Os
testes foram realizados somente com os locutores masculinos. Inicialmente selecionamos
51 locutores para o treinamento do UBM, e 87 locutores foram utilizados para os testes
de verificac¸a˜o. Cada um dos 138 locutores possui uma u´nica locuc¸a˜o de cadastro com
durac¸a˜o de aproximadamente 2 minutos, e mais 9 locuc¸o˜es, cada uma com durac¸a˜o de
aproximadamente 45 s. Os sinais de fala da base Nist 2002 sa˜o de canal telefoˆnico, 8 kHz
e 16 bits/amostra.
6.2 Extrac¸a˜o dos paraˆmetros MFCCs
Na sec¸a˜o 3.1.1, a metodologia utilizada na extrac¸a˜o dos coeficientes MFCCs e´ apresen-
tada. Nesta sec¸a˜o, apresentamos os valores das varia´veis utilizados nas implementac¸o˜es.
Inicialmente um filtro de pre´-eˆnfase e´ aplicado ao sinal de fala. Em seguida, o sinal de
fala e´ dividido em quadros de 30 ms com regio˜es de sobreposic¸a˜o entre quadros adjacentes
a cada 10 ms. Cada quadro obtido e´ multiplicado por uma janela de Hamming. No caso
de sinais de fala digitalizados a 22,05 kHz, os quadros obtidos possuem 662 amostras,
e para o sinal amostrado a 8 kHz, 240 amostras. Os quadros sa˜o selecionados apo´s a
aplicac¸a˜o do VAD.
A ana´lise de Fourier de curto tempo e´ aplicada ao sinal janelado por meio da trans-
formada ra´pida de Fourier FFT( Fast Fourier Transform ). Assim, 1024 e 256 pontos na
FFT sa˜o utilizados respectivamente para os quadros de 662 e 240 amostras, ou seja, 512
e 128 valores complexos uniformemente espac¸ados entre 0 e Fs/2 sa˜o obtidos (ignorando
os valores espelhados) para cada caso onde Fs e´ o valor da frequeˆncia de amostragem do
sinal.
Em seguida, um banco de filtros digitais triangulares tipo passa-faixa espac¸ados se-
gundo a escala Mel e´ aplicado aos valores dos mo´dulos (ao quadrado) da FFT. Para sinais
de frequeˆncia de amostragem Fs = 8kHz utilizamos 20 filtros e para Fs = 22.05kHz
utilizamos 26 filtros.
Na sa´ıda de cada um dos filtros e´ calculada o logaritmo da energia e finalmente e´
calculada a DCT do logaritmo da energia calculada na sa´ıda de cada filtro.
A dimensa˜o F dos coeficientes MFCCs extra´ıdos e´ definida tomando-se os coeficientes
iniciais da DCT. Ressalta-se que neste trabalho somente os primeiros 12 coeficientes da
DCT sa˜o usados.
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6.3 Extrac¸a˜o dos paraˆmetros VVGP
Nesta sec¸a˜o o processo de implementac¸a˜o dos paraˆmetros VVGP e´ apresentado.
 Pre´-eˆnfase: o sinal de fala original e´ filtrado atrave´s do filtro FIR de primeira ordem,
de acordo com a func¸a˜o de transfereˆncia H(z) = 1 − az−1, onde a = 0, 97 foi o
coeficiente de pre´-eˆnfase utilizado.
 Janelamento: divisa˜o do sinal em quadros, utilizando uma janela retangular de
30ms, com deslocamentos de 10 ms.
 Eliminac¸a˜o de quadros de sileˆncio: Aplica-se o VAD descrito na sec¸a˜o 3.1.1 .
 Adequac¸a˜o: aplica-se o mo´dulo sobre o sinal em cada frame, para que seja usando
na obtenc¸a˜o dos paraˆmetros VVGP. Em seguida, para cada quadro, calcule-se a
me´dia das amostras. Este valor me´dio deve ser somado ao sinal, evitando amostras
com amplitudes muito pequenas.
 Adequac¸a˜o do comprimento: dependendo do comprimento da janela e da frequeˆncia
de amostragem utilizada, obtemos quadros com diferentes quantidades de amostras
como demonstrado na tabela 6.1. A tabela 6.1, mostra as especificac¸o˜es usadas
para obter os paraˆmetros VVGP para diferentes frequeˆncias de amostragem . Na
obtenc¸a˜o dos paraˆmetros VVGP, o nu´mero de amostras ma´ximo por quadro e´ uma
poteˆncia de 2. Por exemplo, dado um sinal de entrada com uma taxa de amostragem
de 22,05 kHz, uma janela de 30 ms pode acomodar 662 amostras, pore´m somente
2N amostras sera˜o usadas, nesse caso, 29 = 512 amostras para a cascata de 9 n´ıveis.
Tabela 6.1: Descric¸a˜o dos paraˆmetros VVGP.
Frequeˆncia (kHz)
Janela
(ms)
No¯ de
amostras
No¯ de amostras
utilizadas
No¯ total de
n´ıveis de cascata
No¯ de paraˆmetros
VVGP extra´ıdos
22,05 30 662 512 9 7
8 30 240 128 7 5
8 32 256 256 8 6
 Construc¸a˜o da cascata usando as amostras XNi , i = 1, ..., 2N via o processo de agre-
gac¸a˜o: vide sec¸a˜o 4.3.3, o processo inverso da construc¸a˜o da cascata e´ realizado com
o objetivo de estimar os multiplicadores responsa´veis por sua construc¸a˜o.
 Obtenc¸a˜o dos histogramas dos multiplicadores do esta´gio 1 ate´ N−2: os histogramas
para os N-2 esta´gios sa˜o obtidos. A figura 6.1 mostra o histograma obtido de um
quadro com 512 amostras de uma locuc¸a˜o digitalizada a 22,5 kHz. As figuras 6.2 e
6.3 mostram os histogramas para quadros de 128 e de 256 amostras respectivamente,
retirados de uma locuc¸a˜o digitalizada a 8 kHz.
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Em todos casos, como esperado, o valor da me´dia da distribuic¸a˜o estimada e´ apro-
ximadamente igual a` 0,5. Em seguida, dado o histograma, e´ calculada a variaˆncia
da distribuic¸a˜o dos multiplicadores de cada esta´gio. Assim, para um quadro, N-2
paraˆmetros VVGP sa˜o obtidos.
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Figura 6.1: Histograma de uma janela de 30
ms com fs=22,05 kHz
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Figura 6.2: Histograma de uma janela de 30
ms com fs=8 kHz
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
2
4
6
8
10
12
14
16
18
20
Figura 6.3: Histograma de uma janela de 32
ms com fs=8 kHz
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6.4 Sistemas UBM-GMM
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Figura 6.4: Metodologias para a obtenc¸a˜o do UBM.
No desenvolvimento de um sistema UBM-GMM de verificac¸a˜o de locutor, inicialmente
o modelo de impostores universal UBM precisa ser estimado. Na literatura ha´ duas
principais formas de se obter o UBM. A figura 6.4 a) ilustra a primeira metodologia, que
consiste em treinar o UBM a partir de todo o material dispon´ıvel. A figura 6.4 b) mostra a
segunda metodologia na qual o UBM e´ obtido considerando subpopulac¸o˜es. Um exemplo
da segunda metodologia e´ o caso de dois UBMs dependentes de geˆnero (treinados por
um banco de dados composto por locutores masculinos ou femininos) . Neste trabalho,
testamos os dois me´todos, pore´m adotamos como padra˜o o segundo me´todo (ver sec¸a˜o
7.1).
O treinamento do UBM requer atenc¸a˜o especial. Ha´ diferentes paraˆmetros envolvidos
no processo de treinamento do UBM: nu´mero de misturas de gaussianas, me´todo de trei-
namento, me´todo de inicializac¸a˜o. Outros fatores a serem considerados incluem a escolha
da base de dados para a obtenc¸a˜o do UBM, a quantidade de material de treinamento, o
nu´mero de locutores de treinamento, a quantidade de material de treinamento por locu-
tor, a selec¸a˜o de locutores, etc. A figura 6.5 apresenta os passos para o desenvolvimento
de um sistema de verificac¸a˜o de locutor UBM-GMM. A seguir, apresentamos aspectos
relacionados a cada um destes passos.
 Treinamento do UBM: Em sistemas UBM-GMM, o modelo GMM de um locutor e´
obtido pela me´todo de adaptac¸a˜o MAP, via UBM. Dois UBMs foram treinados, uma
vez que nos testes realizados utilizamos bases de dados com diferentes frequeˆncias de
amostragem, Ynoguti (22,05 kHz) e Nist 2002 (8 kHz). Para o cadastro dos locutores
da base Ynoguti, o UBM foi obtido a partir do material 140 locutores masculinos e
140 locutores femininos, selecionados da base de dados Spoltech, resultando assim
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Figura 6.5: Diagrama geral de um sistema de verificac¸a˜o de locutor UBM-GMM
dois UBMs dependentes de geˆnero com 512 componentes gaussianas λsub1 e λsub2. O
UBM final foi obtido ao concatenar os vetores de me´dia, pesos e variaˆncias, gerando
assim o UBM final com 1024 componentes gaussianas λubm. O vetor de pesos wi
final foi ajustado a fim de satisfazer a condic¸a˜o
∑C
i=1wi = 1, onde o valor de C
e´ o nu´mero de componentes gaussianas utilizadas. Cada locutor da base Spoltech
contribuiu, em me´dia, com um minuto de material de treinamento para a obtenc¸a˜o
do UBM. Ressalta-se que os arquivos de fala da base de dados Spoltech (Fs=8 kHz)
inicialmente foram convertidos para a mesma frequeˆncia de amostragem da base
Ynoguti (Fs=22,05 kHz).
Para o cadastro dos locutores da base de dados Nist 2002, o UBM foi obtido a
partir de material de fala de 51 locutores masculinos tambe´m pertencentes a` base
Nist 2002, utilizados exclusivamente para este fim, cada um com 60 s de durac¸a˜o
na me´dia. A tabela 6.2 indica a quantidade de locutores, o nu´mero de locuc¸o˜es e a
durac¸a˜o de cada locuc¸a˜o ao treinar os modelos UBM.
Em ambos casos, utilizamos 1024 gaussianas como padra˜o e o me´todo de treinamento
e´ baseado no algoritmo EM.
Tabela 6.2: Treinamento do UBM.
Base utilizada
No¯ de locutores
masculinos
No¯ de locutores
femininos
No¯ de locuc¸o˜es
utilizadas
Durac¸a˜o de
cada locuc¸a˜o (s)
Spoltech 140 140 1 60
Nist 2002 51 0 1 60
 Cadastro dos Locutores: No modo de cadastro, a partir do conjunto de vetores de
paraˆmetros, os modelos sa˜o estimados para cada locutor a partir do UBM, pelo
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me´todo de adaptac¸a˜o MAP. Cada modelo dos 71 locutores de Ynoguti foi obtido a
partir de 20 locuc¸o˜es de treinamento, totalizando 60 s de durac¸a˜o na me´dia.
No segundo conjunto de cadastro, os modelos de cada um dos 87 locutores da base
Nist 2 foram obtidos a partir de uma u´nica locuc¸a˜o de cadastro com durac¸a˜o de
1 minuto em me´dia. Ressalta-se que utilizamos matrizes de covariaˆncia diagonal.
Ale´m disso, no processo de adaptac¸a˜o, somente os vetores de me´dia foram adaptados.
A tabela 6.3 indica a quantidade de locutores cadastrados, o nu´mero de locuc¸o˜es de
treinamento e a durac¸a˜o de cada locuc¸a˜o.
Tabela 6.3: Cadastro dos locutores.
Base utilizada
No¯ de locutores
masculinos
No¯ de locutores
femininos
No¯ de locuc¸o˜es
utilizadas
Durac¸a˜o de
cada locuc¸a˜o (s)
Ynoguti 51 20 20 3
Nist 2002 87 0 1 120
 Testes de verificac¸a˜o de locutor: No modo de teste, o usua´rio fornece sua identidade
e seus dados sa˜o novamente coletados. Em seguida, as caracter´ısticas obtidas desse
locutor sa˜o comparadas ao seu modelo previamente cadastrado e ao UBM, gerando
pontuac¸o˜es (scores). A depender da pontuac¸a˜o obtida, uma decisa˜o e´ tomada (aceita
ou rejeita o locutor), que e´ a resposta do sistema como esquematizado na figura 6.5.
No caso da base Ynoguti, o sistema foi testado usando 10 locuc¸o˜es de cada locutor,
cada uma com durac¸a˜o entre 3 e 4 s. Cada locuc¸a˜o de teste foi comparada com
cada locutor cadastrado no sistema. Assim foram realizados 50410 experimentos,
dos quais 710 eram locutores verdadeiros.
No caso da base Nist 2002, o sistema foi testado usando uma u´nica locuc¸a˜o de teste
de cada locutor com durac¸a˜o de 15 s em me´dia, apesar de, como indicado na sec¸a˜o
6.1, cada um dos 87 locutores possu´ırem 9 locuc¸o˜es de teste. Assim 7569 experi-
mentos foram realizados, sendo 87 verdadeiros. A tabela 6.4 indica a quantidade de
locuc¸o˜es de teste e a durac¸a˜o de cada locuc¸a˜o.
Tabela 6.4: Material de teste.
Base utilizada No¯ de locuc¸o˜es
Durac¸a˜o de
cada locuc¸a˜o (s)
Ynoguti 10 3
Nist 2002 1 45
Em nossas simulac¸o˜es, utilizamos as rotinas em Matlab do Toolbox MSR [64] na
obtenc¸a˜o de um GMM e na adaptac¸a˜o MAP.
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6.5 Sistemas i-vector PLDA
Estatísticas Baum-Welch
Vetores de Parâmetros
Treinamento
Teste Cadastro
i-vectors i-vectors
UBM
Matriz T
i-vectors
LDA - PLDA
Scores
Figura 6.6: Diagrama geral de um sistema de verificac¸a˜o de locutor i-vector PLDA
O diagrama de blocos de um sistema i-vector PLDA e´ esquematizado na figura 6.6.
Nas subsec¸o˜es 6.5.1 e 6.5.2 sa˜o apresentados respectivamente os procedimentos de testes
utilizando a base de dados Ynoguti e Nist 2002.
6.5.1 Testes utilizando a base Ynoguti
 Treinamento do UBM: o UBM foi obtido a partir do material de 140 locutores mas-
culinos e 140 locutores femininos, selecionados da base de dados Spoltech, utilizando
a metodologia descrita no item 1 da sec¸a˜o 6.4.
 Estat´ısticas de Baum-Welch: a base Ynoguti e´ composta por 71 locutores, na qual
cada um possui 20 locuc¸o˜es de treinamento. Inicialmente os vetores de paraˆmetros
foram estimados para cada locuc¸a˜o. Em seguida, para cada locuc¸a˜o, as estat´ısticas
de Baum-Welch foram obtidas. Este procedimento define o supervetor M, formado
a partir das estat´ısticas de Baum-Welch.
 Matriz T: a matriz T e´ treinada a partir das estat´ısticas de Baum-Welch e do UBM.
A dimensa˜o da matriz T utilizada nos testes foi de 300.
 I-vectors: para cada locuc¸a˜o de treinamento (supervetor M definido pelas estat´ısticas
de Baum-Welch) obtivemos um i-vector projetado a partir da matriz T. Assim, 20
i-vectors foram obtidos para cada um dos 71 locutores.
 LDA-PLDA: O pro´ximo passo consistiu em estimar a matriz de projec¸a˜o utilizada na
te´cnica LDA. Apo´s a aplicac¸a˜o da te´cnica LDA, os i-vectors finais foram reduzidos
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para a dimensa˜o 70 (nu´mero de locutores - 1). O modelo PLDA foi estimado a
partir dos i-vectors dispon´ıveis de cada locutor.
 I-vectors de cadastro: Apo´s o final das etapas de obtenc¸a˜o do UBM, estimac¸a˜o da
matriz T e dos modelos LDA e PLDA, geralmente uma nova base de dados e´ utilizada
para a realizac¸a˜o de testes. Contudo, por simplificac¸a˜o, utilizamos novamente a base
Ynoguti para o cadastro dos locutores. Assim, cada locutor e´ representado por um
i-vector me´dio obtido dos i-vectors originais. Em seguida, aplica-se a te´cnica LDA.
Cada locutor e´ representando por um u´nico i-vector de dimensa˜o 70.
 I-vectors de teste: Em seguida, para cada locuc¸a˜o de teste, obtemos um i-vector
correspondente. Assim, para cada locutor, 10 i-vectors de teste foram usados. A
dimensa˜o de cada i-vector de teste foi reduzida apo´s a aplicac¸a˜o da te´cnica LDA. Por
fim, cada i-vector de teste e´ comparado com cada i-vector de cadastro. O processo
de decisa˜o e´ baseado na te´cnica PLDA.
6.5.2 Testes utilizando a base Nist 2002
 UBM: o UBM foi obtido a partir de material de fala de 51 locutores masculinos
pertencentes a` base Nist 2002, utilizados exclusivamente para este fim, utilizando a
metodologia descrita no item 1 da sec¸a˜o 6.4.
 Estat´ısticas de Baum-Welch: a partir de 8 locuc¸o˜es de cada um dos 87 locutores,
as estat´ısticas de Baum-Welch foram obtidas. Ressalta-se que essas locuc¸o˜es na˜o
foram usadas para o treinamento dos locutores.
 Matriz T: A matriz T e´ treinada a partir das estat´ısticas de Baum-Welch e do UBM.
A dimensa˜o da matriz T utilizada nos testes foi de 300.
 I-vectors: Para cada uma das 8 locuc¸o˜es dos 87 locutores (supervetor definido pelas
estat´ısticas de Baum-Welch) obtivemos um i-vector projetado a partir da matriz T.
 LDA-PLDA: a matriz de projec¸a˜o da te´cnica LDA foi estimada. Apo´s a aplicac¸a˜o
da te´cnica LDA, os i-vectors finais foram reduzidos para a dimensa˜o 86 (nu´mero
de locutores - 1). O modelo PLDA foi estimado a partir dos i-vectors de dimensa˜o
reduzida de cada locutor.
 I-vectors de cadastro: Apo´s a obtenc¸a˜o da matriz T e dos paraˆmetros relacionados
a`s te´cnicas LDA e PLDA, os modelos de cada um dos 87 locutores foram obtidos
a partir de uma u´nica locuc¸a˜o de treinamento utilizada exclusivamente para este
propo´sito. Assim, somente um i-vector de cadastro foi estimado para cada locutor.
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 I-vectors de teste: O sistema foi testado usando uma locuc¸a˜o de cada locutor. Assim,
somente um i-vector de teste foi estimado para cada locutor. Cada i-vector de teste
foi comparado com cada i-vector de cadastro. O processo de decisa˜o e´ baseado na
te´cnica PLDA.
Em nossas simulac¸o˜es, utilizamos as rotinas em Matlab do Toolbox MSR [64] na
obtenc¸a˜o da matriz T, i-vectors, LDA e PLDA.
6.6 Fusa˜o de paraˆmetros
Na literatura, a combinac¸a˜o de informac¸a˜o de diferentes paraˆmetros para tomar uma
decisa˜o em um problema de classificac¸a˜o e´ denominada fusa˜o.
Idealmente, espera-se que os paraˆmetros combinados sejam complementares entre si.
A combinac¸a˜o de paraˆmetros que carreguem a mesma informac¸a˜o na˜o contribui posi-
tivamente no desempenho final do sistema. Nesse trabalho dois me´todos de fusa˜o de
paraˆmetros foram utilizados:
1. Fusa˜o ao n´ıvel das pontuac¸o˜es: esta abordagem consiste em utilizar os paraˆmetros
VVGP e MFCC individualmente no processo de modelamento. Assim, cada tipo
de paraˆmetros pode utilizar janelas de diferentes comprimentos para sua extrac¸a˜o.
Cada modelo gera um sub-score independente si . O score final s e´ obtido a partir
da combinac¸a˜o dos sub-scores s1 e s2:
s = w1 ∗ s1 + w2 ∗ s2 (6.1)
Os valores de w1 e w2 sa˜o os pesos atribu´ıdos para cada tipo de paraˆmetro. Considera-
se que w1 + w2 = 1. Neste trabalho. os valores de pesos foram determinados
empiricamente.
2. Fusa˜o ao n´ıvel das caracter´ısticas: esse me´todo consiste em combinar os paraˆmetros
VVGP e MFCC em um u´nico vetor de caracter´ısticas. Assim, ambos paraˆmetros
sa˜o extra´ıdos atrave´s do mesmo quadro de fala.
6.7 Medidas de desempenho
Nos sistemas de verificac¸a˜o automa´tica de locutor, o usua´rio declara sua identidade,
fornecendo uma amostra de fala para que o sistema decide aceitar ou recusar o usua´rio,
de acordo com o resultado da comparac¸a˜o com o padra˜o correspondente armazenado.
Em outra palavras, as caracter´ısticas obtidas da amostra fornecida sa˜o comparadas
ao(s) modelo(s) , gerando pontuac¸o˜es (scores). A partir da pontuac¸a˜o obtida, a decisa˜o
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e´ tomada, aceitando o usua´rio ou rejeitando como um impostor. Se a pontuac¸a˜o estiver
abaixo de um dado limiar o usua´rio e´ declarado como um impostor e, caso contra´rio, e´
um usua´rio genu´ıno.
Um sistema de verificac¸a˜o de locutor e´ avaliado por dois tipos de erros:
 Falsa aceitac¸a˜o (FA): ocorre quando o sistema permite a entrada de um impostor
 Falsa rejeic¸a˜o (FR): ocorre quando o sistema rejeita a entrada de um locutor genu´ıno.
Dessa maneira definem-se a taxa de falsa aceitac¸a˜o (FAR) e a taxa de falsa rejeic¸a˜o(FRR)
nas equac¸o˜es abaixo, respectivamente:
FAR = nu´mero de FAs
nu´mero de tentativas de FAs
(6.2)
FRR = nu´mero de FRs
nu´mero de tentativas de FRs
(6.3)
A` medida que o valor de limiar aumenta, a taxa de falsa aceitac¸a˜o diminui, uma vez que
menos acessos sa˜o permitidos, pore´m o valor de FRR aumenta. Por outro lado, diminuindo
o valor do limiar, mais acessos sa˜o permitidos, aumentando a taxa de falsa aceitac¸a˜o, e
diminuindo o valor de falsas rejeic¸o˜es. Assim, um valor de limiar deve ser escolhido. E´
poss´ıvel resumir o desempenho do sistema utilizando um u´nico nu´mero denominado EER
(do ingleˆs: equal error rate). E´ o ponto de operac¸a˜o onde a taxa de falsa aceitac¸a˜o e´ igual
a` taxa de falsa rejeic¸a˜o. Quanto menor for esse valor, melhor e´ o desempenho do sistema.
O crite´rio de avaliar o desempenho de um sistema pelo valor de EER na˜o e´ o mais
adequado, pois representa o desempenho do sistema operando em u´nico valor de limiar.
E´ poss´ıvel analisar o desempenho de sistema operando em diferentes valores de limiares
por meio da curva DET ( do ingleˆs: Detection Error Tradeoff ) introduzida por Martin et
al [65].
Ale´m do valor de EER, a func¸a˜o DCF(do ingleˆs: Detection Cost Function) geralmente
tambe´m e´ usada. Define-se como:
DCF (θ) = CFR ∗ Pver ∗ FRR(θ) + CFA ∗ Pimp ∗ FAR(θ) (6.4)
Os valores de CFR e CFA sa˜o os valores de custos associados aos erros de falsa rejeic¸a˜o
e falsa aceitac¸a˜o respectivamente. Os valores de Pver e Pimp correspondem a` probabilidade
de ocorrerem testes de aceitac¸a˜o e de rejeic¸a˜o e θ e´ o valor do limiar. Em nossas experi-
encias utilizamos os valores de CFR = 10, CFA = 1, Pver = 0, 01 e Pimp = 1−Pver = 0, 99.
Assim a func¸a˜o DCF representada na equac¸a˜o 6.4 pode ser reescrita pela equac¸a˜o 6.5.
Nesse sentido, considera-se que falsas aceitac¸o˜es sa˜o mais indesejadas e de real perigo.
DCF (θ) = 0, 1 ∗ FRR(θ) + 0, 99 ∗ FAR(θ) (6.5)
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Na verificac¸a˜o do desempenho dos sistemas de verificac¸a˜o de locutor utiliza-se o valor
mı´nimo da func¸a˜o DCF para um determinado valor de θ, denominado MinDCF (Minimum
DCF ). Em nossas simulac¸o˜es, utilizamos as rotinas em Matlab do Toolbox MSR [64] na
obtenc¸a˜o dos valores de EER e MinDCF e na gerac¸a˜o das curvas DETs.
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Capı´tulo7
Resultados e Discussa˜o
Nesta sec¸a˜o os resultados dos sistemas de verificac¸a˜o de locutor, em termos dos valores
de EER, MinDCF e da visualizac¸a˜o das curvas DETs sa˜o apresentados.
7.1 Experimentos utilizando a base de dados Ynoguti
Inicialmente, investigamos a influeˆncia do UBM e do nu´mero de componentes gaussi-
anas utilizadas no desenvolvimento de um sistema de verificac¸a˜o de locutor utilizando a
base de dados Ynoguti. A partir dos resultados obtidos, os testes de fusa˜o foram realiza-
dos.
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Figura 7.1: Comparac¸a˜o das curvas DETs a partir do uso de metodologias diferentes na obtenc¸a˜o
do UBM.
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Figura 7.2: Comparac¸a˜o das curvas DETs ao variar o nu´mero de gaussianas utilizadas em um
sistema UBM-GMM
O experimento inicial visou escolher a metodologia na obtenc¸a˜o do modelo UBM.
Duas metodologias foram testadas: no primeiro caso, um UBM independente de geˆnero foi
obtido a partir de todo material dispon´ıvel; no segundo caso, treinamos UBM’s individuais
dependentes de geˆnero e, enta˜o agrupamos os modelos para formar o modelo final (ver
sec¸a˜o 6.4).
Utilizamos a base Spoltech para o treinamento dos UBMs e a base Ynoguti para os
testes em um sistema UBM-GMM. A comparac¸a˜o entre as curvas DETs para os dois
casos pode ser visualizada na figura 7.1, onde UBM 1 indica a curva DET obtida ao uti-
lizar o UBM independente de geˆnero e UBM 2 refere-se a` curva DET obtida ao utilizar
o UBM definido pela combinac¸a˜o dos UBMs dependentes de geˆnero. Observa-se que o
desempenho dos sistemas foi bastante similar, pore´m adotamos o segundo me´todo para
a realizac¸a˜o dos pro´ximos experimentos, uma vez que nessa configurac¸a˜o podemos gerar
modelos individuais com nu´mero de gaussianas e tempos de treinamento diferentes. No
primeiro caso, ha´ a preocupac¸a˜o de os dados das subpopulac¸o˜es (no caso, locutores mas-
culinos e femininos) sejam balanceados, assim o modelo final na˜o tende a ficar melhor
modelado com uma das subpopulac¸o˜es.
Outro experimento avaliou o efeito que o nu´mero de componentes gaussianas tem sobre
o desempenho final do sistema de verificac¸a˜o de locutor. Na figura 7.2 esta˜o as curvas
DETs para diferentes valores de componentes gaussianas, onde o valor de K indica o
nu´mero de componentes gaussianas utilizado. Esses resultados confirmam que, a` medida
que aumentamos o nu´mero de gaussianas, melhores resultados sa˜o obtidos. Assim, para
os pro´ximos experimentos utilizamos 1024 gaussianas como padra˜o.
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7.1.1 Testes de fusa˜o de paraˆmetros MFCCs e VVGP
Nessa sec¸a˜o, o desempenho de sistemas de verificac¸a˜o de locutor baseados na fusa˜o
de paraˆmetros MFCCs e VVGP sa˜o apresentados. Os dois me´todos de fusa˜o descritos
na sec¸a˜o 6.6 foram avaliados em sistemas de verificac¸a˜o de locutor UBM-GMM e i-vector
PLDA.
No me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es, os paraˆmetros MFCC e VVGP foram
utilizados individualmente. No me´todo de fusa˜o ao n´ıvel n´ıvel das caracter´ısticas, o vetor
de paraˆmetros consiste na concatenac¸a˜o dos paraˆmetros MFCCs e VVGP, formando um
u´nico vetor.
As figuras 7.3 e 7.4 mostram as curvas DETs resultantes dos experimentos em sistemas
UBM-GMM e i-vector PLDA, respectivamente. Verificamos que ao utilizar somente o
paraˆmetro VVGP, o desempenho dos sistemas na˜o e´ bom tanto em sistemas UBM-GMM
quanto em sistemas i-vector PLDA. Contudo, ao combinar a informac¸a˜o dos paraˆmetros
MFCC e VVGP, verificamos melhoria no desempenho dos sistemas. Observa-se que em
ambas metodologias, UBM-GMM e i-vector PLDA, o uso dos paraˆmetros VVGP contribui
para o desempenho melhor dos sistemas como indicado na Tabela 7.1. Notamos que ambos
me´todos de fusa˜o (Fusa˜o 1 refere-se ao me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es e Fusa˜o
2 ao me´todo de fusa˜o ao n´ıvel das caracter´ısticas ) apresentaram bons desempenhos,
indicando que os paraˆmetros VVGP contribuem com informac¸a˜o discriminante adicional.
No me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es, os valores dos pesos dos sub-scores w1 e w2
precisam ser estimados para compor o score final, onde w1 e w2 correspondem ao peso
dado aos paraˆmetros MFCCs e VVGP respectivamente. As tabelas 7.2 e 7.3 mostram
os valores de EER e MinDCF a` medida que variamos os valores dos pesos w1 e w2 em
sistemas UBM-GMM e i-vector PLDA respectivamente.
Em ambas metodologias UBM-GMM e i-vector PLDA, o melhor resultado foi obtido
ao utilizar valores de pesos w1 = 0, 7 e w2 = 0, 3.
Tabela 7.1: Valores de EER e MinDCF para diferentes configurac¸o˜es utilizando a base Ynoguti.
Me´todo EER (%) MinDCF
VVGP (UBM-GMM) 9,29 6,69
MFCC (UBM-GMM) 2,39 1,72
Fus~ao 1- VVGP+MFCC (UBM-GMM) 1,86 1,46
Fus~ao 2- VVGP+MFCC (UBM-GMM) 1,51 1,28
VVGP (i-vector PLDA) 2,46 1,64
MFCC (i-vector PLDA) 0,34 0,26
Fus~ao 1- VVGP+MFCC (i-vector PLDA) 0,20 0,19
Fus~ao 2- VVGP+MFCC (i-vector PLDA) 0,14 0,16
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Figura 7.3: Curvas DETs em sistemas de verificac¸a˜o de locutor UBM-GMM.
Tabela 7.2: Valores de EERs e MinDCF para diferentes valores de w1 (peso associado ao paraˆ-
metro MFCC) e w2 (peso associado ao paraˆmetro VVGP) em um sistema UBM-GMM .
w1 w2 EER (%) MinDCF
1 0 2,39 1,72
0,9 0,1 2,15 1,65
0,8 0,2 1,90 1,53
0,7 0,3 1,86 1,46
0,6 0,4 2,05 1,51
0,5 0,5 2.08 1,53
0,4 0,6 2,36 1,83
0,3 0,7 2,81 2.16
0,2 0,8 3,66 2,82
0,1 0,9 5,14 3,91
0 1 9,29 6,69
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Figura 7.4: Curvas DETs em sistemas de verificac¸a˜o de locutor baseados em i-vectors.
Tabela 7.3: Valores de EERs e MinDCF para diferentes valores de w1 (peso associado ao pa-
raˆmetro MFCC) e w2 (peso associado ao paraˆmetro VVGP) em um sistema i-vector PLDA
.
w1 w2 EER (%) MinDCF
1 0 0,34 0,26
0,9 0,1 0,28 0,23
0,8 0,2 0,23 0,19
0,7 0,3 0,19 0,19
0,6 0,4 0,24 0,20
0,5 0,5 0,34 0,23
0,4 0,6 0,42 0,29
0,3 0,7 0,56 0,43
0,2 0,8 0,98 0,62
0,1 0,9 1,10 1,00
0 1 2,35 1,72
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7.2 Experimentos utilizando a base de dados Nist
2002
Nesta sec¸a˜o, os experimentos usando a base Nist 2002 sa˜o apresentados. As amostras
de fala da base Nist 2002 foram gravadas a uma taxa de 8 kHz. Assim, ha´ a necessidade
do uso de te´cnicas de normalizac¸a˜o.
Nesse sentido, inicialmente avaliamos o efeito da aplicac¸a˜o das te´cnicas de normalizac¸a˜o
descritas na sec¸a˜o 3.2. As te´cnicas CMN, CMVN e FW foram testadas em um sistema
UBM-GMM utilizando os coeficientes MFCCs. Notamos, pela figura 7.5, melhoria no
desempenho dos sistemas ao utilizar as te´cnicas de normalizac¸a˜o, onde SN indica que
nenhuma te´cnica de normalizac¸a˜o foi utilizada nos vetores de paraˆmetros MFCCs.
Baseado nesses resultados, um novo experimento foi delineado procurando-se encontrar
a melhor metodologia do uso das te´cnicas de normalizac¸a˜o. Verificamos que as te´cnicas
CMVN e FW apresentaram os melhores resultados, o que nos levou a combinar ambas
te´cnicas. Na literatura, e´ comum a combinac¸a˜o de te´cnicas de normalizac¸a˜o [63]. Na
figura 7.6 apresentamos a curva DET obtida sem o uso de te´cnicas de normalizac¸a˜o e a
curva DET ao utilizar as te´cnicas FW e CMVN em sequeˆncia nos vetores de paraˆmetros.
Adotamos como padra˜o esse procedimento nos experimentos seguintes. Ressalta-se que
as te´cnicas de normalizac¸a˜o foram utilizadas somente nos paraˆmetros MFCCs.
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Figura 7.5: Curvas DETs em sistemas de verificac¸a˜o de locutor utilizando diferentes te´cnicas de
normalizac¸a˜o de paraˆmetros
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Figura 7.6: Curvas DETs em sistemas de verificac¸a˜o de locutor utilizando combinac¸o˜es de
te´cnicas de normalizac¸a˜o de paraˆmetros
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7.2.1 Testes de fusa˜o de paraˆmetros MFCCs e VVGP
Nessa sec¸a˜o, avaliamos a fusa˜o de paraˆmetros MFCCs com os paraˆmetros VVGP em
sistemas de verificac¸a˜o de locutor UBM-GMM e i-vector PLDA utilizando a base de dados
Nist 2002. Inicialmente, utilizamos o me´todo de fusa˜o ao n´ıvel das caracter´ısticas. Neste
caso, ambos vetores de paraˆmetros MFCCs e VVGP foram obtidos utilizando janelas de 30
ms deslocadas a cada 10 ms. Na˜o notamos melhoria ao utilizar o paraˆmetro VVGP como
podemos concluir pela figura 7.7. Ao utilizar o me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es,
novamente o paraˆmetro VVGP na˜o contribuiu para a melhoria no desempenho do sistema
como indicado na tabela 7.4.
0.1 0.2 0.5 1 2 5 10 20 40
0.1
0.2
0.5
1
2
5
10
20
40
Taxa de Falsa Aceitação (%)
Ta
xa
 d
e 
Fa
lsa
 R
eje
içã
o (
%)
 
 
VVGP
MFCC
Fusão ao nível das características
Figura 7.7: Curvas DETs em sistemas de verificac¸a˜o de locutor UBM-GMM utilizando a base
de dados Nist 2002
Em seguida avaliamos a fusa˜o de paraˆmetros MFCCs e VVGP em um sistema i-vector
PLDA. Verificamos ligeira melhoria no desempenho do sistema para alguns pontos de
operac¸a˜o como podemos visualizar na figura 7.8 ao utilizar o me´todo de fusa˜o ao n´ıvel das
caracter´ısticas. Neste experimento, ambos os vetores paraˆmetros MFCCs e VVGP foram
obtidos utilizando janelas de 30 ms deslocadas a cada 10 ms.
Estes resultados indicam que os paraˆmetros VVGP na˜o apresentam um bom compor-
tamento devido a` dimensa˜o das janelas utilizado. Com base nisso, para melhor avaliar o
uso do paraˆmetro VVGP, novos testes foram conduzidos utilizando o me´todo de fusa˜o ao
n´ıvel das pontuac¸o˜es.
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Figura 7.8: Curvas DETs em sistemas de verificac¸a˜o de locutor i-vector PLDA utilizando a base
de dados Nist 2002
No me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es, utilizamos os paraˆmetros MFCCs e
VVGP individualmente. Os vetores de paraˆmetros VVGP foram obtidos utilizando janelas
de 32 ms com deslocamento de 16 ms e os paraˆmetros MFCCs foram estimados como
anteriormente. Assim, dois sub-scores foram obtidos. Em seguida, combinamos os valores
dos sub-scores para compor o score final.
A tabela 7.5 mostra os valores de EER e de MinDCF, ao passo que variamos os pesos
dos sub-scores. Pela ana´lise da tabela, observa-se que o melhor desempenho corresponde
ao uso dos valores de pesos w1 = 0.3 e w2 = 0.7, onde w1 e w2 correspondem ao peso dado
aos paraˆmetros MFCCs e VVGP respectivamente. Apesar do paraˆmetro MFCC obter
melhores resultados quando comparado ao paraˆmetro VVGP, ao realizar a fusa˜o, a melhor
configurac¸a˜o em termos de EER foi obtida ao estipular um peso maior ao paraˆmetro
VVGP.
Na figura 7.8, as curvas Dets resultantes dos experimentos sa˜o mostradas e na Tabela
7.4 os valores de EER e MinDCF podem ser analisados.
Verificamos que o me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es foi o mais indicado no caso
de locuc¸o˜es com frequeˆncia de amostragem de 8 kHz, pois possibilita encontrar a melhor
configurac¸a˜o para diferentes vetores de paraˆmetros (utilizamos janelas de 30 ms ao obter
os paraˆmetros MFCC e janelas de 32 ms ao obter o paraˆmetro VVGP). Especificamente,
no processo de estimac¸a˜o do paraˆmetro VVGP, ha´ a necessidade de se utilizar janelas de
tamanho maior, assim mais amostras sa˜o utilizadas na gerac¸a˜o das cascatas responsa´veis
na obtenc¸a˜o do paraˆmetro VVGP.
Alguns pontos devem ser considerados em relac¸a˜o ao desempenho dos sistemas quando
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Tabela 7.4: Valores de EER e MinDCF para diferentes configurac¸o˜es utilizando a base Nist
2002.
Me´todo EER (%) MinDCF
VVGP (UBM-GMM) 24,13 9,28
MFCC (UBM-GMM) 10,29 4,57
Fus~ao ao nı´vel das caracterı´sticas (UBM-GMM) 14,34 5,80
Fus~ao ao nı´vel das pontuac¸~oes (UBM-GMM) 10,29 4,57
VVGP (i-vector PLDA) 12,64 5,58
MFCC (i-vector PLDA) 7,49 2,44
Fus~ao ao nı´vel das caracterı´sticas (i-vector PLDA) 8,04 2,17
Fus~ao ao nı´vel das pontuac¸~oes (i-vector PLDA) 5,19 1,93
Tabela 7.5: Valores de EER e MinDCF para diferentes valores de w1 (peso associado ao pa-
raˆmetro MFCC) e w2 (peso associado ao paraˆmetro VVGP) em um sistema i-vector PLDA
.
w1 w2 EER (%) MinDCF
1 0 7,49 2,44
0,9 0,1 7,55 2,31
0,8 0,2 7,13 2,09
0,7 0,3 6,89 2,04
0,6 0,4 6,64 2,08
0,5 0,5 5,90 2,00
0,4 0,6 5,74 1,95
0,3 0,7 5,19 1,93
0,2 0,8 5,86 2,17
0,1 0,9 8,58 3,12
0 1 12,64 5,58
a base Nist 2002 foi utilizada. Ale´m da baixa frequeˆncia de amostragem (8kHz), da reso-
luc¸a˜o de 16 bits/amostras e do canal telefoˆnico, a durac¸a˜o do tempo de fala dispon´ıvel nas
locuc¸o˜es de cadastro e de teste tambe´m deve ser considerada. Na tabela 6.3 e´ informado
que as locuc¸o˜es de cadastro possuem 2 minutos de material de fala. Contudo ao realizar o
processo de VAD, apenas 56 %, em me´dia, dos quadros e´ utilizado. As locuc¸o˜es de teste
possuem em me´dia 45 segundos de material, contudo apo´s o VAD, 60 % dos quadros, em
me´dia, sa˜o utilizados.
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Capı´tulo8
Conclusa˜o
Neste trabalho, inicialmente, uma visa˜o geral das te´cnicas utilizadas ao longo de de´ca-
das no desenvolvimento de sistemas de verificac¸a˜o de locutor foi apresentada. Em seguida,
foram introduzidos conceitos gerais de um sistema de reconhecimento biome´trico, listando
suas vantagens, aplicac¸o˜es, com enfoque em sistemas de verificac¸a˜o de locutor.
Posteriormente, foram apresentadas as principais etapas que compo˜em o desenvolvi-
mento de um sistema de verificac¸a˜o de locutor : captura do sinal de fala, extrac¸a˜o de
paraˆmetros, normalizac¸a˜o de paraˆmetros, modelamento, comparac¸a˜o e um me´todo de
decisa˜o. As principais te´cnicas encontradas na literatura para cada etapa foram descritas.
Apo´s o estudo realizado, notou-se um grande esforc¸o por parte da comunidade acadeˆ-
mica em busca por paraˆmetros que melhor caracterizem um locutor e que, apesar da etapa
de extrac¸a˜o de paraˆmetros possuir uma variedade de te´cnicas propostas, os paraˆmetros
MFCCs ainda sa˜o os mais utilizado na maioria dos trabalhos.
Neste trabalho mostramos que paraˆmetros baseados na teoria multifractal carregam
informac¸a˜o complementar e seu uso traz ganho de desempenho nos sistemas de verificac¸a˜o
de locutor.
No in´ıcio do projeto, dois objetivos principais foram determinados:
 Avaliar o uso do paraˆmetro VVGP em sistemas de verificac¸a˜o de locutor.
 Desenvolvimento de um sistema do estado-da-arte de verificac¸a˜o de locutor.
Em relac¸a˜o ao primeiro objetivo, inicialmente apresentamos conceitos relativos a` teoria
multifractal, com foco nas cascatas multiplicativas. Apresentamos o processo de extrac¸a˜o
dos paraˆmetros VVGP e listamos suas vantagens e desvantagens. Testamos o paraˆmetro
VVGP utilizando duas bases de dados com frequeˆncias de amostragem de 22,5 kHz e de 8
kHz. Ale´m disso, dois me´todos de fusa˜o foram testados: fusa˜o ao n´ıvel das caracter´ısticas
e fusa˜o ao n´ıvel das pontuac¸o˜es. Quando utilizamos a base Ynoguti, ambos me´todos de
fusa˜o apresentaram bom comportamento. Ao usar a base de canal telefoˆnico Nist 2002,
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apenas o me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es apresentou bons resultados. Esse re-
sultado indica que o paraˆmetro VVGP e´ sens´ıvel ao comprimento da janela utilizado no
processo de extrac¸a˜o de paraˆmetros, uma vez que e´ um me´todo que envolve estimac¸a˜o
de histogramas. O me´todo de fusa˜o ao n´ıvel das pontuac¸o˜es tem a vantagem de utilizar
janelas de comprimentos diferentes para cada paraˆmetro utilizado. Ale´m disso, determi-
namos os pesos que cada paraˆmetro tem no processo de decisa˜o. Notamos que os pesos
o´timos foram diferentes para cada base de dados. Ao utilizar a base Ynoguti, o melhor
desempenho correspondeu ao usar mais informac¸o˜es (maior peso) referentes ao paraˆmetro
MFCC, ao passo que o contra´rio ocorreu ao utilizar Nist 2002.
Em relac¸a˜o ao segundo objetivo do trabalho, dois sistemas de verificac¸a˜o foram imple-
mentados: UBM-GMM e i-vector PLDA. Os sistemas sa˜o relacionados e ambos utilizam
o modelo UBM. Nos sistemas UBM-GMM, cada locutor e´ representado por um GMM
adaptado a partir do UBM num processo denominado MAP. Em sistemas i-vector PLDA,
o UBM e´ utilizado na obtenc¸a˜o da matriz T que e´ utilizada para obter um i-vector. A
metodogia baseada em i-vectors representa locutores por um u´nico vetor de baixa dimen-
sa˜o, projetado a partir do espac¸o definido pela matriz T, onde ambas variabilidades inter
e intra-classe sa˜o encontradas. Em seguida, a te´cnica de reduc¸a˜o de dimensionalidade
LDA e´ aplicada com o objetivo de maximizar a variabilidade inter-classe e minimizar a
variabilidade intra-classe. O processo de decisa˜o final envolve a te´cnica PLDA.
Com isto, pode-se concluir que os objetivos iniciais foram atingidos. Este trabalho
avaliou o paraˆmetro VVGP como vetor de caracter´ısticas e ale´m disso procurou encontrar
a melhor metodologia de fusa˜o com os paraˆmetros tradicionais MFCCs.
8.1 Trabalhos futuros
 Validac¸a˜o do paraˆmetro VVGP em sinais de fala corrompidos com ru´ıdo aditivo.
 Realizac¸a˜o de testes combinando os paraˆmetros MFCCs e VVGP utilizando dife-
rentes te´cnicas de fusa˜o.
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