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Abstract
We show that certain determinantal functions of multiple matrices, when summed over the
symmetries of the cube, decompose into functions of the original matrices. These are shown to
be true in complete generality; that is, no properties of the underlying vector space will be used
apart from normal ring properties, and therefore hold in any commutative ring. All proofs are
elementary — in fact, the majority are simply derivations.
1 Introduction
The goal of this paper is to show that certain functions which take multiple matrices as inputs
can be reduced to a combination of unitarily invariant functions operating on disjoint subsets
of the input matrices. As such, the original functions will be invariant with respect to unitary
conjugation among the subsets of input matrices. We will achieve these functions by summing over
a finite group of unitary matrices. This group is guaranteed to exist whenever the underlying space
is a commutative ring (simply by satisfying the ring conditions) and so all formulas will continue
to hold when integrated against any measure which is invariant under the action of this group. In
particular, this will be true for any Haar measure defined over unitary matrices (where the property
of being “unitary” is dictated by the underlying ring operations). As such, they generalize results
in [3, 4] that were used in the development of a finite version of free probability. Formulas of this
type were also used in [7] in combination with the “method of interlacing polynomials” (developed
in [5, 6]) to show the existence of Ramanujan graphs of all sizes and degrees. These formulas
can be viewed as quadratures formulas, polarization formulas, or statements about zonal spherical
polynomials.
Will go out of our way to keep all proofs as elementary as possible. The presentation is designed
to highlight the generality of the results; in particular, it should be noted that nothing done in this
article requires the existence of mulitiplicative inverses of any form.1
1.1 Organization
In Section 2, we will introduce/review the notations, terminology and definitions we will use. This
will include defining two subgroups of matrices that we call Q and P. We also state our main
1 We will exercise one exception to the “no dividing” rule with respect to writing factorials — rather than introduce
additional notation (the Pochhammer symbol, for example), we will leave constants of the type m!/n! where m ≥ n
in a “divided” form. In each such case, the resulting division will result in a positive integer and is used more as a
notational convenience than as an actual scalar quantity (see the discussion at the end of Section 2.1).
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technical lemma (Lemma 2.1). Section 3 contains our main lemmas regarding the symmetries of Q
and P and then in Section 4, we use these lemmas to prove identities involving some determinantal
functions that exhibit these symmetries. In Section 5, we give applications of the previous sections
to obtain formulas for characteristic polynomials of the type used in [3, 4]. Finally, in Section 6,
we conclude with an open problem.
2 Definitions and such
We begin with some notation: As is common, we will write [n] to denote the set {1, 2, . . . n} and(
S
k
)
to denote the subsets of S with size k. We will write S to denote the complement of S when the
ambient set is clear (otherwise we will write Ω \ S) and S + T to denote the symmetric difference
of S and T (the addition of their characteristic vectors in F2). We will write |S| to denote the
cardinality of S and
‖S‖1 =
∑
s∈S
s
for the ℓ1 norm. It is easy to check that
(−1)‖S‖1+‖T‖1 = (−1)‖S+T‖1 (1)
for any sets S, T ⊆ [n], a fact that will be used throughout. For m ≥ n and sets T ⊆ [n] and
R = {R1 < · · · < Rn} ∈
([m]
n
)
, we define the induced set
T (R) = {Rt : t ∈ T} ∈
(
R
k
)
⊆
(
[m]
k
)
(2)
where the ordering ofR is taken to be the natural ordering of [m]. For example, given R = {1, 4, 7, 9}
and T = {2, 3}, we have T (R) = {4, 7}.
2.1 Rings
We will use K throughout to denote a commutative ring with multiplicative identity 1 and additive
identity ∅. As is customary, we will denote the additive inverse of 1 as (−1). In the event that
1 = (−1), we will call the ring boolean. For an assertion X, we define the function δ{X} as
δ{X} =
{
1 if X is true
∅ if X is false .
We denote the ring of univariate polynomials over K as K[x] (x being a formal variable).
Let Sn be the symmetric group on n elements. The mapping σ 7→ Pσ where Pσ is the n × n
matrix with
Pσ(i, j) = δ{σ(i)=j} =
{
1 if σ(i) = j
∅ otherwise
is an injective homomorphism from Sn into K
n×n; we will denote the image of this mapping as Pn
and refer to members of P as permutation matrices.
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For a set S ⊂ [n], the mapping S 7→ QS where QS is the n× n diagonal matrix with
QS(i, i) =
{
−1 if i ∈ S
1 if i /∈ S
is an injective homomorphism from Fn2 into K
n×n; we call the image of this mapping Qn, and refer
to its members as sign matrices.
We remark that the only matrix in Pn ∩ Qn is the identity matrix I, and that Qn = {I} if K
is boolean. Also, it should be clear (via the associated homomorphisms) that each element of Pn
and Qn is invertible. One can check that the group generated by Pn and Qn (via multiplication)
is the largest subalgebra that can be guaranteed to be invertible (for general K). This group is
isomorphic to the Coxeter group Bn (or, dually, Cn), the group of symmetries of the n-cube (or,
dually, the n-crosspolytope). It is also known as the hyperoctahedral group.
Note that the only explicit ring elements we will use are {(−1, ∅,1)}. All other ring elements
will appear implicitly as the elements of matrices. If other constants appear (like positive integers),
they are not to be considered ring elements. Rather for an element k ∈ K and a nonnegative integer
n, the following interpretations should be used
1. nk: adding n copies of k (using ring addition)
2. kn: multiplying n copies of k (using ring multiplication).
We direct the reader to [2] for definitions related to rings.
2.2 Determinants
Since K is commutative, we can take the usual definition of determinant for matrices in Kn×n:
det [A] =
∑
σ∈Sn
(−1)|σ|
∏
i
A(i, σ(i)) (3)
where Sn denotes the symmetric group on n elements and |σ| denotes the parity of σ. Note that
all additions and multiplications are considered to be with respect to the ring operations.
For sets S, T ∈
([n]
k
)
, we recall that the S, T minor of A is defined as
[A]S,T =
{
det [{A(i, j)}i∈S,j∈T ] for k > 0
1 for k = 0.
Here, the notation
det [{A(i, j)}i∈S,j∈T ]
is used to denote the determinant of the submatrix of A with rows indexed by S and columns
indexed by T . For A ∈ Kn×n, we also define
[A](k) =
∑
S∈([n]k )
[A]S,S (4)
(with [A](0) = 1). We show in Lemma 5.1 that [A](k) is equal to the coefficient of xn−k in the
polynomial
det [xI +A] ∈ K[x].
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Thus, to the extent that it makes sense for a given K (the reals, for example), [A](k) can be viewed
as the kth elementary symmetric polynomial evaluated at the n eigenvalues of A.
Our main technical tools will be the following decompositions:
Lemma 2.1. For A ∈ Km×n and B ∈ Kn×p, we have
[AB]S,T =
∑
U∈([n]k )
[A]S,U [B]U,T (5)
for all S ∈
([m]
k
)
and T ∈
([p]
k
)
, and
det [A+B] =
∑
S,T⊆[n]
(−1)‖S+T‖1 [A]S,T [B]S,T (6)
for all A,B ∈ Kn×n.
Proof. The first identity is a direct application of the well known Binet–Cauchy theorem, while the
second is merely a grouping of terms in (3), see [1].
One technical issue that will arise concerning (6) is that the correctness of (6) depends upon
the ground set being [n] (otherwise the ‖S + T‖1 term would be altered). In order to apply it to
quantities like [A + B]X,X where X is some subset of [n], we will need to keep track of rows both
in the frame of X and in the frame of the larger matrix. This motivates the introduction of the
induced set constructs defined in (2).
3 Symmetries of Q and P
In this section, we prove the main technical lemmas that we will use. The first regards symmetries
of Qn and the second the symmetries of Pn.
Lemma 3.1. Let S, T, U, V ⊆ [n] with |S| = |T | and |U | = |V |. Then∑
Q∈Qn
[Q]S,T [Q]U,V = (1+ 1)
nδ{S=T=U=V }. (7)
Proof. We will refer to the matrices in Q via the homomorphism from subsets of [n]. Hence∑
Q∈Qn
[Q]S,T [Q]U,V =
∑
X⊆[n]
[QX ]S,T [QX ]U,V .
We now claim that for fixed X,U, V , we have
[QX ]U,V = (−1)
|U∩X|δ{U=V } (8)
To see this, note that [QS ]U,V = ∅ for U 6= V since QS is diagonal (the case where U = V then
follows directly from the definition). Hence it suffices to show∑
Q∈Qn
[Q]U,U [Q]V,V = (1+ 1)
nδ{U=V }.
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Let A be the 2n × 2n matrix (indexed by subsets of [n])
A(S, T ) = (−1)|S∩T |.
It is easy to check that A is an n-fold tensor product over the Fourier matrix
F =
(
1 1
1 −1
)
(where the multiplication in the tensor product is ring multiplication). Since A is symmetric, we
have
AAT = ATA = A2 = ⊗nF 2 = ⊗n ((1+ 1)I2) = (1+ 1)
nI2n . (9)
On the other hand, by (8), we have∑
X⊆[n]
[QX ]U,U [QX ]V,V =
∑
X⊆[n]
(−1)|X∩U |(−1)|X∩V | =
∑
X
A(X,U)A(X,V ).
and so by (9), ∑
X∈[n]
[Q]U,U [Q]V,V = (1+ 1)
nI2n(U, V )
which is exactly what was needed.
Lemma 3.2. For S, T, U ∈
([n]
k
)
, we have∑
P∈Pn
[P ]S,T [P
−1]U,S = k!(n− k)!δ{T=U}. (10)
Proof. As in Lemma 3.1, we will refer to the matrices P via their homomorphism with Sn, so that∑
P∈Pn
[P ]S,T [P
−1]U,S =
∑
pi∈Sn
[Ppi]S,T [Ppi−1 ]U,S =
∑
pi∈Sn
[Ppi]S,T [Ppi]S,U .
For π ∈ Sn, we will write π(U) to denote the image of the elements of U under π. Note that for
fixed π,U, V , we have [Ppi]U,V = ∅ whenever π(U) 6= V (since there will be a row of 0
′s). Hence
the sum will be zero whenever U 6= T . When U = T , on the other hand, the sum is still zero
unless π(S) = T , and there are k!(n− k)! ways for that to happen. In each such case, the product
becomes a perfect square, and so is 1 regardless of the sign of the permutation.
Note that the factor k!(n− k)! should not be considered as an element in K (and so should not
be multiplied using ring multiplication). The term k!(n − k)!1 should instead be interpreted as a
sum of k!(n − k)! copies of 1 (which is an element in K).
4 Applying symmetries to determinants
Lemma 4.1. Let A ∈ Kn×n, B ∈ Km×n, C ∈ Kn×r. Then∑
Q∈Qn
∑
P∈Pn
[B(QP )A(QP )−1C]X,Y = (1+ 1)
nk!(n− k)![BC]X,Y [A]
(k).
for all X ∈
([m]
k
)
and Y ∈
([r]
k
)
.
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Proof. By Lemma 2.1, we have for fixed Q ∈ Qn and P ∈ Pn,
[BQPAP−1QC]X,Y
(5)
=
∑
S,T,U,V∈([n]k )
[B]X,S[Q]S,T [PAP
−1]T,U [Q]U,V [C]V,Y .
Hence by Lemma 3.1∑
Q∈Qn
[BQPAP−1QC]X,Y =
∑
S,T,U,V∈([n]k )
[B]X,S [PAP
−1]T,U [C]V,Y (1+ 1)
nδ{S=T=U=V }
= (1+ 1)n
∑
U∈([n]k )
[B]X,U [PAP
−1]U,U [C]U,Y
(5)
= (1+ 1)n
∑
S,T,U([n]k )
[B]X,U [P ]U,S [A]S,T [P
−1]T,U [C]U,Y .
Now applying Lemma 3.2,∑
Q∈Qn
∑
P∈Pn
[BQPAP−1QC]X,Y = (1+ 1)
nk!(n − k)!
∑
S,T,U∈([n]k )
[B]X,U [A]S,T [C]U,Y δ{S=T}
= (1+ 1)nk!(n − k)!
∑
S,U∈([k]i )
[B]X,U [A]S,S [C]U,Y
= (1+ 1)nk!(n − k)![BC]X,Y [A]
(k).
where the last equality used both (4) and (5).
Lemma 4.2. Let A ∈ Kn×m, B ∈ Kp1×n, C ∈ Km×r1 , E ∈ Km×n, F ∈ Kp2×m, G ∈ Kn×r2 . Then∑
Q∈Qn
∑
P∈Pn
∑
Q′∈Qm
∑
P ′∈Pm
[B(QP )A(Q′P ′)−1C]X,Y [F (Q
′P ′)E(QP )−1G]W,Z
= δ{j=k}(1+ 1)
n+mk!(n − k)!k!(m − k)![BG]X,Z [FC]W,Y [AE]
(k)
for all X ∈
([p1]
k
)
, Y ∈
([r1]
k
)
, W ∈
(
[p2]
j
)
, Z ∈
(
[r2]
j
)
.
Proof. Just as in Lemma 4.1, we separate out
[BQPAP ′
−1
Q′C]X,Y
∑
S,T∈([n]k )
∑
U,V ∈([m]k )
[B]X,S [Q]S,T [PAP
′−1]T,U [Q
′]U,V [C]V,Y .
and similarly
[FQ′P ′EP−1QG]W,Z
∑
Sˆ,Tˆ∈([n]j )
∑
Uˆ ,Vˆ ∈([m]j )
[F ]
W,Uˆ
[Q′]
Uˆ ,Vˆ
[P ′EP−1]
Vˆ ,Tˆ
[Q]
Tˆ ,Sˆ
[G]
Sˆ,Z
.
By Lemma 3.1, we have∑
Q∈Qn
∑
Q′∈Qm
[Q]S,T [Q
′]U,V [Q]Tˆ ,Sˆ[Q
′]
Uˆ ,Vˆ
= (1+ 1)n+mδ{S=T=Sˆ=Tˆ}δ{U=V=Uˆ=Vˆ }
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where in order for the two δs to be satsified, we must have j = k. Hence we get∑
Q∈Qn
∑
Q′∈Qm
[BQPAP ′
−1
Q′C]X,Y [FQ
′P ′EP−1Q′G]W,Z
= δ{j=k}(1+ 1)
n+m
∑
S∈([n]k )
∑
U∈([m]k )
[B]X,S [PAP
′−1]S,U [C]U,Y [F ]W,U [P
′EP−1]U,S [G]S,Z .
Now we can reduce
[PAP ′
−1
]S,U [P
′EP−1]U,S =
∑
T,Tˆ∈([n]k )
∑
V,Vˆ ∈([m]k )
[P ]S,T [A]T,V [P
′−1]V,U [P
′]
U,Vˆ
[E]
Vˆ ,Tˆ
[P−1]
Tˆ ,S
and so by Lemma 3.2∑
P,P ′
[PAP ′
−1
]S,U [P
′EP−1]U,S = k!(n − k)!k!(m− k)!
∑
T,Tˆ∈([n]k )
∑
V,Vˆ ∈([m]k )
[A]T,V [E]Vˆ ,Tˆ δ{V =Vˆ }δ{T=Tˆ}
= k!(n − k)!k!(m− k)!
∑
T∈([n]k )
∑
V ∈([m]k )
[A]T,V [E]V,T
(5)
= k!(n − k)!k!(m − k)!
∑
T∈([n]k )
[AE]T,T
(4)
= k!(n − k)!k!(m − k)![AE](k).
Combining the two, we get∑
Q,Q′,P,P ′
[BQPAP ′
−1
Q′C]X,Y [FQ
′P ′EP−1QG]W,Z
= δ{j=k}(1+ 1)
n+mk!(n − k)!k!(m− k)!
∑
S∈([n]k )
∑
U∈([m]k )
[B]X,S [C]U,Y [F ]W,U [G]S,Y [AE]
(k)
(5)
= δ{j=k}(1+ 1)
n+mk!(n− k)!k!(m − k)![BG]X,Z [FC]W,Y [AE]
(k)
as required.
5 Characteristic Polynomials
We start with the following simple lemma:
Lemma 5.1. Let A ∈ Kn×n. Then we have
det [xI +A] =
n∑
i=0
xn−i[A](k)
as a polynomial in K[x].
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Proof. Using Lemma 2.1, we have
det [xI +A] =
∑
k
∑
S,T∈([n]k )
(−1)‖S+T‖1 [A]S,T [xI]S,T
where, since xI is diagonal, [xI]S,T = ∅ unless S = T . Furthemore, for a scalar c (which x essentially
is) and matrix X ∈ Kk×k, it is easy to check that
det [cX] = ck det [X] .
Substituting in gives the lemma.
Combining Lemma 5.1 with the results in Section 4 gives the following corollaries:
Corollary 5.2. Let A ∈ Km×m, B ∈ Kn×m and C ∈ Km×n and let
det [xI +BC] =
n∑
i=0
xn−ipi and det [xI +A] =
n∑
i=0
xm−iqi
and ∑
P∈Pn
∑
Q∈Qn
det
[
xI +B(QP )A(QP )−1C
]
=
n∑
i=0
xn−iri
be polynomials in K[x]. Then
rk = (1+ 1)
mk!(m− k)!pkqk
for all 0 ≤ k ≤ n.
Proof. Using Lemma 5.1, the lemma is equivalent to showing∑
P∈Pm
∑
Q∈Qm
[BQPAP−1QC)](k) = (1+ 1)mk!(m− k)![BC](k)[A](k)
But this follows directly from Lemma 4.1, as∑
P∈Pm
∑
Q∈Qm
[BQPAP−1QC)](k) =
∑
X∈([m]k )
(1+ 1)mk!(m− k)![BC]X,X [A]
(k)
as required.
Corollary 5.3. Let A,B ∈ Kn×n and let
det [xI +A] =
n∑
i=0
xn−ipi and det [xI +B] =
n∑
i=0
xn−iqi.
and ∑
P∈Pn
∑
Q∈Qn
det
[
xI + (QPAP−1Q+B)
]
=
n∑
i=0
xn−iri.
be polynomials in K[x]. Then
rk = (1+ 1)
n
k∑
i=0
(n− i)!(n − k + i)!
(n − k)!
piqk−i
for all 0 ≤ k ≤ n.
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Proof. By Lemma 5.1, it is again sufficient to show
∑
P∈Pn
∑
Q∈Qn
[QPAP−1Q+B](k) = (1+ 1)n
k∑
i=0
(n− i)!(n − k + i)!
(n− k)!
[A](i)[B](k−i). (11)
By Lemma 2.1, we have
[QPAP−1Q+B](k) =
∑
X⊂([n]k )
[QPAP−1Q+B]X,X
=
∑
X⊂([n]k )
k∑
i=0
∑
S,T∈([k]i )
[QPAP−1Q]S(X),T (X)[B]S(X),T (X)
where by Lemma 4.1, we have∑
P∈Pn
∑
Q∈Qn
[QPAP−1Q]S(X),T (X) = (1+ 1)
ni!(n− i)![I]S(X),T (X)[A]
(i).
Since [I]S(X),T (X) = δ{S=T}, we can substitute to get
∑
P∈Pn
∑
Q∈Qn
[QPAP−1Q+B](k) = (1+ 1)n
k∑
i=0
i!(n− i)!
∑
X⊂([n]k )
∑
S∈([k]i )
[A](i)[B]S(X),S(X). (12)
Now we can write∑
X⊂([n]k )
∑
S∈([k]i )
[B]S(X),S(X) =
∑
X⊂([n]k )
∑
T∈( Xk−i)
[B]T,T =
∑
X⊂([n]k )
∑
T∈( [n]k−i)
[B]T,T δ{T⊆X}
and swap the order of summation to get
∑
X⊂([n]k )
∑
S∈([k]i )
[B]S(X),S(X) =
(
n− k + i
i
) ∑
T∈( [n]k−i)
[B]T,T
(4)
=
(
n− k + i
i
)
[B](k−i).
Substituting this into (12) then gives (11) as required.
Corollary 5.4. Let A,B ∈ Kn×m and C,D ∈ Km×n with n ≤ m. For Q,P ∈ Kn×n and
Q′, P ′ ∈ Km×m, define the matrices
M(Q,Q′, P, P ′) =
(
(QP )A(Q′P ′)−1 +B
)(
(Q′P ′)C(QP )−1 +D
)
and let
det [xI +AC] =
n∑
i=0
xn−i(−1)ipi and det [xI +BD] =
n∑
i=0
xn−iqi.
and ∑
P,P ′
∑
Q,Q′
det
[
xI +M(Q,Q′, P, P ′)
]
=
n∑
i=0
xn−iri.
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be polynomials in K[x]. Then
rk = (1+ 1)
n+m
k∑
i=0
(m− k + i)!(m − i)!
(m− k)!
(n− k + i)!(n − i)!
(n− k)!
piqk−i
for all 0 ≤ k ≤ n.
Proof. Again, by Lemma 5.1 it is equivalent to show
∑
P,P ′,Q,Q′
[M(Q,Q′, P, P ′)](k) = (1+ 1)n+m
k∑
i=0
cm,k,icn,k,i[AC]
(i)[BD](k−i). (13)
where
cm,k,i =
(m− k + i)!(m− i)!
(m− k)!
.
Using Lemma 2.1, we have
[M(Q,Q′, P, P ′)](k)
(5)
=
∑
X∈([n]k )
∑
S∈([m]k )
[QPAP ′
−1
Q′ +B]X,S [Q
′P ′CP−1Q+D]S,X (14)
where
[QPAP ′
−1
Q′ +B]X,S =
k∑
i=0
∑
U,V ∈([k]i )
(−1)‖U+V ‖1 [QPAP ′
−1
Q′]U(X),V (S)[B]U(X),V (S)
and
[Q′P ′CP−1Q+D]S,X =
k∑
j=0
∑
W,Z∈([k]j )
(−1)‖W+Z‖1 [Q′P ′CP−1Q]W (S),Z(X)[D]W (S),Z(X).
For fixed i, j, we have by Lemma 4.2:∑
P,P ′,Q,Q′
[QPAP ′
−1
Q′]U(X),V (S)[Q
′P ′CP−1Q]W (S),Z(X)
= δ{i=j}(1+ 1)
n+mi!(n − i)!i!(m− i)![In]U(X),Z(X)[Im]W (S),V (S)[AC]
(i)
= δ{i=j}(1+ 1)
n+mi!(n − i)!i!(m− i)![AC](i)δ{U=Z}δ{W=V }
and since (−1)‖W+Z+U+V ‖1 = 1 whenever U = Z and W = V , we get
(14) = (1+ 1)n+m
k∑
i=0
i!(n− i)!i!(m − i)![AC](i)
∑
X∈([n]k )
∑
S∈([m]k )
∑
U,V ∈([k]i )
[D]V (S),U(X)[B]U(X),V (S).
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Similar to Corollary 5.3, we can write∑
X∈([n]k )
∑
S∈([m]k )
∑
U,V ∈([k]i )
[D]V (S),U(X)[B]U(X),V (S)
=
∑
X∈([n]k )
∑
S∈([m]k )
∑
W∈( [n]k−i)
∑
Z∈( [m]k−i)
[D]Z,W [B]W,Zδ{W⊆X}δ{Z⊆S}
=
∑
W∈( [n]k−i)
∑
Z∈( [m]k−i)
(
n− k + i
i
)(
m− k + i
i
)
[D]Z,W [B]W,Z
=
(
n− k + i
i
)(
m− k + i
i
)
[BD](k−i)
where the last equality used (5) and then (4). Substituting this gives (13) as required.
6 Conclusion
The results in this paper generalize results from [3, 4] in two ways: firstly, in the types of de-
terminantal constructs that can be considered (more matrices are allowed) and secondly, in the
underlying domain of the matrices that can be considered.
One lemma that could has potential for being extended is Lemma 3.2. We suspect that a
formula can be obtained for four sets in general (as was the case for Lemma 3.1):
Problem 6.1. Find a formula for ∑
P∈Pn
[P ]S,T [P
−1]U,V
that holds for all S, T, U, V ∈
([n]
k
)
.
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