In this paper we propose a distributed algorithm for solving separable convex optimization problems on graphs arising for example from estimation and control in networks. We derive a primal-dual decomposition algorithm for solving this type of separable optimization problems in a distributed fashion given restrictions on the communication topology. The proposed algorithm is based on consensus principles in combination with local subgradient updates for the primal-dual variables. The main novelty of our algorithm consists in the way the weights in the consensus process are updated using arguments from optimization theory, while in most of the existing distributed algorithms based on consensus principles the weights have to be tuned.
INTRODUCTION
Many problems of recent interest in control and estimation for networks consisting of multiple subsystems can be posed in the framework of convex optimization. Often, such networks are composed of multiple subsystems (agents) characterized by complex dynamics and mutual interactions such that local decisions have long-range effects throughout the entire network. Due to the explosion in size and complexity of such network systems, it is increasingly important to be able to solve control and estimation problems for such systems with a very large number of decision variables. As a result, both the decentralized collection or storage of data from these networks as well as accompanying distributed solution methods are either necessary or at least highly desirable.
Note that in such systems the interaction between subsystems, expressed in the form of a graph, gives rise to coupling in the cost or constraints, but with particular algebraic structure, in particular sparse matrix representation that could be exploited in numerical algorithms. Therefore, in order to design an overall decision architecture for such large-scale networks we need to solve large separable optimization problems but with specific structure (see e.g. Camponogara et al. (2002) ; Farina et al. (2010) ; Necoara ⋆ The research leading to these results has received funding from: the European Union, Seventh Framework Programme (FP7/2007 (FP7/ -2013 under grant agreement no 248940; CNCSIS-UEFISCSU (project TE, no. 19/11.08.2010 and Suykens (2008); T. Keviczky and Balas (2006) ; Venkat et al. (2005) ).
Several distributed optimization algorithms were developed for solving such separable optimization problems with an associated graph. The main restriction in these algorithms is that their computation must be performed on all nodes of the graph in parallel, and the communication between nodes is restricted to the edges of the graph. In many complex network systems the desired behavior can be formulated as separable optimization problems but with restrictions on the communication due to the special network topology: e.g. estimation in sensor networks, consensus and rendezvous problems in multi-agent systems, resource allocation in computer networks Johansson et al. (2008b); Olfati-Saber et al. (2007) . Some existing distributed methods that take into account explicitly information restrictions in the network combines consensus negotiations (as an efficient method for information fusion) with subgradient methods: Johansson et al. (2008a) ; Necoara et al. (2010) ; Nedic et al. (2010) .
The goal of this paper is twofold: (i) to establish a relationship between estimation and control in network systems and distributed optimization methods and demonstrate the effectiveness of utilizing optimization-theoretic approaches for controlling such complex systems; (ii) motivate by this connection, to develop a new distributed algorithm for this class of optimization problems arising from estimation and control. One of the key contributions of this paper is to provide a new distributed algorithm, based on consensus negotiations and saddle point theory. The main novelty of our algorithm consists in the way we update the weights in the consensus protocol, where they are seen as dual variable, and thus they are updated explicitly using arguments from optimization theory.
The paper is organized as follows. In Section 2 we introduce different estimation and control problems that appear in the context of network systems and then we show how we can reformulate them as separable optimization problems. In Section 3 we present a new primal-dual consensus algorithm for solving the separable optimization problems formulated in Section 2 and analyze its main properties. Based on a new interpretation of the weights in the consensus protocol as dual variables, we derive a prima-dual consensus algorithm that still preserves the structure of the problem but it provides, using theoretical arguments, a novel way for updating these weights. In this section we also provide a simplified version of this algorithm for a particular case of our separable optimization problem.
ESTIMATION AND CONTROL PROBLEMS IN NETWORK SYSTEMS
In this section we formulate different estimation and control problems for systems consisting of interconnected subsystems that communicate according to an information exchange model given by a graph. In Subsection 2.1 we present a state estimation problem for a system, using a network of sensors which must change information in order to reach a consensus on the state estimated for the entire system. In Subsection 2.2 we discuss a control problem for a group of independent subsystems (agents) which have to reach a consensus on their outputs at a certain moment of time. Finally, in Subsection 2.3 we formulate the problem of finding distributively a solution for a system of linear equalities and inequalities, which can appear in a wide range of applications from estimation and control, such as finding a finite sequence of feasible controls for a system.
State estimation problems
In this section we focus on distributed state estimation using a sensor network based on the concept of moving horizon estimation (MHE): see e.g. Rao et al. (2003) . We focus on an MHE approach, as this framework provides multiple advantages: first, the observer displays optimality properties, since a suitable minimization problem must be solved on-line at each time instant and secondly, constraints on the noise and on the state can be taken into account: Farina et al. (2010) ; Rao et al. (2003) .
The estimation problem can be described as follows. Assume that any sensor in the network measures some variables of a process, computes a local estimate of the overall state of the system under monitoring, and transmits to its neighbors both the measured values and the computed estimates. Then, the goal is to provide a methodology which guarantees that all sensors asymptotically reach a reliable estimate of the state variables, i.e. the local estimates reach a consensus. For the observed process we consider the following linear dynamics:
n is the state vector and w t ∈ W ⊆ R n represent a white noise with covariance equal to Q. We also assume that the sets X and W are convex (usually they are polyhedral sets, i.e. described by linear inequalities).
The initial condition x 0 is a random variable with meanx 0 and covariance Π 0 . Measurements on the state vector are performed by M sensors 1 , according to a sensing model:
pi represents a white noise with covariance matrix R i .
For a given estimation horizon N ≥ 1, at time k given the past measurementsŷ
k provided by the ith sensor and the estimatex k−N , we determine the estimateŝ x andŵ of x and w, respectively, by solving the constrained minimization problem (MHE):
where ||x|| 2 Q = x T Qx and the matrix Π k−N is computed recursively from a Riccati equation (see e.g. Rao et al. (2003) ).
Note that using the dynamics (1.1) we can write the cost
as a function depending only
. Therefore, by eliminating the states in (1) using the dynamics (1.1) and introducing the notation:
the MHE problem (1) can be recast as a separable convex optimization problem with decoupled cost but a common decision variable x:
where the set X = X ×W N is convex (usually polyhedral). Taking into account that the dynamics of the process and sensors are linear, we can easily see that the functions f i in problem (I) are convex quadratic of the form:
where the matrices H i are positive definite.
We assume that the communication network among sensors is described by a graph G = (V, E), where the set of nodes V = {1, · · · , M } represents the sensors and the edge (i, j) ∈ E ⊆ V × V models that sensor j sends information to sensor i. Then, the main challenge is to provide a distributed algorithm for solving the optimization problem (1), or equivalently the optimization problem (I), which guarantees that all the sensor asymptotically reach a reliable estimate on the state variables of the system using the information exchange model given by the graph G.
Consensus based control problems
In this section we discuss the control problem of reaching a consensus for a network of independent systems: see e.g. Johansson et al. (2008b) . We consider M linear systems (agents) whose dynamics are described by
represents the state, the input and respectively the output of the ith subsystem and the matrices A i , B i and C i are observable and controllable. We also assume inputs constraints of the form:
where U i are convex sets, usually polyhedral. We also denote with N a fixed time horizon.
The next definition introduces the notion of consensus for the group of systems introduced above: Definition 2.1. The systems described by (2) reach consensus on their outputs at time N if there exists an
The goal is to find a consensus point on their outputs x ∈ X and a sequence of inputs such that consensus is reached at time N . Finding such a point can be posed also in a receding horizon fashion, using an MPC strategy. For this purpose we associate to the ith subsystem at time t the following stage cost:
where Q i and R i are positive definite symmetric matrices.
We now introduce the following notations:
Based on these notations, from the consensus condition y i N = x we obtain the following relation:
where matrices E i and F i are derived from systems dynamics over prediction horizon N by eliminating the states.
We formulate now the following optimization problem:
3) with the cost function
and by ⊗ we denote the Kronecker matrix product.
Note that the constraint (4.1) guarantees consensus at time N and (4.2) guarantees that the consensus point is an equilibrium, i.e.,
Although condition (4.1) can lead to infeasibility, this can be avoid either by relaxing the consensus condition or by making certain assumption over the existence of the consensus point.
Further, we define the convex 2 functions f i as follows:
It is clear then, that the optimization problem (4) can now be reformulated as a separable convex optimization problem in the form (I) with a common variable, the consensus vector x.
Similar as in the previous section we assume that the systems communicate according to an information exchange model given by a graph G = (V, E).
Feasible control problems
In this subsection we discuss the problem of finding a feasible control sequence for a linear system consisting of interacting subsystems with state and input constraints over a prediction horizon of length N . We consider a network system consisting of interacting subsystems in the form:
where x i ∈ R ni , u i ∈ R pi and the communication graph among subsystems is given by G = (V, E) and N (i) denotes the neighbors of subsystem i. We assume local state and input constraints of the form:
where X i and U i are simple polyhedral sets (simple in the sense that the projection on these sets are easy). We can also impose terminal constraints x i N ∈ X f i , where X f i is a convex terminal set. If we denote with
, the feasible control problem reduces to: find x ∈ X satisfying a set of equalities of the
ni+pi . Note that with these notation the set X is also simple (the projection of x on this set is easy and can be done in parallel) and we preserve the separability property of the state and input constraints. Moreover, by decomposing the matrix
ni+pi ), we note that each block A i associated to the ith subsystem contains as entries only the matrices
T . We obtain an equivalent formulation of our feasibility problem: find x satisfying
We formulate now the problem (7) as a separable convex optimization problem:
2 From parametric convex optimization we know that the functions f i are convex but not necessarily differentiable (usually they are piecewise quadratic).
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where ∥ · ∥ denotes the Euclidean norm. Introducing the notation f i (x) = ∥A i x − b i ∥ 2 we obtain again the formulation (I) for our feasibility problem.
A PRIMAL-DUAL CONSENSUS ALGORITHM

General case
The goal is to solve the separable optimization problem (I) in a fully distributed fashion using the information exchange model given by a fixed undirected graph G = (V, E) , where the set of nodes is V = {1, · · · , M } and E ⊆ V × V denotes the set of edges. We denote the neighbors of i with N (i). The following assumption is valid in this section: Assumption 3.1. For problem (I) the functions f i are all convex and the set X is also convex and simple (simple in the sense that the projection on this set is easy). Moreover, for the interactions between sensors/systems we consider an undirected graph G = (V, E) that is connected and symmetric and each node has at least two neighbors, i.e.
Based on Assumption 3.1, we can rewrite 3 the separable convex problem (I), by duplicating the decision variable x in x 1 , · · · , x M , as a separable convex problem but with coupling constraints:
We also define the extended vector:
We present in the sequel a distributed algorithm for solving the convex problem (II) which combines consensus iterations with a penalty type algorithm. More explicitly, we remove the coupled constraints in the objective function via a penalty term and at each iteration of the penalty algorithm we need to find a saddle point for a convexconcave objective function. In order to solve the min − max problem we use consensus iterations and saddle point algorithms.
The main idea of the penalty method is to remove the coupled constraints in the optimization problem (II) as follows:
where µ is a positive penalty parameter and P (x) is a penalty function attached to the equality constraints.
The penalty function P must satisfy the following properties: (i) P is continuous, (ii) P (x) ≥ 0 and (iii) P (x) = 0 if and only if x 1 = · · · = x M . Moreover, the penalty parameter must be variable {µ l } l , converging to infinity such that µ l+1 ≥ µ l .
For each outer iteration l we solve the following optimization problem:
The following result gives the convergence of the penalty method: Theorem 3.2. (Luenberger (1984) ). Let the sequence {x *
l )} l be the optimal sequence generated by the penalty method. Then, any limit point of this sequence is a solution to optimization problem (II).
In our algorithm, we consider a penalty function of the form:
In conclusion, at each outer iteration l of the penalty algorithm we have to solve the following optimization problem (which defines our inner iterations):
We introduce first some definitions and then we provide a novel reformulation of the problem (10) from which we will derive our distributed primal-dual gradient algorithm. For a positive integer p we denote the standard simplex in R p with ∆, i.e.
We start from a well-known relation in the optimization field, namely that maximum over a finite number of points can be recast as a linear program with constraints over the simplex: Lemma 3.3. Given the nonnegative numbers α 1 , · · · , α p , then we have
Using now the previous lemma for the convex optimization problem (10), we obtain the following min-max optimization problem with a convex-concave objective function in the variables x i and a ij :
where i and concave in a ij we can interchange min with max in the previous optimization problem (see e.g. Rockafellar (1970) 
Note that from this formulation we can view the variables a ij as dual variables. We introduce the following notation:
where a = [a ij ] ij and Ψ l is convex inx and concave in a and then the goal is to find a saddle-point of the max-min problem: max
Using any first-order saddle point algorithm for the maxmin problem (12) (e.g. the Uzawa algorithm for finding saddle points, see Uzawa (1958) ), we obtain the following inner iterations in k at a given outer iteration in l:
where α l > 0 is a fixed step size for each outer iteration l and ∂xΨ l denotes the partial derivative of the function Ψ l with respect tox if the function is differentiable, respectively an element of the subgradient in case the function is convex but not differentiable. Results on convergence of Uzawa algorithm can be found in Uzawa (1958) ; Nedic and Ozdaglar (2009) .
Let us note that this is a fully distributed algorithm where we update both the primal variables x i but also the weights (dual variables) a ij using just information from the neighbors. Indeed, explicitly we can write for all
Note that the only information that the neighbor j ∈ N (i) must send to i are their own updates x j l,k and the corresponding weights a ji l,k . Note also that in the proposed algorithm the associated network leads to an undirected graph with a dynamic topology, but the adjacency matrix is state dependent at each iteration k: a ij = a ij (x j , j ∈ N (i)). Thus, the topology of the graph depends on the state x i of all agents (nodes) and is determined locally for each agent, i.e. the topology is a state-dependent graph. We can also remark that our inner distributed iteration is similar to the update rule for constrained consensus optimization given in Nedic et al. (2010) . However, the main difference between our iterations and the iteration derived in the paper Nedic et al. (2010) is that in our case we provide also update rules for the weights a k ij while there are no rules for updating the weights in Nedic et al. (2010) .
Particular case
In this subsection we focus on the particular case when the objective functions f i have a common optimal point on the set X (see e.g. the feasible control problem (8)). For this type of optimization problems we provide a simplified version of our primal-dual consensus algorithm derived before. Therefore, the following assumption will be valid in this section: Assumption 3.4. There exists a common optimal point
Theorem 3.5. If Assumption 3.4 holds, then for a fixed penalty parameter µ > 0 any optimal solution of the following optimization problem:
(III) : min
is also an optimal solution for optimization problem (II).
where µ > 0 is fixed. We can interchange min with max and obtain the following max-min problem :
Introducing the notation:
which is also a convex-concave function in the variables x i /a ij and using again any first-order saddle point algorithm, e.g. the Uzawa iteration for finding saddle points, we obtain the following distributed iterations in k:
Note again that the distributed iteration from above is similar to the update rule for constrained consensus optimization given in Nedic et al. (2010) .
An interesting algorithm can be derived in the case when the functions f i are also positive. In this case we can obtain the following equivalent formulation for problem (II):
(IV) : min
Using the same lines as in the proof of Theorem 3.5, we can show that if Assumption 3.4 holds and the functions f i are positive, then any optimal point for optimization problem (IV) is also an optimal point for problem (II). In this case, we obtain the following max-min problem:
Using again any first-order algorithm for finding saddle points, e.g. Uzawa algorithm, we obtain the following distributed iterations in k: . Note that our distributed iteration from above has now similarities with the update rule for constrained consensus optimization given in Johansson et al. (2008a) .
CONCLUSIONS
We have presented in this paper three applications from estimation and process control that lead to optimization problems with separable objective functions but common decision variable. We have proposed a distributed gradient algorithm for these optimization problems which combines consensus iterations with optimization methods. The main characteristic of our algorithm consists in the way we update the weights in the consensus protocol using arguments from optimization theory. For the particular case in which the objective functions satisfy certain assumptions, we presented a simplified version of the new algorithm which has many similarities with some existing distributed algorithms from the literature.
