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Suppose that for each i  0, Ii is a closed interval, and for each i  1, f i : Ii → 2Ii−1
is a surjective upper semicontinuous function with a connected graph Gi , such that
πi−1(Gi) = Ii−1 and πi(Gi) = Ii (πi−1 and πi denote the respective projections of Gi
to the intervals Ii−1 and Ii). We give a condition on the graphs called a C-sequence,
and show that { f i: i > 0} has a C-sequence if and only if there exists a basic open set
U =∏0i<n Ii ×∏nim Ui ×∏∞i=m+1 Ii in ∏∞i=0 Ii containing a closed set A =∏0i<n Ii ×∏
nim Ai ×
∏∞
i=m+1 Ii , such that lim←−(Ii, f i) ∩ U = lim←−(Ii, f i) ∩ A = ∅, and lim←−(Ii, f i) ⊂ U .
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Inverse limits have been studied by many mathematicians for many years. While more general settings have been
studied, the most frequently encountered version is deﬁned as follows: suppose for each nonnegative integer i, Xi is a
compact Hausdorff space and f i : Xi → Xi−1 is a continuous map. Deﬁne the inverse limit space lim←−(Xi, f i) to be the set{(x0, x1, . . .) ∈∏∞i=0 Xi: ∀i  1, f i(xi) = xi−1}. The maps f i are called bonding maps. Then the inverse limit lim←−(Xi, f i) is a
compact Hausdorff space contained in
∏∞
i=0 Xi when
∏∞
i=0 Xi is endowed with the product topology. A new generalization
of inverse limits, ﬁrst studied by Bill Mahavier and then Tom Ingram and Bill Mahavier, appeared a few years ago in [9] and
[8]. In this new generalization, the bonding maps are not required to be maps, but are allowed to be “nice” multivalued
functions: Precisely, suppose for each nonnegative integer i, Xi is a compact Hausdorff space and f i : Xi → 2Xi−1 is an up-
per semicontinuous function. Deﬁne the inverse limit space lim←−(Xi, f i) to be the set {(x0, x1, . . .) ∈
∏∞
i=0 Xi: ∀i  1, xi−1 ∈
f i(xi)}. The maps f i are still called bonding maps. Again, lim←−(Xi, f i) is a nonempty, compact Hausdorff subspace of
∏∞
i=0 Xi ,
when
∏∞
i=0 Xi is endowed with the product topology (see [8]). Recall that the function f : X → 2Y is upper semicontinuous
at the point x ∈ X if and only if for each open set V in Y containing f (x), there is an open set U in X containing x such
that if y is in U , then f (y) ⊂ V . The graph G( f ) of f is the set of all points 〈x, y〉 such that y is in f (x). We say that the
bonding map f is surjective if for each y in Y , there is some x in X such that y ∈ f (x).
Since the introduction of generalized inverse limits, there has been much interest in the subject and eleven or so papers
have appeared. (See [1–6,8–11], for example.) One might note that there are already possible applications of generalized
inverse limits. (We do not claim that this paper is about applications in economics, only that developing a theory of gener-
alized inverse limits should lead to applications further down the road, just as the large body of knowledge about standard
inverse limits has led to applications in economics.) There are models in macroeconomics that give rise to dynamical sys-
tems which have the strange property that corresponding to each point in state space there are many different orbits that
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f : X → 2Y involved, and economists are interested in the set {(x0, x1, . . .) ∈ ∏∞i=0 Xi: ∀i  1, xi−1 ∈ f (xi)}. A prominent
example of such a model is the Christiano–Harrison model. In this model, both X and Y are intervals, and the upper semi-
continuous bonding map f maps each point of the unit interval [0,1] into a two-point set in I . See [7] for a survey of work
on economics applications of inverse limits. This paper was motivated by the following outstanding problem:
Problem 1.1. (Ingram [6]) Suppose for each nonnegative integer i, Xi is a compact Hausdorff (metric) space and f i : Xi →
2Xi−1 is an upper semicontinuous function. Find necessary and suﬃcient conditions (preferably on the bonding functions)
such that lim←−(Xi, f i) is connected.
One of the few partial answers to date toward solving this problem is the following theorem due to W.T. Ingram and
W.S. Mahavier:
Theorem 1.2. (Ingram and Mahavier [8]) Suppose that for each nonnegative integer i, Xi is a compact Hausdorff space and for each
i > 0, f i : Xi → 2Xi−1 is an upper semicontinuous function. If for each i ∈ N, Xi is connected and for each x ∈ Xi+1 , f (x) is connected,
then the inverse limit is connected.
In this paper we give a condition called a C-sequence. The existence of a C-sequence will guarantee that a generalized
inverse limit is disconnected. A C-sequence provides simple conditions on a ﬁnite sequence of graphs of bonding functions.
It is generally easy to spot a C-sequence making, in such cases, the job of determining that the bonding maps admit a
disconnected inverse easier. They also provide a simple tool for constructing bonding functions whose inverse limits are
disconnected, see Example 4.1.
We prove the following theorem (a C-sequence is deﬁned in the next section):
Theorem 1.3. Suppose that for each i  0, I i is a closed interval, and for each i  1, f i : Ii → 2Ii−1 is a surjective upper semicontinuous
function, and the graph, Gi of f i is connected. There exist n  0 and m > n + 1 such that if n  i  m then there exist an open
interval Ui and a closed interval Ai such that Ai ⊂ Ui ⊂ Ii , Ui = Ii , and lim←−(Ii, f i) ∩ (
∏
0i<n Ii ×
∏
nim Ui ×
∏∞
i=m+1 Ii) =
lim←−(Ii, f i) ∩ (
∏
0i<n Ii ×
∏
nim Ai ×
∏∞
i=m+1 Ii) = ∅, if and only if { f i: i > 0} has a C-sequence.
[6, Example 1] gives a single bonding map that gives rise to a C-sequence of length 2 (the simplest case). This graph
consists of the line segments joining 〈0,0〉 to 〈1,0〉, 〈1,0〉 to 〈1,1〉, 〈0,0〉 to 〈 14 , 14 〉, and 〈 34 , 14 〉 to 〈1,1〉.
The following example has a bonding map that admits a C-sequence of length 3.
Example 1.4. Let f : [0,1] → 2[0,1] be the usc function whose graph consists of the line segments that join 〈0,0〉 to 〈1,0〉,
〈1,0〉 to 〈1,1〉, 〈0,0〉 to 〈 14 , 14 〉, 〈 34 , 34 〉 to 〈1,1〉, and 〈 12 ,0〉 to 〈1, 12 〉. (Note that if the last line segment is not included then
the inverse limit would be connected.)
Consider the basic open set U = ( 18 , 38 ) × ( 18 , 38 ) × ( 58 , 78 ) × ( 58 , 78 ) × [0,1]N. If (xn) ∈ U ∩ lim←−, ( f ) then x0 ∈ ( 18 , 14 ] and
x1 ∈ ( 18 , 14 ], hence x2 ∈ ( 58 , 34 ], and hence x3 = 34 . Thus x2 = 34 , hence x1 = 14 and so x0 = 14 . Hence U ∩ lim←−([0,1], f ) =
{ 14 } × { 14 } × { 34 } × { 34 } × [0,1]N .
We describe the C-sequence admitted by f in Section 4.
2. Preliminaries
In this section we introduce some notation and prove some preliminary lemmas that will be required in the sequel.
If i > 0 and for j ∈ {i − 1, i} there exist closed intervals A j = [a j,b j], a j  b j , and intervals U j open in Ii , such that
A j ⊂ U j ⊂ I j and U j = I j , then let
J j = {x ∈ U j: x < a j}
K j = {x ∈ U j: x> b j}
Ti = Ui × Ki−1 ∪ Ai × Ai−1
Bi = Ui × J i−1 ∪ Ai × Ai−1
Li = J i × Ui−1 ∪ Ai × Ai−1
Ri = Ki × Ui−1 ∪ Ai × Ai−1
TLi = Ti ∪ Li
TRi = Ti ∪ Ri
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For each j one of the sets J j or K j may be empty.
Deﬁnition 2.1. Suppose that X is a space, G ⊆ X and D ⊂ U ⊂ X . If U ∩ G = ∅, then write G U D if G ∩ U ⊆ D .
In practice, we will generally drop the subscript and just write G  D , since on every such occasion we will be referring
to an open set U = Ui × Ui−1 in a space X = Ii × Ii−1. G will be the graph Gi of a function f i : Ii → 2Ii−1 that is being
considered, and D will be one of the sets deﬁned above.
Deﬁnition 2.2. Suppose that for each i  0, Ii is an interval and if i > 0, f i : Ii → 2Ii−1 is a function. Then { f i: i > 0} has a
cropping-sequence, or C-sequence, over [n,m] if n,m ∈ N, n+ 1<m and whenever n i m, there exists an interval Ui open
in Ii , and a closed interval Ai such that Ai ⊂ Ui ⊂ Ii , Ui = Ii , lim←−(Ii, f i) ∩
∏
0i<n Ii ×
∏
nim Ai ×
∏∞
i=m+1 Ii = ∅, and the
graphs Gi of f i have the following properties:
(1) Gn+1  Rn+1 or Gn+1  Ln+1;
(2) if m = n + 2, then Gn+2  Tn+2 if Gn+1  Ln+1, and Gn+2  Bn+2 if Gn+1  Rn+1, and if m > n + 2, then Gn+2 
BRn+2 or Gn+2  BLn+2 if Gn+1  Rn+1, and Gn+2  TLn+2 or Gn+2  TRn+2 if Gn+1  Ln+1;
(3) if n + 2  i < m then Gi+1  BLi+1 or Gi+1  BRi+1 if Gi  BRi or Gi  TRi and Gi+1  TLi+1 or Gi+1  TRi+1 if Gi 
BLi or Gi  TLi ; and,
(4) Gm  Bm if Gm−1  BRm−1 or Gm−1  TRm−1, and Gm  Tm if Gm−1  BLm−1 or Gm−1  TLm−1.
The collection of functions { f i: i > 0} has a C-sequence if there exist n,m ∈ N such that { f i: i > 0} has a C-sequence over
[n,m].
Lemma 2.3. Suppose that I1 = [u1, v1], I2 = [u2, v2], G is the graph of a usc f : I1 → 2I2 , G is connected, c,d ∈ I2 and c  d.
(1) If u1 < a  v1 and there exists δ > 0 such that G ∩ ({a} × ((c − δ,d + δ) ∩ [u2, v2])) = G ∩ ({a} × [c,d]) = ∅, then there exist
, ′ > 0 such that either, (a − ,a) × ((c − ′,d + ′) ∩ [u2, v2]) ∩ G = ∅, or, for each δ′ ∈ R such that 0 < δ′ <  there exists
y ∈ (c − ′,d + ′) ∩ [u2, v2] such that 〈a − δ′, y〉 ∈ G.
(2) If u1  a < v1 and there exists δ > 0 such that G ∩ ({a} × ((c − δ,d + δ) ∩ [u2, v2])) = G ∩ ({a} × [c,d]) = ∅, then there exist
, ′ > 0 such that either, (a,a + ) × ((c − ′,d + ′) ∩ [u2, v2]) ∩ G = ∅, or, for each δ′ such that 0 < δ′ <  there exists
y ∈ (c − ′,d + ′) ∩ [u2, v2] such that 〈a + δ′, y〉 ∈ G.
Proof. (1) Suppose that G ∩ ({a} × ((c − δ,d + δ) ∩ [u2, v2])) = G ∩ ({a} × [c,d]) = ∅ and for each , ′ > 0 there exist
γ ,γ ′ such that 0 < γ ′, γ <  , there exists yγ ∈ (c − ′,d + ′) ∩ [u2, v2] such that 〈a − γ , yγ 〉 ∈ G , and for each y ∈
(c − ′,d + ′) ∩ [u2, v2], 〈a − γ ′, y〉 /∈ G . Then choose sequences {sn,n ∈ N} and {qn: n ∈ N} in [u1,a] such that sn → a,
qn → a, and for each n, sn < qn < sn+1 < a, there exists yn ∈ (c − δ/2,d + δ/2) ∩ [u2, v2] such that 〈sn, yn〉 ∈ G , and for each
z ∈ (c− δ/2,d+ δ/2)∩ [u2, v2], 〈qn, z〉 /∈ G . Since G is connected, for each n > 0 either (c− δ/2, yn+1] ⊆ π2(G ∩ ([qn,qn+1]×
(c − δ/2,d + δ/2))) (where π2 is projection onto I2) or [yn+1,d + δ/2] ⊆ π2(G ∩ ([qn,qn+1] × (c − δ/2,d + δ/2))). If u2 = c
and [c,d] = I2 then the latter must hold, and if d = v2 and [c,d] = I2 then the former must hold.
Suppose u2 < c or d < v2. Then since G ∩ ({a} × ((c − δ,d + δ)  [c,d])) = ∅, f is not upper semicontinuous at a.
If c = u2 and d = v2, then G is not deﬁned for all x ∈ I1.
In either case we have a contradiction.
(2) Similarly. 
Observe that if a = v1 then the latter condition in case (1) holds, and if a = u1 then the latter condition in case (2) holds.
Deﬁnition 2.4. Suppose that for each i  0, Ii is an interval and for each i > 0, f i : Ii → 2Ii−1 is a function. Let Imi = Ii+m ,
and f mi = f i+m and deﬁne lim←−(Ii, f i)im = lim←−(Imi , f mi ).
Lemma 2.5. Suppose that for each i  0, I i is an interval and for each i > 0, f i : Ii → 2Ii−1 is a surjective function. If there exist
n,m ∈ N such that n m and whenever n  i m there exists an open interval Ui and a closed interval Ai such that Ai ⊂ Ui ⊂ Ii ,
then
lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ui ×
∞∏
i=m+1
Ii
)
= lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ai ×
∞∏
i=m+1
Ii
)
if and only if
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(
m∏
i=n
Ui ×
∞∏
i=m+1
Ii
)
= lim←−(Ii, f i)in ∩
(
m∏
i=n
Ai ×
∞∏
i=m+1
Ii
)
,
and
lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ai ×
∞∏
i=m+1
Ii
)
= ∅
if and only if
lim←−(Ii, f i)in ∩
(
m∏
i=n
Ai ×
∞∏
i=m+1
Ii
)
= ∅.
Proof. Let
U = lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ui ×
∞∏
i=m+1
Ii
)
,
A = lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ai ×
∞∏
i=m+1
Ii
)
,
V = lim←−(Ii, f i)in ∩
(
m∏
i=n
Ui ×
∞∏
i=m+1
Ii
)
and
B = lim←−(Ii, f i)in ∩
(
m∏
i=n
Ai ×
∞∏
i=m+1
Ii
)
.
If (xi) ∈ U  A then clearly (xn, xn+1, . . .) ∈ V  B .
If (xi) ∈ V  B , then since each f i is surjective, there exists yn−1 ∈ In−1 such that fn(x0) = yn−1. If y j ∈ I j has been
deﬁned for j > 0, then there exists y j−1 ∈ I j−1 such that f j(y j) = y j−1. Thus (y0, . . . , yn−1, x0, . . .) ∈ U  A.
Clearly
lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ai ×
∞∏
i=m+1
Ii
)
= ∅
if and only if
lim←−(Ii, f i)in ∩
(
m∏
i=n
Ai ×
∞∏
i=m+1
Ii
)
= ∅. 
Observe that we only deﬁne a C-sequence over [n,m] for n >m+ 1. This is in accordance with the following lemma.
Lemma 2.6. Suppose that for each i  0, I i is an interval, for each i > 0, f i : Ii → 2Ii−1 is a surjective function, and the graph Gi of f i
is connected. If there exist n  0 and m  n such that if n  i m then there exists an open interval Ui and a closed interval Ai such
that Ai ⊂ Ui ⊂ Ii and Ui = Ii , and
lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ui ×
∞∏
i=m+1
Ii
)
= lim←−(Ii, f i) ∩
( ∏
0i<n
Ii ×
∏
nim
Ai ×
∞∏
i=m+1
Ii
)
= ∅,
then m > n + 1.
Proof. By Lemma 2.5 we can assume that n = 0. Since f1 is surjective m = 0.
Since G1 is connected, G1 ∩ ((U1 × U0)  (A1 × A0)) = ∅. Choose any point 〈x, y〉 ∈ G1 ∩ ((U1 × U0)  (A1 × A0)). Since
each f i is surjective there exists a point (xk) ∈ lim←−(Ii, f i) such that x0 = y and x1 = x. Thus m > 1. 
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Theorem 3.1. Suppose that for each i  0, I i is a closed interval and for each i > 0, f i : Ii → 2Ii−1 is a surjective upper semicontinuous
function, the graph Gi of f i is connected and there exists n  0 and m > n + 1 such that { f i: i > 0} has a C-sequence over [n,m].
Suppose {Ai ⊂ Ii: n  i m} are the closed intervals and {Ui ⊂ Ii: n  i m} are the open sets admitted by the C-sequence. Then
∅ = lim←−(Ii, f i) ∩
∏
0i<n Ii ×
∏
nim Ui ×
∏∞
i=m+1 Ii = lim←−(Ii, f i) ∩
∏
0i<n Ii ×
∏
nim Ai ×
∏∞
i=m+1 Ii = lim←−(Ii, f i).
Proof. By Lemma 2.5 we can assume that n = 0. Since U0 = I0 there exists x ∈ I0  U0 and, since each f i is surjective,
(xn) ∈ lim←−(Ii, f i), such that x0 = x, and hence (xn) ∈ lim←−(Ii, f i) 
∏
0im Ui ×
∏∞
i=m+1 Ii .
Since the intervals Ai and Ui are admitted by a C-sequence, lim←−(Ii, f i) ∩ (
∏
0im Ai ×
∏∞
i=m+1 Ii) = ∅.
Let (xn) ∈ lim←−(Ii, f i) ∩ (
∏
0im Ui ×
∏∞
i=m+1 Ii).
Suppose m = 2. If G1  L1 then x1 ∈ U1  K1 and G2  T2, so x2 ∈ A2, hence x1 ∈ A1, and so x0 ∈ A0. Thus (xn) ∈
lim←−(Ii, f i) ∩
∏
0<i2 Ai ×
∏∞
i<m+1 Ii .
A similar argument applies if G1  R1.
Suppose m > 2.
Case I: Suppose G1  R1, then x1 ∈ U1  J1 and G2  BL2 or G2  BR2, hence
x2 ∈
{
U2  K2 if G2  BL2,
U2  J2 if G2  BR2.
Consider the four conditions where 1< i <m:
(i) xi ∈ Ui  Ki and Gi  TLi ,
(ii) xi ∈ Ui  J i and Gi  TRi ,
(iii) xi ∈ Ui  Ki and Gi  BLi , and
(iv) xi ∈ Ui  J i and Gi  BRi .
If (i) holds then either Gi+1  TLi+1 and hence xi+1 ∈ Ui+1  Ki+1, or Gi+1  TRi+1 and hence xi+1 ∈ Ui+1  J i+1.
If (ii) holds then either Gi+1  BLi+1 and hence xi+1 ∈ Ui+1  Ki+1, or Gi+1  BRi+1 and hence xi+1 ∈ Ui+1  J i+1.
If (iii) holds then either Gi+1  TLi+1 and hence xi+1 ∈ Ui+1  Ki+1, or Gi+1  TRi+1 and hence xi+1 ∈ Ui+1  J i+1.
If (iv) holds then either Gi+1  BLi+1 and hence xi+1 ∈ Ui+1  Ki+1, or Gi+1  BRi+1 and hence xi+1 ∈ Ui+1  J i+1.
Then
xi+1 ∈
{
Ui+1  Ki+1 if Gi+1  TLi+1 or Gi+1  BLi+1,
Ui+1  J i+1 if Gi+1  TRi+1 or Gi+1  BRi+1.
It follows by induction that if 1< i <m then one of the conditions (i)–(iv) must be the case.
If Gm  Bm then either Gm−1  BRm−1 or Gm−1  TRm−1, hence xm−1 ∈ Um−1  Jm−1 and so xm ∈ Am . Since xm ∈ Am and
Gm  Bm , xm−1 ∈ Um−1  Jm−1 and hence xm−1 ∈ Am−1. Similarly, if Gm  Tm , xm ∈ Am and xm−1 ∈ Am−1.
Suppose xi+1 ∈ Ai+1. If condition (i) holds for i+1 and i > 2, then xi ∈ BLi or TLi , and hence xi ∈ (Ui  J i)∩(Ui Ki) = Ai .
Similarly, if any of the remaining conditions (ii)–(iv) occur, then xi+1 ∈ Ai+1 implies that xi ∈ Ai . Thus, by induction, xi ∈ Ai
if 1< i m, and since x2 ∈ A2, x1 ∈ A1 and hence x0 ∈ A0.
Case II: If G1  L1 we may argue similarly. 
Deﬁnition 3.2. Suppose that for each i  0, Ii is an interval and for each i > 0, f i : Ii → 2Ii−1 is an upper semicontinuous
function. Deﬁne Gn( f i) to be the set{
〈x0, x1, . . . , xn〉 ∈
∏
in
Xi: xi ∈ f (xi+1)
}
.
Lemma 3.3. Suppose that for each i  0, I i is an interval, for each i > 0, f i : Ii → 2Ii−1 is a surjective function, and Wi ⊂ Ii for each
i  n. If
(xi) ∈ lim←−(Ii, f i) ∩
( ∏
0in
Wi ×
∞∏
i=n+1
Ii
)
then 〈x0, x1, . . . xn〉 ∈ Gn( f i) ∩∏0in Wi , and if 〈x0, x1, . . . xn〉 ∈ Gn( f i) ∩∏0in Wi and (xi) is any extension of 〈x0, x1, . . . xn〉,
then
(xi) ∈ lim←−(Ii, f i) ∩
( ∏
0in
Wi ×
∞∏
i=n+1
Ii
)
.
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Lemma 3.4. Suppose that for each i ∈ N, I i is a closed interval, for each i > 0, f i : Ii → 2Ii−1 is a surjective upper semicontinuous
function, and the graph, Gi of f i is connected. If
(a) there exists m > 1 such that if i m then there exist an interval Ui open in Ii and a closed interval Ai such that Ai ⊂ Ui ⊂ Ii ,
Ui = Ii , lim←−(Ii, f i) ∩ (
∏
0im Ui ×
∏∞
i=m+1 Ii) = lim←−(Ii, f i) ∩ (
∏
0im Ai ×
∏∞
i=m+1 Ii) = ∅, and
(b) m is minimal in the sense that if 0  s  t m and lim←−(Ii, f i) ∩
∏
i<s Ii ×
∏
sit Ui ×
∏∞
1=t+1 Ii = lim←−(Ii, f i) ∩
∏
i<s Ii ×∏
sit Ai ×
∏∞
1=t+1 Ii = ∅, then s = 0 and t =m,
then for each i  m there exists an interval U ′i open in Ii and a closed interval A′i such that A′i ⊂ U ′i ⊂ Ii , U ′i = Ii , lim←−(Ii, f i) ∩
(
∏
0im U
′
i ×
∏∞
i=m+1 Ii) = lim←−(Ii, f i) ∩ (
∏
0im A
′
i ×
∏∞
i=m+1 Ii) = ∅, and,
(1) either G1 U ′1×U ′0 R1 and if x ∈ U ′1  J ′1 then there exists y ∈ U ′0 such that 〈x, y〉 ∈ G1 , or G1 U ′1×U ′0 L1 , and if x ∈ U ′1  K ′1
then there exists y ∈ U ′0 such that 〈x, y〉 ∈ G1 , and,
(2) either Gm U ′m×U ′m−1 Tm and if y ∈ U ′m−1  J ′m−1 then there exists y ∈ U ′m such that 〈x, y〉 ∈ Gm, or Gm U ′m×U ′m−1 Bm and if
y ∈ U ′m−1  K ′m−1 then there exists y ∈ U ′m such that 〈x, y〉 ∈ Gm,
where the sets J ′i and K
′
i are the subsets of U
′
i analogous to J i and Ki in Ui .
Proof. By Lemma 3.3, Gm( f i) ∩∏im Ui = Gm( f i) ∩∏im Ai = ∅ and Gm( f i) is disconnected.
(1) Let W = {x ∈ A1: ∃〈y0, . . . ym〉 ∈ Gm( f i) ∩∏im Ai, x = y1}.
Let a1 = minW and b1 = maxW . Since each graph is compact a1 and b1 exist and clearly we can assume that A1 =
[a1,b1].
Now (W × ( J0 ∪ K0)) ∩ G1 = ∅, since if 〈x, y〉 ∈ (W × ( J0 ∪ K0)) ∩ G1, then choose 〈x0, x1 . . . , xm〉 ∈ Gm( f i) ∩∏im Ai
such that x1 = x, but then 〈y, x, x2 . . . , xm〉 ∈ Gm( f i) ∩ (∏im Ui ∏im Ai).
For each i m, and  > 0 let Ai() = (ai − ,bi + )∩Ui . It may be that ai = infUi = inf Ii and hence Ai() = [ai,bi + ).
Similarly we may have Ai() = (ai − ,bi].
Suppose there exists  > 0 such that for each x ∈ A1(), f1(x) ∩ U0 = ∅. Observe that Gm( f i) ∩ (I0 × A1() ×∏
1<im Ai) = ∅. If
〈x0, . . . xm〉 ∈ Gm( f i) ∩
(
I0 × A1() ×
∏
1<im
Ui
)
,
then there exists y0 ∈ U0 such that 〈x1, y0〉 ∈ G1, and hence
〈y0, x1, x2, . . . , xm〉 ∈ Gm( f i) ∩
∏
im
Ui .
Then 〈y0, x1, x2, . . . , xm〉 ∈ Gm( f i) ∩∏im Ai so for each i > 0, xi ∈ Ai and hence 〈x0, . . . , xm〉 ∈ Gm( f i) ∩ (I0 ×∏1im Ai),
but then m is not minimal.
Thus, either
(i) for every  > 0 there exists δ <  such that f1(a1 − δ) ∩ U0 = ∅, or
(ii) for every  > 0 there exists δ <  such that f1(b1 + δ) ∩ U0 = ∅, or
(iii) there exists x ∈ A1 such that f1(x) ∩ U0 = ∅.
Suppose (i) holds, then by Lemma 2.3, there exist  ′,  > 0 such that (( J1 ∩ A1()) × A0(′)) ∩ G1 = ∅. We can assume
that U0 = A0(′) and U1 = A1() as the conditions of the lemma will still hold, and hence ( J1 × U0) ∩ G1 = ∅.
Let c = max{x ∈ A1: [a1, x] ⊆ W }. Suppose a0 = inf I0 and b0 = sup I0. Since G1 is connected, and ([a1, c] × A0) ∩ G1 = ∅
and (( J1 ×U0)∪ [a1, c]× ( J0 ∪ K0))∩G1 = ∅, there exists t , δt, b, δb, 1, δ1 > 0 such that δt < t , δb < b , δ1 < 1, for each
x ∈ (c, c + 1), f1(x) ∩ U0 = ∅ and G1 ∩ ((c, c + δ1) × (((a0 − b,a0 − δb) ∪ (b0 + δt ,b0 + t)) ∩ U0)) = ∅. If a0 = inf I0 then
choose t, δt , 1, δ1 > 0 as above, but let b0 , δ
b = 0, and similarly if b0 = sup I0, in this case letting t , δt ,= 0.
Since W is closed, and by the deﬁnition of c, there exist δ  0 and γ > δ such that δ < δ1, γ < 1 and (c + δ, c + γ ) ∩
W = ∅. Let U ′1 = (infU1, c + γ ), and if δ = 0, let A′0 = [a0 − δb,b0 + δt], U ′0 = (a0 − b,b0 + t) and A′1 = [a1, c + δ]. Then
G1 U ′1×U ′0 R1 and for each x ∈ U ′1  J1 there exists y ∈ U ′0 such that 〈x, y〉 ∈ G1.
If we assume (ii) holds, then we can deﬁne the sets A′0, A′1,U ′0,U ′1 similarly, such that G1 U ′1×U ′0 L1 and if x ∈ U ′1  K1,
then there exists y ∈ U ′0 such that 〈x, y〉 ∈ G1.
Suppose (iii) holds and neither (i) nor (ii) hold, and choose s ∈ A1 such that f1(s) ∩ U0 = ∅. Again by Lemma 2.3, there
exist ′,  > 0 such that either ((a1,a1 + ) × A0(′)) ∩ G1 = ∅, or for every 0 < δ <  , f1(a1 + δ) ∩ A0(′) = ∅. In the ﬁrst
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G1 U ′1×U ′0 L1.
Suppose that for every 0< δ <  , f1(a1 + δ) ∩ A0(′) = ∅. Let
c = sup{x ∈ A1: ∀y ∈ [a1, x), f1(y) ∩ A0(′) = ∅}.
Then c < s < b1.
Suppose [a1, c] ⊂ W . Then there exist e, f ∈ A1 such that a1 < e < f < c and (e, f ) ∩ W = ∅. Redeﬁne b1 to be e and
supU1 to be f . Then the conditions of the lemma still hold, but with these new parameters, none of the conditions (i) to
(iii) hold, giving a contradiction.
Thus [a1, c] ⊂ W . Hence ({c} × ( J0 ∪ K0)) ∩ G1 = ∅, and so by Lemma 2.3 there exist γ ′, γ > 0 such that ((c, c + γ ) ×
A0(γ ′))∩ G1 = ∅. Let A′1 = [a1, c], U ′1 = (infU1, c+γ ), U ′0 = A0(γ ′) and A′0 = A0. Observe that the conditions of the lemma
still hold, and we have G1 U ′1×U ′0 L1.
(2) Let G−1m ( f i) = {〈xm, . . . , x0〉: ∀ i > 0, f i(xi) = xi−1}. Then clearly 〈x0, . . . , xm〉 ∈ Gm( f i) if and only if 〈xm, . . . , x0〉 ∈
G−1m ( f i). The result then follows by (1). 
Theorem 3.5. Suppose that for each i  0, I i is a closed interval, and for each i  1, f i : Ii → 2Ii−1 is a surjective upper semicontinuous
function, and the graph Gi of f i is connected. If there exists n  0 and m > n + 1 such that if n  i m then there exists an open
interval Ui and a closed interval Ai such that Ai ⊂ Ui ⊂ Ii , Ui = Ii and lim←−(Ii, f i) ∩ (
∏
0i<n Ii ×
∏
nim Ui ×
∏∞
i=m+1 Ii) =
lim←−(Ii, f i) ∩ (
∏
0i<n Ii ×
∏
nim Ai ×
∏∞
i=m+1 Ii) = ∅, then { f i: i > 0} has a C-sequence over [n′,m′] for some n′,m′ such that
n n′ <m′ − 1<m.
Proof. We will modify the sets Ui and Ai (as necessary) so that they admit a C-sequence.
Observe that by enlarging any closed interval Ai and shrinking any open interval Ui such that Ai is still a subset of Ui ,
the conditions of the theorem are not affected. The proof extracts a C-sequence by repeatedly applying these two operations.
We will also shrink the intervals Ai when doing so will not affect the conditions of the theorem.
Throughout this proof we will choose small values  , δ, etc. which we will use to enlarge sets Ai or shrink sets Ui . In
each case it is assumed that the values chosen are small enough that we do not venture outside of Ui .
Choose n′,m′ such that n  n′ < m′ − 1 < m and m′ − n′ is the minimum value for which lim←−(Ii, f i) ∩
∏
0i<n′ Ii ×∏
n′im′ Ui ×
∏∞
i=m′+1 Ii = lim←−(Ii, f i) ∩
∏
0i<n′ Ii ×
∏
n′im′ Ai ×
∏∞
i=m′+1 Ii = ∅.
Without loss of generality, let m =m′ and by Lemma 2.5 we can assume that n′ = n = 0.
For each i let Pi = πi(lim←−(Ii, f i) ∩ (
∏
0im Ai ×
∏∞
i=m+1 Ii)) and let ai = min Pi and bi = max Pi . Since lim←−(Ii, f i) is
compact, ai and bi exist and we may assume that for each i m, Ai = [ai,bi].
By Lemma 3.4 either G1  R1 and
R(i) if x ∈ U1  J1, then there exists y ∈ U0 such that 〈x, y〉 ∈ G1, and since G1  R1 we have
R(ii) if 〈x, y〉 ∈ G1 ∩ (U1 × U0), then x a1,
or, G1  L1,
L(i) if x ∈ U1  K1, then there exists y ∈ U0 such that 〈x, y〉 ∈ G1, and
L(ii) if 〈x, y〉 ∈ G1 ∩ (U1 × U0), then x b1.
Consider U2 × U1.
(1) Suppose G1  R1.
If 〈x, y〉 ∈ G1 ∩ (U1 × U0), then by R(ii), x a1 and hence it is of no consequence if G2 ∩ (U2 × J1) = ∅.
Claim. G2 ∩ (P2 × K1) = ∅.
Proof of claim. Suppose 〈x, y〉 ∈ G2∩(P2×K1). By R(i) there exists z ∈ U0 such that 〈y, z〉 ∈ G1, and since x ∈ P2 there exists
(xi) ∈ lim←−(Ii, f i)∩ (
∏
0im Ui ×
∏∞
i=m+1 Ii) such that x= x2. But then (z, y, x2, . . .) ∈ lim←−(Ii, f i)∩ (
∏
0im Ui ×
∏∞
i=m+1 Ii)
lim←−(Ii, f i) ∩ (
∏
0im Ai ×
∏∞
i=m+1 Ii), a contradiction.
For each i let Ai() = (ai − ,bi + ) ∩ Ui .
Suppose there exists  > 0 such that for each x ∈ A2(), f2(x) ∩ (U1  J1) = ∅. We have that
lim←−(Ii, f i) ∩
(
I0 × I1 × A2() ×
∏
2<im
Ui ×
∞∏
i=m+1
Ii
)
= ∅.
Suppose (xn) ∈ lim(Ii, f i) ∩ (I0 × I1 × A2() ×∏2<im Ui ×∏∞i=m+1 Ii).←−
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such that 〈y, z〉 ∈ G1. Thus (z, y, x2 . . .) ∈ lim←−(Ii, f i) ∩ (
∏
0im Ui ×
∏∞
i=m+1 Ii), so
(z, y, x2 . . .) ∈ lim←−(Ii, f i) ∩
( ∏
0im
Ai ×
∞∏
i=m+1
Ii
)
.
Hence for each i  2, xi ∈ Ai so (xn) ∈ (I0 × I1 ×∏2m Ai ×∏∞i=m+1 Ii). But then m is not minimal, a contradiction.
Thus, either for all  > 0 there exists 0 < δ <  such that either ({a2 − δ} × (U1  J1)) ∩ G2 = ∅ or ({b2 + δ} × (U1 
J1)) ∩ G2 = ∅, or there exists x ∈ A2 such that f2(x) ∩ (U1  J1) = ∅.
Hence, either we have
(A) for all  > 0 there exists 0< δ <  such that({a2 − δ} × (U1  J1))∩ G2 = ∅,
or
(B) for all  > 0 there exists 0< δ <  such that({b2 + δ} × (U1  J1))∩ G2 = ∅,
or
(C) there exists x ∈ A2 such that f2(x) ∩ (U1  J1) = ∅.
Observe that if J2 = ∅, then either (B) or (C) hold, and if K2 = ∅, then either (A) or (C) hold.
Assume (A) and let S2 = {x ∈ J2: f2(x) ∩ (U1  J1) = ∅}.
Note that b1 = sup I1 since G1  R1 and G1 is connected. Choose γ > 0 such that b1 + γ < supU1, and redeﬁne supU1
to be b1 + γ . Thus, for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a2 − δ′,a2 − δ) × (U1 − J1)) ∩ G2 = ∅.
Let c = max{x ∈ A2: [a2, x] ⊆ P2}. If c = b2 = sup I2, then we have G2  (B2 ∪ (S2 × U1)). Suppose c = sup I1. Since f2 is
upper semicontinuous and G2 ∩ ({c} × K1) = ∅, there exist 0, , δ0 > 0 such that δ0 <  and
G2 ∩
(
(c, c + 0) × (b1 + δ0,b1 + )
)= ∅.
Fix 0 and δ0, and we can assume that supU1 = b1 +  as the conditions of the lemma will still hold.
(a) Suppose there exists 1 > 0 such that (c, c + 1) ∩ P2 = ∅. Fix 1.
(i) If there exists  > 0 such that for each x ∈ (c, c + ), f2(x) ∩ (U1  J1) = ∅, then let δ = min{, 1} and redeﬁne b2
to be c, and U2 so that supU2 = c + δ. The conditions of the lemma still hold and we have that
• G2  (BR2 ∪ (S2 × U1)),
• for each x ∈ U2  J2 there exists y ∈ U1  J1 such that 〈x, y〉 ∈ G2, thus by R(i) there exists z ∈ U0 such that
〈y, z〉 ∈ G1, and hence 〈z, y, x〉 ∈ G2( f i) ∩∏i2 Ui ,• if 〈x0, x1, x2〉 ∈ G2( f i) ∩∏i2 Ui , then x2  a2 or a2 ∈ S2, and
• for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a2 − δ′,a2 − δ) × (U1  J1)) ∩ G2 = ∅.
(ii) Suppose (i) is not the case. Choose γ ,γ ′ > 0 such that b1 + δ0 + γ ∈ U1 and c + 0 + γ ′ ∈ U2.
Then G2 ∩ ([c, c + 0 + γ ′] × [a1,b1 + δ0 + γ ]) is closed. Thus {x ∈ [c, c + 0 + γ ′]: f2(x) ∩ [a1,b1 + δ0 + γ ] = ∅}
is open. Redeﬁne supU1 to be b1 + δ0 + γ and hence, since (i) does not hold, there exist r, δr  0 such that
δr < r < min{0, 1} and G2 ∩ ((c + δr, c + r) × (U1  J1)) = ∅. Redeﬁne b2 to be c + δr , supU2 to be c + r , and
b1 to be b1 + δ0 to get G2  (B2 ∪ (S2 × U1)).
(b) Suppose (a) is not the case. Then by the deﬁnition of c, and since P2 is closed, for every  > 0 there exist δ1, γ > 0
such that δ1 < γ <  , δ1 < 0 and (c + δ1, c + γ ) ∩ P2 = ∅. Fix δ1. We can assume that supU2 = c + γ .
(i) If there exists  > 0 such that for each x ∈ (c + δ1, c + δ1 + ), f2(x)∩ (U1  J1) = ∅, then redeﬁne b1 to be b1 + δ0,
b2 to be c + δ1, and U2 so that supU2 = c + δ1 +  . The conditions of the lemma still hold and we have that
• G2  (BR2 ∪ (S2 × U1)),
• for each x ∈ U2  J2 there exists y ∈ U1  J1 such that 〈x, y〉 ∈ G2, thus there exists z ∈ U0 such that 〈y, z〉 ∈ G1,
and hence 〈z, y, x〉 ∈ G2( f i) ∩∏i2 Ui ,• if 〈x0, x1, x2〉 ∈ G2( f i) ∩∏i2 Ui , then x2  a2 or x2 ∈ S2, and
• for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a2 − δ′,a2 − δ) × (U1  J1)) ∩ G2 = ∅.
(It may be that b2 is no longer a member of P2, but this condition is no longer required.)
(ii) Suppose (i) is not the case. Again, choose γ ,γ ′ > 0 such that b1 + δ0 + γ ∈ U1 and c + δ1 + γ ′ ∈ U2. Then G2 ∩
([c + δ1, c + δ1 + γ ′] × [a1,b1 + δ0 + γ ]) is closed. Then there exist r, δr  0 such that δ1 < δr < r < 0 and
G2 ∩ ((c + δr, c + r) × (U1  J1)) = ∅. Redeﬁne b2 to be c + δr , supU2 to be c + r , b1 to be b1 + δ0 and supU1 to
be b1 + δ0 + γ to get G2  (B2 ∪ (S2 × U1)).
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x  b2, there exists y ∈ U1  J1 such that 〈x, y〉 ∈ G2 and hence there exists z ∈ U0 such that 〈y, z〉 ∈ G1, and hence
〈z, y, x〉 ∈ G2( f i) ∩ ∏i2 Ui . In this case we have that if 〈x0, x1, x2〉 ∈ G2( f i) ∩ ∏i2 Ui , then x2  b2 or x2 ∈ S2 where
S2 ⊂ K2, and for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((b2 + δ,b2 + δ′) × (U1  J1)) ∩ G2 = ∅.
If G2  (B2 ∪ (S2 × U1)) and S2 = ∅, then we can redeﬁne the parameters of A0, A1, A2, U0, U1 and U2, as follows, to
obtain G2  B2, and hence there is a C-sequence over [0,2].
If a0 = inf I0 then choose b, δb, γ ′ > 0 such that δb < b and((
b1,b1 + γ ′] × (a0 − b,a0 − δb)
))∩ G1 = ∅,
otherwise let b = δb = 0. If bo = sup I0 then choose t , δt , γ ′′ > 0 such that δt < t and ((b1,b1 + γ ′′] × (b0 + δt ,b0 + t)) ∩
G1 = ∅, otherwise let t = δt = 0. Let γ = min{γ ′, γ ′′} and choose , δ, δ′ > 0 such that δ < δ′ , γ <  , ((a2 − δ′,a2] × (b1 +
γ ,b1+))∩G2 = ∅ and ((a2−δ′,a2−δ)×(U1  J1))∩G2 = ∅. Redeﬁne A0 to be (a0−δb,b0+δt), U0 to be (a0−b,b0+t),
b1 to be b1 + γ , supU1 to be b1 +  , a2 to be a2 − δ and infU2 to be a2 − δ′ . We now have G2  B2 and it is still the case
that G1  R1.
Suppose (C) holds and neither (A) nor (B) hold. Since (A) does not hold there exists  > 0 such that for every δ <  ,
f2(a1 − δ) ∩ (U1  J1) = ∅. Redeﬁne infU2 to be a1 −  , and hence for each x ∈ J2, f2(x) ∩ (U1  J1) = ∅.
The cases (a) (i) and (ii), and (b) (i) (ii) above, describe the behavior of G2 and P2 to right of a2. These results apply
here, with S2 = J2.
If (a) (i) or (b) (i) holds then we obtain that for every x ∈ U2  J2, f2(x)∩ (U1  J1) = ∅, but then we have a case where
none of the conditions (A), (B) or (C) hold, a contradiction.
Thus either (a) (ii) or (b) (ii) holds and
• G2  (BL2 ∪ (S2 × U1)),
• for each x ∈ U2  K2 there exists y ∈ U1  J1 such that 〈x, y〉 ∈ G2, thus there exists z ∈ U0 such that 〈y, z〉 ∈ G1, and
hence 〈z, y, x〉 ∈ G2( f i) ∩∏i2 Ui ,• if 〈x0, x1, x2〉 ∈ G2( f i) ∩∏i2 Ui , then x2  b2 or x2 ∈ S2, and
• for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a2 − δ′,a2 − δ) × (U1  J1)) ∩ G2 = ∅.
(2) If G1  L1 we can use a similar argument to show that either G2  T2, or, either G2  (TL2 ∪ (S2 × U1)) and,
(i) if x ∈ U2  K2, then there exist y, z such that 〈z, y, x〉 ∈ G2( f i) ∩∏i2 Ui ,
(ii) if 〈x0, x1, x2〉 ∈ G2( f i) ∩∏i2 Ui , then x2  b2 or x2 ∈ S2 ⊂ K2, and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((b2 + δ,b2 + δ′) × (U1  K1)) ∩ G2 = ∅;
or G2  (TR2 ∪ (S2 × U1)), and,
(i) if x ∈ U2  J2, then there exists y, z such that 〈z, y, x〉 ∈ G2( f i) ∩∏i2 Ui ,
(ii) if 〈x0, x1, x2〉 ∈ G2( f i) ∩∏i2 Ui , then x2  a2 or x2 ∈ S2 ⊂ J2, and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a2 − δ′,a2 − δ) × (U1  K1)) ∩ G2 = ∅.
For each i let S Ji = Si × Ui−1 if Si ⊂ J i , and let SKi = Si × Ui−1 if Si ⊂ Ki . Suppose that km and for each j < k either,
(1) G j  (BR j ∪ S Jj ), and
(i) if x ∈ U j  J j then there exist y0, . . . y j−1 such that 〈y0, . . . , y j−1, x〉 ∈ G j( f i) ∩∏i j U i ,
(ii) if 〈x0, . . . , x j〉 ∈ G j( f i) ∩∏i j U i , then x j  a j or x j ∈ S j ⊂ J j , and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a j − δ′,a j − δ) × (U j−1  J j−1)) ∩ G2 = ∅;
or
(2) G j  (TR j ∪ S Jj ), and
(i) if x ∈ U j  J j then there exist y0, . . . y j−1 such that 〈y0, . . . , y j−1, x〉 ∈ G j( f i) ∩∏i j U i ,
(ii) if 〈x0, . . . , x j〉 ∈ G j( f i) ∩∏i j U i , then x j  a j or x j ∈ S j ⊂ J j , and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((a j − δ′,a j − δ) × (U j−1  K j−1)) ∩ G2 = ∅;
or
(3) G j  (BL j ∪ SKj ), and
(i) if x ∈ U j  K j then there exist y0, . . . y j−1 such that 〈y0, . . . , y j−1, x〉 ∈ G j( f i) ∩∏i j U i ,
(ii) if 〈x0, . . . , x j〉 ∈ G j( f i) ∩∏i j U i , then x j  b j or x j ∈ S j ⊂ K j , and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((b j + δ,b j + δ′) × (U j−1  J j−1)) ∩ G2 = ∅;
or
(4) G j  (TL j ∪ SKj ), and
(i) if x ∈ U j  K j then there exist y0, . . . y j−1 such that 〈y0, . . . , y j−1, x〉 ∈ G j( f i) ∩∏i j U i ,
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(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((b j + δ,b j + δ′) × (U j−1  K j−1)) ∩ G2 = ∅;
and for every i < k − 1, if Gi+1  (BLi+1 ∪ SKi+1) or Gi+1  (BRi+1 ∪ S Ji+1) then Gi  (BRi ∪ S Ji ) or Gi  (TRi ∪ S Ji ), and if
Gi+1  (TLi+1 ∪ SKi+1) or Gi+1  (TRi+1 ∪ S Ji+1) then Gi  (BLi ∪ SKi ) or Gi  (TLi ∪ SKi ).
Suppose Gk−1  (TLk−1 ∪ SKk−1). Since by (4)(ii), πk−1(Gk−1( f i) ∩
∏
i<k Ui) ∩ (Kk−1  Sk−1) = ∅, it is of no consequence if
(Uk × (Kk−1  Sk−1)) ∩ Gk = ∅.
By (4)(i), we can apply the same argument as in the base case, U2 × U1, but with respect to
lim←−(Ii, f i) ∩
(∏
i<k
Ii × Ak() ×
∏
k<im
Ui ×
∞∏
i=m+1
Ii
)
,
to establish that either, for all  > 0 there exists 0< δ <  such that({ak − δ} × (Uk−1  Kk−1))∩ Gk = ∅,
or, for all  > 0 there exists 0< δ <  such that({bk + δ} × (Uk−1  Kk−1))∩ Gk = ∅,
or there exists x ∈ Ak such that fk(x) ∩ (Uk−1  Kk−1) = ∅.
Assume the ﬁrst case and let Sk = {x ∈ Jk: fk(x) ∩ (Uk−1  Kk−1) = ∅}. Using the inductive hypotheses we may present
the same argument as in the base case to show that G  Tk or G  (TRk ∪ S Jk ), and
(i) if x ∈ Uk  Jk , then there exist y0, . . . yk−1 such that 〈y0, . . . , yk−1, x〉 ∈ G j( f i) ∩∏ik Ui ,
(ii) if 〈x0, . . . , xk〉 ∈ Gk( f i) ∩∏ik Ui then xk  ak or xk ∈ Sk ⊂ Jk , and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((ak − δ′,ak − δ) × (Uk−1  Kk−1)) ∩ G2 = ∅.
If we assume that for all  > 0 there exists 0< δ <  such that({bk + δ} × (Uk−1  Kk−1))∩ Gk = ∅,
then we obtain that either G  Tk , or Gk  (TLk ∪ SKk ) where
Sk =
{
x ∈ Kk: fk(x) ∩ (Uk−1  Kk−1) = ∅
}
and
(i) if x ∈ Uk  Kk , then there exist y0, . . . yk−1 such that 〈y0, . . . , yk−1, x〉 ∈ G j( f i) ∩∏ik Ui ,
(ii) if 〈x0, . . . , xk〉 ∈ Gk( f i) ∩∏ik Ui then xk  bk or xk ∈ Sk ⊂ Kk , and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((bk + δ,bk + δ′) × (Uk−1  Kk−1)) ∩ G2 = ∅.
If neither of these cases hold and there exists x ∈ Ak such that fk(x) ∩ (Uk−1  Kk−1) = ∅, then we obtain that Gk  TLk
and
(i) if x ∈ Uk  Kk , then there exist y0, . . . yk−1 such that 〈y0, . . . , yk−1, x〉 ∈ G j( f i) ∩∏ik Ui ,
(ii) if 〈x0, . . . , xk〉 ∈ Gk( f i) ∩∏ik Ui then xk  bk , and
(iii) for each  > 0 there exist δ, δ′ > 0 such that 0< δ < δ′ <  and ((bk + δ,bk + δ′) × (Uk−1  Kk−1)) ∩ G2 = ∅.
The remaining cases are similar.
By Lemma 3.4, Gm  Tm or Gm  Bm .
We now use induction to remove the sets Sk . We will consider one case only as all other cases may be dealt with
similarly.
Suppose that G1  L1, Gm  Tm and for each 1< i <m, Gi  (TLi ∪ SKi ).
Consider Um−1 × Um−2. Suppose SKm−1 = ∅. By 4(iii) and since fm−1(bm−1) ∩ Jm−2 = ∅, for every  > 0 there exist
α,β,λ,λ′ < 0 such that β < α <  , λ < λ′ ,(
(bm−1 + β,bm−1 + α) × (Um−2  Km−2)
)∩ Gm−1 = ∅,
and ((am−1,bm−1 + α) × (am−2 − λ′,am−2 − λ)) ∩ Gm−1 = ∅.
The idea is to adjust the parametres of Am−1,Um−2 and Am−2 so that Gm−1  TLm−1. In doing so we need to consider
the impact on how Gm−2 meets Um−2 × Um−3, and how Gm meets Um × Gm−1.
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However, since (( Jm ∪ Km) × {bm−1}) ∩ Gm = ∅, there exist l, δl, r, δr, γ > 0 such that ((am − l,am − δl) × (bm−1,bm−1 +
γ )) ∩ Gm = ∅, and ((bm + δr,bm + r) × (bm−1,bm−1 + γ )) ∩ Gm = ∅. So provided we ensure that β < γ , if we redeﬁne am
to be am − δl , bm to be bm + δr , infUm to be am − l , and supUm to be bm + r , then we will still have Gm  Tm .
Since ([am−2 − λ,am−2) × Jm−3) ∩ Gm−2 need not be empty, if we redeﬁne am−2 to be am−2 − λ, then it may be that
Gm−2  (TLm−2 ∪ SKm−2). We proceed as follows:
Since G1  L1 and G1 is connected, J1 = ∅. Choose 1, 1t , δ1, δ1t , γ 1 > 0 such that δ1 < 1, δ1t < 1t and ([a1 − γ 1,a1])×
((a0 − 1,a0 − δ1)∪ (b0 + δ1t ,b0 + 1t ))∩ G1 = ∅. This is possible since ({a1}× ( J0 ∪ K0))∩ G1 = ∅. Redeﬁne a1 to be a1 −γ 1,
a0 to be a0 − δ1 and infU0 to be a10 − 1, b0 to be b0 + δ1t , supU0 to be b0 + 1t , and observe that we still have G1  L1.
Suppose 1 i m− 2 and  i, δi, γ i > 0 were chosen such that δi <  i ,
([
ai − γ i,ai
]× (ai−1 −  i,ai−1 − δi))∩ Gi = ∅,
and if i > 1, then δi  γ i−1. Suppose that ai was redeﬁned to be ai − γ i , ai−1 to be ai−1 − δi and infUi−1 to be ai−1 −  i ,
such that Gi  (TLi ∪ SKi ).
Let ai be the value of ai before it was redeﬁned above, and choose  i+1, δi+1, γ i+1 > 0 such that δi+1  γ i <  i+1, and([
ai+1 − γ i+1,ai+1
]× (ai −  i+1,ai − γ i+1))∩ Gi+1 = ∅.
Redeﬁne ai+1 to be ai+1 − γ i+1, and infUi to be ai −  i+1, and observe that we still have Gi+1  (TLi+1 ∪ SKi+1).
Now, let λ = γm−2 and choose α,β < 0 such that α,β,λ satisfy the conditions above with respect to Um−1 × Um−2.
Observe that am−2 has been redeﬁned to be am−2 − γm−2 = am−2 − λ. Redeﬁne infUm−2 to be am−2 − λ′ , bm−1 to be
bm−1 + β and supUm−1 to be bm−1 + α to get Gm−1  TLm−1.
Suppose we have redeﬁned the parameters (when necessary) of Ak , and Ai and Ui for each i > k, such that for each
i > k, if i = m then Gi  TLi , and Gm  Tm . If Sk = ∅ then we can redeﬁne the parameters of Ak−1, Ak and Uk to get
Sk = ∅. The process is the same as that described above, although in this case an inductive argument will also be required
to redeﬁne the parameters of the sets Ai and Ui for each i > k.
Thus by induction we obtain a C-sequence. 
The proof of the main theorem, Theorem 1.3, now follows from Theorems 3.1 and 3.5.
4. Examples
The bonding function in Example 1.4 admits a C-sequence over [0,3]. To obtain such a sequence let A0 = A1 = [ 14 , 14 ] =
{ 14 }, A2 = A3 = { 34 }, U0 = U1 = ( 18 , 38 ), U2 = U3 = ( 58 , 78 ). Then G  L1, G  TL2 and G  T2.
The condition that
∏
0i<n Ii ×
∏
nim Ai ×
∏∞
i=m+1 Ii = ∅ cannot be omitted from the deﬁnition of a C-sequence. For
example if the line segment joining 〈1,1〉 to 〈 34 , 14 〉 in [6, Example 1] (described on p. 58) is replaced by a line segment
joining 〈1,1〉 to 〈 34 , 14 + 〉 for any 0 <  < 316 , then lim←−(Ii, f i) will be connected, but if A0 = A1 = [ 14 − , 14 + ], A2 =
[ 34 − , 34 + ], U0 = U1 = ( 18 , 38 ) and U2 = ( 58 , 78 ), then G  L1 and G  T2.
Observe that if each Ii = I and there is a single bonding function, then the sets BLi , etc. may overlap. For example,
consider the usc function f : [0,1] → 2[0,1] whose graph consists of the line segments that join 〈0,0〉 to 〈0,1〉, 〈0,1〉 to
〈1,1〉 and 〈0,1〉 to 〈 12 , 12 〉. Let U0 = U1 = U2 = ( 14 , 34 ) and A0 = A1 = A2 = {〈 12 , 12 〉}.
For any m > 1 we can construct bonding functions containing a C-sequence such that Gm−1( f i) is connected, but Gm( f i)
is disconnected.
Example 4.1. We deﬁne a collection of graphs on [0,1]2:
{
GZ : Z ∈ {L, R, T , B,TR,BR,TL,BL}
}
.
Let each graph contain the outer square, that is, the line segments joining the pairs of points 〈0,0〉 and 〈1,0〉, 〈0,0〉 and
〈0,1〉, 〈1,0〉 and 〈1,1〉, and 〈0,1〉 and 〈1,1〉. In addition, let GL and GT contain the line segment that joins the points 〈0,1〉
and 〈 12 , 12 〉, let GR and GB contain the line segment that joins the points 〈1,0〉 and 〈 12 , 12 〉, let GTL and GBR contain the line
segment that joins the points 〈0,1〉 and 〈1,0〉, and let GTR and GBL contain the line segment that joins the points 〈0,0〉 and
〈1,1〉. Let A = [ 13 , 23 ] and U = ( 14 , 34 ).
Suppose m > 0. Choose the recipe for any C-sequence, Z1, . . . , Zm (for example if B0,BL1, . . . Tm describes a C-sequence
then let Z0 = B , Z1 = BL, etc.). For each 0  i m let Ai = A and Ui = U , and for each 0 < i m let f i : [0,1] → 2[0,1]
be the function with graph GZi . If i >m let f i : [0,1] → 2[0,1] be any surjective upper semicontinuous graph. Observe that
( 12 ,
1
2 , . . .) ∈
∏∞
i=0 Ai and the sets Ai and Ui admit a C-sequence.
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