We study an iterative method with order (1+ √ 2) for solving nonlinear operator equations in Banach spaces. Algorithms for specific operator equations are built up. We present the received new results of the local and semilocal convergence, in case when the first-order divided differences of a nonlinear operator are Hölder continuous. Moreover a quadratic nonlinear majorant for a nonlinear operator, according to the conditions laid upon it, is built. A priori and a posteriori estimations of the method's error are received. The method needs almost the same number of computations as the classical Secant method, but has a higher order of convergence. We apply our results to the numerical solving of a nonlinear boundary value problem of second-order and to the systems of nonlinear equations of large dimension.
Introduction
Let F be a nonlinear operator defined on a convex subset D of a Banach space X with values in a Banach space Y . Let us consider for solving the equation
the algorithm
, n = 0, 1, . . . , (1.2) where, for each x n , y n ∈ D, δF (x n , y n ) is bounded linear operator from X to Y ; x 0 , y 0 are given. The history of this method is rather rich. For function F : R → R method (1.2) was first investigated in the work [1] as a Secant method. For Banach spaces a differential analog of this method
[F (y n )] −1 F (x n+1 ), n = 0, 1, . . . , x 0 = y 0 (1.3) was proposed in [2] . Later independently in different forms and under different conditions it was also proposed and investigated in the works of the other authors [3] [4] [5] . Rather deep investigations of the methods (1.2) and (1.3) were conducted in the works of Ukrainian mathematicians M.Ya. Bartish and Yu.M. Shcherbyna [2, [6] [7] [8] . However while exploring the method (1.2) the existence of divided difference of the second-order of operator F as well as bounded norm or Lipschitz (Hölder) continuity of divided difference of the second-order were required. In this work we define divided differences for some nonlinear operators and apply algorithm (1.2) for solving concrete types of operator equations.
We conduct an investigation of the local convergence of the method (1.2) (Cauchy type conditions) and the semilocal convergence (Kantorovich type conditions [9] ) under much weaker conditions, than in all the other known works. Particularly we demand only the existence and continuity by Hölder, just as for the classical Secant method [10] [11] [12] . The formula of dependance of the order of convergence on the Hölder constant has been received. Moreover we use for the first time the majorant methodology for investigating the semilocal convergence of the method (1.2). We have proved the theorem about uniqueness of the solution.
Investigated in [13, 14] iterative difference methods also demand the existence and continuity by Lipschitz of the secondorder divided differences. They converge locally to a solution with order of convergence 1.839. . . and 2 respectively. For rather smooth functions F and simple zeros we can show that the approximations created by the iterative method (1.2) converge asymptotically to the solution at least with order of convergence 1 + √ 2. The number of calculations on each iteration is practically the same as in a classical Secant method.
In this work we will consider an open convex subset D of the space X and suppose that F is differentiable by Frechet in in D. We suppose that the divided difference δF (x, y) satisfies the Hölder conditions, if there exists a nonnegative constant
for all x, y, u, v ∈ D with x = y and u = v. In this case we will state that F has on D a continuous by Hölder divided difference.
With that as we know [10] , exists a Frechet derivative of F in D and it satisfies δF (x,
The paper is organized as follows: In Section 2, we give a definition of the first-order divided differences for specific nonlinear operators and write down iterative algorithm (1.2) for corresponding types of nonlinear operator equations. In Sections 3-5 we give local and semilocal convergence theorems, the estimates of radii for the convergence ball of method (1.2), the uniqueness of the solution, a posteriori estimation of the error of the method (1.2). In Section 6, we present some numerical experiments. 
Divided differences and algorithms of method
is called a divided difference of F at the points x and y.
Let us consider a presentation of the first-order divided differences for specific nonlinear operators and write down iterative algorithm (1.2) for corresponding types of nonlinear operator equations. Let us note that an overview of different definitions of divided differences and relations between them is provided in [15] .
1. Now consider the case where F : R n → R n . Let us apply the method (1.2) to solving a nonlinear system of n real equations with n variables
In this case the divided difference δF (x, y) is represented by the matrix with entries [10, 13, 16] δF (x, y) ij
where function δF (x, y) ij with x j = y j equals
Successive approximations x (k+1) , y (k+1) to solution x * in case (2.2) are determined from the system of equations for corrections
It is easy to see that on each iteration (2.4) one needs to solve two systems of linear equations but with the same matrix of divided differences H
2. Let a boundary value problem be given as 
on boundary Γ of region B.
Let us define the divided difference δF (x 1 , x 2 )h of operator F (x) as the following equation
It is easy to see, that for (2.7) condition (2.1) is satisfied.
Let us note
At each k for the corrections ∆x k , δx k we get two linear boundary value problems. New approximations x k+1 , y k+1 we get from the rule
,
. . , t n ) are initial approximations to solution x * of problem (2.5).
3. In particular, while solving the Cauchy problem
we get an algorithm
where x 0 (t), y 0 (t) are initial approximations to solution x * of problem (2.10). Let us remark that one may take y 0 (t) = t 0 f (s, x 0 (s))ds. Let us define the divided difference of operator F (x) according to formula
Let us now consider a nonlinear integral equation
It is easy to see that for (2.12) condition (2.1) holds. In this case approximations x k+1 , y k+1 have to be determined from linear integral equations
is continuous for all t ∈ [0, 1]. Eq. (2.13) are received from general formulas (2.8), taking into account the meaning of δF (x, y) for the given case.
Let us note that while solving linear integral equations (2.13) with quadrature methods we again receive at each iteration two systems of linear algebraic equations with one matrix.
Analogously to [17] one can build up divided differences and write down corresponding algorithms for integrodifferential equations, functional equations of dynamic programming and others. 
Let F have in D divided differences of the first-order that satisfy the Hölder condition
Let us also suppose that the open ball U = U(x * , r * ) with center x * and radius
Then for x 0 , y 0 ∈ U the iterative process (1.2) is well defined and generated by it sequences {x n } n≥0 and {y n } n≥0 , which belong to U, converge to x * and satisfy the following inequalities:
Proof. Let us denote by A n such a linear operator A n = δF (x n , y n ). It is easy to see that if x n , y n ∈ U, then A n is invertible and the following inequality holds
Indeed from the formula (3.1) we will get
From definition r * we have
Using the Banach theorem, we will get a formula (3.5). Further we will get an estimation
According to the theorem conditions
With (3.5) and (3.8) one can see that (3.3) holds. Analogically from the equality
we will get an estimation (3.4). Further from (3.2)-(3.4) and (3.7) we will get
Thus the iterative process (1.2) is well-defined and sequences {x n } n≥0 , {y n } n≥0 , that it produces, belong to U. From the last inequalities and estimations (3.3) and (3.4) we get lim
The proof is completed. Proof. Let us denote by a n
. From (3.3) and (3.4) for
Finally for a large enough natural number n from the inequality (3.11) taking into account (3.12) we will get
where
Based on (3.13) we can write down an equation of the convergence order of the iterative procedure (1.2)
The R-order of convergence is the unique positive solution t * = 1+α 2
+ α 2 of this equation.
Having plugged α = 1 into formula for t * , which corresponds to the Lipschitz condition, we will get t * 
and in D the following Hölder condition fulfills (α ∈ (0, 1])
3)
Then:
and for k ≥ 0
and 
7)
and for n ≥ 1 
and Using (4.5) and (4.6) for k = 0, we will receive
and B 2 ≤ γ , C 1 ≤ γ according to (4.3), which proves (4.5)-(4.6) for n = 0. Lets suppose that inequalities (4.9) and (4.10) hold for k = 0, 1, . . . , n − 1. Lets prove that they are adequate for k = n. Using (4.5) and (4.6), we receive t k+1 ≥ s k+1 ≥ t k+2 and afterwards t k+1 ≥ 0 and s k+1 ≥ 0 and according to the assumption of the mathematical induction
≤ γ . Finally according to (4.5) and (4.6) and the induction hypothesis
The proof of induction is complete.
(ii) Let us prove using mathematical induction that the iterative process (1.2) is well defined and that
(4.13) Let us point out that then
Using (1.2), (4.1) and (4.4), we prove that (4.13) fulfills for n = 0. Let k be an non-negative number and for all n ≤ k inequality (4.13) fulfills. If A k+1 = δF (x k+1 , y k+1 ), then according to (4.2) we have
(4.14)
According to the Banach theorem A k+1 is invertible and
Further let us prove that iterative process (1.2) is well-defined for n = k + 1. Using inequality (4.2) and identity
we will get
From (1.2), (4.15) and (4.17) derives that
Finally, using (4.13), (4.5) and (4.6), we will get that
Therefore we have proven that the iterative process (1.2) is well-defined for each n. From this derives
The statement shows that {x n } n≥0 and {y n } n≥0 are fundamental sequences, and they are converging in Banach space X . Let k strive to infinity in formulas (4.18), then we get (4.7). It is easy to see that x * is a root of equation F (x) = 0, because according to (1.2) and (4.2), we can write down
at k → ∞.
Now let us prove (4.8). Using the Hölder condition (4.2), we will get
according to choice r 0 . According to the Banach theorem about inverse operator, the linear operator δF (x n , x * ) is invertible and δF (x n ,
Using identity .2) we get Now using (4.2), (4.13) and (4.15) we get
where the upper bound of fraction is denoted as q and 0 < q < 1 according to the choice of r 0 . Inequality (4.25) produces
Let us point out that estimations (4.7) and (4.8) are a priori error estimations, as iterations {t n } n≥0 and {s n } n≥0 can be computed, as soon as t 0 , s 0 and t 1 are known.
In the case when the divided difference δF (x, y) satisfies the Lipschitz condition instead of the Hölder condition, then we can analytically build a majorizing function for a nonlinear operator F and get more precise estimations of the speed of convergence of the iterative process (1.2). 
(4.26) 
Assume that the following Lipschitz conditions hold on D
is the unique solution of equation h(t) = c (1 − 2p 0 a) on (0, r] , then the iterative process (1.2) is well-defined and the sequences generated by it {x n } n≥0 and {y n } n≥0 converge to the solution x * of equation F (x) = 0. Moreover the following inequalities are being satisfied 
, n = 0, 1, 2, . . . Proof. Let us note that sequences {t n } n≥0 , {s n } n≥0 are received by applying the iterative procedure (1.2) to the polynomial
It is easy to see that these sequences monotonously converge to zero, with speed of the order of 1 + √ 2. Also we have
(4.32)
Let us prove using mathematical induction that the iterative process is well-defined and that 
By the Banach theorem we have that A k+1 is invertible and
Further we prove that the iterative process is well-defined for n = k + 1. Using formula (4.27) and identity
we get 
Finally using (4.32) and (4.33), we will get that
Therefore we have proven that the iterative process is well-defined for each n. From this derives that
This statement shows that {x n } n≥0 and {y n } n≥0 are fundamental sequences, and they are converging in Banach space X . Let k strive to infinity in formulas (4.38), then we get (4.29). It is easy to see that x * is the solution of equation F (x) = 0, because according to (4.37), we can write down Analogically we can get the uniqueness result.
A posteriori estimation of the method (1.2) error
If the constants a, c, p 0 are known, then we can compute sequence {t n } n≥0 before receiving a sequence {x n } n≥0 by iterative algorithm (1.2). With help of inequality (4.29) a priori estimations of the method's (1.2) error are received. Further we get a posteriori estimations of error, which are more precise than the corresponding a priori estimations. 
Then the estimation for n = 1, 2, 3, . . . is true
Proof. From condition (4.27) we get
It is easy to see that p 0 a + 2p 0 t 0 ≤ 1. Then according to the Banach theorem the divided difference δF (x n , x * ) has inverse and δF (x n ,
From (2.1) we can write down
Using (4.39) and (5.1), we get inequality
Out of where derives
Proof is completed.
Applications
We now complete this paper with two possible applications. First we will solve a specific boundary value problem for nonlinear differential equations of the second-order, having approximated it by a corresponding system of nonlinear algebraic equations. Let us note that the same problem according to Section 2 can be brought down to solving a sequence of linear boundary problems. Now we apply the semilocal convergence result given above to an example also considered by the other authors [10, 11] .
A more interesting application is given by the Example 6.2.
Example 6.1. We consider the nonlinear boundary value problem of second-order:
We divide the interval [0; 1] into n subintervals and we set h = 1/(n + 1). Let {t k } be the points of subdivision with 0 = t 0 < t 1 < · · · < t n+1 = 1. A standard approximation for the second derivative is given by
Take x 0 = x n+1 = 0. As a result we will get for solving a system of nonlinear equations
which we will write down in the matrix-vector form
. . We may not be able to evaluate the second Frechet-derivative since it would involve evaluation of quantities x −p i and they may not exist.
The divided difference of the first-order we define by formula (2.3). Then
. . .
2) let us investigate the value of F (x) − F (y) . We will use the norm x = max 1≤i≤n |x i | for x ∈ R n and corresponding norm A = max 1≤i≤n
Then for all x, y ∈ R n , x i > 0, y i > 0, (i = 1, 2, . . . , n), for the max-norm we get [11] 
Therefore, This approximation produces the following vector: It is easy to see that for the given values hypothesis of Theorems 4.1 and 4.2 are satisfied. According to these theorems, iterative algorithm (1.2) is well-defined, remains in U(x 0 , r 0 ) and converges to a unique solution x * of equation F (x) = 0 in U(x 0 , r 0 ). 
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Conclusion
In this work we have offered a new approach to research of the 1 + √ 2-order difference method for solving nonlinear equations in Banach spaces. We have defined divided differences for typical nonlinear operators and built up some specific algorithms for equations with these operators. We have proven the theorems about the method's local and semilocal convergence to a locally unique solution just under Hölder conditions for the first-order divided differences of a nonlinear operator. An example has also been provided, to which our results successfully apply and some other related results from already existing literature fail.
