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Muslims all over the world practice, at least, five prayers daily
involving Holy Quran recitations. This makes the Holy Quran
recitation and memorization at the center of every Muslim.
Since any memorization process requires a continuous review
and the best way to have one’s recitation reviewed and verified
is to involve another person, preferably an expert in Holy
Quran recitations, who follows one’s recitation and correct
inaccuracies. When this option is not available, each reciter
has to continuously check, after each couple of Ayat
(‘‘sentences”), if his recitation was correct. Doing so, the
reciter needs to look at the Holy Book and verify what was
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(‘‘sentence”) which will undermine his verification.
The advances in Automatic Speech Recognition (ASR)
ought to allow any Holy Quran reciter to independently check
the accuracy of his recitation. The wide availability of devices
equipped with microphones and powerful computing capabil-
ities constitutes a great potential for using ASR systems in
assisting in checking recitations. Moreover, much research
has been done in order to apply the ASR technology to the
Arabic language and to the Holy Quran. Many Automatic
Arabic Speech Recognition (AASR) systems were developed
in order to improve the recognition accuracy of the Arabic lan-
guage in general and the Holy Quran specifically. Many of
those systems were based on one of the most actively investi-
gated speech recognition frameworks which is developed by
the Carnegie Melon University (CMU). The CMU Sphinx is
a speaker-independent statistical set of tools that are flexible
enough to be used for any language.
In this paper, we assessed the performance of the CMU
Sphinx trained language models using simplified phonemes
consisting of Arabic diacritic letters, instead of the commonly
used Romanized phonemes, and detailed the processes and
experiments introduced in [1]. The rest of this paper is orga-
nized as follows: The use of Arabic Speech Recognition Sys-
tems applied to the Holy Quran is discussed in Section 2.
The different processing and experimental setups are detailed
in Section 3. The results of the different experiments are dis-
cussed in Section 4. Finally, the conclusion and future research
are discussed in Section 5.
2. Automatic Arabic Speech Recognition (AASR)
The advances of AASR systems should allow anyone to auton-
omously and easily verify his/her Holy Quran recitation. How-
ever, the majority of those systems using Sphinx tools were
facing the complexity of using Romanized phonemes, repre-
senting pronunciation sounds, in order to accurately train
the language model. In this paper, the focus will be on investi-
gating the performance of simplified Arabic phonemes, instead
of the Romanized ones, for the construction of a robust lan-
guage model for the Holy Quran recitation verification. These
Arabic phonemes will be automatically generated based on the
Arabic and Tajweed rules along with the required data to train
the language model using the CMU Sphinx tools.
Speech recognition systems are very popular since they
allow a more intuitive and natural way for humans to interact
with devices and machines. However, applying ASR tech-
niques to the Arabic language is still in its early stages when
compared to ASR for English. There are various challenges
that are facing any project related to ASR such as stuttering,
coughing, false starts, dis-fluency, pitch, and repetitions but
have moreover the challenges that arise from the pace of
speech as described in [2]. In the context of the Holy Quran,
elongations are another challenge for accurate recognition
since some Ayat allows different lengths for the pronunciation
of some letters of a word, which leads to the same word being
pronounced differently even by the same speaker and still be a
valid pronunciation that needs to be correctly recognized.
Nevertheless, there are many tools that can be used for the
AASR and can be applied to the Holy Quran. One of the most
actively developed frameworks is the CMU Sphinx which is astatistical speaker-independent set of tools using the Hidden
Markov Models (HMM) which provide a statistical language
model using unigrams, bigrams, and trigrams probabilities.
An introduction to CMU Sphinx 4 for the Arabic Speech
Recognition is provided in [3–5]. This statistical approach
has the advantage of allowing speaker-independent models
to be trained for continuous speech recognition of any
language.
The idea of applying the AASR techniques to the Holy
Quran is not new and the Holy Quran is the subject of many
research projects as seen in [6]. Many researchers have been
using CMU Sphinx tools for Arabic Speech Recognition as
well as for the Holy Quran as found in [3,4,7–10]. Other differ-
ent projects focused on improving the correct pronunciation of
letters as in [11], the recognition of Tajweed rules, Arabic pro-
nunciation rules specific to Holy Quran recitation, as in
[12,13], the creation of a virtual learning systems as found in
[14,15], and detecting the mistakes of students’ recitations dis-
cussed in [16].
However, Romanized phonemes are commonly used in
order to represent the pronounced letters and words even for
AASR systems as in the previously mentioned research ([7–9,
11–13,15–19]). This use of Romanized phonemes for Arabic
is unnatural, very difficult to read, and time-consuming as
mentioned in [5]. Even if it obtained good results, it makes
the process of preparing and generating the set of phonemes
used in the phonetic transcription of the audio files used in
the training of the language model very complex to manage
and highly time-consuming. Very few researchers have investi-
gated using a list of phonemes composed of Arabic letters as in
[5,10,19–21] which are more natural and better adapted to be
used with Arabic words. While some have investigated the
use of Arabic phonemes, very few tried to apply it to the Holy
Quran recitation verification. However, researchers in [10]
found that Romanized phonemes outperformed the Arabic
phonemes when building a language model for one Holy
Quran chapter (112) while others demonstrated as in [5] that
Arabic phonemes can obtain good recognition rates for differ-
ent types of corpora. However, its performance was very poor
on the Holy Quran corpus by achieving a WER of 46%. How-
ever, neither specific details were given about the number of
chapters that were used in their experiments, nor on the num-
ber of different reciters (speakers) used to train their language
model. In light of these last two most relevant research projects
involving the use of Arabic phones, it appears that mixed
results were obtained and further investigation should allow
a better evaluation of the performance of the use of the Arabic
phoneme in an accurate recognition of the Holy Quran
recitations.
3. Language model for the Holy Quran
Certainly, the use of new technologies such as AASR in order
to help Muslims in their memorization and recitation review of
the Holy Quran has a potential for a bright future. One of the
widely available tools that have the potential to achieve this
goal is the CMU Sphinx. It is a robust and flexible Open-
Source framework that can be adapted for the Holy Quran.
However, in order to obtain the needed high recognition accu-
racy, extra care needs to be put in the generation of the lan-
guage model for the Hafs narration of the Holy Quran since
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commonly used in the Muslim world and the vast majority of
available audio data are using this narration.
In order to build the language model for the Holy Quran, it
is crucial to have a vast amount of training data. There are
many recordings of renowned Holy Quran reciters that will
need to be downloaded and organized into different foldersFigure 2 Summarized class diagram for the main t
Figure 1 Main window for automatic generation and training of
the language model for the Holy Quran.for each speaker. These audio files need to contain one Ayah
in each file in order to simplify the automated generation of
the transcription file required by the Sphinx 4 trainer. Each
audio filename is identified using the number of the Surah
(‘‘chapter”) and the number of the Ayah along with an unique
identifier since many recordings of the same Ayah are to be
gathered. In addition, the Holy Quran text of the Ayat needs
to be stored in a database in order to facilitate its retrieval
along with its association with the different audio files by dif-
ferent speakers. At this stage, we need to have a program that
will automate the generation of all the required files for the
Sphinx 4 trainer. The Arabic and Tajweed rules will be imple-
mented in the program using a rule-based component in order
to generate the simplified list of Arabic phonemes by using one
diacritical Arabic letter. Then, the training would be carried
out using different training scenarios and parameters. At first,
only a small set of Holy Quran chapters should be used since
the training phase and programming of all the Arabic and Taj-
weed rules are time-consuming in both programming and pro-
cessing. This small set of Holy Quran chapters is used to
validate the performance of the language model by using dif-
ferent training scenarios with different parameters and audio
files to compute the Word Error Rate (WER).
Once the performance of this simplification is confirmed,
the next step would be to generalize this process to include
more chapters of the Holy Quran to ultimately generate the
language model for all the Holy Quran chapters. This involves
generating the set of simplified Arabic phonemes respecting all
Arabic and Tajweed rules along with gathering a large number
of recitation recordings to use for the training. At this stage,
each audio file for each Ayah might need to be manually
checked in order to see whether it needs some processing such
as locating and tagging all pauses in the recitation in the mid-
dle of the Ayah. This involves correctly determining whetherhree components of the language model builder.
Figure 4 Sample of a transcription file for the chapters 001, 112,
113, and 114 of the Holy Quran.
308 M.Y. El Amrani et al.there were some repeated words after the pause in the middle
of the Ayah which needs to be transcribed accordingly. Subse-
quently, different training scenarios will need to be conducted
using different training parameters in order to find the optimal
simplification of the Arabic set of phonemes.
4. Experimental setup
In order to validate the potential performance of the language
model using simplified Arabic phonemes, a Java program was
created as shown in Fig. 1. The program allows selecting the
Holy Quran chapters to use for the training as well as setting
the training parameters and is populating the database with
the phonemes present in each word of each Ayah. The program
has three main components: the main window, the transcrip-
tion editor, and the phoneme generator as in Fig. 2. The main
window constitutes the link between to other two components
and gathers the data required for the training. After setting the
different parameters in the MainWindow, the list of phonemes
for each word based on its position in an Ayah is extracted and
saved in a database by the PhonemeDictionaryGenerator. The
TranscriptionAlignerWindow is used to edit and correct tran-
scription of the Ayat in order to take into consideration pauses
in some recitations.
Among the different parameters that need to be entered in
the developed program, two training parameters affect greatly
the performance of the language model: the number of
Senones (or tied states) and the dimension of the Gaussian
Mixtures as discussed in [8,15] for the training of the Holy
Quran language model. While the dimension affects the pho-
nemes context dependency, the more Senones a model has,
the more precise is the discrimination of the sounds and less
is the recognition of unseen speech.
The actual version incorporated only a few Arabic and Taj-
weed rules since it was tested only on 4 Holy Quran chapters:
001, 112, 113, and 114. The choice of those chapters was moti-Figure 3 Entity-relationship diagram of the MySQL datvated by the fact that they are very short in terms of the length
of the Ayat and it has a very small set of Arabic and Tajweed
rules that needs to be implemented. The developed program
automatically generates the transcription file, the phonetic dic-
tionary and the set of simplified Arabic phonemes respecting
the applicable Arabic and Tajweed rules. The generated data
are stored in a MySQL database, as in Fig. 3, and are used
to prepare the files respecting the different formats required
by the Sphinx 4 tools. Different training scenarios with differ-
ent parameters were conducted and the performance of the
language model for each scenario was saved in a spreadsheet
file for further analysis.
The following sections will detail the different types of data
generated by the program in order to build a language model
using the CMU Sphinx 4 training tools: the transcription file,
the phonetic dictionary, the list of phonemes, and the record-
ings of Holy Quran recitations.
4.1. Transcription file
The transcription file is initially generated automatically using
the Holy Quran from the database along with the audio recita-
tions of the Holy Quran. Each line holds the Arabic text con-
tained in the audio files between the delimiters ‘‘<s>” andabase for the Holy Quran language model generation.
Building CMU Sphinx language model 309‘‘</s>” representing the beginning and ending silence utter-
ances, along with the audio filename as shown in Fig. 4. Since
some audio files where an adult reciter has a child reciting after
him, an automated processing was added in order to tag the
silence between recitations with ‘‘<sil>”, representing the
silence between the two recitations. In some very few cases,
manual updates of the transcription were necessary in order
to tag the silences when a reciter pauses his recitation in the
middle of a long Ayah.
4.2. Phonetic dictionary
The phonetic dictionary file contains the list of automatically
generated phonemes that represent a word as it is recited as
shown in Table 1. Each phoneme is using the simplified Arabic
representation of an Arabic letter with its diacritics. Some
words might have different pronunciations depending on its
position in the Ayah and they have a number between paren-
theses in order to differentiate between them. In the case of
the selected Holy Quran Chapters, only three words have
two entries in the phonetic dictionary.
4.3. Arabic phonemes
The set of Arabic phonemes generated for the phonetic
dictionary reached 80 and is listed in Table 2. Each phoneme
consists of a diacritic Arabic letter with the exception of threeTable 1 Phonetic transcription for the chapternon-diacritic Arabic letters. The Arabic letters ‘‘ﺍ’’, and ‘‘ﻱ’’,
and ‘‘ﻭ’’ are the only letters without diacritics that were used
for representing the elongations of a letter with Fathah ‘‘ ”,
Kasrah ‘‘ ”, and Dammah ‘‘ ” respectively. The emphasis
symbol (Shaddah: ‘‘ ”) can be also found with a diacritic sym-
bol in order to represent the emphasis on the pronunciation of
a letter. Finally, the Hamzah ‘‘ ” has been used to represent all
its different forms ( ﺍﺃﺇﺉﺅﺀ ) depending on its diacritic or
position in the sentence. The main advantage of the use of this
simplified representation of phonemes is to be able to easily
verifying the correctness of the representation of the pronunci-
ation of any word while being able to capture all the different
Arabic and Tajweed rules present in the selected chapters,
which leads to a faster language model building for the whole
Holy Quran.
4.4. Training audio files
The audio files used for building the languagemodel were down-
loaded from [22,23] and needed to be re-sampled and converted
to 16 kHz, 16 bit, mono files inMSWAV format as required by
the Sphinx 4 trainer (version 1.08). Furthermore, some manual
processing had to be done such as trimming the beginning and
the end of the audio files tomatch theAyah since itmight include
some utterance not present in the transcription from the Holy
Quran or because of the existence of long silences that needed
to be removed to avoid being considered by the trainer. Thes 001, 112, 113, and 114 of the Holy Quran.
310 M.Y. El Amrani et al.transcription editor module of the developed Java program
allows to edit the audio and the transcription files before the
starting the training and is shown inFig. 5. Two types of updates
to the audio files can be made: temporary and permanent. The
temporary changes are made to the converted files from the root
folder containing the original audio files. If the changes need to
be saved permanently, the file from the root folder will beTable 2 List of Arabic phonemes gener
and 114 of the Holy Quran.
Figure 5 Transcription editor is used when the transcr
Table 3 MP3 Holy Quran files from renowned reciters,
sampled to 16 kHz and were used to train the language
1. Abdul Basit Murattal @ 40kbps
2. Abdullaah 3awwaad Al-Juhaynee @ 128kbps
3. Abdullah Basfar @ 32kbps
4. Abu Bakr Ash-Shaatree @ 64kbps
5 .Ahmed ibn Ali al-Ajamy @ 64kbps
6. Banna @ 32kbps
7. Ghamadi @ 40kbps
8. Hani Rifai @ 192kbps
9. Hudhaify @ 32kbps
10. Husary @ 40kbpsupdated. This allows assessing the performance of the built lan-
guage model based on the temporarily updated files before
deciding to make the changes permanent.
The recordings from a total number of 22 different
renowned reciters, as listed in Table 3, were used as the train-
ing data from which all the required files were generated.
Among those reciters, only one was found to have a recordingated from the chapters 001, 112, 113,
iption of the audio file needs to be edited manually.
with the original sampling rates, that had to be re-
model for the chapters 001, 112, 113, and 114.
11. Ibrahim Akhdar @ 32kbps
12. Minshawy Murattal @ 48kbps
13. Mohammad al Tablaway @ 64kbps
14. Mostafa Ismail @ 128kbps
15. Muhammad Ayyoub @ 64kbps
16. Muhammad Jibreel @ 64kbps
17. Muhsin Al Qasim @ 192kbps
18. Nasser Alqatami @ 128kbps
19. Saood ash-Shuraym @ 64kbps
20. Tunaiji @ 64kbps
21. Yaser Salamah @ 128kbps
Building CMU Sphinx language model 311of a boy child repeating the recited Ayah by the reciter
‘‘Khaleefa”. While this was not originally planned, this case
was taken into consideration when generating the transcription
file in order to reflect the repeating content of the repeated
Ayah to match the content of the audio file. It is worth men-
tioning that, at the time of the experimentations, the content
of all the audio files used reached only 40 min approximately
and that the Sphinx trainer reported, as a warning, that this
is a small set of training data.
5. Results and discussion
All experiments were performed using a single computer with
the following specifications: Intel CoreTM i7-4702MQ
CPU @ 2.20 GHz  8, 16 GB of RAM, Ubuntu 14.04.1
LTS 64 bits.
The minimum WER was achieved 20 times with a dimen-
sion set to 32 with a percentage of 51% for the different 39Figure 7 Comparing the minimum value of the WER of each traini
fixed to 24.
Figure 6 Settings leading to the minimum WER for the Holy QuSenones settings. While it reached 18% (7/39) with the dimen-
sion set to 38 and 24 as well, and 8% (3/39) with a dimension
of 26, the remaining 5% is distributed on the remaining (2/39)
of one from each dimension: 30 and 34.
All experiments were completed using the audio recitations
from the 22 different male reciters and 1 boy child for the
selected 4 Holy Quran chapters resulting in 65 words and 80
phonemes. Since the audio training data is small, all of the
recordings were used for both the training and the testing at
first and another set of experiments did not use all the audio
files for both the training and testing in order to assess the built
language model with unseen audio data.
The WER is automatically computed by the Sphinx tools
based on the testing data. However, when all the audio files
were used for both the training and the testing, the WER is
computed only on audio files seen during the training. Thus,
the results obtained are strongly coupled to the training data.
Nevertheless, this will allow assessing the potential perfor-ng configuration to the results of the training with the dimension
ran chapters 001, 112, 113, and 114 for each training scenario.
312 M.Y. El Amrani et al.mance of using simplified Arabic phonemes for training the
language model for the Holy Quran.
5.1. Training the model using all data
The training scenarios were generated by varying the number
of Senones from 100 to 2000 with an increment of 50. For each
number of Senones used, the dimension of the Gaussians was
set to a value from 2 to 64 with an increment of two (2).
Finally, the training was repeated twice for each training sce-
nario. The repetition of the training was made since in many
occurrences, the same configuration led to different WERs.
The average of the performance of the training is calculated
using the Word Error Rate (WER) provided by the Sphinx
tool during the testing phase immediately after completing
the training. The minimum of the computed average of all
WERs for each number of Senones along with the dimensionFigure 9 Comparing the minimum value of the WER of each traini
fixed to 38.
Figure 8 Comparing the minimum value of the WER of each traini
fixed to 32.of the Gaussians that obtained that minimum is shown in
Fig. 6. It shows that setting the dimension to 32 is the optimal
dimension of Gaussians for many different settings of Senones
and the lowest WER reached 1.5% and was obtained with a
number of Senones set to 1850. Two interesting performances
were reached when the Senones were set to 1000 and 2000
which resulted in a WER of 1.62% and 1.67% respectively.
These results help to realize that this phoneme simplifica-
tion using diacritic Arabic letters has the potential of attaining
promising results since the WER obtained in many experimen-
tal settings was less than 2% with a minimum of 1.5%. This
confirms that it is possible to achieve very good word recogni-
tion accuracy with simplified Arabic phonemes. Even if most
of the minimum WER were obtained when the dimension of
the Gaussian mixtures was set to 32, the minimal WER was
similarly reached with a setting of the Gaussians to 24 and
38. By comparing the WER resulting from each of thoseng configuration to the results of the training with the dimension
ng configuration to the results of the training with the dimension
Figure 10 Average of WER obtained while repeating the
training 5 times using 90% of all audio files for training and the
remaining 10% for testing, with configurations of Senones being
1000 and 1850, and with dimensions set to 24, 32, and 38.
Figure 11 Average of WER obtained while repeating the
training 5 times using 80% of all audio files for training and the
remaining 20% for testing, with configurations of Senones being
1000 and 1850, and with dimensions set to 24, 32, and 38.
Building CMU Sphinx language model 313settings with the minimum WER, it appears that their perfor-
mance is close to the minimum WER as seen in Figs. 7–9.
The optimal dimension of the Gaussians was found to be
32; however, when setting it to 24, the obtained performance
was not very far from the minimum WER as shown in
Fig. 7. Using that setting of the Gaussians led to obtaining a
WER of 1.67% when the Senones were set to 2000 with a dif-
ference of only 0.17% from the minimal WER of 1.5%. How-
ever, the duration of the training for that setting was only
171.98 s which is the shortest training time for all minimal val-
ues of WER and it took almost 12% less time to train the same
language model with a competitive performance. With the
dimension of Gaussians set to 32, it is clear that the training
time for each number of Senones has increased compared to
the setting of 24 and the minimum WER is obtained after a
training time of 192.46 s as in Fig. 8. It is important to notice
that the difference in performance between these two settings is
very small which might suggest setting initially the dimension
of the Gaussians to 24 when training the language model on
a large set of audio data to quickly anticipate the optimal
WER before using the quasi-optimal value of 32. Furthermore,
when setting the dimension of the Gaussians to 38, the training
time increased as compared to the previous values as seen in
Fig. 9. The minimal WER of 1.61% is very close to the mini-
mal WER but it was obtained after a training time of
214.82 s with the number of Senones set to 1850.It is worth mentioning that there are 2 peaks in the training
time curve that are found to be common to each one of those
top 3 dimensions which are found when the Senones were set
to 550 and 900 as seen in Figs. 7–9. More experiments should
be carried out in order to accurately understand and interpret
these patterns.
Finally, it is very important to remember that all these
results were obtained using all the audio files for both the
training and the testing of the trained model. Using this exper-
imental setting did not test the model on unseen audio data.
This resulted in a model dependent on the trained audio files.
This led to more experimental settings to be carried out. In
order to assess the trained language model on unseen data,
some of the audio files need to be excluded from the training
phase and used only during the testing phase.
5.2. Testing the model on unseen data
In order to assess the performance of the language model on
audio files unseen during the training phase, different experi-
ments were set by varying the percentage of unseen audio files
during the training. Instead of always using 100% of the files
for both the training and the testing, audio files were separated
into two groups: one for the training and the other for the test-
ing. The audio files were randomly separated into either to be
used for the training of the language model or for its testing
when the resulting WER is computed.
Based on results from the previous experiments and in
order to train the language model quickly, different training
scenarios were performed using the number of Senones set to
1000 and 1850 with the dimension of the Gaussians to be 24,
32, or 38. These values were used based on the results of pre-
vious experiments when they allowed obtaining very low
WERs. Each training was repeated five times and the average
of all resulting WERs was computed and is shown in Figs. 10
and 11.
The first experimental setting used 90% of the files for the
training and the remaining 10% for the testing phase and the
results are shown in Fig. 10. This resulted in a sharp increase of
the WER reaching as high as 58.24% when the number of
Senones was set to 1850 and the dimension of the Gaussians
set to 24. The minimal WER was 50% obtained with 1000
Senones and 32 for the dimension of the Gaussians. This trend
is confirmed by the second experimental setting when the train-
ing data were reduced to 80% of all audio files. The WER
computed while testing the built language model resulted in
higher WERs ranging between 55.68% and 59.72% as in
Fig. 11. The minimum WER (55.68%) was reached with the
number of Senones set to 1000 and 38 for the Gaussians.
It is clear that the language model performed poorly when
tested on unseen audio files and this is mainly due to insuffi-
cient training data since when 100% of the training data was
used, and it constituted around 40 min of audio data which
made the Sphinx tools raise warnings about this small set of
data. When only the training data were reduced to 90% and
then 80% of all the audio files, it resulted in a data set of only
36 and 32 min respectively. However, the purpose of these
experiments was assessing the potential performance of simpli-
fied Arabic phonemes for training the language model for the
Holy Quran and it showed great potential.
314 M.Y. El Amrani et al.6. Conclusion
The results from these different experiments while building the
language model for the Holy Quran using simplified Arabic
phonemes with a small amount of training data showed that
it is possible to obtain potential good recognition accuracy
provided that enough training data are used. Preliminary
results have shown the potential of a simplification using Ara-
bic phonemes in order to facilitate and automate the genera-
tion of the language model. However, more work needs to
be done in terms of generalizing the process to ultimately cover
all chapters of the Holy Quran. Additionally, overcoming the
challenges of limited resources and processing power of mobile
devices and implement a mobile application for the continuous
recitation verification of the Holy Quran will increase its use.
Finally, this project can lead to future work on building the
language model for different known narrations of the Holy
Quran such as Warsh and Qalun. Furthermore, this simplifica-
tion of the language model has the potential to be applied to
any Arabic corpora which open the door to a wider number
of applications in which Romanized phonemes were com-
monly used to develop the language model.
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