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JARED CULBERTSON, PAUL GUSTAFSON, DANIEL E. KODITSCHEK,
AND PETER F. STILLER
Abstract. We develop a compositional framework for formal synthesis
of hybrid systems using the language of category theory. More specifi-
cally, we provide mutually compatible tools for hierarchical, sequential,
and independent parallel composition. In our framework, hierarchies of
hybrid systems correspond to template-anchor pairs, which we model
as spans of subdividing and embedding semiconjugacies. Hierarchical
composition of template-anchor pairs corresponds to the composition of
spans via fiber product. To model sequential composition, we introduce
“directed hybrid systems,” each of which flows from an initial subsystem
to a final subsystem in a Conley-theoretic sense. Sequential composition
of directed systems is given by a pushout of graph embeddings, rewriting
the continuous dynamics of the overlapping subsystem to prioritize the
second directed system. Independent parallel composition corresponds
to a categorical product with respect to semiconjugacy. To formalize
the compatibility of these three types of composition, we construct a
vertically cartesian double category of hybrid systems where the verti-
cal morphisms are semiconjugacies, and the horizontal morphisms are
directed hybrid systems.
1. Introduction
We aim to construct a physically-grounded compositional framework for
hybrid system synthesis, particularly targeted at applications in robotics.
Compositionality lies at the heart of language in general [WHM12] and its
formalization underlies much of computer science in particular [Lee90]. How-
ever the behavioral modularization of physical synthesis for digital comput-
ing that arguably ushered in the information technology revolution [MC80]
has proven much harder to achieve in analog computing technology [Mea89].
There are fundamental reasons for this challenge to become more severe
in machines intended to perform mechanical work on their environments
[Whi96].
1.1. Motivation. Our formalism is motivated by three distinct notions of
behavioral composition that have emerged over the past thirty years in the
robotics literature: sequential, hierarchical and parallel. We are specifically
focused on versions of these constructions championed by the third author
and collaborators that afford simultaneously robust physical realization in
working robots as well as formal proofs of correctness relative to empiri-
cally effective mathematical models of the component hardware. Sequential
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composition [BRK99] formalizes (for systems undergoing energetic exchange
with their environment) notions of “pre-image back-chaining” [LPMT84]
originating in some of the earliest AI planning literature [FN71]. Such con-
structions have earned wide attention in robotics [LaV06, Ch. 8.5] as they
correspond to broadly useful event-based concatenation of behaviors over
time: follow one control policy until reaching an appropriately guarded state,
then follow another. Our notion of hierarchical composition has a still older
pedigree, based on the folklore dynamical systems “collapse of dimension”
concept so deeply engrained in the literature as to appear in even the most
elementary texts [Str94, Ch.3.5]. Addressing the longstanding “degrees of
freedom” problem [Ber67] in such terms at once affords an organizational
framework for analysis of animal motor activity [FK99] and synthesis of
robot controllers [RK94, SSK98], earning the notion an enduring following
in both neuromechanics [NBA+07] and robotics [YBD+18]. Finally, par-
allel composition, simultaneous operation of distinct behaviors in the same
body, while evidently useful, has only relatively recently been achieved in
an empirically reliable form relevant to highly energetic mechanisms [Rai86]
(with a corresponding mathematical theory only now beginning to emerge
[DK15, DK18]), essentially due to the challenges of circumventing destabi-
lizing “cross-talk” outlined in [Whi96].
Because robotics applications inevitably incur sudden transitions between
dynamics and state spaces consequent upon the making and breaking of dif-
ferent contacts with different portions of the environment, our constructions
must depart from classical theory to embrace a notion of hybrid dynamical
systems. We are primarily interested in a formalism focused on non-blocking
[LJS+03, Def.III.1] and deterministic [LJS+03, Def.III.2] executions — the
hybrid version of existence and uniqueness properties familiar from classical
dynamical systems theory. Hence, our constructions are roughly guided by
a simple and reasonably physically realistic model of robot mechanics that
assures these properties [JBK16].
1.2. Contributions. We formalize a useful subset of each of these three
motivating notions using category theory, which is particularly well-suited
for describing composition and abstraction. More importantly, the Curry–
Howard correspondence provides a pathway for translating the categorical
results developed in this paper to the setting of functional programming.
Although we will not explore connections to robotic behavioral program-
ming in the current paper, our longer-term ambitions also involve devel-
oping more physically grounded analogues of existing formal approaches to
motion planning using linear-time temporal logic [KGFP09] and functional
reactive programming [HCNP02]. Similarly, we do not address the construc-
tion of exponential objects for hybrid systems categories, a fundamentally
important step in constructing a full-fledged functional programming lan-
guage for hybrid systems requiring more careful consideration. Indeed, in
the smooth case the search for “convenient” cartesian closed categories of
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generalized manifolds has been a central line of research in synthetic dif-
ferential geometry [MR13, Koc06]. As a first step in this long journey, the
main contribution of this paper is the investigation of a series of categories
of hybrid systems that are both mathematically rigorous and also faithful
to the way that robotics engineers often approach model development. Our
investigation culminates in the construction of a double category of hybrid
systems supporting forms of hierarchical, sequential, and independent par-
allel composition.
We were heavily influenced by the recent preprint [Ler16] and the elegant
definitions therein of a category of hybrid systems and semiconjugacies—
loosely, execution-preserving maps. To accommodate examples from robot-
ics, we develop a modified definition of an automaton-based hybrid system
where, instead of manifolds with corners, our continuous modes occupy ar-
bitrary subsets of smooth manifolds. In keeping with this focus on robotics,
we restrict resets to be functions rather than the more general set-theoretic
relations. We also generalize the notion of hybrid semiconjugacy to allow re-
sets to be sent to “trivial resets” (i.e., identity maps on continuous modes),
which underlies our definition of a subdivision of a hybrid system.
As a first attempt at parallel composition, we focus here on combining
decoupled hybrid systems by showing that our category of hybrid systems
is cartesian. A similar theorem is proved in [LS19], where the authors also
explore more complex coupled systems using interconnection maps. We fo-
cus on the simpler decoupled setting to explore connections between parallel
composition and the other two forms of composition under consideration.
To study hierarchical composition, we first formalize the notion of a
template-anchor pair of hybrid systems. In dynamical systems theory [FK99,
KR16], a template is a low degree of freedom, idealized model of a physical
system. An anchor corresponding to such a template is a high degree of
freedom, more realistic model of the same system. A template-anchor pair
consists of an embedding of a template model as an attracting, invariant
subsystem of a corresponding anchor model. If trajectories in the anchor
converge to the template sufficiently quickly, then the dynamics of the tem-
plate provides a good approximation for the dynamics of the anchor.
In the continuous setting, template-anchor pairs have a beautiful and well-
developed theory. For example, under reasonable assumptions the basin of
attraction of the template forms a topological disk bundle, and the trans-
verse dynamics admit a global linearization [EKR18]. Unfortunately, mis-
matches between resets in templates and anchors complicate the theory in
the hybrid setting.
To address these complications, we introduce formal subdivisions of hy-
brid systems—semiconjugacies satisfying a fiber product property for execu-
tions, allowing us to add formal resets to template systems. We then define
a template-anchor pair as a span for which the left leg is a template, the roof
is a subdivision of the template, and the right morphism embeds this sub-
division into the anchor as an attracting, invariant subsystem. Hierarchical
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composition corresponds to composing spans by taking a fiber product of
subdivisions over a system that is both an anchor for a simpler template
and a template for a more complicated anchor.
To model sequential composition, we formulate a notion of “directed hy-
brid system,” a system in which a generic execution flows from a domain
subsystem to a codomain subsystem. Intuitively, this formalism gives a basis
for modeling simple robotic behaviors as directed hybrid systems which have
specified initial and final interfaces available for linking behaviors to achieve
more complex behaviors. Standard notions of generic executions (from al-
most all initial conditions in a measure-theoretic or topological sense) do not
compose well, so we use an adaptation of Conley’s (ε, T )-chains [Con78] to
the hybrid setting in place of executions. Interestingly, we prove that there
exists a double category of hybrid systems for which directed systems are
the horizontal morphisms and semiconjugacies form the vertical morphisms,
providing a setting for exploring both model abstraction together with se-
quential composition. We also prove a theorem showing the compatibility of
independent parallel composition with this notion of sequential composition.
1.3. Reader’s Guide. We have attempted to make the results in this paper
understandable to a diverse audience including (i) category theorists inter-
ested in applying categorical ideas to a very concrete setting, (ii) engineers
interested in a formal language for expressing hybrid dynamical concepts,
and (iii) roboticists interested in abstractions of behavioral models. For this
reason, when given a choice between a sophisticated categorical description
and a concrete straightforward description, we prefer to give the straight-
forward one, though this results in an exposition that is at times less than
optimally compact. Moreover, we appreciate that there are unavoidable
mathematical abstractions, dynamical intricacies and robotics paradigms in
this paper that are not generally presented in concert. Because of this, we
have also sought to diligently provide pointers to both the mathematical lit-
erature (where broader concepts underlie our constructions) as well as to the
robotics literature (where our formalism contacts more sophisticated plat-
forms and models). While some of the technical results may be inaccessible
to those without some background in both dynamical systems and category
theory, we hope that the main compositional ideas will be of interest more
broadly.
On a first reading, we recommend focusing on the relatively self-contained
definitions of hybrid systems (Definition 2.2), hybrid semiconjugacies (Def-
inition 2.8), and executions (Definition 2.16) within Section 2. Section 3
describes various properties of the category of hybrid systems and semi-
conjugacies, including the construction of independent parallel composi-
tions (Proposition 3.8) and the fibration of hybrid systems over directed
graphs (Proposition 3.2) that provide important tools for the constructions
in the subsequent sections. The main ideas of Sections 4 and 5 are ba-
sically independent and can be read in either order. Section 4 describes
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hierarchical composition, which relies on the key notions of attracting sets
(Definition 4.2), subdivisions (Definition 4.12), and template-anchor pairs
(Definition 4.22). The main result of this section is the definition of the
hierarchical composition of template-anchor pairs as a fiber product (The-
orem 4.27). Section 5 defines a double category for sequential composition
based on (ε, T )-chains (Definition 5.2) which leads to the definition of a di-
rected system (Definition 5.4). The main theorem verifies the compatibility
of sequential composition of directed systems with hybrid semiconjugacy
(Theorem 5.9).
2. Hybrid dynamics
In this section, we define a category H of hybrid systems and semiconju-
gacies. A hybrid system consists of a directed graph reflecting the discrete
dynamics of the system, equipped with a continuous dynamical system for
each vertex and a reset map for each edge. We begin by defining our under-
lying category of graphs.
2.1. Graphs. We first set notation and give some elementary properties of
the particular flavor of graphs that will provide the substrate for the discrete
portion of the dynamics in our treatment of hybrid systems. To internalize
subdivisions of systems as morphisms, we use a nonstandard definition of
graph morphism, allowing edges to map to vertices.
Definition 2.1. A directed graph is a tuple G = (V,E, s, t), where V,E
are sets and s, t : V unionsq E → V with s(v) = v = t(v) for all v ∈ V . A directed
graph G is finite if both V and E are finite. Note that we write V (G), E(G)
to distinguish vertex and edge sets when dealing with multiple graphs.
We define a graph morphism f : G1 → G2 to be a pair of maps (fV , fE)
with fV : V (G1) → V (G2) and fE : E(G1) → V (G2) unionsq E(G2) satisfying for
all e ∈ E(G1)
s2(fE(e)) = fV (s1(e))
t2(fE(e)) = fV (t1(e)).
Composition of graph morphisms is done in the obvious way: given f : G→
H and g : H → K, we can define g◦f : G→ K by setting (g◦f)V = gV ◦fV ,
(g◦f)E(e) = (gE ◦fE)(e) when fE(e) ∈ E(H), and (g◦f)E(e) = (gV ◦fE)(e)
when fE(e) ∈ V (H). It is easy to check that this composition is associative,
so that we get a category G of directed graphs.
A G-morphism G
f−→ G′ is monic precisely if the maps fV , fE are in-
jective and im(fE) ⊂ E(G′). Similarly, f is an epimorphism precisely if
fV : V (G)→ V (G′) is surjective and E(G′) ⊂ im(fE).
We note that the category G is equivalent to the category of directed
reflexive graphs, which are usually presented by the data G = (V,E, s, t, e),
where s, t : E → V and e : V → E with s ◦ e = idV = t ◦ e. A directed
reflexive graph morphism f : G→ G′ is then more easily specified as a map
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f : E(G) → E(G′) satisfying the obvious compatibility conditions with s, t
and e. This formulation, however, specifies a distinguished edge for each
vertex, which is inconvenient for indexing the reset maps of a hybrid system
with the edge set of a graph. In a few cases, our choice in formalism leads to
slightly less elegant definitions, which we hope will not distract the reader
from the otherwise straightforward underlying ideas.
2.2. Hybrid systems. The next several definitions have their origins in
standard approaches to carefully defining hybrid systems such as [SJSL00,
Ler16, HTP05], but have been tailored to the needs of our intended ap-
plications. In particular, we have designed the following definitions to be
compatible with (hierarchical compositions of) template and anchor pairs,
as studied in Section 4.2.
For the remainder of this paper, the term manifold will refer to a smooth
manifold without boundary. We will denote the category of manifolds and
smooth maps by M.
Definition 2.2. A hybrid system H consists of
(1) a directed graph G = (V,E, s, t);
(2) for each continuous mode v ∈ V ,
• an ambient manifold Mv
• a vector field Xv on Mv
• an active set Iv ⊂Mv
• a flow set Fv ⊂ Iv
(3) for each reset e ∈ E, a guard set Ze ⊂ Is(e) and an associated reset
map1 re : Ze → It(e).
As we define precisely below, all executions of a hybrid system take place
in the active sets. The flow sets correspond to the regions for which execu-
tions may follow the vector fields. If an execution hits a guard set, it may
take the corresponding reset map.
We will write G(H), V (H), and E(H) for the graph, vertex set, and edge
set of an arbitrary hybrid system H. It will sometimes be convenient to
refer to the union of all guards in a given mode v ∈ V , which we will denote
by
Zv =
⋃
s(e)=v
Ze.
Generally we reserve the following symbols throughout the paper: M will
refer to manifolds, X to vector fields, G to graphs, Z to guard sets, F
to flow sets, and I to active sets. If there is potential ambiguity, we will
add superscripts (e.g., MHv ) to indicate the hybrid system associated to a
symbol.
1For the sake of simplicity, we do not make any continuity assumptions on the reset
maps. However, our constructions also apply to hybrid systems whose reset maps are
required to be continuous or smooth (where smoothness is defined as in Section 2.3).
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(a) The block in continuous
mode L (left-leaning)
(b) The continuous mode (IL, XL) with
guard set ZLR in orange
Figure 1. A rocking block
Remark 2.3. Undoubtedly, it would have been more mathematically el-
egant to work with the standard presentation of directed reflexive graphs
(with a distinguished edge for each vertex), allowing us to combine the no-
tions of flow set and guard set into a single abstract concept. However, this
would be a significant notational departure from existing hybrid systems
literature, including the references [SJSL00, Ler16, HTP05] given above as
well as the increasingly influential approach described in [GST09], where the
considerations of how an execution under investigation crosses through flow
sets (where continuous evolution is available) and guard (jump) sets (where
discrete evolution is available) are of central importance.
We begin with some simple examples to illustrate the definitions.
Example 2.4 (Continuous and discrete systems). Given any complete vec-
tor field X on a manifold M , there is a hybrid system whose graph has a
single vertex v and no resets, where Fv = Iv = Mv = M and Xv = X.
Given any function f : M →M on a manifold M , there is a hybrid system
whose graph has a single mode v and single reset e, where Ze = Iv = Mv =
M , Fv = ∅, and re = f . 
Example 2.5 (Rocking block (Figure 1), following [LJS+03]). We can
model a non-slipping, rocking rectangular block as a hybrid system H with
two continuous modes V (H) = {L,R} corresponding to leaning to the left
and right, respectively. The system has two reset maps corresponding to
the bottom of the block hitting the ground as the block switches pivots:
E(H) = {eLR : L→ R, eRL : R→ L}.
Let α be the angle between either diagonal and the vertical face meeting the
diagonal at the bottom of the block. We assume that a constant fraction r
of the angular velocity is lost at each reset.
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For each v ∈ V (H), we let Mv = R2. We define the active set to be
Iv =
{
(x1, x2) ∈ R2 | 0 ≤ x1 ≤ 1 and cos(α(1− x1)) + (αx2)
2
2
≤ 1
}
where x1 is the absolute value of the angle between the horizontal block face
and the ground (as a fraction of α), and x2 is the angular velocity (up to a
sign). The guard sets are
Ze = {x ∈ Is(e) | x1 = 0 and x2 ≤ 0},
and the flow sets are Fv = Iv \ Zv. The continuous dynamics are given by
Xv =
(
x2
−α−1 sin(α(1− x1))
)
for each vertex v. The reset maps are
re(0, x2) = (0,−rx2)
for each e ∈ E(H). 
2.3. Smooth sets. Since the dynamics of a hybrid system occur in the
active sets, it makes sense to define hybrid semiconjugacies via maps of active
sets, not their ambient manifolds. However, a typical active set will not even
form a manifold with corners much less a manifold. Nonetheless, it will be
important for us to not abandon the smooth setting completely and work,
for example, with arbitrary set functions which would not give a sufficient
foundation for our constructions. Thus, we will define “smooth maps” of
such sets, which although requiring a somewhat technical definition, will
provide a solid basis and be used extensively in sequel. The reader not
interested in the intricacies of these definitions is safe to skip this section
and conceptually think of maps of smooth sets as a technical generalization
of the usual smooth maps of manifolds.
Definition 2.6. A smooth set A is a pair (A,MA) where MA ∈ M is a
manifold and A ⊂ MA is an arbitrary subset of MA. We will often abuse
notation by referring to a smooth set (A,MA) by the name of its underlying
set A with the understanding that there exists some fixed ambient manifold
MA containing A.
Let A and B be smooth sets. Let N ⊂ MA be an open neighborhood of
A and f : N →MB be a smooth map such that f(A) ⊂ B. We say that two
such smooth maps f : N → MB and f ′ : N ′ → MB are germ-equivalent
on A if there exists an open neighborhood U of A such that U ⊂ N ∩ N ′
and f |U = f ′|U . Thus, f is germ-equivalent to f ′ if and only if f and f ′
define the same germ at every point in A. It is clear that this relation is
reflexive, symmetric, and transitive. We will use the term smooth map
α : A→ B to refer to an equivalence class of such maps. Thus, α consists of
a set map from A to B along with an germ-equivalence class of extensions
to neighborhoods of A.
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Let A, B, and C be smooth sets. Suppose α : A→ B and β : B → C are
smooth maps. Let α˜ : Uα →MB and β˜ : Uβ →MC be representatives for α
and β, respectively. Since α˜ is continuous, the set α˜−1(Uβ) ⊂ Uα is an open
neighborhood of A in MA. Let Uβ◦α = α˜−1(Uβ) and β˜ ◦ α = β˜ ◦ α˜|α˜−1(Uβ).
Since restriction of Uα and Uβ results in a restriction of β˜ ◦ α, this defines
a smooth map β ◦ α. Composition of the representatives is associative, so
composition of smooth maps between smooth sets is also associative. Lastly,
if A is a smooth set, then the equivalence class of the pair (MA, idMA) defines
an identity map. Thus, smooth sets and smooth maps form a category of
smooth sets, which will denote S.
We will say that a smooth map between smooth sets is a diffeomor-
phism, embedding, or submersion if any of its representatives is. Sim-
ilarly, if (A,MA) and (B,MB) are smooth sets and X : A → TMA and
Y : B → TMB are vector fields, we will say that a smooth map α : A → B
is a smooth semiconjugacy if any of its representatives α˜ : (Uα, X|Uα)→
(MB, Y ) satisfies Y ◦ α˜ = (T α˜) ◦X, where T α˜ is the differential of α.
We note that the definition of a smooth map of subsets of manifolds is not
universally agreed upon. An alternative definition (e.g., in [Lee03]) requires
the mere existence of a smooth extension: if M,N ∈M and Z is an arbitrary
subset of M , then a map α : Z → N is smooth in this sense if for every point
x ∈ Z, there is some neighborhood Wx of x and a smooth map α̂x : Wx → N
with α̂x|Z∩Wx = α|Z∩Wx . Using a partition of unity argument, we can see
that this is equivalent to requiring that there is a neighborhood W of Z in
M and a smooth map α̂ : W → N that extends α.
However, the category arising from such a notion of smooth map is not
well-behaved with respect to local conditions. For example, an isomorphism,
i.e., a bijective map f : Z → Z ′ such that both f and f−1 have smooth ex-
tensions, need not extend to a local diffeomorphism in the ambient manifold.
Thus, any local condition on a smooth map (e.g., being a submersion) may
not preserved by composition with isomorphisms in this category. Our cat-
egory of smooth sets rectifies this problem. Using the invariance of domain
theorem, one can show that the isomorphisms in S are precisely the diffeo-
morphisms of smooth sets.
As a consequence, since diffeomorphisms are defined locally the ambient
manifold MA of a smooth set A is largely irrelevant away from a small
neighborhood of A. For instance, given an embedding of smooth sets i : A ↪→
B, there might not be a global embedding MA ↪→ MB, but there will be a
diffeomorphism of smooth sets (A,MA) → (A,Ui) realizing the restriction
from MA to some neighborhood Ui of A and a smooth embedding Ui ↪→MB
in M.
There is a well-defined notion of restriction for smooth maps as well. If
f : A → B is a smooth map with representative (Uf , f˜) and C ⊂ A is an
arbitrary subset, then the restriction f |C : C → B is the smooth map with
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representative (Uf , f˜). Equivalently, f |C = f ◦ iC where iC : C → A is the
smooth map represented by idMA .
We must exercise caution, however, in considering subobjects in S. For
example, if i : A → B is an embedding of smooth sets that is not a local
diffeomorphism (i.e., i is not a submersion), then A 6' i(A) as smooth sets.
For example, a point embedded in R is not isomorphic to a point embedded
in R2.
Remark 2.7. We note that the construction described in Definition 2.6 for
defining smooth maps arises naturally in many contexts. More abstractly,
we could say that, if A and B are smooth sets,
HomS(A,B) = colim
U⊇A
{f ∈ HomM(U,MA) | f(A) ⊂ B},
where the colimit is over the partially ordered collection of open sets U
containing Y . In sheaf-theoretic settings, this filtered colimit is often called
a “direct limit” and the construction here is equivalent to taking a subset
of the global sections of the presheaf i−1 Hom(MA,MB) for the inclusion
i : A ↪→ MA, where Hom(MA,MB) is considered as a sheaf on MB in the
usual way.
2.4. Hybrid semiconjugacies. We turn our attention to morphisms of hy-
brid systems. The following definition is an adaption of Lerman’s definition
of hybrid semiconjugacy [Ler16]. The primary difference is that we allow
more general directed graph morphisms in G as described in Section 2.1
above. The intuition for this definition is an extension of the idea of a
smooth semiconjugacy: the dynamics of the domain should be consistent
with the dynamics of the image. Specifically, condition (1) ensures that the
continuous dynamics are compatible, while condition (2) requires that the
discrete dynamics are also consistent.
Definition 2.8. A hybrid semiconjugacy α : H → K of hybrid systems
consists of a graph morphism G(α) : G(H) → G(K) (which will also refer
to as α, abusing notation) and a collection of smooth maps αv : I
H
v → IKα(v)
(in the sense of Definition 2.6) for v ∈ V (H) such that
(1) for each v ∈ V (H), we have αv(FHv ) ⊂ FKα(v) . Moreover, the restric-
tion αv|FHv : FHv → FKα(v) is a smooth semiconjugacy;
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(2) For each reset e ∈ E(H), we have αs(e)(ZHe ) ⊂ ZKα(e), where if α(e) ∈
V (K) then ZKα(e) := F
K
α(e). Moreover, the square
(2.1)
ZHe I
H
t(e)
ZKα(e) I
K
t(α(e))
rHe
αs(e)|ZHe αt(e)
rKα(e)
commutes, where if α(e) ∈ V (K), then the map rKα(e) in (2.1) should
be interpreted as the inclusion map FKα(e) ↪→ IKα(e).
Since the squares above can be composed vertically, we can then define a
category H∅ of hybrid systems and hybrid semiconjugacies. To avoid pro-
liferation of empty active sets when taking fiber products, we will primarily
work with the full subcategory H of hybrid systems which have no empty
guard sets or active sets. We will clearly indicate the few occasions when it
is necessary for us to work in the larger category H∅.
Since hybrid semiconjugacies are collections of maps of smooth sets, it
is better to think of a continuous mode of a hybrid system as a smooth
set (Iv,Mv) with extra structure, rather than a manifold Mv with extra
structure. In fact, the ambient manifold Mv is irrelevant away from Iv.
More precisely, given a hybrid system H ∈ H and any open neighborhood
Uv ⊂ Mv of an active set Iv, there is an isomorphism in H replacing Mv
with Uv.
Example 2.9. Let 1 be the hybrid system with a single continuous mode
where M1 = I1 = {∗} = F 1 with the zero vector field and no resets. Then
1 is terminal in H with the unique morphism defined by constant maps.
There is also an initial system in H given by the hybrid system with empty
graph and correspondingly empty collections of continuous modes and reset
maps. 
We now define several distinguished classes of morphisms that will play
an important role in particular for the investigation of template-anchor pairs
in Section 4.2.
Definition 2.10. An H-morphism f : H ↪→ K is a hybrid embedding if
the corresponding graph morphism f : G(H)→ G(K) is monic in G and for
each v ∈ V (H), the smooth map fv is an embedding. In this case, we will
say that H is a subsystem of K and write H ⊂ K, identifying H with its
image under f . Note that the composition of hybrid embeddings is also a
hybrid embedding so that we get a subcategory Hem of H whose morphisms
are the hybrid embeddings.
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Definition 2.11. A hybrid submersion is an H-morphism p : H → K
such that
(i) for each v ∈ V (H), pv is a submersion of smooth sets.
If additionally, p satisfies
(ii) p : G(H)→ G(K) is an epimorphism in G;
(iii) for each u ∈ V (K), we have
Iu =
⋃
v∈p−1(u)
pv(Iv),
then we will say that p is a hybrid surjective submersion.
It is straightforward to check that hybrid embeddings and hybrid sur-
jective submersions are monic and epic in H, respectively. It would be
desirable to completely characterize hybrid embeddings and hybrid surjec-
tive submersions via universal properties, potentially simplifying the proofs
below. However, such a characterization seems unlikely since, even in the
category of smooth manifolds, monomorphisms and epimorphisms are rel-
atively wild (injective smooth maps and smooth maps with dense image,
respectively).
2.5. Hybrid state spaces. In the previous sections, we defined a hybrid
system via data associated to an underlying graph. An alternative perspec-
tive is to consider a hybrid system as data associated to an underlying hybrid
state space.
Definition 2.12. We define the hybrid state space of a hybrid system H
to be the topological space
I(H) :=
⊔
v∈V (H)
Iv.
Since a morphism f : H → K in H gives a continuous map I(H) → I(K),
we get a functor I : H→ Top.
We will sometimes suppress mentioning the I functor to simplify nota-
tion. For example, if f : H → K is any H-morphism and B ⊂ I(K), it will
sometimes be convenient for us to write f−1(B) for the topological preimage
I(f)−1(B) in I(H). Similarly, we will sometimes write f(H) for the topo-
logical image I(f)(I(H)). Given W ⊂ I(H), we will use W ◦ and W for the
interior and closure of W in I(H), respectively.
Remark 2.13. In [Ler16], a mathematically elegant definition of hybrid
state space is given that incorporates the guards and reset maps (in that
setting, reset maps are also allowed to be more general relations) into the
definition of the hybrid state space. Our formulation here reflects our de-
sign decision to consider both the continuous dynamics (vector fields) and
discrete dynamics (guards and reset maps) as being additional data to be
specified on top of an underlying hybrid state space. In some cases of partic-
ular interest for our targeted applications this is natural, as there is a fixed
FORMAL COMPOSITION OF HYBRID SYSTEMS 13
ambient state space (often a subset of Rn) modeling the physical states of
the system, while various combinations of vector fields, guards, and reset
maps are used as controls.
2.6. Executions. We use a notion of hybrid execution similar to [LJSE99],
but reformulated in terms of our hybrid semiconjugacies following [Ler16,
HTP05]. Just as an integral curve for a smooth system (M,X) is a semi-
conjugacy (J, ddt) → (M,X) for some interval J , we will define a hybrid
execution to be a semiconjugacy τ → H where τ is a hybrid time trajec-
tory, the hybrid analog of an interval. An example hybrid time trajectory
is depicted in Figure 2.
Definition 2.14. A hybrid time trajectory τ is a pair ((τj)
N
j=0, cτ ) where
• (τj)Nj=0 ⊂ [0,∞] is a nondecreasing sequence such that 1 ≤ N ≤ ∞,
τ0 = 0, and τj 6=∞ for j < N ; and
• the final endpoint type cτ ∈ {open, closed} can only be closed if
N < ∞. Moreover, if N < ∞ and τN = τN−1, then cτ must be
closed.
To any hybrid time trajectory τ , we associate the following hybrid system:
• Let G(τ) be a directed path with vertices (vj)N−1j=0 and edges (ej)N−2j=0
• For all 0 ≤ j < N , let (Mvj , Xvj ) = (R, ddt) and Fvj = [τj , τj+1). In
particular, Fvj = ∅ if τj = τj+1.
• Let
Ivj =
{
[τj , τj) j = N − 1 and cτ = open
[τj , τj+1] otherwise
• For j < N − 1, let Zej = {τj+1}, and rej : Zej → Ivj+1 be the map
induced by idR.
If 1 ≤ j < N , then we say that τj is a jump time of τ . We define the
stop time of τ to be
τ stop :=
{
τN N <∞
lim
j→∞
τj N =∞
If τ stop =∞, we say that τ is infinite. If N <∞ and τ stop <∞, we say
that τ is finite. Finally, if N = ∞, but τ stop < ∞, we say that τ is Zeno
with Zeno time τ stop.
For each t ≥ 0, we define the set of time t-points of τ to be
τ(t) = {x ∈ I(τ) | x = t}.
In particular, we say that min(Iv0) is the starting point of τ . If N <
∞, τN < ∞, and cτ = closed, we say that τ has an end point, namely
max(IvN−1).
Definition 2.15. Let τ and σ be hybrid time trajectories. We say that τ
is a prefix of σ if there exists a hybrid embedding i : τ → σ mapping the
starting point of τ to the starting point of σ, i.e. i(vτ0 ) = v
σ
0 and ivτ0 (0) = 0.
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τ0 = 0 τ1 τ2, τ3 τ4 =∞
Iv2
t
Iv0
Iv1
Iv3
re0
re1
re2
Figure 2. A pictorial representation of a hybrid time tra-
jectory with four continuous modes aligned vertically with
the corresponding points on the non-negative real line be-
low. The guards are marked in red.
Definition 2.16. An execution of a hybrid system H is a hybrid semicon-
jugacy χ : τ → H for some hybrid time trajectory τ .
We call the set of edges e ∈ E(τ) such that χ(e) ∈ V (H) the χ-trivial
resets. If χ(e) ∈ E(H) for all e ∈ E(τ) (i.e. the execution has no trivial
resets), we say that χ is a fundamental execution. Every execution has
an associated fundamental execution χ∗ : τ∗ → H given by deleting
trivial resets.2
We say that χ is infinite, finite, or Zeno if τ has the corresponding
property. We say that χ is a prefix of an execution ψ : υ → H if τ is
a prefix of υ and χ = ψ ◦ i where i : τ → υ is the canonical embedding.
An execution is maximal if it is not the prefix of another execution; in
particular, all infinite executions are maximal. We let EH denote the set
of executions of H, and let E∞H ⊂ EH denote the infinite executions. We
let EH(x) denote the set of executions starting at a point x ∈ I(H), and
similarly for E∞H (x).
Remark 2.17. Notice that this definition of execution allows for infinitely
many jumps in finite time, but does not allow for subsequent execution after
the stop time. In particular, we allow Zeno executions as described above,
but do not permit explicit continuations of Zeno executions to be considered
as a single execution.
2.7. Deterministic and nonblocking systems. We now define determin-
istic and nonblocking hybrid systems, two well-behaved subclasses of hybrid
2More precisely, for every (possibly infinite) maximal contiguous string of χ-trivial
resets T = (ej)
m
j=k ∈ E(τ), (i) replace the edge-induced subgraph of T in G(τ) with a
single vertex v , (ii) set Iv := Ivk ∪ Ivm+1 if m is finite and Iv := Ivk otherwise, and (iii)
define χ∗v by (χ
∗
v)|Ivk = χvk and, if m is finite, (χ
∗
v)|Ivm+1 = χvm+1 .
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systems whose intersection is analogous to the subclass of complete vector
fields within all vector fields.
Definition 2.18. A hybrid system H is deterministic if for every v ∈
V (H), (i) the collection of sets {Fv} ∪ {Ze | s(e) = v} is pairwise disjoint
and (ii) for every point x ∈ Fv the set of Xv-integral curves J : [0, T )→ Fv
with J(0) = x has a unique maximal element with respect to the domain-
restriction relation.
We justify this definition with the following simple proposition (cf. [LJS+03,
Lemma III.2]).
Proposition 2.19. Let H be a deterministic system and x ∈ I(H). Then
EH(x) contains a unique maximal fundamental execution.
Proof. Let χ, χ′ ∈ EH(x) be maximal fundamental executions. Let (τn)
and (τ ′n) be the jump times of χ and χ′, respectively, and similarly for the
corresponding intervals Ivn and I
′
vn . We will argue by induction on n that
Ivn = I
′
vn and χ|Ivn = χ
′
|Ivn for all n, which implies the desired result.
For n = 0, we have τ0 = 0 = τ
′
0. If x ∈ Ze for some edge e ∈ E(H),
then τ1 = 0 = τ
′
1, so Iv0 = I
′
v0 and χ|Iv0 = χ
′
|Iv0 . If x ∈ Fv for some vertex
v ∈ V (H), then Definition 2.18 implies that (i) τ1 = τ ′1 so Iv0 = I ′v0 (ii) χ and
χ′ agree on [0, τ1) and hence on [0, τ1] (if Iv0 is right-closed) by continuity.
For the inductive step, suppose that Ivn = I
′
vn and χ|Ivn = χ
′
|Ivn . If
χ|Ivn (τn+1) either (i) does not exist or (ii) does not lie in a guard set, then
we are done. Otherwise, we have χ|Ivn (τn+1) = χ
′
|Ivn (τ
′
n+1) ∈ Ze for some
edge e ∈ E(H). Thus, τn+1 = τ ′n+1 and χIvn+1 (τn+1) = re(χIvn (τn+1)) =
χ′Ivn+1 (τn+1). By the same argument as in the preceding paragraph, it fol-
lows that Ivn+1 = I
′
vn+1 and χ|Ivn+1 = χ
′
|Ivn+1 . 
The usual definition of determinism (uniqueness of maximal executions)
corresponds to the conclusion of Proposition 2.19. The main advantage
of using Definition 2.18 instead is that products of deterministic systems
remain deterministic (Corollary 3.10). Simple examples demonstrate this
result fails to hold in the absence of the disjointness condition.
Conversely, if a hybrid system H satisfies the conclusion of Proposi-
tion 2.19, then the following slight modification of H is deterministic in
the sense of Definition 2.18. We first note that distinct guard sets of H
cannot overlap because any execution starting at a point of overlap could
immediately reset via either associated reset. On the other hand, there
can be overlap of guard sets and flow sets (e.g., (Fv, Xv) = ([0, 1],
d
dt) with
Zv = {1}), but removing the points of overlap from the flow sets results in
a hybrid system with the same active sets and maximal executions that is
deterministic in the sense of Definition 2.18.
Definition 2.20. We say that a hybrid system H is nonblocking if for all
x ∈ I(H) there exists an infinite execution starting at x.
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We denote the full subcategory of H of deterministic nonblocking systems
by HDN .
Example 2.21. Every hybrid time trajectory τ is deterministic. If τ is
infinite, then τ is also nonblocking. 
3. Categorical properties of H
The following basic results provide a basis for the compositional construc-
tions below. In particular, we show that the category of hybrid systems H
is fibered over G, our alternative presentation of the category of reflexive
graphs. Applying this result, we construct fiber products of hybrid semicon-
jugacies along hybrid submersions. As a corollary, we find that H and HDN
are cartesian, thus supporting the most basic form of parallel composition.
To study limits in H, we begin with the corresponding notion for graphs.
The following well-known lemma gives this construction. The proof of the
lemma is straightforward, but we provide it here for convenience.
Lemma 3.1. The category G is complete and cocomplete.
Proof. As usual, it is enough to see that G has all (co)products and also all
(co)equalizers. Given a collection of directed graphs {Gj}j∈J indexed by a
set J , let V
(∏
j∈J Gj
)
=
∏
j∈J V (Gj) and V (
∐
j∈J Gj) =
⊔
j∈J V (Gj). If
we set Pj = E(Gj) unionsq V (Gj) as generalized edges, then let
E
∏
j∈J
Gj
 = ∏
j∈J
Pj \
∏
j∈J
V (Gj)
E
∐
j∈J
Gj
 = ⊔
j∈J
E(Gj)
with the obvious source and target maps for each. Then we have projections
pii :
∏
Gj → Gi and canonical injections ki : Gi →
∐
Gj which are just the
set-theoretic projections and injections. It is straightforward to check that
these constructions are universal.
For (co)equalizers of graph morphisms f, g : G → H, we can simply take
the (co)equalizers of the set maps fV , gV and fE , gE . 
We denote the product of two graphs G and H by G H to emphasize
the difference between this product and what is sometimes referred to as the
“categorical product” of graphs. That product, where the edge set for the
product is simply the product of the edge sets, is the natural product in the
category where edges are necessarily mapped only to edges.
To extend this construction to the hybrid setting, we prove that the follow-
ing functors are Grothendieck fibrations (see [LR19], Section 2.2 for excellent
recent exposition on categorical fibrations). Roughly speaking, this means
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that we can form “pullbacks” of hybrid systems along graph morphisms
analogous to pullbacks of vector fields along smooth maps.
Proposition 3.2. The forgetful functors G : H∅ → G and G|H : H → G
are fibrations.
Proof. Let C be the class of hybrid semiconjugacies H
f−→ K in H∅ (re-
spectively, H) such that for each v ∈ V (H) the map fv : IHv → IKf(v) is a
diffeomorphism. We claim that each f ∈ C is a cartesian morphism. To
see this, suppose g : H ′ → K is another hybrid semiconjugacy and that
ϕ : G(H ′) → G(H) is a graph morphism G(f) ◦ ϕ = G(g). We claim that
the graph morphism ϕ lifts to a hybrid semiconjugacy ϕ˜ : H ′ → H by letting
ϕ˜v(x) = f
−1
ϕ(v)◦gv, which is well defined since any smooth map representative
of fϕ(v) is a diffeomorphism onto a neighborhood of I
K
g(v).
The fact that ϕ˜ is a hybrid semiconjugacy then follows from the commu-
tativity of the reset diagrams for g and f . Moreover, the lift ϕ˜ is unique,
since any other such lift must have the same underlying continuous semi-
conjugacies.
To see that G is a fibration, let H be a hybrid system and ϕ : Γ→ G(H)
a graph morphism for some graph Γ. Then we can obtain a hybrid system
Kϕ with underlying graph Γ, pulling back the dynamics of H along ϕ.
More precisely, we can lift ϕ to a cartesian hybrid semiconjugacy ϕ˜ : Kϕ →
H by setting G(Kϕ) = Γ. Then for each v ∈ V (Kϕ) let (IKϕv , FKϕv , XKϕv ) =
(IHϕ(v), F
H
ϕ(v), X
H
ϕ(v)) and for each e ∈ E(Kϕ) let Z
Kϕ
e = ZHϕ(e) when ϕ(e) ∈
E(H) or Z
Kϕ
e = FHϕ(e) if ϕ(e) ∈ V (H). 
Recall that the fiber categories for G are a family of subcategories HΓ of
H indexed by objects of G (i.e. each having a fixed graph Γ), where HΓ has
objects hybrid systems H ∈ H with G(H) = Γ and morphisms f : H → K
with G(f) = idΓ.
The following construction is well-known and generalizes in the obvious
way to limits of diagrams of any shape provided that these limits exist in
the base of a fibration and in the relevant fiber categories. We record here
the proof for fiber products to set notation (for use in Proposition 3.7, in
particular).
Lemma 3.3. If F : A→ B is a fibration and both B and the fiber categories
AL have fiber products for L ∈ B, then A has fiber products.
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Proof. Suppose we have A
f−→ B g←− C in A. Then we can apply F and
obtain the fiber product in B:
L F (A)
F (C) F (B).
ϕA
ϕC F (f)
F (g)
Now we can use the fibration to obtain a cartesian A-morphism ϕ˜A : LA → A
lifting ϕA. Similarly, we can lift ϕC and ϕB := F (f)◦ϕA to get the diagram
in A
L˜ LA
LC LB
C
A
B
ϕ˜A
ϕ˜C ϕ˜B
f
g
ψg
ψf
where ψf , ψg are the unique lifts of the identity idL with respect to the
cartesian morphism ϕ˜B and the compositions f ◦ ϕ˜A, g ◦ ϕ˜B, respectively.
Then L˜ is the fiber product of LC
ψC−−→ LB ψA←−− LA in the fiber category AL.
The fact that L˜ is also universal in A then follows from recalling that F (L˜)
is universal in B and that ϕ˜C and ϕ˜A are cartesian in A. 
Our last ingredient is the following simple lemma allowing us to translate
limits in H∅ into limits in H. Constructing limits in the former category is
more straightforward, but the latter category is more useful for applications.
First, we require a definition.
Definition 3.4. Let i : H → H∅ denote the inclusion functor of the full
subcategory, and P : H∅ → H be the pruning functor defined on objets
by deleting each continuous mode v such that Iv = ∅ and each reset e such
that Ze = ∅, and on morphisms by removing the smooth maps with empty
domain. It is straightforward to check that P is indeed functorial, using
the conditions imposed in Definition 2.8 to ensure that P is well-defined on
morphisms.
Lemma 3.5. The inclusion i : H→ H∅ is left adjoint to P : H∅ → H.
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Proof. For any hybrid system H ∈ H, the component of the unit ηH : H →
P (i(H)) is the identity idH and for any K ∈ H∅, the component of the counit
εK : i(P (K))→ K is the semiconjugacy determined by the graph embedding
G(P (K)) ↪→ G(K) with identity maps at each vertex. It is easy to check
that the counit-unit equations hold: εi(H) ◦ i(ηH) = idi(H) ◦ idi(H) = idi(H)
for H ∈ H, and P (K) ◦ ηP (K) = idP (K) ◦ idP (K) = idP (K) for K ∈ H∅. 
Corollary 3.6. If D : J→ H is a diagram in H and L ∈ H∅ is the limit of
the diagram i ◦D, then P (L) is the limit of D.
Proof. Since P is a right adjoint, it preserves limits (see Theorem 13.3.7 of
[BW90] or Theorem 4.5.2 of [Rie17]), so P (L) is the limit of the diagram
P ◦ i ◦D = D. 
Putting the preceding results together gives the following proposition,
which generalizes the construction of fiber products of smooth maps along
submersions to the hybrid setting.
Proposition 3.7. If p : K1 → H is a hybrid submersion and f : K2 → H
is any hybrid semiconjugacy, then the fiber product of K1
p−→ H f←− K2 exists
in H.
Proof. By Lemma 3.5, it suffices to define the fiber product in H∅. By ap-
plying Lemma 3.3 to Proposition 3.2 and Lemma 3.1, it suffices to construct
fiber products in each fiber category HΓ for Γ ∈ G. Hence, we can assume
G(Ki) = Γ = G(H) for some graph Γ ∈ G and that G(p) = idΓ. Note that
to make this simplification, we are implicitly also relying on the fact that
the cartesian morphisms for G are diffeomorphisms on each active set; this
implies that the lifting ψp of p to HΓ (using the notation of the proof of
Lemma 3.3) is a hybrid submersion precisely when p is a hybrid submersion.
For each v ∈ V (Γ), let Upv ⊂ MK1v be an open neighborhood of IK1v for
some representative of pv. Let Ufv ⊂MK2v be the domain of a representative
of fv. We define the manifold M
L
v ⊂ MK1v ×MK2v to be the fiber product
Upv ×MHv Ufv in M.
We define the active set ILv ⊂MLv by
ILv = {(x1, x2) ∈ IK1v × IK2v | pv(x1) = pv(x2)}
which is just the fiber product of IK1v ×IHv IK2v in Set.
Similarly, we define the flow set FLv ⊂ ILv to be the Set fiber product
FK1v ×FHv FK2v and the continuous dynamical system (NLv , XLv ) as the fiber
product (NK1v , X
K1
v ) ×(NHv ,XHv ) (NK2v , XK2v ) in D, which again exists since
pv is a submersion. By construction, we have F
L
v ⊂ NLv .
For each edge e ∈ E(Γ), the guard set ZLe ⊂ ILs(e) is given by the Set fiber
product ZLe = Z
K1
e ×ZHe ZK2e . Finally, we can define the reset map rLe : ZLe →
ILt(e) by r
L
e (x1, x2) = (r
K1
e (x1), r
K2
e (x2)), realizing the fiber product of the
guards as a subset of the product.
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The above data specifies a hybrid system L ∈ H∅. The canonical projec-
tions pii,v : M
L
v → MKiv define hybrid semiconjugacies pii : L → Ki. More-
over, we have a commuting square
L K2
K1 H
pi2
pi1 f
p
,
Since each of the components of L is a fiber product of components of Ki
and the reset maps are simply the products of reset maps, it follows that L
satisfies the universal property of the fiber product. 
The following theorem is a translation of a result in [LS19] into our lan-
guage and setting. The existence of products is a consequence of Proposi-
tion 3.7, but we provide a separate explicit construction here since it will be
useful below in showing, for example, that the subcategory of deterministic,
nonblocking systems is closed under taking products.
Proposition 3.8. The category H is cartesian (has finite products) and
cocartesian (has finite coproducts).
Proof. From Example 2.9, we have a terminal object 1 ∈ H. To define binary
products in H, by Lemma 3.5 it suffices to define binary products in H∅.
Given H1, H2 ∈ H∅ for i = 1, 2, we define the hybrid system H1 ×H2 ∈ H∅
as follows:
• G(H1 ×H2) = G(H1)G(H2) as defined in Lemma 3.1;
• for each v = (v1, v2) ∈ V (H1 ×H2) = V (H1)× V (H2), we let Mv =
Mv1 ×Mv2 , Xv = Xv1 ×Xv2 , Iv = Iv1 × Iv2 , and Fv = Fv1 × Fv2 ;
• for each e = (e1, e2) ∈ E(H1 ×H2) = (E(H1) unionsq V (H1))× (E(H2) unionsq
V (H2)), we let Ze = Ze1×Ze2 and re = re1×re2 , where if ei ∈ V (Hi)
we set Zei := F
Hi
ei and rei : F
Hi
ei ↪→ IHiei to be the inclusion.
We also define projections pii : H1 × H2 → Hi to be the graph projec-
tion combined with the smooth projections on each continuous mode. The
semiconjugacy conditions follow from the definition of H1 ×H2.
Now suppose that K ∈ H∅ is another hybrid system with hybrid semi-
conjugacies H1
α1←− K α2−→ H2. Then we can define β : K → H1 × H2 by
setting β(v) = (α1(v), α2(v)) for each v ∈ V (K), and β(e) = (α1(e), α2(e))
for each e ∈ E(K). Then βv = α1v × α2v is a continuous semiconjugacy for
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each v ∈ V (K) and we get squares of the form
ZKe I
K
t(e)
ZH1×H2β(e) I
H1×H2
t(β(e))
re
βs(e)|ZKe βt(e)
rβ(e)
,
(replacing Zβ(e) with Fβ(e) if β(e) is a vertex) which commute because the
component squares commute. Since the projections are defined by the usual
projections of maps, β is the unique hybrid semiconjugacy such that pii◦β =
αi .
The coproduct in H is given by the coproduct of graphs with the obvious
association of data to vertices and edges of the coproduct. 
Example 3.9. To provide an explicit example, we construct the product
of two hybrid time trajectories. If τ = ((τi)
N
i=0, c) and τ
′ = ((τ ′j)
N ′
j=0, c
′)
are hybrid time trajectories, then we can form the product τ × τ ′ ∈ H.
Thus G(τ × τ ′) is a directed grid with vertices vij for 0 ≤ i < N and
0 ≤ j < N ′ along with edges ek`ij with s(ek`ij ) = vij and t(ek`ij ) = vk` where
(k, `) ∈ {(i, j + 1), (i+ 1, j), (i+ 1, j + 1)}.
The active set Iτ×τ ′vij is the product of intervals [τi, τi+1]× [τ ′j , τ ′j+1], with
the appropriate endpoint conditions for Iτ×τ ′vNj and I
τ×τ ′
viN′ ; the flow set F
τ×τ ′
vij =
[τi, τi+1)× [τ ′j × τ ′j+1) with vector field Xτ×τ
′
vij
= ( ddt ,
d
dt); and the guards
Zek`ij
=

[τi, τi+1)× {τ ′j+1} if (k, `) = (i, j + 1)
{τi+1} × [τ ′j , τ ′j+1) if (k, `) = (i+ 1, j)
{τi+1} × {τ ′j+1} if (k, `) = (i+ 1, j + 1)
with resets rek`ij
: Zek`ij
→ Iτ×τ ′vk` sending
(s, t) 7→

(s, rτ
′
ej (t)) if (k, `) = (i, j + 1)
(rτei(s), t) if (k, `) = (i+ 1, j)
(rτei(s), r
τ ′
ej (t)) if (k, `) = (i+ 1, j + 1).
Now we can easily see that the flow sets and guards are pairwise disjoint,
so τ × τ ′ is a deterministic system. 
Corollary 3.10. The category HDN is cartesian and cocartesian.
Proof. Let H1, H2 ∈ HDN be deterministic, nonblocking hybrid systems.
It is clear that their H∅-product H := H1 × H2 is nonblocking. To check
determinism, first we note that the disjointness of guards and flow sets
condition of Definition 2.18 follows from identity
{Fv}v∈V (H) ∪ {Ze}e∈E(H) = {U1 × U2 | Ui ∈ {Fv}v∈V (Hi) ∪ {Ze}e∈E(Hi)}
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and the disjointness of the corresponding guard and flow sets for H1, H2. To
construct the unique maximal X(v1,v2)-integral curve starting at any point
(x1, x2) ∈ FH1v ×FH2v for any vi ∈ Hi, first let Ji : [0, Ti)→ FHivi be the unique
maximal Xvi-integral curves (which must exist by the determinism of each
Hi). Then (J1×J2)|[0,min(T1,T2)) is the unique maximal X(v1,v2)-integral curve
starting at (x1, x2).
Since the pruning functor P : H∅ → H of Lemma 3.5 preserves executions
and the disjointness of guards and flow sets condition, it follows that HDN
is cartesian. The cocartesian proof is straightforward. 
Lastly, the following lemma provides a convenient way to reason about
points of deterministic hybrid systems using semiconjugacies.
Lemma 3.11. Let U : Top → Set be the forgetful functor. The functor
U ◦I : H→ Set is represented by the hybrid system N ∈ H where G(N) = •,
M• = I• = ∗, and F• = ∅.
4. Hierarchical composition
In this section, we define hierarchical compositions of hybrid systems via
fiber products of template-anchor pairs. To construct a template-anchor
pair, one starts with (i) a template model describing the essential dynamics
of the system and (ii) a more detailed anchor model of the same system
[FK99]. We would like to compute using template models but also have a
guarantee that the template-based computations also apply to the more de-
tailed anchor model. That is, a template-anchor pair should form a simple
hierarchy in which the dynamics of the template approximately determine
the dynamics of the anchor. To accomplish this, one embeds of the tem-
plate model into the anchor model, such that the image of the embedding is
attracting in the sense that it is an isolated positively invariant set, as de-
scribed below. Conceptually, this is analogous to the setting of [KR16] where
normally hyperbolic invariant manifolds are explored for classical systems.
4.1. Attracting sets. Before defining any notion of attracting set, we begin
with a basic property: positive invariance.
Definition 4.1. LetH ∈ H be a hybrid system. We say that a set A ⊂ I(H)
is positively invariant if χ(t) ⊂ A for all x ∈ A, χ ∈ E∞H (x), and t ≥ 0.
The following definition is a generalization of Hurley’s definition of at-
tractor for a flow on a compact manifold [Hur82] and a definition due to
Milnor in the discrete case [Mil85].
Definition 4.2. Let H be a hybrid system, and let A ⊂ I(H) be positively
invariant. A (forward) isolating neighborhood N ⊂ I(H) for A is a
neighborhood of A such that
A =
⋂
t≥0
{χ(t) | x ∈ N and χ ∈ E∞H (x)} .
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If such an N exists, we call A an attracting set.
Trapping regions are particularly well-behaved examples of isolating neigh-
borhoods (as shown below). For a continuous system, a trapping region is a
positively invariant subset of the state space whose closure flows into its inte-
rior in uniform finite time. The follow hybridization of this idea is a faithful
generalization, recovering the continuous notion if the hybrid system H has
a single continuous mode v and no resets.
Definition 4.3. A hybrid trapping region for a hybrid system H is a
topological subspace W ⊂ I(H) such that
(1) for all w ∈W , the set E∞H (w) is nonempty;
(2) W is positively invariant; and
(3) there exists a finite time T > 0 such that for each x ∈ W and
χ ∈ E∞H (x), we have χ(t) ⊂W ◦ for all t ≥ T .
Remark 4.4. To recover the notion of trapping region for the discrete
dynamical system determined by a function f on a manifold X, we can
define a hybrid system H whose graph is a path (vi)
∞
i=1 and Mvi = Ivi =
X × [i − 1, i], Fvi = X × [i − 1, i), Zei = X × {i}, and rei = f × id where
ei is the reset from vi to vi+1. The vector field on each flow set is given by
Xvi = 0× ddt . Then a trapping region W ⊂ X for the discrete system (f,X)
corresponds to a trapping region
⋃
iW × [i, i+ 1] ⊂ I(H).
Definition 4.5. Let H be a hybrid system, and let W ⊂ I(H) be a trapping
region. The trapped attracting set for W is the set A ⊂ I(H) given by
A =
⋂
t≥0
{χ(t) | x ∈W and χ ∈ E∞H (x)} .
Proposition 4.6. Let H ∈ H be a hybrid system. Let A ⊂ I(H) be the
trapped attracting set for a trapping region W ⊂ I(H). Then A is positively
invariant. In particular, A is an attracting set with isolating neighborhood
W .
Proof. Let x ∈ A and s ≥ 0. We want to show that if χx ∈ E∞(x), then
χx(s) ⊂ A.
Let u ∈ χx(s). Then for all t ≥ 0, there exist y ∈ W and χy ∈ E∞(y)
such that x ∈ χy(t). Let s0 ∈ τ(s). Then z := χy(s0) lies in W by the
positive invariance of W . Let ξ ∈ E∞τ (s0) be the unique fundamental infinite
execution of s0 in τ , and let ξ : σ → τ be a corresponding semiconjugacy.
Then χy ◦ ξ ∈ E∞H (z), and u ∈ (χy ◦ ξ)(t). Thus, u ∈ A. Therefore,
χx(s) ⊂ A. 
In both the discrete and continuous case, every compact attracting set is
actually a trapped attracting set for a trapping region [Hur82, Mil06]. As
the following example shows, this is not true for hybrid systems.
Example 4.7. Let S1 be the unit circle embedded in R2 with center at
(0, 1). Then let H ∈ HDN be the hybrid system given by
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• G = v• e→ w•
• (Mv, Xv) = (R, (x+ 1)(2− x) ddx)• Iv = [−1, 2]
• Fv = Iv \ {0}
• Ze = {0}
• Mw = Iw = Fw = S1
• Xw = −∇h where h : S1 → R is given by h(x, y) = y
• re(0) = (1, 1)
Then (−1, 1) ∪ S1 is an isolating neighborhood for the attracting set A :=
(−1, 0] ∪ S1, but there is no positively invariant isolating neighborhood for
A. In particular, there is no trapping region for A. 
The preceding example also demonstrates the necessity of the positive
invariance condition in Definition 4.2. Since χ(0) = {0, y} for each χ ∈
E∞H (0), we have
{0, y} =
⋂
t≥0
{χ(t) | x ∈ (−1, 1) and χ ∈ E∞H (x)} ,
but the set {0, y} is not positively invariant.
4.2. Templates and anchors via spans. In the continuous case, the un-
derlying data of a template-anchor pair is simply an embedding of the tem-
plate system into the anchor system. In the hybrid case, one often wants
template embeddings to map smooth systems to hybrid systems with non-
trivial discrete dynamics. This type of template-anchor relationship does
not constitute a simple hybrid semiconjugacy, but rather a hybrid semicon-
jugacy from a subdivision of the template system into the anchor system.
Here we develop the necessary machinery to allow for this flexibility in rep-
resenting hybrid templates and anchors.
4.2.1. Subdivisions. To define subdivisions of arbitrary hybrid systems, we
begin by defining subdivisions of hybrid time trajectories, which we call
“refinements.”
Definition 4.8. A refinement of a hybrid time trajectory τ is a hybrid
surjective submersion σ → τ where σ is also a hybrid time trajectory.
Example 4.9. Let χ : τ → H be any execution. Let χ∗ : τ∗ → H be the
associated fundamental execution. Then there exists a refinement p : τ → τ∗
such that χ∗ ◦ p = χ. 
The following lemma shows that refinement preserves the time t points of
a hybrid time trajectory.
Lemma 4.10. If ξ : σ → τ is a refinement, then τ(t) = ξ(t) for all t.
Proof. Since I(ξ) is surjective, it suffices to show that ξ(t) ⊂ τ(t) for all t.
Let t ≥ 0 and x ∈ σ(t). Let (vi)Ni=1 and (ei)N−1i=1 be the sequences of vertices
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and edges for the path G(σ), respectively. Let vi be the continuous mode
such that x ∈ Ivi . We proceed by induction on i.
Since I(ξ) is surjective, it must map the starting point of σ to the starting
point of τ . It follows from the continuous semiconjugacy condition that
ξ(x) ∈ τ(t) for all x ∈ Iv1 .
Now suppose that ξ(x) ∈ τ(t) if x ∈ Ivi for some i. We want to show that
the same thing holds if x ∈ Ivi+1 . If x is the left endpoint of Ivi+1 , then y :=
r−1ei (x) ∈ σ(t). By the induction hypothesis, ξ(y) ∈ τ(t). Moreover, we know
that ξ(rei) is either a reset map or an identity map for a continuous mode
of τ . Thus, ξ(x) = ξ(rei(y)) ∈ σ(t). Using the continuous semiconjugacy
condition, it follows that ξ(x) ∈ τ(t) for all x ∈ Ivi+1 . 
The next proposition, which follows directly from the definitions, justifies
the choice of the word “refinement.”
Proposition 4.11. Let τ = ((τj)
N
j=0, cτ ) be a hybrid time trajectory. There
exists a bijection between refinements σ → τ and pairs (σ, k) where σ =
((σj)
M
j=0, cσ) is a hybrid time trajectory and k : {0, 1, . . . , N} → {0, 1, . . . ,M}
is an increasing map such that
• k(0) = 0,
• k(N) = M if N <∞,
• τj = σk(j) for 0 ≤ j ≤ N , and
• cτ = cσ.
Definition 4.12. A hybrid subdivision of a hybrid system H ∈ H con-
sists of a hybrid system S ∈ H and a hybrid submersion p : S → H such that
for every hybrid execution χ : τ → H there exists a refinement ξ : σ → τ and
an execution χ˜ : σ → S such that
σ S
τ H
χ˜
ξ p
χ
is cartesian (σ is a fiber product).
Informally, a hybrid subdivision of a systemH can split a continuous mode
of H into multiple modes connected with resets to preserve the dynamics.
For example, to formalize the relationship between a periodic continuous
orbit and a hybrid periodic orbit, it is useful to model the relationship
between a periodic flow on S1 and the periodic hybrid dynamics on a broken
S1 connected by resets.
Example 4.13. Slicing a continuous dynamical system via a codimension-1
submanifold transverse to the flow gives a subdivision, assuming no funda-
mental Zeno executions appear in the subdivided system. Simply duplicate
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the boundary, and define a new reset from the copy of the boundary with
outward pointing vector to the other copy via the identity function on the
boundary. Then executions pull back with boundary points doubled—this
gives a refinement with an extra jump point at every place where the exe-
cution hits the submanifold. 
Example 4.14. For a discrete system (i.e., a hybrid system whose flow
sets are all empty), subdivision of continuous modes is even simpler. To
subdivide a mode, pick a partition {Iv,j}j of Iv and define Mv,j = Mv. The
new guards are the intersections of the guard sets in Iv with each Iv,j . The
reset maps into and out of each Iv,j are the restrictions of the corresponding
reset maps into and out of Iv.
Example 4.15. We can also sequentially subdivide reset maps. Let H be
a hybrid system with a reset map re : Ze → Iw for some edge e : v → w. Let
f : Ze → A and g : A → Iw be maps such that re = g ◦ f , where A is any
subset of a manifold M .
We define S to be the hybrid system given by replacing the edge e with two
edges v
ef−→ u and u eg−→ w where u is a new node with (Mu, Xu) = (M, 0),
Zu = Iu = A, and Fu = ∅. Then p : S → H defined by pu = g and the
identity on the other vertices is a subdivision.
Example 4.16. A subdivision of a deterministic system is not necessarily
deterministic in the sense of Definition 2.18. For example, let H be the
smooth system (R, ddt). Let S be the system given by the graph G(S) =
v• e→
w• where (Mv, Xv) = (R, ddt) = (Mw, Xw), Fv = (−∞, 0], Ze = {0}, and Fw =
[0,∞). Then the semiconjugacy p : S → H induced by the identity map on R
is a subdivision, but S is not deterministic in the sense of Definition 2.18. 
Proposition 4.17. Every refinement is a hybrid subdivision.
Proof. Let p : ρ→ η be a refinement, and let χ : τ → η be an execution. By
the proof of Proposition 3.7, we have a cartesian square
P (L) ρ
τ η
P (pi1)
P (pi2) p
χ
such that (L, pi1, pi2) forms the fiber product in H∅.
Let G(τ) be the path on the vertices (vi)
M−1
i=0 , letting ei denote the edge
from vi to vi+1. Similarly, let G(ρ) be the path (wj)
N−1
j=0 , letting fj denote
the edge from wj to wj+1. Let s ∈ I(η) be the starting point of the execution
χ. Then if (vi, wj) ∈ V (L) = V (τ)×V (η) V (ρ) ⊂ V (τ)× V (ρ), we have
• MLvi,wj = M τvi×χ,pMρwj = R,
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• ILvi,wj = Iτvi×χ,pIρwj = Iτvi ∩ (Iρwj − s), and
• FLvi,wj = F τvi×χ,pF ρwj = F τvi ∩ (F ρwj − s).
• XLvi,wj = ddt
If (ei, fj) ∈ E(L) = (E(τ)×χ,p E(ρ))unionsq (V (τ)×χ,p E(ρ))unionsq (E(τ)×χ,p V (ρ)),
then
• if (ei, fj) ∈ (E(τ)×χ,p E(ρ)), then ZLei,fj = Zei ∩ (Zfj − s)
• if (ei, fj) ∈ (V (τ)×χ,p E(ρ)), then ZLei,fj = Fei ∩ (Zfj − s)
• if (ei, fj) ∈ (E(τ)×χ,p V (ρ)), then ZLei,fj = Zei ∩ (Ffj − s)
In each case, the reset map rLei,fj : Z
L
ei,fj
→ It(ei),t(fj) is given by the inclusion
map of underlying sets. One can check that P (L) is a hybrid time trajectory,
and P (pi2) is a hybrid surjective submersion. 
The next lemma further demonstrates that the dynamics on a subdivision
are essentially the same as that of the underlying system.
Lemma 4.18. Let p : S → H be a hybrid subdivision. Then for any ex-
ecution χ : τ → H and fiber product χ˜ : σ → S of χ along p, we have
χ˜(t) = p−1(χ(t)) for every t ≥ 0.
Proof. Let x ∈ p−1(χ(t)). Then there exists u ∈ τ(t) such that x ∈
p−1(χ(u)). From the definition of subdivision, we have the following com-
mutative diagram
τ
S
H
σ
N
χ
p
vˆ
uˆ
xˆ
χ˜
ξ
where N is the representing object defined in Lemma 3.11, and v ∈ σ(t).
Thus, x ∈ χ˜(t). Hence, p−1(χ(t)) ⊂ χ˜(t).
Conversely, given x ∈ χ˜(t), there exists a v ∈ σ(t) such that x = χ(v).
Lemma 4.10 implies that y := ξ(v) lies in τ(t). Thus p(x) ∈ χ(t). Hence,
χ˜(t) ⊂ p−1(χ(t)). 
Lemma 4.19. If H is nonblocking, deterministic and p : S → H is a hybrid
subdivision and x ∈ MHv , then p−1(x) is finite and totally ordered by a
sequence of resets. In particular, each y ∈ p−1(x) (except possibly the last
one) is contained in a guard set in S.
Proof. Since H is nonblocking and deterministic, there is exactly one fun-
damental execution χx ∈ E∞H (x), which pulls back to an execution χ˜x ∈ E∞S .
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Now if y ∈ p−1(x), we can use the representing object N from Lemma 3.11
and the universality of the fiber product to get the diagram
σ S
τ H
N
yˆ
0ˆ
zˆ
χ˜x
ξ p
χx
where ξ is a refinement. Since ξ−1(0) = σ(0) and x ∈ χx(0), we see that
p−1(x) consists of repeated resets at time 0, and has an order induced by σ.
Since H is nonblocking, χtx exists for all t ≥ 0, and so there must only be
finitely many 0 points. 
Theorem 4.20. If p : S → H is a hybrid subdivision with S,H ∈ HDN ,
then
(i) p : G(S)→ G(H) is a graph epimorphism;
(ii) I(p) is surjective;
(iii) pv : I
S
v → IHp(v) is an injective local diffeomorphism.
Proof. Statements (i) and (ii) follow from the fact that the definition of
subdivision guarantees the existence of an execution χ˜x of S pulling back
χx ∈ E∞H (x), for every x ∈ I(H). More precisely, given x ∈ IHv , we have
that x ∈ (p ◦ χ˜x)(0), and so necessarily x ∈ im(I(p)) and hence v ∈ im(p).
To see that p is surjective on edges, let e ∈ E(H) and x ∈ ZHe ⊂ IHv . Then
x ∈ im(I(p)) as above. Because S,H are deterministic and pu(FSu ) ⊂ FHu
for all u ∈ V (S), there must be some e˜ ∈ E(S) with x ∈ ps(e˜)(ZSe˜ ). But
ps(e˜)(Z
S
e˜ ) ⊂ ZHp(e˜) and so p(e˜) = e.
For (iii), suppose that pv is not injective for some v ∈ V (S). Then there
exist y1 6= y2 ∈ p−1v (x) ⊂ p−1(x)∩ ISv . Let z be the initial point of χx. Then
(z, y1) and (z, y2) are nonequal initial points of χ˜x, a contradiction. Since
pv is a submersion, it is also open and hence a local diffeomorphism. 
Lemma 4.21. If p1 : S → H and p2 : H → K are hybrid subdivisions, then
p2 ◦ p1 is a hybrid subdivision.
Proof. The hybrid surjective submersion condition is clear. The subdivision
condition follows from the fact that the vertical composition of cartesian
squares is cartesian. 
4.2.2. Template-anchor pairs. We are now able to define our notion of tem-
plates and anchors consistent with the ideas described in [FK99] and suitable
for the hybrid setting.
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Definition 4.22. A template-anchor pair is a span T
p←− S i−→ A such
that
(i) p is a hybrid subdivision;
(ii) i is a hybrid embedding;
(iii) i(S) is an attracting set in A.
As an illustration of our template-anchor framework, the following exam-
ple demonstrates how to anchor a template limit cycle in a vertical hopper
control system, translating the work of [DK15] into our categorical language.
We use the ubiquitous spring-loaded inverted pendulum (SLIP) to model an
abstract leg. Despite its simplicity, the SLIP model has been instrumental in
analyzing limbed locomotion in animals [HFKG06], as well as in synthesizing
control laws for robotic legs [Rai86].
Example 4.23 (Vertical hopper [DK15]). The aim of this example is to
demonstrate how to anchor a template limit cycle in a periodic vertical hop-
per control policy. In our mathematical parlance, this amounts to construct-
ing a template-anchor pair (S1, Y ) ← S → Hhop, for some period-defining
template vector field Y and anchoring control hybrid system Hhop. We begin
by defining Hhop (Figure 3a).
The graph G(Hhop) has a single continuous mode v corresponding to
stance and a single reset e corresponding to the integration of the ballistic
trajectory between takeoff and landing. To describe the stance dynamics,
we start with a driven, damped harmonic oscillator:
δ¨ + 2ωβδ˙ + δ = λ,
where δ is the spring deflection, β the damping coefficient, ω the natural
frequency, and λ the driving force. Setting x1 := δ and x2 := δ˙/ω, we define
the ambient manifold to be Mv := R2 \ {0} and the stance active set to be
Iv := {x1 ≤ 0} ⊂ R2 \ {0}
Under this change of variables, the differential equation above gives the
vector field
(4.1) Xv :=
(
x˙1
x˙2
)
=
(
ωx2
λ/ω − ωx1 − 2βωx2
)
For ease of exposition, we use a slight simplification of the control policy
in [DK15]:
λ :=
ktx2
‖x‖ ,
where kt is a constant that can be tuned to maintain a given jump height.
The guard set is Ze := {(x1, x2) ∈Mv | x1 = 0 and x2 ≥ 0}. The reset map
re is given by (0, x2) 7→ (0,−x2), that is, the flight phase simply reverses the
velocity. The flow set is Fv := Iv \ Ze.
By analyzing the Poincare´ map associated to the guard set Ze, one can
show that that Hhop contains a unique attracting limit cycle [DK15]. How-
ever, we will prove the same result using a more elementary comparison of
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(a) The continuous mode of Hhop
with its guard Zv in orange and its at-
tracting limit cycle g(S) in blue. The
reset map reflects any point in the
guard through the origin.
(b) The continuous system L with its
attracting limit cycle f(S1) in blue
(c) The two modes of K with the suggestive change of coordinates x 7→ −x
for the mode on the right. Guards are in orange and the attracting limit
cycle e(C) in blue. The resets map a point in a guard to the point with
the same coordinates in the other mode.
Figure 3. Comparing Hhop, K, and L
Hhop to a smooth system on the punctured plane (for which it is easy to
prove the existence of a limit cycle), and as a by-product explicitly define a
template-anchor pair for the S1-limit cycle inside of Hhop.
As an intermediate step between Hhop and this continuous system, we
first construct the following “double cover” hybrid system K (Figure 3c).
We define the graph
G(K) := v1 • • v2,
which is a double cover of G(Hhop). Each continuous mode of K is defined
to be identical to the continuous mode of Hhop. The resets of K are also
identical to the reset of H except each maps from Zvi → Iv1−i instead of
Zv → Iv. We define s : K → H to be the two-fold covering semiconjugacy.
We can now define L to be the smooth system (R2\{0}, X) where the vec-
tor field X is defined by the same formula as Equation (4.1) (see Figure 3b).
Intuitively, L corresponds to gluing K together along its reset maps. More
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formally, since
(4.2) x˙|x=(−x1,−x2) =
(
−ωx2, ωx1 −
(
kt
‖x‖ − 2βω
)
x2
)T
= −x˙|x=(x1,x2),
the map p : K → L defined by pv1(x1, x2) = (x1, x2) and pv2(x1, x2) =
−(x1, x2) is a subdivision (an instance of Example 4.13).
Since L is a classical dynamical system, it is much easier to explicitly
prove the existence of a limit cycle. Indeed, as in the proof of Proposition 1
of [DK15], for each x ∈ R2 \ {0} we have
x · x˙ = x22
(
kt
ω‖x‖ − 2βω
)
,
which is zero when ‖x‖ = kt
2βω2
. In addition, x · x˙ ≥ 0 if ‖x‖ < kt
2βω2
, and
x · x˙ ≤ 0 if ‖x‖ > kt
2βω2
. Since ddt‖x‖2 = 2(x · x˙), it follows from LaSalle’s
theorem [LaS68, LaS68] that the set ‖x‖ = kt
2βω2
forms an attracting set in
L.
We define f : S1 → R2 \ {0} to be the embedding corresponding to this
attracting limit-cycle, namely f(x) := kt
2βω2
x. Then f defines an semicon-
jugacy (S1, f∗X) → L, where f∗X is the pullback vector field, which is
well-defined since f(S1) is invariant in L.
To anchor an S1-template in Hhop, we need to construct a subdivision
cutting the circle wherever the corresponding Hhop-limit cycle hits a reset.
First we will do this for K, then translate the results to H. To do this cutting
of the circle, we define C to be the hybrid system with graph G(C) = G(K)
where ICv1 = {(x1, x2) ∈ S1 | x1 ≤ 0} and ICv2 = {(x1, x2) ∈ S1 | x1 ≥ 0}. Let
XCvi be the restriction of f
∗X to ICvi for i = 1, 2. We define the guard sets
Z12 ⊂ ICv1 and Z21 ⊂ ICv2 by Z12 = {(0, 1)} and Z21 = {(0,−1)}. The reset
maps are identity inclusions. Let q : C → (S1, f∗X) be the subdivision given
by identifying points connected by reset maps, and let e : C → K be the
embedding given by the identity map on graphs and evi(x1, x2) = (x1, x2)
for i = 1, 2. Then we have the following commuting square:
(S1, f∗X)
K
L
C
f
pq
e
The upper-left-hand corner of the above square defines a template-anchor
pair S1 q←− C e−→ K. To construct a corresponding span for Hhop, we will use
the fact that K is a double cover of Hhop. Since one period of the limit cycle
in K corresponds to two periods of the limit cycle in Hhop, the template
vector field and its subdivision for K must be modified to work for Hhop.
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First we note that just as K is a double cover of Hhop, there exists a hybrid
system S such that C is a double cover of S. More precisely, we define
G(S) := G(Hhop), the continuous mode of S to be the same as the mode v1
of C with the same guard, and the reset by x 7→ −x. By Equation (4.2),
there exists a two-fold covering semiconjugacy t : C → S given by tv1(x) = x
and tv2(x) = −x. Moreover, since s◦e is constant on the fibers of t (both on
the graph level and on the data associated to graph elements), there exists
an embedding g : S → Hhop such that the following square commutes:
S
K
Hhop
C
g
st
e
Since g(S) = s(e(C)) and e(C) is an attracting set in K, it follows from the
definition of s that g(S) is also an attracting set in Hhop.
Lastly, Equation (4.2) implies that the vector field associated to the con-
tinuous mode of S can be smoothly spliced across its reset map. More
precisely, there exists a subdivision pS : S → (S1, 2∗f∗(X)), where 2∗ de-
notes the pushforward by the map 2: S1 → S1 given by θ 7→ 2θ, which is
well-defined by Equation (4.2). Thus the span
(S1, 2∗f∗X)
pS←− S g−→ Hhop
defines a template-anchor pair. 
4.3. Hierarchical composition of template-anchor pairs. We define
the hierarchical composition of template-anchor pairs by taking fiber prod-
ucts of subdivisions. The following series of propositions demonstrate the
compatibility of fiber products with hybrid submersions and isolating neigh-
borhoods. This section concludes with Theorem 4.27, which shows that this
notion of hierarchical composition is weakly associative.
Proposition 4.24. Given a hybrid embedding i : K2 ↪→ H and a hybrid
submersion p : K1  H with resulting fiber product
K1
K2
H,
K1 ×p,i K2
p
ii˜
p˜
the morphism p˜ is a hybrid submersion, and i˜ is a hybrid embedding. More-
over, if p is a surjective submersion or subdivision, then so is p˜.
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Proof. Since the fiber product constructions for graphs used in Proposi-
tion 3.7 is fundamentally a pair of set-theoretic fiber products, the graph
morphisms associated with p˜ and i˜ are necessarily epic and monic, respec-
tively. Similarly, for each v = (v1, v2) ∈ V (K1 ×p,f K2) and x ∈ IK1×p,iK2v
we get the commutative diagram of linear maps
Ti˜(x)I
K1
v1
Tp˜(x)I
K2
v2
Tpv1 ◦˜iv(x)I
H
p(v1)=f(v2)
Tjv(x)I
K1×K2
v=(v1,v2)
TxI
K1×p,iK2
v=(v1,v2)
Tpv1
Tiv2
Tjv
T i˜v
T p˜v
Tpi2
Tpi1
which shows that T i˜v and T p˜v are respectively injective and surjective linear
maps using the usual argument for fiber products of linear maps.
Moreover, if p is a surjective submersion, then this same argument applied
to the appropriate fiber product shows that p˜ is a surjective submersion.
For a subdivision, the additional property follows using the definition of
subdvisions and then the pasting law for fiber products in the following
diagram:
σ K1
K2 H
K1 ×H K2
τ
i
p˜
i˜ ◦ χ
ξ p
χ
since both the right and outside squares are fiber products. 
Lemma 4.25. Let K1,K2, H ∈ H be hybrid systems. Suppose we have a
hybrid embedding i : K2 ↪→ H and a hybrid subdivision p : K1  H with
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resulting fiber product
K1
K2
H.
K1 ×H K2
p
ii˜
p˜
If i(K2) ⊂ I(H) is an attracting set with isolating neighborhood W ⊂ I(H),
then i˜(K1 ×H K2) ⊂ I(K1) is an attracting set with isolating neighborhood
W˜ := p−1(W ) ⊂ I(K1). Moreover, if W is a trapping region, then so is W˜ .
Proof. To see that W˜ is an isolating neighborhood for i˜(K1×HK2), we need
to check that
i˜(K1 ×H K2) =
⋂
t>0
{
χ(t) | x ∈ W˜ and χ ∈ E∞K1(x)
}
.
Suppose that y ∈ I(K1 ×H K2). Since i(p˜(y)) ∈ i(K2), for every t > 0
there exists an x ∈ W and χ ∈ E∞H (x) such that i(p˜(y)) ∈ χ(t). By the
commutativity of the fiber product square, we have p(˜i(y)) = χ(t). Let χ˜
be the fiber product of χ along p as in Definition 4.12. By Lemma 4.10, we
have p−1(χ(t)) ∈ χ˜(t). Thus, i˜(y) ∈ χ˜(t). Since χ˜ ∈ E∞K1(p−1(x)), we have
i˜(y) ∈ ⋂t>0 {χ(t) | x ∈ W˜ and χ ∈ E∞K1(x)} .
Conversely, suppose that y ∈ ⋂t>0 {χ(t) | x ∈ W˜ and χ ∈ E∞K1(x)} . We
note that z ∈ χ(t) for some x ∈ W˜ , χ ∈ E∞K1(x), and t > 0 implies that
p(z) ∈ (p ◦ χ)∗(t) and (p ◦ χ)∗ ∈ E∞H (p(x)). Thus,
p(y) ∈
⋂
t>0
{χ(t) | x ∈W and χ ∈ E∞H (x)} .
Since W is an isolating neighborhood for i(K2), it follows that p(y) ∈ i(K2).
Let x ∈ I(K2) be the unique point such that i(x) = p(y). Then because
I(K1×HK2) = I(K1)×I(H)I(K2) in Set, we get an element z ∈ I(K1×HK2)
such that i˜(z) = y and p˜(z) = x. Thus, y ∈ i˜(K1 ×H K2).
Now suppose that W is a trapping region. To see that W˜ is also a trapping
region, we need to check the three conditions of Definition 4.3.
Condition (1) follows from the fact that a refinement of an infinite hybrid
time trajectory is still infinite.
For condition (2), let x ∈ W˜ and χ ∈ E∞K1(x). Suppose there exists a
t ≥ 0 such that y ∈ χ(t) \ W . Then p˜(y) 6∈ p˜(W˜ ) = W , where the last
equality follows from the fact that I(p) is surjective. Thus (p˜ ◦ χ)∗(t) 6⊂W ,
a contradiction.
For condition (3), let T > 0 be the lower bound for the trapping region W .
We claim that T works for W˜ as well. Suppose not. Then there exists t > T
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and y ∈ χ(t) \ W˜ ◦. Thus there exists an open set U ⊂ W such that y 6∈ U ,
hence p(y) 6∈ p˜(U) ⊂ W . The submersion condition for p implies that I(p˜)
is an open map, hence p˜(U) is open, so p˜(y) 6∈W ◦. Since p˜(y) ∈ (p˜ ◦ χ)∗(t),
this is a contradiction. 
Lemma 4.26. Let A
i
↪→ B j↪→ C be hybrid embeddings. Suppose that i(A)
is an attracting set in B, and j(B) is an attracting set in C. Then (j ◦ i)(A)
is an isolated invariant set in C.
Proof. Let WA ⊂ B be an isolating neighborhood for A in B, and let WB ⊂
C be an isolating neighborhood for B in C. Since i is an embedding, it
induces a homeomorphism between A and i(A). In particular, there exists
an open set U ⊂ I(B) such that U ∩A = W ◦A. Then U ∩WB is an isolating
neighborhood for A in C. 
Theorem 4.27. Template-anchor pairs are weakly associatively composable.
Proof. Using Proposition 4.24, we can (weakly, since fiber products are only
unique up to isomorphism) associatively compose two compatible template
anchor pairs T1
p1←− S1 i1−→ A1 and A1 p2←− S2 i2−→ A2 to get a span T1 p←− S i−→
A2 as in this diagram:
T1
S1
A1
S2
A2
S = S1 ×i1,p2 S2
p1
i1 p2
i2
p˜2 i˜1
p = p1 ◦ p˜2 i = i2 ◦ i˜1
It remains to show that T1
p←− S i−→ A2 is a template-anchor pair. By Propo-
sition 4.24 and Lemma 4.21, the semiconjugacy p is a hybrid subdivision.
Since the composition of hybrid embeddings is a hybrid embedding, the
semiconjugacy i is a hybrid embedding.
Let U ⊂ I(A2) be a hybrid trapping region with trapped attracting set
S2. Since S1 is attracting in A1, Lemma 4.25 implies that S is an attracting
set in S2. It follows from Lemma 4.26 that S is an attracting set in A2. 
5. Sequential composition
The aim of this section is to define sequential composition of a well-
behaved class of “directed” hybrid systems. The key condition in the defini-
tion of a directed system below is the (ε, T )-chain condition, which, roughly
speaking, says that every generalized trajectory of a directed system ends
up in its final subsystem. The corresponding measure-theoretic condition is
that almost all points flow into the final subsystem. Alternatively, there is
a topological notion of directed system: an open, dense set flows into the
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final system. However, as Example 5.5 demonstrates, neither the measure-
theoretic nor the topological condition behaves well with respect to sequen-
tial composition, whereas (ε, T )-chains do.
5.1. (ε, T )-chains. We now define hybrid (ε, T )-chains, a notion of gener-
alized execution adapted from [Con78]. To define such chains for ε > 0, we
need the additional data of an extended metric.
Definition 5.1. A metric hybrid system is a pair (H, d) consisting of a
hybrid system H and an extended metric d on I(H) compatible with the
topology.
As motivation for the following definition, we point out its similarity to
our notion of an H-execution (Definition 2.16) once the data of the defining
semiconjugacy τ → H is completely spelled out.
Definition 5.2. Let (H, d) be a metric hybrid system, and ε, T ∈ [0,∞].
An (ε, T )-chain in H is a triple χ = (τ, ν, ϕ) where
• τ = ((τj)Nj=0, cτ ) is a hybrid time trajectory;
• ν = (νj)N−1j=0 ⊂ V (H) is a sequence of vertices;
• ϕ = (ϕj)N−1j=0 is a sequence of smooth maps ϕj : Iτvj → IHνj
such that
(i) for each 0 ≤ j < N ,
• ϕj([τj , τj+1)) ⊂ Fνj ; and
• the restriction ϕj |[τj ,τj+1) : [τj , τj+1)→ Fνj is an integral curve for
the vector field XHνj ;
(ii) for each 1 ≤ j < N − 1, there is an element uj ∈ E(H) unionsq V (H) with
s(uj) = νj and t(uj) = νj+1 such that
• if uj ∈ E(H), then ϕj−1(τj) ∈ Zuj
• if uj ∈ V (H), then ϕj−1(τj) ∈ Fuj
• letting ruj : Fuj → Iuj be the inclusion if uj ∈ V (H),
d(ϕj+1(τj+1), ruj (ϕj(τj+1))) ≤ ε,
(iii) if τ ′k is the subsequence of τj for which j = 0 or uj ∈ V (H), then
τ ′k − τ ′k−1 ≥ T
for all k ≥ 1.
We say that ϕ0(0) is the starting point of χ. We denote the set of (ε, T )-
chains in H (with starting point x) by Chε,TH and Chε,TH (x), respectively. If
τ has an endpoint, we say that χ is a chain from ϕ0(0) to ϕN−1(τ). We
denote the set of (ε, T )-chains from x to y by Chε,TH (x, y).
For χx = (τ, ν, ϕ) ∈ Chε,TH (x) and t > 0, we write
χx(t) = {ϕj(t) | 0 ≤ j < N and τj ≤ t ≤ τj+1}.
We will sometimes write χtx for χx(t) to avoid a proliferation of parentheses.
We emphasize that χ
τj
x is possibly sequence-valued (i.e., a totally ordered
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countable set of cardinality greater than one) if τj is a jump time, but that
if t 6= τj for any j, then χtx is a single point in I(H).
A basic property of (ε, T )-chains is their compatibility with semiconju-
gacy. More precisely, every hybrid semiconjugacy α : H → K between metric
hybrid systems induces a set-map αˆ : Chε,TH → Chω(ε),TK , where ω : [0,∞] →
[0,∞] is the modulus of continuity of I(α), given by
αˆ(τ, ν, φ) = (τ, (α(νj))j , (ανj ◦ ϕj)j).
Specializing to ε = 0, Definition 5.2 becomes independent of the extended
metric d. One expects executions to correspond to (0, 0)-chains, and fun-
damental executions to correspond to (0,∞)-chains (which correspond to
executions in the sense of [LJSE99]). Modulo technical details due to the
formulation using smooth sets, this is the case. Indeed, by comparing Defi-
nitions 2.14 and 5.2, we get a version of the main theorem of [Ler16]:
Theorem 5.3. For any metric hybrid system H, there exists a surjection
eH :
⋃
τ
HomH(τ,H)→ Ch0,0H
given by (χ : τ → H) 7→ (τ, (χ(vj))j , (χvj )j). Moreover, the following hold:
• αˆ ◦ eH = eK ◦α for any semiconjugacy α : H → K, where α acts on⋃
τ HomH(τ,H) by postcomposition
• for any executions χ, χ′ ∈ EH , we have eH(χ) = eH(χ′) if and only
if I(χ) = I(χ′)
• an execution χ ∈ EH is fundamental if and only if eH(χ) ∈ Ch0,∞H
The map eH will typically fail to be injective. For example, consider the
hybrid time trajectory τ = ((0, 0, 0), closed), i.e. a single one-point guard set
followed by a one-point flow set. Let z denote the unique point in Zτe0 = I
τ
v0 .
A hybrid semiconjugacy χ : τ → H depends on a choice of germ-equivalence
class of smooth extensions χ˜v0 of a map z 7→ χv0(z) to neighborhoods of
z in M τv0 := R. If χv0(z) is in a guard set, there are no other constraints
on this choice of extension, so there will generally be many such germ-
equivalence classes, each defining a different semiconjugacy τ → H with the
same corresponding (0,∞)-chain.
5.2. Directed systems. With our notion of generalized trajectory in hand,
we can now define the building blocks for sequential composition.
Definition 5.4. Let Hi, Hf be metric hybrid systems. A directed hybrid
system H : Hi ; Hf is a tuple (H, ηi, ηf ) consisting of
(1) a metric hybrid system H
(2) a hybrid embedding ηi : Hi → H
(3) a hybrid embedding ηf : Hf → H such that each component (ηf )v is
a diffeomorphism, and G(Hf ) is a sink in G(H)
such that for all ε, T > 0 and x ∈ I(H), there exists an (ε, T )-chain from x
to some y ∈ I(Hf ).
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We note that if I(H) is compact, then Definition 5.4 is independent of
the choice of extended metric on I(H).
As described above, the idea behind a directed system is that trajectories
from the domain flow (in a hybrid sense) to the codomain. At first glance,
it would seem that we could use executions for this purpose. The following
example demonstrates that using executions creates a problem for sequential
composition that is resolved by using the more general notion of (, T )-chains
in place of executions.
Example 5.5. Let H be the hybrid system given by G(H) =
v• e−→ w• where
• Mv = R = Iv;
• (Mw, Xw) = (∗, 0) and Fv = ∗;
• Ze = R.
Let K be the hybrid system given by G(K) =
y• f−→ z• with
• (My, Xy) = (R, x ddx), Iy = [0, 1], and Fy = [0, 1);• (Mz, Xz) = (∗, 0) and Fy = ∗;
• Zf = {1}.
Then H defines a directed system H : H|v ; (∗, 0), and K defines a directed
system K : (∗, 0) ; K|z where the embedding ηKi : (∗, 0) → K maps to the
equilibrium point 0 ∈ Iy. Moreover, every infinite execution in H ends up
in its final subsystem, and every infinite execution in K with starting point
different from 0 ends up in its final subsystem. The sequential composition
H followed by K (as defined in Theorem 5.9) has the graph
v• e−→ y• f−→ z• with
the same data as above except the image of re becomes the equilibrium point
0 ∈ Iy. Thus, there is no execution from Iv to Iz, but there are (, T )-chains
from every point of Iv that end in Iz.
The following proposition and corollary show that the (ε, T )-chain condi-
tion of Definition 5.4 is strictly weaker than the analogous topological and
measure-theoretic conditions.
Proposition 5.6. Suppose the triple (H, ηi, ηf ) satisfies all conditions of
Definition 5.4 except for the (ε, T )-chain condition. Further suppose H is
nonblocking and that a dense subset of I(D) flows into ηf (Hf ). Then H is
a directed system.
Proof. Suppose H is not a directed system. Then there exist ε, T > 0 and
a point x ∈ I(H) such that there exists no (ε, T )-chain from x into ηf (Hf ).
Let χ ∈ E∞H (x). Let y ∈ I(H) be defined via one of the following two
cases. If χ has no jumps, then let y = χ(T ). If χ has a jump at some
time t, let y ∈ I(H) be any element of χ(t) other than the first. Then in
either case there is no execution from z into ηf (Hf ) for each z ∈ Bε(y), a
contradiction. 
Recall that for any manifold M , we say that a subset B ⊂M has measure
zero if its intersection with any smooth chart has measure zero [Lee03]. We
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use the phrase “almost all” in the usual sense to refer to conditions that
hold except on a set of measure zero. Since a set of measure zero cannot
contain an open ball, we have the following corollary to Proposition 5.6.
Corollary 5.7. Suppose the triple (H, ηi, ηf ) satisfies all conditions of Def-
inition 5.4 except for the (ε, T )-chain condition. Further suppose H is non-
blocking and that almost all points of I(H) flow into ηf (Hf ). Then H is a
directed system.
5.3. A navigation example. To give an example of a directed system, we
recall the following definitions from [AK18]. LetW ⊂ R2 be a closed convex
set. Let O = {O1, . . . , Om} be a finite set of nonmoving obstacles Oi, where
each Oi ⊂ W is a convex set with twice differentiable boundary.
We assume a disk-shaped robot of radius r operating in this environment.
The free space for the robot is the set
F =W \
⋃
i
Br(Oi),
where Br(Oi) denotes the union of the open balls of radius r around each
point of Oi. We further assume the robot has complete knowledge of the
environment within the open ball of radius R of its center. If an obstacle
intersects this perceptual disk, we say that it is visible (to the robot).
Given a global goal location x∗ ∈ W and a set A ⊂ W , the projection of
the goal onto A is
ΠA(x
∗) := arg min
a∈A
d(a, x∗).
If the robot’s center lies at x ∈ W, we define Vx ⊂W to be the Voronoi cell
containing x given by the maximum margin separating hyperplanes between
the robot and all visible obstacles.
In [AK18], it was shown that the “move-to-projected-goal law”
u(x) = x−ΠVx∩F (x∗),
leaves the free space F positively invariant. Moreover, under a natural well-
separated condition and a curvature condition on obstacle boundaries, the
goal point x∗ is an asymptotically stable equilibrium whose basin includes
almost all points of F .
More formally, let H ∈ H∅ be the following hybrid system. The vertices
in V (H) are subsets S ⊂ {1, . . . ,m}. Given vertices S 6= T , we define a
reset eST ∈ E(H) from S to T if either S ( T and |S| = |T | − 1 or vice
versa.
To any continuous mode S, we associate the manifold MS := R2 and the
active set IS to be the closure of the convex, open set PS :=
⋂
s∈S BR(Os)∩F .
We define the vector field XS to be the gradient of u. To associate resets and
guards to a reset eST , there are two cases: S ⊂ T or T ⊂ S. If S ⊂ T (so
IT ⊂ IS), then we let ZST be the set of points x ∈ ∂IT such that for every
ε > 0 there exists 0 < t < ε such that γx(t) ∈ PT , where γx is an integral
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curve starting at x. If T ⊂ S, then we define ZST := (∂IS ∩ IT ) \ ZTS . In
either case, we define the reset map rST : ZST → IT to be the identity map.
The resulting hybrid systemH is nonblocking and deterministic, assuming
it has no fundamental Zeno executions. Since the basin of x∗ contains almost
all points of F , it follows from Corollary 5.7 that H defines a directed
hybrid system from H ; H|S∗ , where S∗ ⊂ V (H) is the perceptual region
containing the goal location x∗.
5.4. A double category of directed systems. To provide a framework
for simultaneous reasoning about sequential composition and hybrid semi-
conjugacy, we construct a double category of directed hybrid systems, a
subclass of hybrid systems amenable to sequential composition. An idea
first introduced by Ehresmann [Ehr63], a double category C is a category
internal to Cat, the category of (small) categories. More concretely, this
means that C is given by collections of objects, vertical morphisms, hori-
zontal morphisms and 2-cells that fit into squares
X Y
Z W
α
f g
β
ϕ
which can be associatively composed both vertically and horizontally, along
with vertical identities and horizontal units all satisfying standard coherence
axioms (see [GP99, Shu10] for more details). As in [Shu10], we are primarily
interested in what are sometimes called pseudo-double categories, where the
vertical composition gives a strict category, but horizontally is only weakly
associative and unital. We will drop the “pseudo” prefix and refer to these as
simply double categories. Axiomatically, a straightforward way to describe
the data for a double category is as follows.
Definition 5.8. A double category C is given by a pair of categories C0,C1
together with unit and source/target functors
U : C0 → C1
S, T : C1 → C0
and a horizontal composition functor
 : C1 ×C0 C1 → C1
(where the fiber product is over C1
T→ C0 S← C1) satisfying
S(UA) = A
T (UA) = A
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for any object A ∈ C0 (where UA denotes U(A)) and
S(M N) = SN
T (M N) = TM
for any objects M,N ∈ C1, and equipped with natural isomorphisms
a : (M N) P →M  (N  P )
l : UB M →M
r : M  UA →M
for objects M,N,P ∈ C1. Furthermore, S(a), T (a), S(l), T (l), S(r), T (r)
must be identities, and triangle and pentagon coherence axioms (analogous
to the axioms for monoidal categories) must hold for the horizontal compo-
sition operator  [GP99, Sec. 7.1].
We call the objects of C0 the objects of the double category, the mor-
phisms of C0 the vertical morphisms, the objects of C1 the horizontal
morphisms, and the morphisms of C1 the squares. As in the diagram
above, we will use “→” for vertical morphisms, “;” for horizontal mor-
phisms, and “ =⇒ ” for the squares.
Theorem 5.9. Metric hybrid systems (objects); hybrid semiconjugacies (ver-
tical morphisms); and directed hybrid systems (horizontal morphisms) fit
into squares
Hi Hf
Ki Kf ,
H
αi αf
K
α
where α : H → K is a semiconjugacy restricting to αi and αf on Hi and Hf
respectively, to form a double category DH of directed hybrid systems.
Proof. We define the vertical category DH0 to be the category of metric
hybrid systems with semiconjugacies, where we include empty modes and
resets as in the definition of H∅ (Definition 2.8).3 We define the objects
of the category DH1 to be directed systems H : Hi ; Hf and the mor-
phisms to be semiconjugacies α : H → K which restrict to semiconjuga-
cies αi : Hi → Ki and αf : Hf → Kf . The unit functor U : DH0 → DH1
is defined on objects to be the directed system U(H) : H ; H given by
U(H) = (H, idH , idH), and on morphisms by the identity. The source and
target functors S, T : DH1 → DH0 are defined on an object H : Hi ; Hf by
3We note that DH0 is in fact equivalent to H∅ since every smooth manifold admits a
Riemannian metric (by locally pulling back the Euclidean metric and using the standard
partition of unity argument), and hybrid semiconjugacy ignores the metric structure.
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S(H) = Hi and T (H) = Hf and on morphisms by the restrictions S(α) = αi
and T (α) = αf .
Next we define the horizontal composition functor  : DH1×DH0 DH1 →
DH1. Given directed hybrid systems H : Hi ; K and H
′ : K ; H ′f , let
H ′H ∈ DH1 be the following hybrid system, which intuitively corresponds
to prioritizing H ′ on the overlapping system K.
The graph G(H ′ H) is given by the pushout square
G(K) G(H ′)
G(H) G(H ′ H)
ηH
′
i
ηHf g
f
which exists because of Lemma 3.1.
For the continuous modes, we define for each v ∈ V (H ′ H)
IH
′H
v =
{
IH
′
g−1(v) v ∈ g(V (H ′))
IHf−1(v) otherwise
and
FH
′H
v =
{
FH
′
g−1(v) v ∈ g(V (H ′))
FHf−1(v) otherwise .
Now in order to define the guard sets, we construct for each w ∈ V (K)
the composition βw = (ηi)w ◦ (ηf )−1w . Then for e ∈ E(H ′ H), we define
ZH
′H
e =

ZH
′
g−1(e) e ∈ g(E(H ′))
βs(u)
(
ZHf−1(e)
)
\ ZH′ηi(s(u)) e = f(ηHf (u)) for u ∈ E(K) \ η
−1
i (E(H
′))
ZHf−1(e) otherwise
,
and
rHe :=

rg(e) e ∈ g(E(H ′))
βt(u) ◦ rf(e) ◦ β−1s(u) e = f(ηHf (u)) for u ∈ E(K) \ η−1i (E(H ′))
rf(e) otherwise
Lastly, we define the initial and final maps by
(ηH
′H
i )v :=
{
βw ◦ (ηH1i )v v = f(ηf (w))for some w ∈ V (K)
(ηH1i )v otherwise
and ηH
′H
f := η
H′
f .
We call H ′  H := (H ′  H, ηHi , ηHf ) the sequential composition of
H ′ with H. To check the (ε, T )-chain condition, let ε, T > 0, and x ∈
I(H ′) I(H). Then either x lies in either I(H ′) or I(H). If x ∈ I(H ′), then
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there exists an (ε, T )-chain from x to some y ∈ I(Z) since H ′ is directed.
If x ∈ I(H), then there exists and (ε, T )-chain from x to some y ∈ I(K)
since H is directed. Since H ′ is directed, there exists an (ε, T )-chain from y
to some z ∈ I(H ′f ). Because (ε, T )-chains compose, this implies that there
exists an (ε, T )-chain from x to z.
On 2-cells, the functor  is defined by prioritizing its first argument in
an analogous way to its definition on objects. The weak associativity of 
follows from the facts that (i) constructing pushouts of the underlying graphs
is weakly associative and (ii) the data assigned to vertices and edges of a
sequential composition H ′ H is defined by prioritizing H ′ over H, hence
the corresponding data of a string of sequential compositions is completely
determined by order (prioritizing left over right). The left and right unitors
are the isomorphisms induced by the isomorphisms of the underlying sets.

This notion of sequential composition is clearly compatible with our de-
terminism and nonblocking conditions:
Proposition 5.10. If H : X ; Y and H ′ : Y ; Z are deterministic (non-
blocking) directed systems, then H ′ H is deterministic (nonblocking).
We also have the following adaptation of Proposition 3.8 to the directed
system setting.
Proposition 5.11. The vertical category DH1 is cartesian and cocartesian.
That is, if Hi : (Hi)i ; (Hi)f for i = 1, 2 are directed systems, then H1 ×
H2 and H1 unionsqH2 are also directed systems. Moreover, these systems define
horizontal morphisms
H1 ×H2 : (H1)i × (H1)i ; (H1)f × (H1)f
and
H1 unionsqH2 : (H1)i unionsq (H1)i ; (H1)f unionsq (H1)f .
Proof. Let Hi : (Hi)i ; (Hi)f for i = 1, 2 be directed systems. Let H1 ×
H2 := (H1 ×H2, ηH1i × ηH2i , ηH1f × ηH2f ).
To verify the (ε, T )-chain condition of Definition 5.4 for H1 × H2, let
x = (x1, x2) ∈ I(H1 × H2), and ε, T > 0. Let χ1 ∈ Chε,TH1 (x1, y1) for some
y1 ∈ (H1)f . Let χ2 ∈ Ch0,∞H2 (x2, y2) be a chain with the same total time
length as χ1 . Then we have χ := χ1 × χ2 ∈ Chε,T (x, y) where y = (y1, y2).
Similarly, there exists a chain ψ2 ∈ Chε,TH2 (y2, z2) for some z2 ∈ I((H2)f ), and
a chain ψ1 ∈ Ch0,∞(y1, z1) of same total time length as χ1. Then we have
ψ := ψ1 × ψ2 ∈ Chε,TH1×H2(y, z) where z = (z1, z2). Since the graph G((H1)f
is a sink in G(H1), we have z ∈ (H1 ×H2)f . The concatenation of χ with ψ
defines an (ε, T )-chain from x to z.
We can then define the 2-cell projections proji : H1×H2 → Hi by setting
proji(v1, v2) = vi for all (v1, v2) ∈ V (G(H1 × H2)) and proji(p1, p2) = pi
for all (p1, p2) ∈ E(G(H1 × H2)). Additionally, for each v = (v1, v2) ∈
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V (G(H1 ×H2), we can assign the projection pii : Iv1 × Iv2 → Ivi which is a
semiconjugacy.
Now suppose that K is another system with 2-cells
Ki Kf
(H1)i (H1)f
K
s1α t
1
α
H1
α1
and
Ki Kf
(H2)i (H2)f
K
s2α t
2
α
H2
α2
Then we can define a 2-cell
Ki Kf
(H1)i × (H2)i (H1)f × (H2)f
K
sβ tβ
H1 ×H2
β
by setting β(v) = (α1(v), α2(v)) for each v ∈ V (G(K)), and β(e) = (α1(e), α2(e))
for each e ∈ E(G(K)). Then βv = α1v × α2v is a semiconjugacy for each
v ∈ V (G(K)) and we get squares of the form
ZKs(e) I
K
t(e)
ZH1×H2s(β(e)) I
H1×H2
t(β(e))
re
βs(e)|GK
s(e)
βt(e)
rβ(e)
,
which commute because the component squares commute. Since the pro-
jections are defined by the usual projections of maps, β is the unique 2-cell
such that proji ◦β = αi.
The cocartesian condition follows easily from Proposition 3.8. 
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6. Further Directions
While this paper lays the groundwork for a theory of formal composi-
tion of hybrid systems, the development of this theory is wide open. One
important direction is the unification of our constructions with the theory
of parallel composition via networks of open hybrid systems [LS19]. Such
a theory will be essential to synthesizing nontrivial parallel compositions
of hybrid systems. An interoperability result allowing us to construct se-
quential and hierarchical compositions of networks of hybrid systems via
the corresponding compositions of their constituents would be particularly
interesting.
Another interesting direction is the construction of a more abstract theory
of template-anchor pairs. For example, there should be a functor from our
(double) category of hybrid systems to a category in which, for example,
the smooth system (S1, ddθ ) is a template for all hybrid limit cycles. One
potential approach is to localize at a class of morphisms containing the
subdivisions. Informally, this category would “quotient out” by (a subclass
of) bisimulative pairs of hybrid systems. A step in this direction would
be to define bisimulation in H, perhaps using methods similar to [HTP05,
JNW96]. In a related vein, we would like to study the compatibility of our
constructions with hybrid structural stability [SJLS01].
We are also interested in studying the categorical properties of various op-
erations on hybrid systems. For example, there should be an “integration”
operation turning a continuous mode into a reset map (e.g., turning a flight
mode into a reset since the dynamics are dominated by gravity). In partic-
ular, we should be able to replace a hybrid system with the discrete system
given by the induced map on a Poincare´ section. There should also be a “re-
set composition” operation identifying sequential simultaneous resets with
a single reset given by their composition. Lastly, we should have a “gluing”
operation corresponding to quotienting out by a reset map, analogous to a
single step in constructing a hybrifold [SJSL00].
We would also like to extend our double-categorical framework to encom-
pass the compatibility of template-anchor pairs with sequential composition.
Since directed systems are cospans, the two notions might be expected to
fit into an intercategory analogous to the spans of cospans intercategory
[GP17, KSW97, KSW00, ASW09].
On the applications front, we want to explore the type theory associated
with our category [BW90] and explore the relationship of this framework
to existing work on hybrid system synthesis from specifications in linear
temporal logic (LTL) [KGFP09]. Ideally, our “language” would provide
physically-grounded symbols and new connectives for the atomic proposi-
tions in an LTL specification. A step in this direction is to synthesize com-
plete Lyapunov functions [Con78] for composite hybrid systems using their
components. Intuitively, Lyapunov functions generalize the crucial role that
energy landscapes must play in the robot “programming” that motivate this
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work [Kod89]. We envision the specification of a control policy on top of
the composite system using the local minima of this Lyapunov function as
symbols.
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