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1. Introduction
In solid mechanics, the obtention of classical models for beams and plates is based on a priori hypotheses on the dis-
placement and/or stress ﬁelds, which upon substitution in the equilibrium and constitutive equations of three-dimensional
elasticity, leads to useful simpliﬁcations. Nevertheless, from both constitutive and geometrical point of views, there is a need
to justify the validity of most of the models obtained this way.
In the past decades many models have been derived and justiﬁed by the use of the asymptotic expansion method,
whose foundations can be studied in Lions [23]. Earlier works were due to Ciarlet and Destuynder [7,13] in order to justify
the linearized theory of plate bending. Other applications, also for plate problems, were done by Ciarlet and Kesavan [8],
Blanchard [3], Homman-Cancelo [18] and Viaño [35]. Some nonlinear plate models were studied, using the same method,
by Ciarlet [6], Ciarlet and Rabier [10] and Ciarlet and Paumier [9].
The asymptotic method was successfully used by Bermúdez and Viaño [2] and Aganovic and Tutek [1] to justify the
Bernoulli–Navier model for bending–stretching of elastic thin rods. More recently, the existence and characterization of
higher-order terms in the asymptotic expansion was developed by Trabucho and Viaño [32] and the error estimation was
studied by Irago and Viaño [19]. The nonlinear case was studied by Cimetière et al. [11,12]. Also, Trabucho and Viaño [33]
used the asymptotic method to mathematically derive the Saint-Venant, Timoshenko and Vlassov theories. More recently,
Ghergu and Radulescu [15] developed the asymptotic analysis of the solutions of problems arising in various branches of
applied sciences which can be cast into the framework of the mathematical theory of nonlinear problems described by
singular elliptic equations.
All the works in solid mechanics cited above were devoted to models in the framework of the elasticity theory. Nev-
ertheless, elasticity models cannot describe important mechanical phenomena such as hardening, memory or relaxation of
the materials involved (see for example [14,22,26,34]). Therefore, in the past decades, a lot of effort has been made in the
* Corresponding author.
E-mail addresses: angel.aros@udc.es (Á. Rodríguez-Arós), juan.viano@usc.es (J.M. Viaño).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.04.067
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[17] for contact problems). To the authors knowledge there are no previous works where bending–stretching models for
viscoelastic beams are derived and/or justiﬁed by using the asymptotic method. Therefore, we devoted this paper to that
issue and a forthcoming paper will proceed similarly for contact problems of viscoelastic beams.
The justiﬁcation is based on the introduction of a change of variable and a scaling of unknowns (displacements and
stresses) of the three-dimensional viscoelasticity problem posed in the volume Ωε occupied by the rod (ε gives the size of
the diameter of the transversal section), with unknowns uε and σ ε – displacements and stresses. This way, the problem
is reduced to other equivalent, posed in a reference domain Ω , with unknowns u(ε) and σ (ε) – scaled displacements and
stresses. The mathematical justiﬁcation of the Bernoulli–Navier model is supported by a convergence result of the form
u(ε) → u0 in [H1(Ω)]3,
for all time, where u0 = (u0i ) is the classical Bernoulli–Navier displacement.
The paper is organized as follows. In Section 2 some usual notations and several preliminary results are recalled. Also the
mechanical problem is presented in its actual conﬁguration. In Section 3 we show that the ﬁrst term u0 of the asymptotic
expansion of the scaled displacements ﬁeld u(ε) (assuming that such expansion exists) is the unique solution of a system
of integral equations of the Bernoulli–Navier form. In Section 4 we show that, for all time, there exists a weak limit u ∈
[H1(Ω)]3 of the sequence {u(ε)}ε>0 as ε tends to zero. In Section 5 we show that this weak limit veriﬁes the same system
of equations as u0 and therefore, they coincide. In Section 6 we provide a result which gives the strong convergence of
{u(ε)}ε>0 to u = u0. Finally, in Section 7, we perform the “descaling” of u(ε), which gives an asymptotic expansion of uε .
We characterize the zero-th order term of such expansion in terms of the solutions of problems describing axial deformation
and bending of a viscoelastic rod.
2. Notation and preliminaries
We denote by Sd the space of second order symmetric tensors on Rd , while “ · ” will represent the inner product on Sd
and Rd (in practice, d = 3). In addition to that, in what follows, unless the contrary is explicitly written, we will use
summation convention on repeated indices. Moreover, Latin indices i, j,k, . . . take their values in the set {1,2,3} whereas
Greek indices α,β,ρ, . . . (ε, excluded) do it in the set {1,2}. Also, an index which follows a comma means a partial
derivative with respect to the corresponding spatial variable, while a prime ′ denotes the derivative of a function with
respect to its single spatial variable.
Let T > 0. For any real Banach space X we employ the usual notation for the spaces C([0, T ]; X), Ck([0, T ]; X),
Lp(0, T ; X), Wk,p(0, T ; X) with 1  p ∞, k = 1,2, . . . . Moreover, for a function u : [0, T ] → X , we denote by u˙ and u¨
the ﬁrst and second derivatives of u with respect to the time variable – if these derivatives exist.
Speciﬁcally, let ω be an open, bounded and connected set in R2 with area A(ω) which we take equal to one. Let γ = ∂ω
be its boundary, which will be supposed suﬃciently smooth. The coordinates system Ox1x2 will be a principal system of
inertia associated with the section ω, which means that∫
ω
x1 dω =
∫
ω
x2 dω =
∫
ω
x1x2 dω = 0. (2.1)
We also deﬁne the moments of inertia
Iα =
∫
ω
x2α dω, α ∈ {1,2}.
Given L > 0, we denote by Ω the reference rod Ω = ω × (0, L). A generic point of Ω is denoted by x = (x1, x2, x3) and we
deﬁne
Γ = γ × (0, L), Γ0 = ω × {0}, ΓL = ω × {L}, ΓD = Γ0 ∪ ΓL .
Now, given ε ∈R, 0< ε  1, we deﬁne
ωε = εω, γ ε = εγ = ∂ωε,
and we denote Ωε = ωε × (0, L) the prismatic set that we will identify as the reference conﬁguration of the actual rod, of
area Aε = ε2. Its boundary is Γ ε = γ ε × [0, L]. The rod is clamped on both ends Γ ε0 and Γ εL , where
Γ ε0 = ωε × {0}, Γ εL = ωε × {L}.
We denote Γ εD = Γ ε0 ∪ Γ εL and Γ εN = Γ ε\Γ εD . Also, νε stands for the unitary outer normal vector on Γ εN . We remark that
writing superscript 1 is equivalent to dropping it (for example Ω1 = Ω). We suppose that the rod Ωε is submitted to the
action of body forces of volume density f ε = ( f ε) and surface forces acting on Γ ε of density gε = (gε). We are interestedi N i
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T > 0. The rod is made from a material which follows the viscoelastic constitutive law
σ ε =Aεeε(u˙ε)+ Bεeε(uε) in Ωε × (0, T ),
where eε(uε) = (eεi j) = ( 12 (
∂uεj
∂xεi
+ ∂uεi
∂xεj
)) is the linearized strain tensor and Aε = (Aεi jkl) and Bε = (Bεi jkl) are fourth order
tensors of viscosity and elasticity coeﬃcients, respectively.
Therefore, the physical problem studied in this work is the following:
Problem 2.1. Find a displacement ﬁeld uε : Ωε × [0, T ] →R3 such that:
σ ε =Aεeε(u˙ε)+ Bεeε(uε) in Ωε × (0, T ), (2.2)
Div
(
σ ε
)+ f ε = 0 in Ωε × (0, T ), (2.3)
uε = 0 on Γ εD × (0, T ), (2.4)
σ ενε = gε on Γ εN × (0, T ), (2.5)
uε(0) = uε0 in Ωε. (2.6)
We voluntary omit the dependence of the various functions upon xε ∈ Ωε and t ∈ (0, T ) in order to simplify the no-
tations. Taking into account the boundary conditions and the Green formula, we deduce the following type-displacement
variational formulation of Problem 2.1.
Problem 2.2. Find the displacement ﬁeld uε : [0, T ] → V (Ωε) such that:∫
Ωε
Aεi jklekl
(
u˙ε
)
eij(v)dx
ε +
∫
Ωε
Bεi jklekl
(
uε
)
eij(v)dx
ε =
∫
Ωε
f εi v
ε
i dx
ε +
∫
Γ εN
gεi v
ε
i da
ε ∀vε ∈ V (Ωε), (2.7)
uε(0) = uε0, (2.8)
where
V
(
Ωε
)= {vε ∈ [H1(Ωε)]3 ∣∣ vε = 0 on Γ εD}.
Since meas(Γ εD ) > 0, it follows from Korn’s inequality that V (Ω
ε) endowed with the inner product
(
uε, vε
)= ∫
Ωε
eε
(
uε
) · eε(vε)dxε = ∫
Ωε
eεi j
(
uε
)
eεi j
(
vε
)
dxε ∀uε, vε ∈ V (Ωε)
is a real Hilbert space, and the norm is equivalent to the norm ‖ · ‖[H1(Ωε)]3 . A proof of Korn’s inequality may be found, for
example, in [25]. We also deﬁne the space
Σ
(
Ωε
)= {τ ε = (τ εi j) ∣∣ τ εi j = τ εji ∈ L2(Ωε)},
which is a Hilbert space with the inner product
(
σ ε,τ ε
)= ∫
Ωε
σ ε · τ ε dxε =
∫
Ωε
σ εi jτ
ε
i j dx
ε ∀σ ε,τ ε ∈ Σ(Ωε).
The material which constitutes the rod is supposed to be homogeneous and isotropic and, therefore, it is characterized
by only four constants: the two Lamé coeﬃcients and two viscosity coeﬃcients. Nevertheless, following [29, p. 13], we
assume that one of the viscosity coeﬃcient vanishes and, therefore, we use the constitutive law
σεi j = εeεi j
(
u˙ε
)+ λεeεkk(uε)δi j + 2μεeεi j(uε), (2.9)
where λε and με denote the Lamé coeﬃcients and ε the viscosity coeﬃcient. For this particular choice of Aε and Bε ,
Problem 2.2 can be rewritten in the following form:
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Ωε
εeεi j
(
u˙ε
)
eεi j
(
vε
)
dxε +
∫
Ωε
λεeεkk
(
uε
)
eεj j
(
vε
)
dxε +
∫
Ωε
2μεeεi j
(
uε
)
eεi j
(
vε
)
dxε
=
∫
Ωε
f εi v
ε
i dx
ε +
∫
Γ εN
gεi v
ε
i da
ε ∀vε ∈ V (Ωε), (2.10)
uε(0) = uε0. (2.11)
By using arguments of evolutionary variational equalities (see for example [4,5,24,31]) this problem has a unique solu-
tion uε .
Theorem 2.4. Under the hypotheses
uε0 ∈ V
(
Ωε
)
, f ε ∈ L∞(0, T ; [L2(Ωε)]3), gε ∈ L∞(0, T ; [L2(Γ εN )]3), (2.12)
Problem 2.3 has a unique solution uε ∈ W 1,∞(0, T ; V (Ωε)).
Remark 2.5. Using Theorem 2.4 and the constitutive law (2.9), we deduce that the stress ﬁeld σ ε has the regularity
σ ε ∈ L∞(0, T ;Σ1(Ωε)),
where
Σ1
(
Ωε
)= {τ ε ∈ Σ(Ωε) ∣∣ Divτ = (τi j, j) ∈ [L2(Ωε)]3}.
In order to transport the problem in the reference domain Ω , we associate to the displacement ﬁeld uε the scaled
displacement ﬁeld u(ε) ∈ V (Ω), where
V (Ω) = {v ∈ [H1(Ω)]3 ∣∣ v = 0 on ΓD}.
Since meas(ΓD) > 0, it follows from Korn’s inequality that V (Ω) endowed with the inner product
(u, v) =
∫
Ω
e(u) · e(v)dx =
∫
Ω
eij(u)eij(v)dx ∀u, v ∈ V (Ω)
is a real Hilbert space, and the norm is equivalent to the norm ‖ · ‖[H1(Ω)]3 . We also deﬁne the space of admissible stresses
Σ(Ω) = {τ = (τi j) ∣∣ τi j = τ ji ∈ L2(Ω)},
which is a Hilbert space with the inner product
(σ ,τ ) =
∫
Ω
σ · τ dx =
∫
Ω
σi jτi j dx ∀σ ,τ ∈ Σ(Ω).
We denote by | · |0,Ω the usual norm in L2(Ω) and in Σ(Ω) and by ‖ · ‖1,Ω the usual norm in H1(Ω) and in V (Ω). For any
element τ ∈ Σ(Ω) we use the notation
|τ3β |0,Ω = |τ3β |[L2(Ω)]2 , |ταβ |0,Ω = |ταβ |[L2(Ω)]4s ,
where the subscript s stands for symmetry. We also recall that VBN(Ω) is the space of Bernoulli–Navier displacement ﬁelds
deﬁned by
VBN(Ω) =
{
v = (vi) ∈ V (Ω)
∣∣ eαβ(v) = e3β(v) = 0}.
In [33] it is proved that VBN(Ω) coincides with the following space:
VBN(Ω) =
{
v = (vi) ∈
[
H1(Ω)
]3 ∣∣ vα(x) = χα(x3), v3(x) = χ3(x3) − xαχ ′α(x3), χα ∈ H20(0, L), χ3 ∈ H10(0, L)}.
We introduce the operator Πε : Ω¯ → Ω¯ε deﬁned by Πε(x) = xε , where x = (x1, x2, x3) ∈ Ω¯ and xε = (xε1, xε2, xε3) =
(εx1, εx2, x3) ∈ Ω¯ε (see Fig. 1).
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For all vε ∈ V (Ωε) we deﬁne v(ε) ∈ V (Ω) such that
vα(ε)(x) = εvεα
(
xε
)
, v3(ε)(x) = vε3
(
xε
)
,
where xε = Πε(x), x ∈ Ω¯ . For example, we deﬁne u(ε),u0(ε) ∈ V (Ω) such that
uα(ε)(x) = εuεα
(
xε
)
, u3(ε)(x) = uε3
(
xε
)
, (2.13)
(u0)α(ε)(x) = ε
(
uε0
)
α
(
xε
)
, (u0)3(ε)(x) =
(
uε0
)
3
(
xε
)
. (2.14)
We make the following hypotheses on the data. The Lamé coeﬃcients λε and με , and the viscosity coeﬃcient ε are
supposed not to depend on ε, i.e.
λε = λ, με = μ, ε = . (2.15)
We will also use the Young modulus E and the Poisson coeﬃcient ν , related to the Lamé coeﬃcients by
E = 2μ
2 + 3λμ
λ + μ , ν =
λ
2(λ +μ) .
Also, there exist functions f i and gi independent of ε, such that for all xε = Πε(x), x ∈ Ω¯:
f εα
(
xε
)= ε fα(x), f ε3 (xε)= f3(x), (2.16)
gεα
(
xε
)= ε2gα(x), gε3(xε)= εg3(x). (2.17)
We can verify that
eαβ
(
u(ε)
)
(x) = ε2eεαβ
(
uε
)(
xε
)
, eαβ
(
u˙(ε)
)
(x) = ε2eεαβ
(
u˙ε
)(
xε
)
,
e3β
(
u(ε)
)
(x) = εeε3β
(
uε
)(
xε
)
, e3β
(
u˙(ε)
)
(x) = εeε3β
(
u˙ε
)(
xε
)
,
e33
(
u(ε)
)
(x) = eε33
(
uε
)(
xε
)
, e33
(
u˙(ε)
)
(x) = eε33
(
u˙ε
)(
xε
)
. (2.18)
Also, we associate to σ ε the scaled stress tensor σ (ε) : Ω¯ → S3:
σαβ(ε)(x) = ε−2σεαβ
(
xε
)
, σ3β(ε)(x) = ε−1σε3β
(
xε
)
, σ33(ε)(x) = σε33
(
xε
)
.
It holds that∫
Ωε
σ εi j e
ε
i j
(
vε
)
dxε = ε2
∫
Ω
σi j(ε)eij(v)dx, (2.19)
∫
Ωε
f εi v
ε
i dx
ε +
∫
Γ εN
gεi v
ε
i da
ε = ε2
(∫
Ω
f i vi dx+
∫
ΓN
gi vi da
)
∀v ∈ V (Ω). (2.20)
We consider the following problem.
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ε−4
∫
Ω
{(
eαβ
(
u˙(ε)
)+ 2μeαβ(u(ε)))eαβ(v) + λeρρ(u(ε))eρρ(v)}dx
+ ε−2
∫
Ω
(
e3β
(
u˙(ε)
)+ 2μe3β(u(ε)))e3β(v)dx+ ε−2 ∫
Ω
λ
(
e33
(
u(ε)
)
eρρ(v) + eρρ
(
u(ε)
)
e33(v)
)
dx
+
∫
Ω
(
e33
(
u˙(ε)
)+ (λ + 2μ)e33(u(ε)))e33(v)dx = ∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ V (Ω), (2.21)
u(ε)(0) = u0(ε). (2.22)
Theorem 2.7.We assume the hypotheses of Theorem 2.4 and (2.15)–(2.17). Let u(ε) and u0(ε) be the displacements deﬁned from uε
and uε0 by using (2.13) and (2.14), respectively. Therefore, u(ε) is the unique solution of Problem 2.6 and u(ε) ∈ W 1,∞(0, T ; V (Ω)).
Proof. From (2.9) and (2.18) we ﬁnd
σαβ(ε) = ε−4eαβ
(
u˙(ε)
)+ λε−4eρρ(u(ε))δαβ + 2με−4eαβ(u(ε))+ λε−2e33(u(ε))δαβ,
σ3β(ε) = ε−2e3β
(
u˙(ε)
)+ 2με−2e3β(u(ε)),
σ33(ε) = e33
(
u˙(ε)
)+ λε−2eρρ(u(ε))+ λe33(u(ε))+ 2μe33(u(ε)). (2.23)
On the other hand, from (2.10), (2.19) and (2.20) we obtain∫
Ω
σi j(ε)eij(v)dx =
∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ V (Ω). (2.24)
By plugging (2.23) into (2.24) we ﬁnd (2.21). Finally, (2.22) is derived from (2.11), (2.13) and (2.14). The uniqueness and
regularity of u(ε) are consequence of those of uε . 
3. The asymptotic expansion method
Now we assume that the initial displacements u0(ε) have an asymptotic expansion of the form
u0(ε) =
∞∑
n=0
εnun0, u
n
0 ∈ V (Ω). (3.1)
We assume that un0 ∈ VBN(Ω) for all n 0, i.e.
eiβ
(
un0
)= 0 ∀n 0, ∀i ∈ {1,2,3}, β ∈ {1,2}. (3.2)
Moreover, having in mind Theorem 2.7, (3.1) and (3.2) we assume that
u(ε) =
∞∑
n=0
εnun, un ∈ W 1,∞(0, T ; V (Ω)). (3.3)
Note that (2.22) and (3.1)–(3.3) imply that un(0) = un0 for all n 0. Using (3.3) in (2.23) we obtain that
σαβ(ε) =
∞∑
n=−4
εnσ nαβ, (3.4)
where
σ−4αβ = eαβ
(
u˙0
)+ λeρρ(u0)δαβ + 2μeαβ(u0),
σ−3αβ = eαβ
(
u˙1
)+ λeρρ(u1)δαβ + 2μeαβ(u1),
σ nαβ = eαβ
(
u˙n+4
)+ λeρρ(un+4)δαβ + 2μeαβ(un+4)+ λe33(un+2)δαβ, n−2. (3.5)
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σ3β(ε) =
∞∑
n=−2
εnσ n3β,
where
σ n3β = e3β
(
u˙n+2
)+ 2μe3β(un+2), n−2. (3.6)
And also,
σ33(ε) =
∞∑
n=−2
εnσ n33,
where
σ−233 = λeρρ
(
u0
)
, σ−133 = λeρρ
(
u1
)
,
σ n33 = e33
(
u˙n
)+ λeρρ(un+2)+ (λ + 2μ)e33(un), n 0. (3.7)
By plugging (3.4) into (2.24) and identifying the terms with the same power of ε we ﬁnd the following integral equations:∫
Ω
σ−4αβ eαβ(v)dx = 0, (3.8)∫
Ω
σ−3αβ eαβ(v)dx = 0, (3.9)∫
Ω
σ−2i j ei j(v)dx = 0, (3.10)∫
Ω
σ−1i j ei j(v)dx = 0, (3.11)∫
Ω
σ 0i j ei j(v)dx =
∫
Ω
f i vi dx+
∫
ΓN
gi vi da, (3.12)
∫
Ω
σ ni jei j(v)dx = 0 ∀n 1, v ∈ V (Ω). (3.13)
Theorem 3.1. Assume that (3.1)–(3.3) hold. Then, for the functions σ−4αβ and σ
−2
i j deﬁned by (3.5)–(3.7), the expressions (3.8) and
(3.10) are equivalent to
σ−4αβ = σ−23β = σ−233 = 0, (3.14)
eαβ
(
u0
)= e3β(u0)= 0, (3.15)∫
Ω
σ−2αβ eαβ(v)dx = 0 ∀v ∈ V (Ω). (3.16)
Proof. We take v = u0(t) in (3.8), which gives∫
Ω
eαβ
(
u˙0
)
eαβ
(
u0
)
dx+ λ
∫
Ω
(
eρρ
(
u0
))2
dx+ 2μ
∫
Ω
eαβ
(
u0
)
eαβ
(
u0
)
dx = 0.
Therefore,

2
d
dt
{∣∣eαβ(u0(t))∣∣20,Ω} 0.
Integrating in (0, t) we ﬁnd that∣∣eαβ(u0(t))∣∣  ∣∣eαβ(u0(0))∣∣ = 0 ∀t ∈ [0, T ].0,Ω 0,Ω
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eαβ
(
u0
)= 0 a.e. in Ω.
Also, from (3.5), (3.7) we deduce that
σ−4αβ = σ−233 = 0.
Now, taking v = u0(t) in (3.10), we obtain∫
Ω
σ−2αβ eαβ
(
u0
)
dx+
∫
Ω
(
e3β
(
u˙0
)+ 2μe3β(u0))e3β(u0)dx+ ∫
Ω
σ−233 e33
(
u0
)
dx = 0.
Therefore,

2
d
dt
{∣∣e3β(u0(t))∣∣20,Ω} 0.
Since e3β(u0(0)) = 0 by hypothesis, we conclude that
e3β
(
u0
)= 0 a.e. in Ω,
which, by (3.6) yields that
σ−23β = 0.
Finally, we turn back to (3.10) to ﬁnd that∫
Ω
σ−2αβ eαβ(v)dx = 0 ∀v ∈ V (Ω),
which completes the proof of the theorem. 
Corollary 3.2. Under the hypotheses of Theorems 2.7 and 3.1, the ﬁrst term of the asymptotic expansion of u(ε) is of the Bernoulli–
Navier form, i.e.
u0 ∈ W 1,∞(0, T ; VBN(Ω)).
Therefore there exist functions (ξi) such that
u0α(t)(x) = ξα(t)(x3) with ξα ∈ W 1,∞
(
0, T ; H20(0, L)
)
,
u03(t)(x) = ξ3(t)(x3) − xαξ ′α(t)(x3) with ξ3 ∈ W 1,∞
(
0, T ; H10(0, L)
)
.
Also, u00 ∈ VBN(Ω). Therefore there exist functions (ξ0i) such that(
u00
)
α
(x) = ξ0α(x3) with ξ0α ∈ H20(0, L),(
u00
)
3(x) = ξ03(x3) − xαξ ′0α(x3) with ξ03 ∈ H10(0, L),
and
ξi(0) = ξ0i ∀i ∈ {1,2,3}.
We can proceed analogously with u1.
Theorem 3.3. Assume that (3.1)–(3.3) hold. Then, for functions σ−3αβ and σ
−1
i j deﬁned by (3.5)–(3.7), the expressions (3.9) and (3.11)
are equivalent to
σ−3αβ = σ−13β = σ−133 = 0, (3.17)
eαβ
(
u1
)= e3β(u1)= 0, (3.18)∫
Ω
σ−1αβ eαβ(v)dx = 0 ∀v ∈ V (Ω). (3.19)
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constitutes the reduced model for the viscoelastic reference rod:∫
Ω
(
e33
(
u˙0
)+ λeρρ(u2)+ (λ + 2μ)e33(u0))e33(v)dx = ∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ VBN(Ω). (3.20)
Our goal is to express eρρ(u2) in terms of u0. To do that we follow two different alternative ways.
3.1. “Quasistatic” case
Theorem 3.4. Assume that (3.1)–(3.3) hold. Under the additional hypotheses
eαβ
(
u¨2
)= 0, σ−2αβ = 0,
it is veriﬁed that
eαβ
(
u2
)= λ
2(λ + μ)
[
−e33
(
u0
)+ 
2(λ + μ)e33
(
u˙0
)]
δαβ. (3.21)
Proof. From (3.5) we ﬁnd that
σ−2αβ = eαβ
(
u˙2
)+ λeρρ(u2)δαβ + 2μeαβ(u2)+ λe33(u0)δαβ = 0. (3.22)
We derive on the time variable and obtain
λeρρ
(
u˙2
)
δαβ + 2μeαβ
(
u˙2
)+ λe33(u˙0)δαβ = 0, (3.23)
and from here we show that
eρρ
(
u˙2
)= − λ
λ +μe33
(
u˙0
)
. (3.24)
We replace (3.24) into (3.23) and ﬁnd that
eαβ
(
u˙2
)= − λ
2(λ +μ)e33
(
u˙0
)
δαβ. (3.25)
We turn back to (3.22) and summing we obtain
eρρ
(
u2
)= 1
2(λ + μ)
(−2λe33(u0)− eρρ(u˙2)).
We replace (3.24) into the previous expression to ﬁnd that
eρρ
(
u2
)= − λ
λ +μe33
(
u0
)+ λ
2(λ + μ)2 e33
(
u˙0
)
. (3.26)
Turning back again to (3.22), we replace (3.25) and (3.26), which yields (3.21). 
Now, we will derive the main theorem of this subsection.
Theorem 3.5. Under the hypotheses of Theorems 2.7, 3.1 and 3.4, u0 , the ﬁrst term of the asymptotic expansion of the displacements
u(ε), belongs to the space VBN(Ω) for all time t ∈ [0, T ] and it has the following form:
u0α(t)(x) = ξα(t)(x3), u03(t)(x) = ξ3(t)(x3) − xαξ ′α(t)(x3),
where the stretching ξ3 is the unique solution of the following variational problem:
ξ3 ∈ W 1,∞
(
0, T ; H10(0, L)
)
, (3.27)
L∫
0

(
1+ 2ν2)ξ˙ ′3v ′ dx3 +
L∫
0
Eξ ′3v ′ dx3 =
L∫
0
[∫
ω
f3 dω +
∫
γ
g3 dγ
]
v dx3 ∀v ∈ H10(0, L), (3.28)
ξ3(0) = ξ03, (3.29)
and the bendings (ξα) are the unique solutions of the following variational problems (no sum on α):
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(
0, T ; H20(0, L)
)
, (3.30)
Iα
( L∫
0

(
1+ 2ν2)ξ˙ ′′α v ′′ dx3 + L∫
0
Eξ ′′α v ′′ dx3
)
=
L∫
0
[∫
ω
fα dω +
∫
γ
gα dγ
]
v dx3 −
L∫
0
[∫
ω
xα f3 dω +
∫
γ
xα g3 dγ
]
v ′ dx3 ∀v ∈ H20(0, L), (3.31)
ξα(0) = ξ0α. (3.32)
Proof. The proof is straightforward and we omit the details. Nevertheless, we provide the main steps. First we use (3.26)
into (3.20) to show that∫
Ω
(λ2 + 2(λ +μ)2)
2(λ + μ)2 e33
(
u˙0
)
e33(v)dx+
∫
Ω
2μ2 + 3λμ
λ + μ e33
(
u0
)
e33(v)dx
=
∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ VBN(Ω).
We now replace particular cases of v ∈ VBN(Ω) into the previous expression. Using v = (0,0, v), where v ∈ H10(0, L), and
taking into account (2.1), will yield (3.28) while v = (v,0,−x1v ′), and v = (0, v,−x2v ′) with v ∈ H20(0, L) will give (3.31).
The regularity and initial conditions follow from Corollary 3.2. By using standard arguments of variational evolution equa-
tions, we ﬁnd that the problems (3.27)–(3.29) and (3.30)–(3.32) have a unique solution. 
3.2. “Memory” case
From (3.5) we ﬁnd that
eρρ
(
u˙2
)+ 2(λ + μ)eρρ(u2)= σ−2ρρ − 2λe33(u0).
If eρρ(u2(0)) = 0, integrating the previous expression we ﬁnd that
eρρ
(
u2(t)
)= 1

t∫
0
e
−2(λ+μ)(t−s)

(
σ−2ρρ (s) − 2λe33
(
u0(s)
))
ds ∀t ∈ [0, T ]. (3.33)
Therefore, from (3.7),
σ 033(t) =
λ

t∫
0
e
−2(λ+μ)(t−s)

(
σ−2ρρ (s) − 2λe33
(
u0(s)
))
ds
+ e33
(
u˙0(t)
)+ (λ + 2μ)e33(u0(t)) ∀t ∈ [0, T ].
Now, we will formulate the main theorem of this subsection, which is an alternative to Theorem 3.5.
Theorem 3.6. Under the hypotheses of Theorems 2.7, 3.1 and if σ−2αβ = 0, u0 , the ﬁrst term of the asymptotic expansion of the dis-
placements u(ε), belongs to the space VBN(Ω) for all time t ∈ [0, T ] and it has the following form:
u0α(t)(x) = ξα(t)(x3), u03(t)(x) = ξ3(t)(x3) − xαξ ′α(t)(x3),
where the stretching ξ3 is the unique solution of the following variational problem:
ξ3 ∈ W 1,∞
(
0, T ; H10(0, L)
)
, (3.34)
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

L∫
0
ξ ′3v ′ dx3
}
ds + 
L∫
0
ξ˙ ′3v ′ dx3 + (λ + 2μ)
L∫
0
ξ ′3v ′ dx3
=
L∫
0
[∫
ω
f3 dω +
∫
γ
g3 dγ
]
v dx3 ∀v ∈ H10(0, L), (3.35)
ξ3(0) = ξ03, (3.36)
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ξα ∈ W 1,∞
(
0, T ; [H20(0, L)]2), (3.37)
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

L∫
0
Iαξ
′′
α v
′′ dx3
}
ds + 
L∫
0
Iαξ˙
′′
α v
′′ dx3 + (λ + 2μ)
L∫
0
Iαξ
′′
α v
′′ dx3
=
L∫
0
[∫
ω
fα dω +
∫
γ
gα dγ
]
v dx3 −
L∫
0
[∫
ω
xα f3 dω +
∫
γ
xα g3 dγ
]
v ′ dx3 ∀v ∈ H20(0, L), (3.38)
ξα(0) = ξ0α. (3.39)
Proof. We ﬁnd Eqs. (3.35) and (3.38) using the same arguments as in Theorem 3.5. The regularity and initial conditions
follow from Corollary 3.2. By using Theorem A.1, we ﬁnd that the problems (3.34)–(3.36) and (3.37)–(3.39) have a unique
solution. It suﬃces to take V = H10(0, L) and (v,w)V =
∫ L
0 v
′w ′ dx3 for (3.34)–(3.36) and V = H20(0, L) and (v,w)V =∫ L
0 v
′′w ′′ dx3 for (3.37)–(3.39). 
Remark 3.7. The presence of the integral terms on the time variable in (3.35) and (3.38) is particularly interesting. It shows
that viscoelasticity with long-term memory arises naturally in this models. This kind of viscoelasticity has been described
in [14,16,26,34], for instance. Several contact problems for viscoelastic materials with long-term memory have been studied
in a series of papers, as well (see for example [27,28,30]).
Remark 3.8. Note that the statement of Theorem 3.6 still holds if σ−2αβ 
= 0 and, therefore, the assumption σ−2αβ = 0 is not
essential. We can characterize the terms σ−2αβ in terms of u2. To this issue we will return in the following section.
4. Existence of a weak limit
In this section and the followings, the weak, weak star and strong convergences when ε tends to 0 will be denoted by
the symbols “⇀”, “

⇀” and “→”, respectively.
We turn back to the equality (2.10) and take into account the relations (2.13)–(2.18) to ﬁnd∫
Ω
(
eαβ
(
u˙(ε)
)+ 2μeαβ(u(ε)))eαβ(v)dx+ ∫
Ω
λeρρ
(
u(ε)
)
eξξ (v)dx
+ ε2
[∫
Ω
(
2e3β
(
u˙(ε)
)+ 4μe3β(u(ε)))e3β(v)dx+ ∫
Ω
λeρρ
(
u(ε)
)
e33(v)dx+
∫
Ω
λe33
(
u(ε)
)
eξξ (v)dx
]
+ ε4
[∫
Ω
(
e33
(
u˙(ε)
)+ (λ + 2μ)e33(u(ε)))e33(v)dx]
= ε4
[∫
Ω
f i vi dx+
∫
ΩN
gi vi da
]
∀v ∈ V (Ω). (4.1)
Theorem 4.1. The following hypotheses
ε−2eαβ
(
u0(ε)
)
⇀ (e0)αβ, ε
−1e3β
(
u0(ε)
)
⇀ (e0)3β, e33
(
u0(ε)
)
⇀ (e0)33, (4.2)
where e0 ∈ Σ(Ω), imply that{
ε−2eαβ
(
u(ε)
)}
ε>0,
{
ε−1e3β
(
u(ε)
)}
ε>0,
{
e33
(
u(ε)
)}
ε>0 ⊂ L∞
(
0, T ; L2(Ω)). (4.3)
Proof. Taking v = u(ε) in relation (4.1), one ﬁnds∫
Ω
eαβ
(
u˙(ε)
)
eαβ
(
u(ε)
)
dx+
∫
Ω
2μeαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx+
∫
Ω
λeρρ
(
u(ε)
)
eξξ
(
u(ε)
)
dx
+ ε2
[∫
2e3β
(
u˙(ε)
)
e3β
(
u(ε)
)
dx+
∫
4μe3β
(
u(ε)
)
e3β
(
u(ε)
)
dx+
∫
2λeρρ
(
u(ε)
)
e33
(
u(ε)
)
dx
]
Ω Ω Ω
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[∫
Ω
e33
(
u˙(ε)
)
e33
(
u(ε)
)
dx+
∫
Ω
(λ + 2μ)e33
(
u(ε)
)
e33
(
u(ε)
)
dx
]
= ε4
[∫
Ω
f iui(ε)dx+
∫
ΓN
giui(ε)da
]
,
i.e.
∂t
∫
Ω

2
eαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx+
∫
Ω
2μeαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx+
∫
Ω
λeρρ
(
u(ε)
)
eρρ
(
u(ε)
)
dx
+ ε2
[
∂t
∫
Ω
e3β
(
u(ε)
)
e3β
(
u(ε)
)
dx+
∫
Ω
4μe3β
(
u(ε)
)
e3β
(
u(ε)
)
dx+
∫
Ω
2λeρρ
(
u(ε)
)
e33
(
u(ε)
)
dx
]
+ ε4
[
∂t
∫
Ω

2
e33
(
u(ε)
)
e33
(
u(ε)
)
dx+
∫
Ω
(λ + 2μ)e33
(
u(ε)
)
e33
(
u(ε)
)
dx
]
= ε4
[∫
Ω
f iui(ε)dx+
∫
ΓN
giui(ε)da
]
.
Integrating the previous equality between 0 and t ∈ (0, T ) gives
∫
Ω

2
eαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx+
t∫
0
∫
Ω
2μeαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dxds +
t∫
0
∫
Ω
λeρρ
(
u(ε)
)
eξξ
(
u(ε)
)
dxds
+ ε2
[∫
Ω
e3β
(
u(ε)
)
e3β
(
u(ε)
)
dx+
t∫
0
∫
Ω
4μe3β
(
u(ε)
)
e3β
(
u(ε)
)
dxds +
t∫
0
∫
Ω
2λeρρ
(
u(ε)
)
e33
(
u(ε)
)
dxds
]
+ ε4
[∫
Ω

2
e33
(
u(ε)
)
e33
(
u(ε)
)
dx+
t∫
0
∫
Ω
(λ + 2μ)e33
(
u(ε)
)
e33
(
u(ε)
)
dxds
]
=
∫
Ω

2
eαβ
(
u0(ε)
)
eαβ
(
u0(ε)
)
dx+ ε2
∫
Ω
e3β
(
u0(ε)
)
e3β
(
u0(ε)
)
dx
+ ε4
[ t∫
0
(∫
Ω
f iui(ε)dx+
∫
ΓN
giui(ε)da
)
ds +
∫
Ω

2
e33
(
u0(ε)
)
e33
(
u0(ε)
)
dx
]
,
i.e. ∫
Ω

2
eαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx+
t∫
0
∫
Ω
2μeαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dxds + ε2
∫
Ω
e3β
(
u(ε)
)
e3β
(
u(ε)
)
dx
+ ε2
t∫
0
∫
Ω
4μe3β
(
u(ε)
)
e3β
(
u(ε)
)
dxds +
t∫
0
∫
Ω
λ
(
eρρ
(
u(ε)
)+ ε2e33(u(ε)))2 dxds
+ ε4
∫
Ω

2
e33
(
u(ε)
)
e33
(
u(ε)
)
dx+ ε4
t∫
0
∫
Ω
2μe33
(
u(ε)
)
e33
(
u(ε)
)
dxds
=
∫
Ω

2
eαβ
(
u0(ε)
)
eαβ
(
u0(ε)
)
dx+ ε2
∫
Ω
e3β
(
u0(ε)
)
e3β
(
u0(ε)
)
dx
+ ε4
[ t∫ (∫
f iui(ε)dx+
∫
giui(ε)da
)
ds +
∫

2
e33
(
u0(ε)
)
e33
(
u0(ε)
)
dx
]
,0 Ω ΓN Ω
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ε−4
∫
Ω

2
eαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx+ ε−2
∫
Ω
e3β
(
u(ε)
)
e3β
(
u(ε)
)
dx
+
∫
Ω

2
e33
(
u(ε)
)
e33
(
u(ε)
)
dx+ ε−4
t∫
0
∫
Ω
2μeαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dxds
+ ε−2
t∫
0
∫
Ω
4μe3β
(
u(ε)
)
e3β
(
u(ε)
)
dxds +
t∫
0
∫
Ω
2μe33
(
u(ε)
)
e33
(
u(ε)
)
dxds
 ε−4
∫
Ω

2
eαβ
(
u0(ε)
)
eαβ
(
u0(ε)
)
dx+ ε−2
∫
Ω
e3β
(
u0(ε)
)
e3β
(
u0(ε)
)
dx+
∫
Ω

2
e33
(
u0(ε)
)
e33
(
u0(ε)
)
dx
+
t∫
0
∫
Ω
f iui(ε)dxds +
t∫
0
∫
ΓN
giui(ε)dads.
By taking the supreme we ﬁnd

2
∥∥ε−2eαβ(u(ε))∥∥2L∞(0,T ;[L2(Ω)]4s ) + ∥∥ε−1e3β(u(ε))∥∥2L∞(0,T ;[L2(Ω)]2)
+ 
2
∥∥e33(u(ε))∥∥2L∞(0,T ;L2(Ω)) + 2μ∥∥ε−2eαβ(u(ε))∥∥2L2(0,T ;[L2(Ω)]4s )
+ 4μ∥∥ε−1e3β(u(ε))∥∥2L2(0,T ;[L2(Ω)]2) + 2μ∥∥e33(u(ε))∥∥2L2(0,T ;L2(Ω))
 C(δ)
2
(‖ f ‖L∞(0,T ;[L2(Ω)]3) + ‖g‖L∞(0,T ;[L2(ΓN )]3))2 + δ2∥∥u(ε)∥∥2L2(0,T ;V (Ω))
+ 
2
∣∣ε−2eαβ(u0(ε))∣∣20,Ω + ∣∣ε−1e3β(u0(ε))∣∣20,Ω + 2 ∣∣e33(u0(ε))∣∣20,Ω, (4.4)
where δ > 0 is a small parameter. Using Korn’s inequality and the hypothesis 0< ε  1, we obtain∥∥u(ε)∥∥2L2(0,T ;V (Ω))  C[∥∥ε−2eαβ(u(ε))∥∥2L∞(0,T ;[L2(Ω)]4s ) + ∥∥ε−1e3β(u(ε))∥∥2L∞(0,T ;[L2(Ω)]2)
+ ∥∥e33(u(ε))∥∥2L∞(0,T ;L2(Ω))].
Taking into account the previous inequality and inequality (4.4), one ﬁnds∥∥ε−2eαβ(u(ε))∥∥2L∞(0,T ;[L2(Ω)]4s ) + ∥∥ε−1e3β(u(ε))∥∥2L∞(0,T ;[L2(Ω)]2) + ∥∥e33(u(ε))∥∥2L∞(0,T ;L2(Ω))
 C
[(‖ f ‖L∞(0,T ;[L2(Ω)]3) + ‖g‖L∞(0,T ;[L2(ΓN )]3))2 + ∣∣ε−2eαβ(u0(ε))∣∣20,Ω
+ ∣∣ε−1e3β(u0(ε))∣∣20,Ω + ∣∣e33(u0(ε))∣∣20,Ω]. (4.5)
Now the conclusion (4.3) of Theorem 4.1 is immediate if ones takes into account hypotheses (4.2). 
Remark 4.2. It follows from Korn’s inequality and the conclusion (4.3) of Theorem 4.1 that u(ε) is bounded in
L∞(0, T ; V (Ω)). Therefore, there exits a subsequence of u(ε), still denoted in the same way, which converges weakly
star to an element u ∈ L∞(0, T ; V (Ω)). From this, we have the following convergence:
eαβ
(
u(ε)
) 
⇀ eαβ(u) in L
∞(0, T ; L2(Ω)). (4.6)
From Theorem 4.1 the sequences ε−2eαβ(u(ε)), ε−1e3β(u(ε)) and e33(u(ε)) are bounded in L∞(0, T ; L2(Ω)). Therefore
there exist subsequences still denoted in the same way which converge weakly star to elements καβ , κ3β and κ33 in
L∞(0, T ; L2(Ω)), i.e.
ε−2eαβ
(
u(ε)
) 
⇀ καβ, ε
−1e3β
(
u(ε)
) 
⇀ κ3β, and e33
(
u(ε)
) 
⇀ κ33, (4.7)
which leads to
eαβ
(
u(ε)
) 
⇀ 0, e3β
(
u(ε)
) 
⇀ 0, and e33
(
u(ε)
) 
⇀ κ33. (4.8)
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eαβ(u) = e3β(u) = 0 and e33(u) = κ33. (4.9)
We conclude that (see Theorem 4.3 in [33] for example) that
u ∈ L∞(0, T ; VBN(Ω)).
Therefore there exist functions ζi such that
uα(t)(x) = ζα(t)(x3) with ζα ∈ L∞
(
0, T ; H20(0, L)
)
,
u3(t)(x) = ζ3(t)(x3) − xαζ ′α(t)(x3) with ζ3 ∈ L∞
(
0, T ; H10(0, L)
)
. (4.10)
On the time derivative u˙ we have a similar result which is given in the following theorem.
Theorem 4.3. The hypotheses (4.2) imply that{
ε−2eαβ
(
u˙(ε)
)}
ε>0,
{
ε−1e3β
(
u˙(ε)
)}
ε>0,
{
e33
(
u˙(ε)
)}
ε>0 ⊂ L2
(
0, T ; L2(Ω)). (4.11)
Proof. Taking v = u˙(ε) in relation (4.1) leads to
ε−4
[∫
Ω
eαβ
(
u˙(ε)
)
eαβ
(
u˙(ε)
)
dx+
∫
Ω
2μeαβ
(
u(ε)
)
eαβ
(
u˙(ε)
)
dx+
∫
Ω
λeρρ
(
u(ε)
)
eξξ
(
u˙(ε)
)
dx
]
+ ε−2
[∫
Ω
2e3β
(
u˙(ε)
)
e3β
(
u˙(ε)
)
dx+
∫
Ω
4μe3β
(
u(ε)
)
e3β
(
u˙(ε)
)
dx+
∫
Ω
λeρρ
(
u(ε)
)
e33
(
u˙(ε)
)
dx
+
∫
Ω
λe33
(
u(ε)
)
eρρ
(
u˙(ε)
)
dx
]
+
∫
Ω
e33
(
u˙(ε)
)
e33
(
u˙(ε)
)
dx+
∫
Ω
(λ + 2μ)e33
(
u(ε)
)
e33
(
u˙(ε)
)
dx
=
∫
Ω
f i u˙i(ε)dx+
∫
ΓN
gi u˙i(ε)da,
i.e.,
ε−4
∫
Ω
eαβ
(
u˙(ε)
)
eαβ
(
u˙(ε)
)
dx+ ε−2
∫
Ω
2e3β
(
u˙(ε)
)
e3β
(
u˙(ε)
)
dx+
∫
Ω
e33
(
u˙(ε)
)
e33
(
u˙(ε)
)
dx
= −ε−4
∫
Ω
μ∂t
(
eαβ
(
u(ε)
)
eαβ
(
u(ε)
))
dx− ε−2
∫
Ω
2μ∂t
(
e3β
(
u(ε)
)
e3β
(
u(ε)
))
dx
−
∫
Ω
(λ + 2μ)
2
∂t
(
e33
(
u(ε)
)
e33
(
u(ε)
))
dx− ε−4
∫
Ω
λeρρ
(
u(ε)
)
eξξ
(
u˙(ε)
)
dx
− ε−2
∫
Ω
λeρρ
(
u(ε)
)
e33
(
u˙(ε)
)
dx− ε−2
∫
Ω
λe33
(
u(ε)
)
eρρ
(
u˙(ε)
)
dx+
∫
Ω
f i u˙i(ε)dx+
∫
ΓN
gi u˙i(ε)da.
Integrating the previous equality from 0 to t ∈ (0, T ) we obtain
ε−4
t∫
0
∫
Ω
eαβ
(
u˙(ε)
)
eαβ
(
u˙(ε)
)
dxds + ε−2
t∫
0
∫
Ω
2e3β
(
u˙(ε)
)
e3β
(
u˙(ε)
)
dxds
+
t∫
0
∫
Ω
e33
(
u˙(ε)
)
e33
(
u˙(ε)
)
dxds + ε−4
∫
Ω
μeαβ
(
u(ε)
)
eαβ
(
u(ε)
)
dx
+ ε−2
∫
Ω
2μe3β
(
u(ε)
)
e3β
(
u(ε)
)
dx+
∫
Ω
(λ + 2μ)
2
e33
(
u(ε)
)
e33
(
u(ε)
)
dx
= ε−4
∫
μeαβ
(
u0(ε)
)
eαβ
(
u0(ε)
)
dx+ ε−2
∫
2μe3β
(
u0(ε)
)
e3β
(
u0(ε)
)
dxΩ Ω
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∫
Ω
(λ + 2μ)
2
e33
(
u0(ε)
)
e33
(
u0(ε)
)
dx− ε−4
t∫
0
∫
Ω
λeρρ
(
u(ε)
)
eξξ
(
u˙(ε)
)
dxds
− ε−2
t∫
0
∫
Ω
λeρρ
(
u(ε)
)
e33
(
u˙(ε)
)
dxds − ε−2
t∫
0
∫
Ω
λe33
(
u(ε)
)
eρρ
(
u˙(ε)
)
dxds
+
t∫
0
∫
Ω
f i u˙i(ε)dxds +
t∫
0
∫
ΓN
gi u˙i(ε)dads,
which leads to

∥∥ε−2eαβ(u˙(ε))∥∥2L2(0,T ;[L2(Ω)]4s ) + 2∥∥ε−1e3β(u˙(ε))∥∥2L2(0,T ;[L2(Ω)]2)
+ ∥∥e33(u˙(ε))∥∥2L2(0,T ;L2(Ω)) + μ∥∥ε−2eαβ(u(ε))∥∥2L∞(0,T ;[L2(Ω)]4s )
+ 2μ∥∥ε−1e3β(u(ε))∥∥2L∞(0,T ;[L2(Ω)]2) + (λ + 2μ)2 ∥∥e33(u(ε))∥∥2L∞(0,T ;L2(Ω))
μ
∣∣ε−2eαβ(u0(ε))∣∣20,Ω + 2μ∣∣ε−1e3β(u0(ε))∣∣20,Ω
+ (λ + 2μ)
2
∣∣e33(u0(ε))∣∣20,Ω + ε−4
T∫
0
∫
Ω
λ
∣∣eρρ(u(ε))eξξ (u˙(ε))∣∣dxds
+ ε−2
T∫
0
∫
Ω
λ
∣∣eρρ(u(ε))e33(u˙(ε))∣∣dxds + ε−2 T∫
0
∫
Ω
λ
∣∣e33(u(ε))eρρ(u˙(ε))∣∣dxds
+
T∫
0
∫
Ω
∣∣ f i u˙i(ε)∣∣dxds + T∫
0
∫
ΓN
∣∣gi u˙i(ε)∣∣dads. (4.12)
On the other hand,
ε−4
T∫
0
∫
Ω
λ
∣∣eρρ(u(ε))eαα(u˙(ε))∣∣dxds = λ T∫
0
∫
Ω
∣∣ε−2eρρ(u(ε))ε−2eαα(u˙(ε))∣∣dxds
 λ
2k21
∥∥ε−2eρρ(u(ε))∥∥2L2(0,T ;L2(Ω)) + λk212 ∥∥ε−2eαα(u˙(ε))∥∥2L2(0,T ;L2(Ω))
 Tλ
2k21
∥∥ε−2eρρ(u(ε))∥∥2L∞(0,T ;L2(Ω)) + λk212 ∥∥ε−2eαα(u˙(ε))∥∥2L2(0,T ;L2(Ω))
where k1 > 0 is a small parameter, and
ε−2
T∫
0
∫
Ω
λ
∣∣eρρ(u(ε))e33(u˙(ε))∣∣dxds = λ T∫
0
∫
Ω
∣∣ε−2eρρ(u(ε))e33(u˙(ε))∣∣dxds
 λ
2k22
∥∥ε−2eρρ(u(ε))∥∥2L2(0,T ;L2(Ω)) + λk222 ∥∥e33(u˙(ε))∥∥2L2(0,T ;L2(Ω))
 Tλ
2k22
∥∥ε−2eρρ(u(ε))∥∥2L∞(0,T ;L2(Ω)) + λk222 ∥∥e33(u˙(ε))∥∥2L2(0,T ;L2(Ω))
where k2 > 0 is a small parameter. Finally
ε−2
T∫ ∫
λ
∣∣e33(u(ε))eαα(u˙(ε))∣∣dxds = λ T∫ ∫ ∣∣e33(u(ε))ε−2eαα(u˙(ε))∣∣dxds0 Ω 0 Ω
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2k23
∥∥e33(u(ε))∥∥2L2(0,T ;L2(Ω)) + λk232 ∥∥ε−2eαα(u˙(ε))∥∥2L2(0,T ;L2(Ω))
 Tλ
2k23
∥∥e33(u(ε))∥∥2L∞(0,T ;L2(Ω)) + λk232 ∥∥ε−2eαα(u˙(ε))∥∥2L2(0,T ;L2(Ω)),
where k3 > 0 is a small parameter. Injecting those three previous inequalities in (4.12) and using (4.5), we ﬁnd

∥∥ε−2eαβ(u˙(ε))∥∥2L2(0,T ;[L2(Ω)]4s ) + 2∥∥ε−1e3β(u˙(ε))∥∥2L2(0,T ;[L2(Ω)]2) + ∥∥e33(u˙(ε))∥∥2L2(0,T ;L2(Ω))
 C
(‖ f ‖L2(0,T ;[L2(Ω)]3) + ‖g‖L2(0,T ;[L2(ΓN )]3))2 + δ∥∥u˙(ε)∥∥2L2(0,T ;V (Ω))
+μ∣∣ε−2eαβ(u0(ε))∣∣20,Ω + 2μ∣∣ε−1e3β(u0(ε))∣∣20,Ω
+ (λ + 2μ)
2
∣∣e33(u0(ε))∣∣20,Ω + λk21 + k232 ∥∥ε−2eαα(u˙(ε))∥∥2L2(0,T ;L2(Ω))
+ λk
2
2
2
∥∥e33(u˙(ε))∥∥2L2(0,T ;L2(Ω)),
where δ > 0 is a small parameter and C depends on δ,k1,k2 and k3. By Korn’s inequality we deduce∥∥ε−2eαβ(u˙(ε))∥∥2L2(0,T ;[L2(Ω)]4s ) + ∥∥ε−1e3β(u˙(ε))∥∥2L2(0,T ;[L2(Ω)]2) + ∥∥e33(u˙(ε))∥∥2L2(0,T ;L2(Ω))
 C
((‖ f ‖L2(0,T ;[L2(Ω)]3) + ‖g‖L2(0,T ;[L2(ΓN )]3))2 + ∣∣ε−2eαβ(u0(ε))∣∣20,Ω
+ ∣∣ε−1e3β(u0(ε))∣∣20,Ω + ∣∣e33(u0(ε))∣∣20,Ω),
which concludes the proof. 
As a consequence of (4.11) and the uniqueness of the weak limit we conclude that
ε−2eαβ
(
u˙(ε)
) 
⇀ κ˙αβ, ε
−1e3β
(
u˙(ε)
) 
⇀ κ˙3β, and e33
(
u˙(ε)
) 
⇀ κ˙33, (4.13)
and multiplying equation (4.1) by ε−2 and taking the limit we obtain∫
Ω
(κ˙αβ + 2μκαβ + λκρρδαβ + λκ33δαβ)eαβ(v)dx = 0 ∀v ∈ V (Ω).
Now, our goal is to characterize κi j in terms of the asymptotic expansion of the displacements ﬁeld.
Theorem 4.4. Under the assumptions of Corollary 3.2 and (4.2), it is veriﬁed that
καβ = eαβ
(
u2
)
, κ33 = e33
(
u0
)
a.e. in Ω. (4.14)
Remark 4.5. Note that hypothesis (3.2) modiﬁes hypotheses (4.2) in the following form. By (2.22) and (3.2) we ﬁnd that
eiβ(u0(ε)) = 0. Then the hypotheses in (4.2) reduce to
e33
(
u0(ε)
)
⇀ (e0)33 = e33
(
u00
)= κ33(0). (4.15)
Proof. Indeed, from (3.3) and by taking into account Corollary 3.2 and Theorems 4.1 and 4.3, we ﬁnd that
ε−2eαβ
(
u(ε)
)= eαβ(u2)+ h.o.t. ⇀ eαβ(u2),
where h.o.t. stands for “higher order terms”. Also from (3.3) we ﬁnd that
e33
(
u(ε)
)= e33(u0)+ h.o.t. ⇀ e33(u0).
By the uniqueness of the weak limit, we conclude that (4.14) holds. 
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κ˙11 + (λ + 2μ)κ11 + λκ22 = σ−211 − λκ33,
κ˙22 + (λ + 2μ)κ22 + λκ11 = σ−222 − λκ33,
κ˙12 + 2μκ12 = σ−212 ,
κ12(0) = κ11(0) = κ22(0) = 0, (4.16)
which we integrate to ﬁnd that
κ11(t) = −λ

t∫
0
e
−2(λ+μ)(t−s)
 κ33(s)ds + 1
2
t∫
0
(
e
−2(λ+μ)(t−s)
 σ−2ρρ (s) +
(
σ−211 (s) − σ−222 (s)
)
e
−2μ(t−s)

)
ds,
κ22(t) = −λ

t∫
0
e
−2(λ+μ)(t−s)
 κ33(s)ds + 1
2
t∫
0
(
e
−2(λ+μ)(t−s)
 σ−2ρρ (s) +
(
σ−222 (s) − σ−211 (s)
)
e
−2μ(t−s)

)
ds,
κ12(t) = 1

t∫
0
e
−2μ(t−s)
 σ−212 (s)ds ∀t ∈ [0, T ].
Note that
κρρ = 1

t∫
0
e
−2(λ+μ)(t−s)

(
σ−2ρρ (s) − 2λe33
(
u0(s)
))
ds ∀t ∈ [0, T ]. (4.17)
On the other hand, from (2.24) we ﬁnd that∫
Ω
σ33(ε)e33(v)dx =
∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ VBN(Ω),
and by (2.23) we know that
σ33(ε) = e33
(
u˙(ε)
)+ λε−2eρρ(u(ε))+ (λ + 2μ)e33(u(ε)).
Therefore, on the limit, by using (4.7) and (4.13)∫
Ω
(
κ˙33 + λκρρ + (λ + 2μ)κ33
)
e33(v)dx =
∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ VBN(Ω). (4.18)
Now, by taking into account Theorem 4.4, we see that (4.17) and (4.18) are equivalent to (3.33) and (3.20), respectively, thus
leading also to Theorem 3.6.
5. Characterization of the weak limit
In this section we will show that the weak limit u of the sequence u(ε) studied in Section 4 veriﬁes the same equations
as the ﬁrst term of the asymptotic expansion u0 in (3.35)–(3.38), as studied in Section 3. Therefore, throughout this section,
we assume the hypotheses of Theorem 4.4. Since Eqs. (3.35)–(3.38) have a unique solution, we will show that
u(ε)

⇀ u0,
which is our main result. First, we deﬁne
σ˜αβ = ε2σαβ(ε), σ˜3β = εσ3β(ε), σ˜33 = σ33(ε),
and
Ψi j = κ˙i j + λκkkδi j + 2μκi j. (5.1)
Therefore, from (2.23), (4.7) and (4.13) we know that
σ˜i j

⇀ Ψi j. (5.2)
Note that, in fact, from (4.16) we see that σ−2 = Ψαβ . In what follows it will be useful the following theorem.αβ
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Ω
Ψρρ v3 dx = 0, (5.3)
∫
Ω
xαΨρρ v3 dx = 0 ∀v3 ∈ L2(0, L), α ∈ {1,2}. (5.4)
Proof. We multiply (2.24) by ε2 and take limits. Also, we consider v = (v1, v2,0). Therefore,
0 =
∫
Ω
Ψαβeαβ(v)dx =
∫
Ω
Ψαβ∂αvβ dx.
For the particular case vβ = xβ v3(x3), β ∈ {1,2}, v3 ∈ L2(0, L), we ﬁnd that
0 =
∫
Ω
Ψαβ∂α(xβ)v3 dx =
∫
Ω
Ψααv3 dx.
Now, for the particular case v1 = 12 (x21 − x22)v3(x3), v2 = x1x2v3(x3) we ﬁnd that
0 =
∫
Ω
Ψαβ∂αvβ dx =
∫
Ω
Ψρρx1v3 dx = 0.
We then proceed analogously with v1 = x1x2v3(x3), v2 = 12 (x22 − x21)v3(x3) and conclude (5.4). 
Now, from (5.1) we ﬁnd that
Ψρρ = κ˙ρρ + 2(λ +μ)κρρ + 2λκ33. (5.5)
Now we multiply the previous equation by v3 ∈ L2(0, L) and then we integrate in Ω . Thus, by using (5.3), we ﬁnd that

∫
Ω
κ˙ρρ v3 dx+ 2(λ + μ)
∫
Ω
κρρ v3 dx+ 2λ
∫
Ω
κ33v3 dx = 0. (5.6)
We denote
Υ (t) =
∫
Ω
κ33v3 dx, Ξ(t) =
∫
Ω
κρρ v3 dx,
and from (5.6) and given that κρρ(0) = 0 we ﬁnd the following differential system:{
Ξ˙(t) + 2(λ + μ)Ξ(t) = −2λΥ (t),
Ξ(0) = 0,
which has a unique solution
Ξ(t) = −2λ

t∫
0
Υ (s)e
−2(λ+μ)(t−s)
 ds,
i.e. ∫
Ω
κρρ v3 dx = −2λ

t∫
0
∫
Ω
κ33(s)v3 dxe
−2(λ+μ)(t−s)
 ds.
By using (2.1) and having in mind (4.10), the previous equation yields that
∫
κρρ v3 dx = −2λ

t∫ L∫
ζ ′3(s)v3 dx3 e
−2(λ+μ)(t−s)
 ds. (5.7)Ω 0 0
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ﬁnd that

∫
Ω
xακ˙ρρ v3 dx+ 2(λ +μ)
∫
Ω
xακρρ v3 dx+ 2λ
∫
Ω
xακ33v3 dx = 0 (5.8)
and we obtain a differential system which is of the same form as before. It has a unique solution:
∫
Ω
xακρρ v3 dx = −2λ

t∫
0
∫
Ω
xακ33(s)v3 dxe
−2(λ+μ)(t−s)
 ds
Moreover, we obtain (no sum on α) that
∫
Ω
xακρρ v3 dx = 2λ

Iα
t∫
0
( L∫
0
∂33
(
uα(s)
)
v3 dx3
)
e
−2(λ+μ)(t−s)
 ds. (5.9)
Theorem 5.2. Under the hypotheses of Theorems 2.7 and 4.4, u, the weak limit of the sequence u(ε), belongs to the space VBN(Ω) for
all time t ∈ [0, T ] and it has the following form:
uα(t)(x) = ζα(t)(x3), u3(t)(x) = ζ3(t)(x3) − xαζ ′α(t)(x3),
where the stretching ζ3 is the unique solution of the following variational problem:
ζ3 ∈ W 1,∞
(
0, T ; H10(0, L)
)
, (5.10)
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

L∫
0
ζ ′3v ′ dx3
}
ds + 
L∫
0
ζ˙ ′3v ′ dx3 + (λ + 2μ)
L∫
0
ζ ′3v ′ dx3
=
L∫
0
[∫
ω
f3 dω +
∫
γ
g3 dγ
]
v dx3 ∀v ∈ H10(0, L), (5.11)
ζ3(0) = ξ03, (5.12)
and the bendings (ζα) are the unique solutions of the following variational problems (no sum on α):
ζα ∈ W 1,∞
(
0, T ; H20(0, L)
)
, (5.13)
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

L∫
0
Iαζ
′′
α v
′′ dx3
}
ds + 
L∫
0
Iαζ˙
′′
α v
′′ dx3 + (λ + 2μ)
L∫
0
Iαζ
′′
α v
′′ dx3
=
L∫
0
[∫
ω
fα dω +
∫
γ
gα dγ
]
v dx3 −
L∫
0
[∫
ω
xα f3 dω +
∫
γ
xα g3 dγ
]
v ′ dx3 ∀v ∈ H20(0, L), (5.14)
ζα(0) = ξ0α. (5.15)
Proof. It is straightforward. We turn back to (4.18). First we take v = (0,0, v), where v ∈ H10(0, L) and use (5.7) with
v3 = v ′ . That will give (5.11). Then we take v = (v,0,−x1v ′), and v = (0, v,−x2v ′) with v ∈ H20(0, L) and use (5.9) with
v3 = v ′′ . That will give (5.14). We also notice that (4.2) implies that there exists u0 ∈ VBN(Ω) such that u0(ε) ⇀ u0.
Moreover, by the uniqueness of the limit, from (3.1) we ﬁnd u0 = u00. Then, (5.12) and (5.15) follow from Corollary 3.2. 
Theorem 5.3. Let us assume the hypotheses of Theorems 3.6 and 5.2. Then, the solution of Problem 2.6 converges weakly star to the
ﬁrst term of the asymptotic expansion of the displacements, i.e.,
u(ε)

⇀ u0. (5.16)
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In the following theorem we give a mixed formulation of the problem which will be of use in the main theorem of the
section, where a strong convergence result is given.
Theorem 6.1. Let us assume the hypotheses of Theorem 2.7. Then, the scaled displacement ﬁeld u(ε) = (ui(ε)) and the scaled stress
ﬁeld σ (ε) = (σi j(ε)) are the unique solution of the following problem:
u(ε)(t) ∈ V (Ω) ∀t ∈ [0, T ], σ (ε)(t) ∈ Σ(Ω) a.e. in (0, T ),
ε4

t∫
0
[∫
Ω
{
σαβ(ε)(s)ταβ
}
dx− λ

s∫
0
∫
Ω
{
σαα(ε)(r)τρρ
}
dxe−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
− ε
2λ
2μ
(
1− e− 2μt )∫
Ω
e33
(
u0(ε)
)
τρρ dx+ ε
2

t∫
0
[∫
Ω
{
σ3β(ε)(s)τ3β
}
dx
− λ

s∫
0
∫
Ω
{
σ33(ε)(r)τρρ + σρρ(ε)(r)τ33
}
dxe−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ 1

t∫
0
[∫
Ω
{
σ33(ε)(s)τ33
}
dx− λ

s∫
0
∫
Ω
{
σ33(ε)(r)τ33
}
dxe−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
=
∫
Ω
eij
(
u(ε)
)
τi j dx−
∫
Ω
e33
(
u0(ε)
)
τ33 dx ∀τ ∈ Σ(Ω), ∀t ∈ [0, T ], (6.1)
∫
Ω
σi j(ε)eij(v)dx =
∫
Ω
f i vi dx+
∫
ΓN
gi vi da ∀v ∈ V (Ω) a.e. in (0, T ). (6.2)
Proof. From (2.23) we ﬁnd that
ε2σαα(ε) + σ33(ε) = 
[
ε−2eρρ
(
u˙(ε)
)+ e33(u˙(ε))]+ (3λ + 2μ)[ε−2eρρ(u(ε))+ e33(u(ε))].
Therefore,
ε−2eρρ
(
u(ε)(t)
)+ e33(u(ε)(t))= 1

t∫
0
(
ε2σαα(ε)(s) + σ33(ε)(s)
)
e−
(3λ+2μ)(t−s)
 ds + e33
(
u0(ε)
)
.
This let us ﬁnd from (2.23) that
ε2σαβ(ε)(t) = ε−2eαβ
(
u˙(ε)(t)
)+ 2με−2eαβ(u(ε)(t))
+ λ

[ t∫
0
(
ε2σρρ(ε)(s) + σ33(ε)(s)
)
e−
(3λ+2μ)(t−s)
 ds
]
δαβ + λe33
(
u0(ε)
)
δαβ.
From here we obtain that
ε−2eαβ
(
u(ε)(t)
)= 1

t∫
0
{
ε2σαβ(ε)(s) − λe33
(
u0(ε)
)
δαβ
− λ

[ s∫ (
ε2σρρ(ε)(r) + σ33(ε)(r)
)
e−
(3λ+2μ)(s−r)
 dr
]
δαβ
}
e−
2μ(t−s)
 ds.0
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ε−1e3β
(
u(ε)(t)
)= 1

t∫
0
{
εσ3β(ε)(s)
}
e−
2μ(t−s)
 ds,
e33
(
u(ε)(t)
)− e33(u0(ε))= 1

t∫
0
{
σ33(ε)(s) − λ

s∫
0
(
ε2σαα(ε)(r) + σ33(ε)(r)
)
e−
(3λ+2μ)(s−r)
 dr
}
e−
2μ(t−s)
 ds.
It only remains to add expression (2.24). 
In order to simplify the notation we introduce the bilinear forms aqp(·,·) : Σ(Ω) × Σ(Ω) → R, p = 0,2,4, q = 1,2;
b(·,·) : Σ(Ω) × V (Ω) → R and the linear form F (·) : V (Ω) → R, deﬁned for all elements σ ,τ ∈ Σ(Ω) and v ∈ V (Ω) as
follows:
a0(σ ,τ ) =
∫
Ω
σ33τ33 dx,
a12(σ ,τ ) =
∫
Ω
σ3βτ3β dx, a
2
2(σ ,τ ) =
∫
Ω
(σ33τμμ + σμμτ33)dx,
a14(σ ,τ ) =
∫
Ω
σαβταβ dx, a
2
4(σ ,τ ) =
∫
Ω
σαατμμ dx,
b(τ , v) = −
∫
Ω
eij(v)τi j dx,
F (v) = −
∫
Ω
f i vi dx−
∫
ΓN
gi vi da,
M(τ ) =
∫
Ω
e33
(
u0(ε)
)
τρρ dx. (6.3)
With this notation, the problem (6.1)–(6.2) is formulated as follows:
ε4

t∫
0
[
a14
(
σ (ε)(s),τ
)− λ

s∫
0
a24
(
σ (ε)(r),τ
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ ε
2

t∫
0
[
a12
(
σ (ε)(s),τ
)− λ

s∫
0
a22
(
σ (ε)(r),τ
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ 1

t∫
0
[
a0
(
σ (ε)(s),τ
)− λ

s∫
0
a0
(
σ (ε)(r),τ
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
− ε
2λ
2μ
(
1− e− 2μt )M(τ ) = −b(τ ,u(ε))+ b(τ ,u0(ε)) ∀v ∈ V (Ω), τ ∈ Σ(Ω), (6.4)
b
(
σ (ε), v
)= F (v) ∀v ∈ V (Ω). (6.5)
Using the asymptotic expansion for displacements and stresses introduced in Section 3, yields that
1

t∫
0
[
a0
(
σ 0(s),τ
)− λ

s∫
0
a0
(
σ 0(r),τ
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
= −b(τ ,u0)+ b(τ ,u00) ∀v ∈ V (Ω), τ ∈ Σ(Ω). (6.6)
The following theorem will be used in the proof of the main result of this section.
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Φ(τ , t) = 1

t∫
0
[
a14
(
τ (s),τ (s)
)− λ

s∫
0
a24
(
τ (r),τ (r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ 1

t∫
0
[
a12
(
τ (s),τ (s)
)− λ

s∫
0
a22
(
τ (r),τ (r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ 1

t∫
0
[
a0
(
τ (s),τ (s)
)− λ

s∫
0
a0
(
τ (r),τ (r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds.
Then, if 3λT <  it holds that
Φ(τ , t) C
t∫
0
(
3∑
i, j=1
∫
Ω
τ 2i j(s)dx
)
e−
2μ(t−s)
 ds ∀t ∈ (0, T ), (6.7)
where C > 0 is a constant which depends on λ, T and .
Proof. Indeed, we can formulate Φ(τ , t) as follows:
Φ(τ , t) =
t∫
0
[∫
Ω
{
ταβ(s)ταβ(s) + τ3β(s)τ3β(s) + τ 233(s)
}
dx
]
e−
2μ(t−s)
 ds
− λ

t∫
0
[ s∫
0
∫
Ω
{
ταα(r)τρρ(r) + 2τρρ(r)τ33(r) + τ 233(r)
}
dxe−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds

t∫
0
[∫
Ω
{
ταβ(s)ταβ(s) + τ3β(s)τ3β(s) + τ 233(s)
}
dx
]
e−
2μ(t−s)
 ds − 3λT

t∫
0
[∫
Ω
{
τ 2ii (s)
}
dx
]
e−
2μ(t−s)
 ds
=
t∫
0
[∫
Ω
{(
1− 3λT

)(
τ 2ii (s)
)+ 2τ 212(s) + τ 231(s) + τ 232(s)}dx]e− 2μ(t−s) ds. 
Theorem6.3.We assume the hypotheses of Theorem 5.3 and Theorem 6.2. Then, for 0< ε  1, let (u(ε)(t),σ (ε)(t)) ∈ V (Ω)×Σ(Ω)
be the solution of problem (6.4)–(6.5). Let u0 ∈ V (Ω) and σ 033 ∈ L2(Ω) be the elements deﬁned by (3.3) and (3.7). Moreover, we
assume that∣∣e33(u0(ε))− e33(u00)∣∣0,Ω ε→0−→ 0. (6.8)
Then, when ε → 0, the following strong convergences hold:∣∣σ33(ε)(t) − σ 033(t)∣∣0,Ω → 0 ∀t ∈ [0, T ], (6.9)
ε
∣∣σ3β(ε)(t)∣∣0,Ω → 0 ∀t ∈ [0, T ], (6.10)
ε2
∣∣σαβ(ε)(t)∣∣0,Ω → 0 ∀t ∈ [0, T ], (6.11)∥∥u(ε)(t) − u0(t)∥∥1,Ω → 0 ∀t ∈ [0, T ]. (6.12)
Proof. We ﬁrst deﬁne σ¯ 0, S , and S˜ as follows:
σ¯ 0i j = 0 if i, j 
= 3, σ¯ 033 = σ 033, S = σ (ε) − σ¯ 0,
S˜33 = S33, S˜3β = εS3β, S˜αβ = ε2Sαβ. (6.13)
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Φ(˜S, t) = 1

ε4
t∫
0
[
a14
(
S(s), S(s)
)− λ

s∫
0
a24
(
S(r), S(r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ 1

ε2
t∫
0
[
a12
(
S(s), S(s)
)− λ

s∫
0
a22
(
S(r), S(r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ 1

t∫
0
[
a0
(
S(s), S(s)
)− λ

s∫
0
a0
(
S(r), S(r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds.
By taking into account (6.4) and deﬁnitions (6.3) and (6.13) we ﬁnd that
Φ(˜S, t) = −b(S,u(ε))+ b(S,u0(ε))+ λε2
2μ
(
1− e− 2μt )M(S)
+ λε
2
2
t∫
0
[ s∫
0
a22
(
σ¯ 0(r), S(r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
− 1

t∫
0
[
a0
(
σ¯ 0(s), S(s)
)− λ

s∫
0
a0
(
σ¯ 0(r), S(r)
)
e−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds.
Now we plug (6.6) for τ = S in the previous expression to ﬁnd that
Φ(˜S, t) = −b(σ − σ¯ 0,u(ε) − u0)+ b(σ − σ¯ 0,u0(ε) − u00)+ λε22μ (1− e− 2μt )
∫
Ω
e33
(
u0(ε)
)
σρρ dx
+ λε
2
2
t∫
0
[ s∫
0
∫
Ω
{
σ 033(r)σρρ(r)
}
dxe−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
=
∫
Ω
f i
(
u0i − ui(ε)
)
dx+
∫
ΓN
gi
(
u0i − ui(ε)
)
da −
∫
Ω
σ 033e33
(
u(ε) − u0)dx
−
∫
Ω
f i
(
u00i − u0i(ε)
)
dx−
∫
ΓN
gi
(
u00i − u0i(ε)
)
da +
∫
Ω
σ 033e33
(
u0(ε) − u00
)
dx
+ λ
2
t∫
0
[ s∫
0
∫
Ω
{
σ 033(r)˜Sρρ(r)
}
dxe−
(3λ+2μ)(s−r)
 dr
]
e−
2μ(t−s)
 ds
+ λ
2μ
(
1− e− 2μt )∫
Ω
e33
(
u0(ε)
)˜
Sρρ dx,
where in the last equality we used (6.5) and the deﬁnition of b(·,·) and F in (6.3). Now, we take limits as ε → 0. Note that
S˜αβ = σ˜αβ . From (5.2), (5.16) and (6.8), we show that
0 = lim
ε→0
{
Φ(˜S, t)
}
where we have used (5.3)–(5.4). Therefore, from (6.7), we ﬁnd that
lim
ε→0
{ t∫
0
(
3∑
i, j=1
∫
Ω
S˜2i j(s)dx
)
e−
2μ(t−s)
 ds
}
= 0,
from where we ﬁnd the convergences (6.9)–(6.11). Now, from (6.4) and (6.6) we obtain that
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= 1

t∫
0
[
ε4a14
(
σ (ε)(s),τ
)+ ε2a12(σ (ε)(s),τ )+ a0(σ (ε)(s) − σ 0(s),τ )]e− 2μ(t−s) ds
− λ
2
t∫
0
[ s∫
0
ε4a24
(
σ (ε)(r),τ
)+ ε2a22(σ (ε)(r),τ )
+ a0
(
σ (ε)(r) − σ 0(r),τ )e− (3λ+2μ)(s−r) dr]e− 2μ(t−s) ds
− b(τ ,u0(ε))+ b(τ ,u00)− ε2λ2μ (1− e− 2μt )M(τ )
 C
t∫
0
[∣∣ε4σαβ(s)∣∣20,Ω + ∣∣ε2σ3β(s)∣∣20,Ω + ∣∣ε2σ33(s)∣∣20,Ω + ∣∣ε2σαα(s)∣∣20,Ω
+ ∣∣σ33(s) − σ 033(s)∣∣20,Ω + ∣∣ε2e33(u0(ε))∣∣20,Ω + ∣∣e33(u0(ε) − u00)∣∣20,Ω] 12 ds|τ |0,Ω,
where C > 0 is a constant which depends on λ, T and . Combining the Babuška–Brezzi property with the previous expres-
sion, we know that
C0(Ω)
∥∥u(ε)(t) − u0(t)∥∥1,Ω  sup
τ∈Σ(Ω)
{∫
Ω
eij(u(ε)(t) − u0(t)) τi j dx
|τ |0,Ω
}
 C
t∫
0
[∣∣ε4σαβ(s)∣∣20,Ω + ∣∣ε2σ3β(s)∣∣20,Ω + ∣∣ε2σ33(s)∣∣20,Ω
+ ∣∣ε2σαα(s)∣∣20,Ω + ∣∣σ33(s) − σ 033(s)∣∣20,Ω + ∣∣ε2e33(u0(ε))∣∣20,Ω
+ ∣∣e33(u0(ε) − u00)∣∣20,Ω] 12 ds,
where C0(Ω) > 0 is a constant which depends on Ω . Therefore, taking limits as ε → 0 and keeping in mind convergences
(6.8)–(6.11), we ﬁnd (6.12). 
7. Conclusion. Comparison with classical theories
In the previous sections we showed that when the cross sectional area is small, the scaled displacement u(ε) is approx-
imated in Ω by the ﬁrst term of the asymptotic expansion (3.3). Consequently, the “descaling” of the unknowns and data
through (2.13) and (2.16)–(2.17) leads to successive approximations of the true displacement uε in Ωε (see [33] for the
details).
Let us deﬁne
F ε3 =
∫
ωε
f ε3 dω
ε +
∫
γ ε
gε3 dγ
ε, F εα =
∫
ωε
f εα dω
ε +
∫
γ ε
gεα dγ
ε,
Mεα =
∫
ωε
xεα f
ε
3 dω
ε +
∫
γ ε
xεα g
ε
3 dγ
ε.
In a natural way, we deﬁne components unε ∈ W 1,∞(0, T ; V (Ωε)) and components unε0 ∈ V (Ωε), n  0, of the asymp-
totic expansions of uε and uε0, respectively. For all x
ε = Πε(x) ∈ Ω¯ε:
unεα
(
xε
)= ε−1+nunα(x), unε3 (xε)= εnun3(x),(
unε
) (
xε
)= ε−1+n(un) (x), (unε) (xε)= εn(un) (x).0 α 0 α 0 3 0 3
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ξε0α ∈ H20(0, L), ξε03 ∈ H10(0, L),(
u0ε0
)
α
(
xε
)= ξε0α(x3), (u0ε0 )3(xε)= ξε03(xε3)− xεα(ξε0α)′(xε3).
We characterize the zero-th order term u0ε as follows.
Theorem 7.1. (a) Under the hypotheses of Theorem 3.5, the zero-th order term u0ε is of the Bernoulli–Navier type for all t ∈ [0, T ]:
u0ε(t) ∈ VBN
(
Ωε
) : u0εα (t) = ξ0εα (t), u0ε3 (t) = ξ0ε3 (t) − xεα(ξ0εα )′(t),
where the axial stretching ξ0ε3 and the bending ξ
0ε
α components are the unique solutions of the following one-dimensional problems
(no sum on α):
ξ0ε3 ∈ W 1,∞
(
0, T ; H10(0, L)
)
, (7.1)
Aε
( L∫
0

(
1+ 2ν2)(ξ˙0ε3 )′v ′ dxε3 +
L∫
0
E
(
ξ0ε3
)′
v ′ dxε3
)
=
L∫
0
F ε3 v dx
ε
3 ∀v ∈ H10(0, L), (7.2)
ξ0ε3 (0) = ξε03, (7.3)
ξ0εα ∈ W 1,∞
(
0, T ; H20(0, L)
)
, (7.4)
Iεα
( L∫
0

(
1+ 2ν2)(ξ˙0εα )′′v ′′ dxε3 +
L∫
0
E
(
ξ0εα
)′′
v ′′ dxε3
)
=
L∫
0
F εαv dx
ε
3 −
L∫
0
Mεαv
′ dxε3 ∀v ∈ H20(0, L), (7.5)
ξ0εα (0) = ξε0α, (7.6)
(b) Under the hypotheses of Theorem 3.6, the zero-th order term u0ε is of the Bernoulli–Navier type for all t ∈ [0, T ]:
u0ε(t) ∈ VBN
(
Ωε
): u0εα (t) = ξ0εα (t), u0ε3 (t) = ξ0ε3 (t) − xεα(ξ0εα )′(t),
ξ0ε3 (t) ∈ H10(0, L), ξ0εα (t) ∈ H20(0, L),
where the axial stretching ξ0ε3 and the bending ξ
0ε
α components are the unique solutions of the following one-dimensional problems
(no sum on α):
ξ0ε3 ∈ W 1,∞
(
0, T ; H10(0, L)
)
, (7.7)
Aε
(
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

L∫
0
(
ξ0ε3
)′
v ′ dxε3
}
ds + 
L∫
0
(
ξ˙0ε3
)′
v ′ dxε3 + (λ + 2μ)
L∫
0
(
ξ0ε3
)′
v ′ dxε3
)
=
L∫
0
F ε3 v dx
ε
3 ∀v ∈ H10(0, L), (7.8)
ξ0ε3 (0) = ξε03, (7.9)
ξ0εα ∈ W 1,∞
(
0, T ; H20(0, L)
)
, (7.10)
Iεα
(
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

L∫
0
(
ξ0εα
)′′
v ′′ dxε3
}
ds + 
L∫
0
(
ξ˙0εα
)′′
v ′′ dxε3 + (λ + 2μ)
L∫
0
(
ξ0εα
)′′
v ′′ dxε3
)
=
L∫
0
F εαv dx
ε
3 −
L∫
0
Mεαv
′ dxε3 ∀v ∈ H20(0, L), (7.11)
ξ0εα (0) = ξε0α. (7.12)
As a conclusion to the previous theorem and without any a priori assumption of a mechanic or geometric nature, we
obtain classical equations of the viscoelastic beam type.
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value problem:
−Aε
(

(
1+ 2ν2) ∂3(ξ0ε3 )
∂(xε3)
2∂t
+ E ∂
2(ξ0ε3 )
∂(xε3)
2
)
= F ε3 a.e. in (0, L), (7.13)
ξ0ε3 (0, t) = ξ0ε3 (L, t) = 0 ∀t ∈ [0, T ], ξ0ε3 (0) = ξε03 a.e. in (0, L). (7.14)
Also, any suﬃciently smooth solution of the variational problem (7.4)–(7.6) is also a solution of the following boundary value problem:
Iεα
(

(
1+ 2ν2) ∂5(ξ0εα )
∂(xε3)
4∂t
+ E ∂
4(ξ0εα )
∂(xε3)
4
)
= F εα +
∂Mεα
∂xε3
a.e. in (0, L), (7.15)
ξ0εα (0, t) = ξ0εα (L, t) = 0,
∂(ξ0εα )
∂xε3
(0, t) = ∂(ξ
0ε
α )
∂xε3
(L, t) = 0 ∀t ∈ [0, T ], (7.16)
ξ0εα (0) = ξε0α a.e. in (0, L). (7.17)
(b) Any suﬃciently smooth solution of the variational problem (7.7)–(7.9) is also a solution of the following boundary value problem:
−Aε
(
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

∂2(ξ0ε3 )
∂(xε3)
2
}
ds +  ∂
3(ξ0ε3 )
∂(xε3)
2∂t
+ (λ + 2μ)∂
2(ξ0ε3 )
∂(xε3)
2
)
= F ε3 a.e. in (0, L), (7.18)
ξ0ε3 (0, t) = ξ0ε3 (L, t) = 0 ∀t ∈ [0, T ], ξ0ε3 (0) = ξε03 a.e. in (0, L). (7.19)
Also, any suﬃciently smooth solution of the variational problem (7.10)–(7.12) is also a solution of the following boundary value
problem:
Iεα
(
−2λ2

t∫
0
{
e
−2(λ+μ)(t−s)

∂4(ξ0εα )
∂(xε3)
4
}
ds +  ∂
5(ξ0εα )
∂(xε3)
4∂t
+ (λ + 2μ)∂
4(ξ0εα )
∂(xε3)
4
)
= F εα +
∂Mεα
∂xε3
a.e. in (0, L), (7.20)
ξ0εα (0, t) = ξ0εα (L, t) = 0,
∂(ξ0εα )
∂xε3
(0, t) = ∂(ξ
0ε
α )
∂xε3
(L, t) = 0 ∀t ∈ [0, T ], (7.21)
ξ0εα (0) = ξε0α a.e. in (0, L). (7.22)
Eq. (7.13) is of the form of a classical equation of the axial deformation for a linearized viscoelastic beam (see for example
[21]). On the contrary, to the authors knowledge, Eq. (7.18) is not amongst the classical models of the axial deformation for
a linearized viscoelastic beam. Nevertheless, it can be easily checked that as  → 0 both the time integral term and the
time derivative term vanish, thus converging to the elastic case. It is our conjecture that this model is in fact a model valid
to describe the axial deformation of a linearized viscoelastic beam with long-term memory (see Remark 3.7). The same
comments apply to the equations for the bending of a linearized viscoelastic beam (7.15) (which can be found in [20], for
example) and (7.20) which is of the long-term memory form.
Appendix A
Let (V , (·,·)V ) be a Hilbert space. We have the following result.
Theorem A.1. Let f ∈ Lp([0, T ]; V ), p  1 and u0 ∈ V . Let a,b,d, T be positive constants and c ∈R \ {0}. Then, there exists a unique
u : [0, T ] → V solution to the equation
a
(
u˙(t), v
)
V + b
(
u(t), v
)
V + c
( t∫
0
u(s)e−d(t−s) ds, v
)
V
= ( f (t), v)V ∀v ∈ V , a.e. in (0, T ), (A.1)
u(0) = u0, (A.2)
with the regularity u ∈ W 1,p(0, T ; V ).
Proof. We ﬁrst consider the auxiliary problem
a
(
u˙η(t), v
)
V + b
(
uη(t), v
)
V =
(
f (t) − cη(t), v)V ∀v ∈ V , (A.3)
uη(0) = u0, (A.4)
Á. Rodríguez-Arós, J.M. Viaño / J. Math. Anal. Appl. 370 (2010) 607–634 633where η ∈ Lp([0, T ]; V ). By using arguments of evolutionary variational equalities (see for example [4,5,24,31]), there exists
a unique solution of the auxiliary problem satisfying
uη ∈ W 1,p(0, T ; V ).
Now we consider the operator Λ : W 1,p(0, T ; V ) → W 1,p(0, T ; V ) deﬁned as follows:
Λη(t) =
t∫
0
uη(s)e
−d(t−s) ds.
We use η = η1 and v = uη2 and then η = η2 and v = uη1 in (A.3) to derive
a
(
u˙η1(t) − u˙η2(t),uη2(t) − uη1(t)
)
V + b
(
uη1(t) − uη2(t),uη2(t) − uη1(t)
)
V =
(
η1(t) − η2(t),uη2(t) − uη1(t)
)
V .
Therefore,
a
2
∂t
∥∥uη1(t) − uη2(t)∥∥2V = b∥∥uη1(t) − uη2(t)∥∥2V + (η1(t) − η2(t),uη2(t) − uη1(t))V .
By integrating and applying Gronwall’s inequality we ﬁnd that there exists a C > 0 such that
∥∥uη1(t) − uη2(t)∥∥2V  C
t∫
0
∥∥η1(s) − η2(s)∥∥2V ds.
On the other hand
∂t(Λη)(t) = uη(t) +
t∫
0
−de−d(t−s)uη(s)ds.
As a consequence, there exists a k > 0 such that ‖Λkη1 − Λkη2‖2W 1,p(0,T ;V ) < 1. By the Banach ﬁxed point theorem, there
exists a unique η ∈ W 1,p(0, T ; V ) such that Λη(t) = η(t) ∀t ∈ [0, T ]. Therefore, the auxiliary problem (A.3)–(A.4) for
η = η is a reformulation of the original problem (A.1)–(A.2). 
References
[1] I. Aganovic, Z. Tutek, A justiﬁcation of the one-dimensional linear model of elastic beams, Math. Methods Appl. Sci. 8 (1986) 1–14.
[2] A. Bermúdez, J.M. Viaño, Une justiﬁcation des équations de la thermo-élasticité de poutres a section variable par des méthodes asymptotiques, Math.
Model. Numer. Anal. 18 (4) (1984) 347–376.
[3] D. Blanchard, Justiﬁcation de modèles de plaques correspondant à differentes conditions aux limites, Thèse, Univ. P. et M. Curie, Paris, 1981.
[4] H. Brezis, Opérateurs maximaux monotones et semigroups de contractions dans les espaces de Hilbert, North-Holland, 1973.
[5] H. Brezis, Annalyse fonctionelle, Masson, Paris, 1983.
[6] P.G. Ciarlet, A justiﬁcation of the von Karman equations, Arch. Ration. Mech. Anal. 73 (1980) 349–389.
[7] P.G. Ciarlet, P. Destuynder, A justiﬁcation of the two dimensional linear plate model, J. Méc. 18 (1979) 315–344.
[8] P.G. Ciarlet, S. Kesavan, Two dimensional approximation of three dimensional eigen-value problems in plate theory, Comput. Methods Appl. Mech.
Engrg. 26 (1981) 145–172.
[9] P.G. Ciarlet, J.C. Paumier, A justiﬁcation of the Marguerre von Karman equations, C. R. Acad. Sci. 301 (1985) 857–860.
[10] P.G. Ciarlet, P. Rabier, Les Équations de Von Kármán, Springer-Verlag, Berlin, 1980.
[11] A. Cimetière, G. Geymonat, H. Ledret, A. Raoult, Z. Tutek, Une dérivation d’un modèle non linéaire de poutres a partir de l’élasticité tridimensionelle,
C. R. Acad. Sci. 302 (1986) 697–700.
[12] A. Cimetière, G. Geymonat, H. Ledret, A. Raoult, Z. Tutek, Asymptotic theory and analysis for displacements and stress distributions in nonlinear elastic
straight slender rods, J. Elasticity 19 (1988) 111–161.
[13] P. Destuynder, Sur une justiﬁcation des modèles de plaques et de coques par les méthodes asymptotiques, Thèse, Univ. P. et M. Curie, Paris, 1980.
[14] A.D. Drozdov, Finite Elasticity and Viscoelasticity: A Course in the Nonlinear Mechanics of Solids, World Scientiﬁc Publ., Singapore, 1996.
[15] M. Ghergu, V. Radulescu, Singular Elliptic Problems. Bifurcation and Asymptotic Analysis, Oxford Lecture Ser. Math. Appl., vol. 37, Oxford University
Press, 2008.
[16] G. Duvaut, J.L. Lions, Inequalities in Mechanics and Physics, Springer-Verlag, Berlin, 1976.
[17] W. Han, M. Sofonea, Quasistatic Contact Problems in Viscoelasticity and Viscoplasticity, Stud. Adv. Math., vol. 30, American Mathematical Soci-
ety/International Press, 2002.
[18] R.N. Homman-Cancelo, Une justiﬁcation des modèles de plaques en elasticité: conditions aux limites du type Fourier, problèmes unilateraux, Thèse,
Univ. P. et M. Curie, Paris, 1980.
[19] H. Irago, J.M. Viaño, Error estimation in the Bernoulli–Navier model for elastic rods, Asymptot. Anal. 21 (1999) 71–87.
[20] K.L. Kuttler, M. Shillor, J.R. Fernandez, Existence for a thermoviscoelastic beam model of brakes, Nonlinear Anal. Real World Appl. 5 (5) (2004) 857–880.
[21] K.L. Kuttler, R.S.R. Menike, M. Shillor, Existence results for dynamic adhesive contact of a rod, J. Math. Anal. Appl. 351 (2) (2009) 781–791.
[22] J. Lemaitre, J.L. Chaboche, Mecanique des materiaux solides, Dunod, 1985.
[23] J.L. Lions, Perturbations singulières dans les problèmes aux limites et en contrôle optimal, Lecture Notes in Math., vol. 323, Springer-Verlag, Berlin,
1973.
[24] J.L. Lions, E. Magenes, Problèmes aux limites non homogènes et applications, vol. 1, Dunod, Paris, 1968.
634 Á. Rodríguez-Arós, J.M. Viaño / J. Math. Anal. Appl. 370 (2010) 607–634[25] J. Necˇas, I. Hlavacˇek, Mathematical Theory of Elastic and Elastoplastic Bodies: An Introduction, Elsevier, Amsterdam, 1981.
[26] A.C. Pipkin, Lectures in Viscoelasticity Theory, Appl. Math. Sci., vol. 7, George Allen & Unwin Ltd./Springer-Verlag, London/New York, 1972.
[27] Á. Rodríguez-Arós, M. Sofonea, J.M. Viaño, A class of evolutionary variational inequalities with Volterra-type term, Math. Models Methods Appl. Sci. 14
(2004) 557–577.
[28] Á. Rodríguez-Arós, J.M. Viaño, M. Sofonea, Numerical analysis of a frictional contact problem for viscoelastic materials with long-term memory, Numer.
Math. 108 (2007) 327–358.
[29] M. Shillor, M. Sofonea, J. Telega, Models and Analysis of Quasistatic Contact, Lecture Notes in Phys., vol. 655, Springer-Verlag, Berlin, 2004.
[30] M. Sofonea, Á.D. Rodríguez-Arós, J.M. Viaño, A class of integro-differential variational inequalities with applications to viscoelastic contact, Math.
Comput. Modelling 41 (2005) 1355–1369.
[31] P. Suquet, Plasticité et homogénéisation, Thèse d’État, Université Paris 6, 1982.
[32] L. Trabucho, J.M. Viaño, Existence and characterization of higher-order terms in an asymptotic expansion method for linearized elastic beams, Asymptot.
Anal. 2 (1989) 223–255.
[33] L. Trabucho, J.M. Viaño, Mathematical modelling of rods, in: P.G. Ciarlet, J.L. Lions (Eds.), Handbook of Numerical Analysis, IV, Elsevier, 1996.
[34] C. Truesdell (Ed.), Mechanics of Solids, vol. III: Theory of Viscoelasticity, Plasticity, Elastic Waves and Elastic Stability, Springer-Verlag, Berlin, 1973.
[35] J.M. Viaño, Contribution à l’étude des modèles bidimensionels en thérmo-elasticité de plaques d’épaisseur non constante, Thèse, Univ. P. et M. Curie,
Paris, 1983.
