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Es innegable la importancia y creciente interes en el procesamiento paralelo dentro de la
Ciencia de la Computacion convirtiendose en una de las areas que han transformado mas
profundamente a la disciplina Diversas razones justican esta hecho como el crecimiento
de la potencia de computo la existencia de problemas donde el tiempo de resolucion
secuencial es inaceptable la posibilidad de mapear la concurrencia implcita del problema
a procesos paralelos para minimizar el tiempo de respuesta etc
Un sistema paralelo es la combinacion de un algoritmo paralelo y la maquina sobre
la cual este se ejecuta y ambos factores poseen numerosas variantes Respecto de los
algoritmos paralelos pueden ser especicados utilizando una diversidad de modelos y
paradigmas Por el lado de las arquitecturas de soporte si bien todas poseen mas de un
procesador pueden diferir en varias dimensiones tales como el mecanismo de control la
organizacion del espacio de direcciones la granularidad de los procesadores y la red de
interconexion
Entre los objetivos del paralelismo se encuentran reducir el tiempo de ejecucion y hacer
uso eciente de los recursos de computo El uso desigual de los elementos de procesamiento
puede causar pobre eciencia o hacer que el tiempo paralelo sea mayor que el secuencial
El balance de carga consiste en dado un conjunto de tareas que comprenden un algoritmo
complejo y un conjunto de computadoras donde ejecutarlas encontrar el mapeo de tareas
a computadoras que resulte en que cada una tenga aproximadamente igual trabajo Un
mapeo que balancea la carga de los procesadores incrementa la eciencia global y reduce
el tiempo de ejecucion
El problema de asignacion o mapeo es NP completo para un sistema general con n
procesadores y por lo tanto la tarea de encontrar una asignacion de costo mnimo es
computacionalmente intratable salvo para sistemas muy chicos Por esta razon pueden
utilizarse enfoques alternativos como la relajacion el desarrollo de soluciones para casos
particulares la optimizacion enumerativa o la optimizacion aproximada uso de heursticas
que brindan soluciones suboptimas aunque aceptables
En algunos casos el tiempo de computo asociado con una tarea puede determinarse
a priori En tales circunstancias se puede realizar el mapeo antes de comenzar la com
putacion balance de carga estatico Para una clase importante y creciente de aplica
ciones la carga de trabajo para una tarea particular puede modicarse en el curso de una
computacion y no puede estimarse de antemano	 en estos casos el mapeo debe cambiar
durante el computo balance de carga dinamico realizando etapas de balanceo durante
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la ejecucion de la aplicacion
En general el balance estatico es de menor complejidad que el dinamico pero tambien
menos versatil y escalable Conceptualmente los metodos dinamicos requieren alguna
forma de mantener una vision global del sistema y algun mecanismo de negociacion para
la migracion de procesos y
o datos Si bien potencialmente pueden mejorar la performance
global de la aplicacion redistribuyendo la carga entre los elementos de procesamiento esta
actividad se realiza a expensas de computacion util produce un overhead de comunicacion
y requiere espacio extra para mantener la informacion No puede establecerse un metodo
efectivo y eciente en todos los casos Siempre la eleccion depende de la aplicacion y
la plataforma de soporte y en muchos casos es necesario adaptar o combinar metodos
existentes para lograr buena performance
El sorting ordenacion es una de las operaciones mas comunes realizadas en una
computadora La tarea del sorting se dene como el acomodamiento de un conjunto
desordenado de elementos en orden creciente o decreciente Numerosas aplicaciones
requieren que los datos se encuentren ordenados para poder accederlos de manera mas
eciente El sorting es importante dentro del computo paralelo por su relacion cercana
con el ruteo de datos entre procesadores parte esencial de algunos algoritmos Muchos
problemas de routing pueden resolverse ordenando los paquetes en sus direcciones de
destino mientras varios algoritmos de sorting se basan en esquemas de ruteo para su
implementacion eciente Tambien la operacion de ordenacion es utilizada con frecuencia
en el procesamiento de Bases de Datos por ejemplo en operaciones con clausulas Distinct
Order By y Group By en SQL
Los algoritmos de sorting pueden categorizarse como basados en comparacion y no
basados en comparacion Los primeros ordenan comparando repetidamente pares de ele
mentos e intercambiandolos si es necesario Para n items el sorting secuencial basado
en comparacion tiene una cota inferior en tiempo de n logn En particular merge
sort es On logn lo que no permite mejoras sustanciales en los algoritmos secuenciales
Los metodos que no se basan en comparacion usan ciertas propiedades conocidas de los
elementos y la cota inferior es n
Existen numerosos algoritmos de ordenacion tanto secuenciales como paralelos El
sorting paralelo incluye tanto las versiones distribuidas de algoritmos secuenciales clasicos
como metodos directamente paralelos El proceso de paralelizar un algoritmo de sorting
secuencial involucra distribuir los elementos en los procesadores disponibles lo que implica
tratar temas tales como donde se almacenan las secuencias de entrada y salida o como
se realizan las comparaciones Los problemas de sorting con gran volumen de datos por
procesador son los mas interesantes y sobre los cuales las maquinas paralelas actuales
funcionan mejor debido a su potencia de computo y capacidad de memoria
Una gran parte de los metodos de balance de carga se reeren a problemas en los
que se cuenta con alguna manera de conocer cual es la carga por ejemplo expresandola
como una relacion de la cantidad de puntos de entrada de una grilla a procesar Resulta
interesante atacar el problema del balance de la carga en aplicaciones donde el trabajo
no depende del tamano de los datos de entrada sino de determinada caracterstica de los
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mismos Muchos de los algoritmos de sorting se encuentran dentro de esta clase
Algunas tecnicas de sorting intentan balancear la carga mediante un muestreo inicial
de los datos a ordenar y una distribucion de los mismos de acuerdo a pivots Otras
redistribuyen listas parcialmente ordenadas de modo que cada procesador almacene un
numero aproximadamente igual de claves y todos tomen parte del proceso de merge
durante la ejecucion Esta Tesis presenta un nuevo metodo que balancea dinamicamente
la carga basado en un enfoque diferente buscando realizar una distribucion del trabajo
utilizando un estimador que permita predecir la carga de trabajo pendiente
El metodo propuesto es una variante de Sorting by Merging Paralelo esto es una
tecnica basada en comparacion Las ordenaciones en los bloques se realizan mediante
el metodo de Burbuja o Bubble Sort con centinela En este caso el trabajo a realizar
en terminos de comparaciones e intercambios se encuentra afectada por el grado de
desorden de los datos Se estudio la evolucion de la cantidad de trabajo en cada iteracion
del algoritmo para diferentes tipos de secuencias de entrada n datos con valores de 
a n sin repeticion datos al azar con distribucion normal observandose que el trabajo
disminuye en cada iteracion Esto se utilizo para obtener una estimacion del trabajo
restante esperado a partir de una iteracion determinada y basarse en el mismo para
corregir la distribucion de la carga
Con esta idea el metodo no distribuye inicialmente entre las tareas todos los datos
a ordenar sino que se reserva un porcentaje de los mismos Luego de una determinada
cantidad de vueltas en particular con el  de las iteraciones estima el trabajo
restante de cada tarea basado en lo ya realizado y distribuye dinamicamente los datos
reservados de manera inversamente proporcional al trabajo restante estimado para cada
tarea
El esquema presentado utiliza el paradigma masterslave y fue implementado en una
arquitectura paralela con comunicacion por bus cluster de PCs homogeneas aunque
puede ejecutarse tambien en maquinas de memoria compartida Las caractersticas prin
cipales del metodo son su sencilllez efectividad comunicacion limitada y posibilidad de
aplicacion a diferentes problemas Se presentan resultados que muestran la bondad de las




El tema de esta Tesis se enmarca en el proyecto de Procesamiento Concurrente y Paralelo
que el autor codirige dentro del Instituto de Investigacion en Informatica LIDI IIILIDI
En particular los aspectos de metricas del paralelismo y balance de carga son de interes
en el contexto del proyecto mencionado
El trabajo esta organizado en tres Partes y cada Parte se encuentra dividida en
Captulos
La Parte I se reere a aspectos teoricos generales En el Captulo  se presentan con
ceptos basicos de paralelismo modelos de concurrencia y de computacion paralela En el
Captulo  se incluyen clasicaciones de arquitecturas paralelas por distintos criterios y se
describen algunas maquinas reales En el Captulo  se presentan los tipos de paralelismo
los principales paradigmas de computacion paralela y una metodologa de diseno de algo
ritmos paralelos En el Captulo  se introduce el tema de las metricas del paralelismo
presentando distintas medidas para evaluar un sistema paralelo as como los modelos de
speedup mas conocidos y el analisis de escalabilidad
La Parte II trata en el Captulo  la asignacion de tareas a procesadores y el balance
de carga presentando tecnicas de balanceo estaticas y dinamicas En el Captulo  se
analiza el tema del Sorting en general incluyendo algunos de los metodos secuenciales
y paralelos mas conocidos En el Captulo  se presenta el metodo de sorting paralelo
con balance dinamico de carga propuesto En el Captulo  se analizan los resultados
obtenidos y en el Captulo  se incluyen las conclusiones y las posibilidades de trabajo
futuro
La parte III est compuesta por los apendices El Apendice A se reere a Complejidad
de Funciones y Analisis de Orden El Apendice B describe el modelo de arquitectura y
software utilizado
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En la actualidad es innegable la importancia y el creciente interes en el procesamiento
paralelo dentro del espectro de la Ciencia de la Computacion Desde la invencion de las
computadoras seriales convencionales su velocidad se ha incrementado para cumplir con
las necesidades de las aplicaciones emergentes Sin embargo la limitacion fsica fundamen
tal impuesta por la velocidad de la luz hace imposible obtener mejoras indenidamente
y una manera natural de evitar esta saturacion es usar un ensamble de procesadores para
resolver problemas   En este sentido el paralelismo es un concepto intuitivo
Entre todas las ideas esparcidas por la Ciencia de la Computacion en los ultimos anos
pocas han transformado el area de manera tan profunda como la computacion paralela
Virtualmente todos los aspectos se vieron afectados y se genero un gran numero de
conceptos nuevos Desde la Arquitectura de Computadoras hasta los Sistemas Operativos
desde los Lenguajes de Programacion y Compiladores hasta Bases de Datos e Inteligencia
Articial y desde la Computacion Numerica hasta la Combinatoria cada rama sufrio un
renacimiento  
Existen diversas razones para justicar esta importancia tomada por el paralelismo
entre las que se pueden citar
 El crecimiento de la potencia de computo dado en la evolucion de la tecnologa de los
componentes y en las arquitecturas de procesamiento supercomputadoras hiper
cubos de procesadores homogeneos grandes redes de procesadores nohomogeneos
procesadores de imagenes de audio etc
 La existencia de problemas computacionales en los cuales el tiempo para obtener
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 La transformacion y creacion de algoritmos que explotan la concurrencia implcita
en el problema a resolver de modo de distribuir el procesamiento minimizando el
tiempo total de respuesta Naturalmente esta transformacion tambien debe adap
tarse a la arquitectura fsica de soporte
 La capacidad del computo distribuido
paralelo de reducir el tiempo de procesamien
to en problemas de calculo intensivo simulaciones busquedas computo cientco
o de grandes volumenes de informacion bases de datos imagenes etc
 La necesidad de tratar con sistemas de tiempo real distribuidos con requerimientos
crticos en terminos de tiempo de respuesta
 La existencia de sistemas en los que no es tan importante la velocidad de computo
sino la necesidad de resolver problemas en mas de una ubicacion fsica a la vez
capacidad que puede asociarse rapidamente a una conguracion paralela
 Las posibilidades que el paradigma paralelo ofrece en terminos de investigacion de
tecnicas para el analisis diseno y evaluacion de algoritmos Conceptualmente usar
varios procesadores que trabajan juntos en una computacion dada representa un
paradigma interesante Brinda ideas teoricas renovadas en la mayor parte de los
problemas computacionales independientemente de su origen o complejidad
En teora el paralelismo es simple aplicar multiples CPUs a un unico problema
Para el cientco computacional resuelve algunas de las restricciones impuestas por las
computadoras de un solo procesador  Ademas de ofrecer soluciones mas rapidas
las aplicaciones paralelizadas pueden resolver problemas mas grandes y complejos cuyos
datos de entrada o resultados intermedios exceden la capacidad de memoria de una CPU	
las simulaciones pueden ser corridas con mayor resolucion	 los fenomenos fsicos pueden
ser modelizados de manera mas realista
En la practica el paralelismo tiene un alto precio La programacion paralela involucra
una curva creciente de aprendizaje y es de esfuerzo intensivo el programador debe pensar
sobre la aplicacion de maneras novedosas y puede terminar reescribiendo todo el codigo
serial Mas aun las tecnicas para debugging y tuning de performance de programas
secuenciales no se extienden facilmente al mundo paralelo
Como saber si hacer o no la inversion El proposito y la naturaleza de la aplicacion
son los indicadores mas importantes de cuan exitosa sera la paralelizacion La eleccion
de la computadora paralela y el plan de ataque tendran impacto signicativo no solo en
la performance sino tambien en el nivel de esfuerzo requerido para lograrla
Entre los componentes necesarios para la computacion paralela se encuentran la arqui
tectura hardware y el sistema operativo lenguaje y compilador software Sin embargo




misma manera en que los algoritmos ocupan un lugar central en la Ciencia de la Com
putacion los algoritmos paralelos son el corazon de la computacion paralela junto con
los metodos utilizados para su construccion y analisis de performance
Es importante referirse a un algoritmo paralelo mencionando elmodelo de computacion
paralela para el que se lo diseno Esto se debe a que a diferencia de la computacion
secuencial donde la mayora de las maquinas pertenecen a un mismo modelo se han
propuesto y usado un gran numero de modelos para estudiar la computacion paralela
en teora y para construir maquinas paralelas en la practica Estos modelos dieren de
acuerdo a si los procesadores se comunican entre s por memoria compartida o por una red
si la interconexion es en forma de arreglo arbol o hipercubo si los procesadores ejecutan
el mismo o distintos algoritmos si los procesadores operan sincronica o asincronicamente
etc Ninguno de los modelos ha logrado imponerse denitivamente ya que cada uno
enfatiza determinados aspectos a costa de otros Una razon mas sutil es que no es probable
una maquina paralela universal	 para cada aplicacion existe una maquina optima
Para ilustrar algunos aspectos importantes del computo paralelo se puede trazar una
analoga con un escenario real como es el problema de apilar en sus estantes un conjunto
de libros en una biblioteca Un unico trabajador no podra realizarlo mas rapido que una
determinada velocidad pero se puede acelerar el proceso empleando mas de un trabajador
Si se asume que los libros estan organizados en estantes y los estantes se agrupan en
compartimentos una manera simple de asignar la tarea a los trabajadores es dividir los
libros equitativamente entre ellos Cada trabajador apila los libros que le corresponden
uno a la vez Esta podra no ser una buena division del trabajo ya que los trabajadores
podran estar todo el tiempo de un lado al otro de la biblioteca Una forma alternativa
de division de trabajo es asignar un conjunto jo y disjunto de compartimentos a cada
trabajador Si un trabajador encuentra un libro que corresponde a su compartimento
lo ubica en su lugar	 en caso contrario lo pasa al responsable del compartimento que
corresponda Este segundo enfoque requiere menos esfuerzo individual
Este ejemplo sugiere como una tarea puede realizarse mas rapido dividiendola en un
conjunto de subtareas asignadas a multiples trabajadores workers Estos cooperan
se pasan los libros cuando es necesario y completan la tarea El procesamiento paralelo
trabaja precisamente sobre los mismos principios Dividir una tarea entre trabajadores
asignandoles un conjunto de libros es una instancia de particionamiento de tareas El
pasaje de los libros es un ejemplo de comunicacion entre subtareas
Los problemas son paralelizables en distintos grados Para algunos asignar parti
ciones a otros procesadores podra signicar mayor consumo de tiempo que realizar el
procesamiento localmente Otros problemas pueden ser completamente secuenciales Un
problema puede tener distintas formulaciones paralelas lo que puede resultar en bene
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Numerosas y muy variadas areas presentan problemas que pueden ser resueltos uti
lizando procesamiento paralelo Estan incluidas las aplicaciones de prediccion del clima
monitoreo de contaminacion modelizacion de biosfera procesamiento de datos recogi
dos por satelites sensado remoto optimizaciones discretas modelizacion oceanica tomo
grafas computadas diseno y dinamica de vehculos analisis de estructuras de protenas
estudio de fenomenos qumicos procesamiento de imagenes busquedas en arboles sort
ing de grandes secuencias exploracion petrolera procesamiento de lenguaje natural re
conocimiento de voz aprendizaje en redes neuronales vision por computadora proce
samiento de consultas en bases de datos Muchos de estos son considerados problemas
Grand Challenge esto es problemas fundamentales en ciencia o ingeniera con un gran
impacto economico y cientco y cuya solucion puede obtenerse aplicando tecnicas y
recursos de computacion de alta performance
 Deniciones y Conceptos Basicos
Un proceso o tarea es un bloque de programa secuencial con ujo de control propio Es
un concepto fundamental de la programacion concurrente Un procesador es el dispositivo
fsico sobre el cual se ejecuta el proceso
La concurrencia dene la ejecucion simultanea de dos o mas procesos en uno o mas
procesadores
El paralelismo es la ejecucion concurrente esto es en el mismo instante de tiempo
sobre distintos procesadores En general dado un problema se lo divide en subproblemas
que son resueltos simultaneamente por los procesadores
Los objetivos principales del paralelismo estan relacionados con la posibilidad de ajus
tar el modelo de arquitectura y software al mundo real y con incrementar la velocidad de
resolucion de problemas mediante la utilizacion de varios procesadores ademas de mejorar
la eciencia de los mismos
El paralelismo puede lograrse cuando el sistema de hardware comprende un conjunto
de procesadores o elementos de procesamiento vinculados de alguna forma y con capacidad
para ejecutar de manera coordinada un algoritmo Una arquitectura paralela constituye
el soporte de hardware que permite obtener concurrencia real y existe una gran cantidad
de variantes que seran tratadas en el Captulo 
Dado que la concurrencia y el paralelismo implican la existencia de varios procesos que
interactuan en la resolucion de un problema aparecen conceptos fundamentales que no
existen en el mundo secuencial como la comunicacion para intercambiar datos entre
procesos y la sincronizacion para evitar interacciones indeseadas
El estado de un proceso esta dado por el contenido de sus variables implcitas y
 QU
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explcitas A partir de un estado inicial la ejecucion de acciones provoca transformaciones
de estados La historia de un proceso esta dada por las acciones que ejecuta en su corrida
Dado que las tareas pueden intercalarse en el tiempo se deben jar restricciones El
objetivo de la sincronizacion es restringir las historias de un programa solo a las deseables
Mediante la posesion de informacion acerca de otro proceso se coordinan actividades
Existen dos formas basicas de sincronizacion La primera es la exclusion mutua
consiste en evitar que dos o mas procesos se encuentren en su seccion crtica parte
del codigo que accede a un recurso compartido al mismo tiempo La segunda es por
condicion a un proceso no se le permite continuar si no se cumple una circunstancia dada
En algunos casos es necesario utilizar ambas tecnicas de manera conjunta Por ejemplo
en el acceso a un buer compartido por un proceso que produce y uno que consume la
exclusion mutua es necesaria para evitar que ambos procesos accedan simultaneamente
uno para dejar y el otro para extraer y la sincronizacion por condicion para que el
productor no deposite cuando el bu er esta lleno y el consumidor no intente sacar de un
bu er vaco
La comunicacion se reere a como organizar y transmitir la informacion compartida
por los procesos concurrentes Esto es la manera por la cual un proceso provee datos
u obtiene resultados de otro Los procesos pueden comunicarse principalmente por dos
mecanismos memoria compartida y pasaje de mensajes Esto se relaciona de alguna
forma con la arquitectura de procesamiento utilizada
El modelo basico de comunicacion entre procesos es que estos accedan a un area
de memoria compartida donde consultan o actualizan datos de manera coordinada Esto
obliga a manejar los accesos de modo evitar que los procesos operen simultaneamente sobre
los tems compartidos Existen diversos metodos para realizar esto como los semaforos y
los monitores  
En la comunicacion por pasaje de mensajes existe alguna forma de canal logico o
fsico a traves del cual los procesos envan y reciben informacion La comunicacion por
mensajes pueden ser de tipo sincronico o asincronico uni o bidireccional punto a punto
o broadcast etc lo que da lugar a diferentes modelos fsicos y semanticos  
 Que es un Algoritmo Paralelo
El diseno de algoritmos es un aspecto fundamental de la Ciencia de la Computacion
Cada rama de este campo en algun punto debe tratar con el tema de disenar un metodo
algoritmo que luego se convierte en programa para resolver un problema Los algoritmos
para maquinas convencionales son conocidos como secuenciales o seriales
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La construccion de algoritmos paralelos signica un desafo ya que entre otras cues
tiones es necesario tener en cuenta la arquitectura sobre la cual se ejecutara el programa
el modelo de comunicacion utilizado la manera de dividir el problema y los datos etc
En Secciones posteriores se trataran estos temas con mayor profundidad
Al disenar los algoritmos paralelos si los procesos no son totalmente independientes y
comparten memoria se deben usar mecanismos de sincronizacion que agregan complejidad
y overhead Ademas las actividades dentro de los programas pueden fallar en estar activas
vivas una o mas pueden detenerse por una cantidad de razones por ejemplo porque
otras actividades estan consumiendo todos los ciclos de CPU o porque dos tareas estan
en deadlock Por otra parte puede existir no determinismo ya que las actividades son
intercaladas interleaved arbitrariamente y dos ejecuciones del mismo programa no
necesariamente son identicas Esto puede hacer a los programas concurrentes difciles de
predecir entender y depurar
No debe perderse de vista el hecho de que un programa paralelo implica la necesidad
de asignar mapear procesos logicos a procesadores fsicos y que este es un tema de
fundamental importancia para el exito o el fracaso en la resolucion eciente del problema
	 Modelos de Concurrencia
 Memoria Compartida
En este modelo los procesos comparten un espacio de direcciones por lo que debe asegu
rarse la sincronizacion por exclusion mutua o por condicion para evitar interferencia en
el acceso
El aspecto basico a resolver es el conocido como problema de la seccion crtica SC 
 en el cual se debe resguardar el acceso a los recursos compartidos Las soluciones
deben satisfacer las propiedades de exclusion mutua a lo sumo un proceso esta en su
SC ausencia de deadlock si dos o mas procesos tratan de entrar a sus SC al menos uno
tendra exito ausencia de demora innecesaria si un proceso trata de entrar a su SC y
los otros estan en sus secciones no crticas o terminaron el primero no esta impedido de
entrar a su SC y eventual entrada un proceso que intenta entrar a su SC eventualmente
lo hara Entre las herramientas para manejar la concurrencia con memoria compartida
se encuentran
Variables Compartidas
Se utilizan variables normales que pueden ser accedidas por los procesos Esto lleva a
complejos protocolos de acceso a la seccion crtica difciles de disenar y probar correccion
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Entre los algoritmos mas conocidos se encuentran spinlocks tiebreaker ticket bakery y
sincronizacion por barreras   Un problema comun a todos es que no hay una clara
separacion entre las variables de sincronizacion y las usadas para computar resultados y
son inecientes si los procesos se implementan por multiprogramacion
Semaforos
Los semaforos fueron una de las primeras herramientas para disenar protocolos de sin
cronizacion Permiten proteger secciones crticas y pueden usarse para implementar sin
cronizacion por condicion  
Un semaforo es una instancia de un tipo de datos abstracto con solo  operaciones
P y V  La operacion V senala la ocurrencia de un evento mientras P se usa para
demorar un proceso hasta que ocurra un evento La utilidad de este tipo de variables
esta dada en que ambas operaciones son atomicas esto es ininterrumpibles Permiten
resolver cualquier problema de sincronizacion Entre las desventajas la naturaleza de
bajo nivel de P y V puede llevar a error al utilizarlos y ademas la exclusion mutua y la
sincronizacion se proveen mediante las mismas primitivas
Regiones Crticas Condicionales
Brindan una notacion estructurada para especicar sincronizacion Las variables com
partidas que necesitan exclusion mutua son declaradas en recursos Las variables en un
recurso son accedidas solo en sentencias region que nombran el recurso Las region que
nombran el mismo recurso ejecutan con exclusion mutua La sincronizacion por condicion
se logra con condiciones booleanas en las sentencias region Con esto se logra exclusion
mutua implcita y sincronizacion explcita brindando una mayor facilidad de uso que los
semaforos  
Las regiones crticas condicionales introdujeron el uso de condiciones de sincronizacion
booleanas utilizadas luegoen varias notaciones de lenguajes Imponen restricciones al
compilador en el uso de variables compartidas dando lugar a programas mas estructurados
y un sistema de prueba mas simple pues la interferencia se evita automaticamente Sin
embargo la implementacion de region es mas cara pues las condiciones de demora deben
reevaluarse al cambiar el valor de una variable compartida
Monitores
Son modulos de programa que proveen mas estructura que las regiones crticas condi
cionales y pueden implementarse tan ecientemente como los semaforos Basicamente
son un mecanismo de abstraccion de datos encapsulan las representaciones de recursos
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abstractos y proveen un conjunto de operaciones que son los unicos medios para manipular
la representacion  
Un monitor contiene variables que almacenan el estado del recurso y procedimientos
que implementan operaciones sobre el La exclusion mutua es implcita ya que la ejecucion
de procedures en el mismo monitor no se superpone y la sincronizacion por condicion se
brinda a traves de un mecanismo de bajo nivel llamado variables condicion El programa
concurrente queda constituido por procesos activos y monitores pasivos Dos procesos
interactuan llamando procedures en el mismo monitor
Las variables condicion sirven para demorar un proceso que no puede seguir ejecutando
en forma segura hasta que el estado satisfaga alguna condicion y para despertar a un
proceso demorado cuando la misma se convierte en verdadera El valor de una variable
condicion es una cola de procesos demorados y el mismo no es visible directamente al
programador La condicion de demora booleana esta asociada implcitamente con la
variable por el programador
La operacion wait permite demorar un proceso al nal de la cola y este deja el acceso
exclusivo al monitor La operacion signal despierta al proceso que esta al frente de la cola
y lo saca de ella o no tiene efecto si la cola esta vaca Ese proceso ejecuta cuando pueda
readquirir el acceso exclusivo al monitor existen distintas polticas en este sentido
Wait y signal son similares a P y V pero hay diferencias  signal no tiene efecto
si ningun proceso esta demorado sobre la variable condicion  wait siempre demora un
proceso hasta un signal posterior y  el proceso que hace signal siempre ejecuta antes
que un proceso despertado como resultado del mismo
 Pasaje de Mensajes
El pasaje de mensajes es una extension de los semaforos para transportar datos y proveer
sincronizacion Asume la existencia de alguna forma de arquitectura de red Los procesos
comparten canales Un canal es una abstraccion de una red de comunicacion fsica	 provee
un camino path de comunicacion entre procesos  
Los canales son lo unico que comparten los procesos por lo que no se necesita proveer
la exclusion mutua	 son accedidos por dos clases de primitivas una para enviar y otra para
recibir mensajes y la sincronizacion esta dada en que un mensaje no puede ser recibido
hasta despues de ser enviado Existen variantes en lo que se reere a los canales y su
funcionamiento globales conectados a receptores o punto a punto uni o bidireccionales
sincronicos o asincronicos dando lugar a diferentes notaciones
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Mensajes Asincronicos
En este caso los canales son colas ilimitadas de mensajes enviados y aun no recibidos Un
proceso agrega un mensaje al nal de la cola de un canal ejecutando una operacion send
la cual no bloquea al emisor Un proceso recibe un mensaje desde un canal mediante un
receive que demora al receptor hasta que el canal no este vaco	 luego toma el primer
mensaje y lo almacena en variables locales  
Proveen una manera sencilla de comunicar procesos Sin embargo es necesario un
reply para conrmar la llegada de un mensaje y la distribucion no esta garantizada ante
fallas Por otra parte los mensajes deben ser bu ereados y el espacio es nito
Mensajes Sincronicos
Los mensajes sincronicos resuelven los problemas planteados para los asincronicos Tanto
la emision como la recepcion son bloqueantes por lo que existe sincronizacion en todo
punto de comunicacion  
Los canales son enlaces links punto a punto entre dos procesos y las sentencias de
entrada y salida son el unico medio por el cual los procesos se comunican El efecto de la
comunicacion es el de una sentencia de asignacion distribuida
Una sentencia de salida tiene la forma Destino ! porte

     e
n
 Una sentencia de
entrada es del tipo Fuente  portx

     x
n
 Destino y Fuente nombran un proceso
mientras port es el nombre de un canal entre ambos
Una sentencia de entrada o salida demora al proceso hasta que otro alcance una sen
tencia de matching 	 luego las dos sentencias se ejecutan simultaneamente Dos procesos
se comunican cuando ejecutan sentencias de comunicacion matching Una sentencia de
salida y una de entrada matchean si todas las partes son compatibles los procesos se nom
bran mutuamente y coinciden los nombres de ports y los tipos y cantidades de argumentos
y parametros
La comunicacion guardada se utiliza cuando un proceso puede querer comunicarse
con mas de uno de otros procesos quizas por distintos ports y no saber el orden en el
cual los otros podran querer comunicarse con el En este caso la guarda esta formada
por una condicion expresion booleana y una sentencia de comunicacion La guarda
tiene exito si la condicion es verdadera y ejecutar la comunicacion no causara demora
algun otro espera en una sentencia de comunicacion matching La guarda falla si la
condicion es falsa y se bloquea si la condicion es verdadera pero no puede ejecutarse
la comunicacion sin causar demora En muchos casos es util tener varias sentencias de
comunicacion guardadas que referencian arreglos de procesos o ports y que dieren solo
en el subndice que emplean
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 CSP
Communicating Sequential Processes CSP fue desarrollado por Hoare   En el
un programa puede ser descripto como un conjunto estatico de procesos independientes
que se comunican La comunicacion es halfduplex y mediante las primitivas  y 	 se
obtiene un rendezvous simple
Un proceso en CSP se describe en terminos de su alfabeto eventos en que puede
incurrir y su comportamiento Una comunicacion entre procesos es un tipo de evento
que puede pertenecer al alfabeto de los mismos y se expresa matcheando comandos de
entrada y salida donde cada proceso nombra al otro esto es la comunicacion es simetrica
La sintaxis de los constructores llamador
llamado tiene la forma nombreproceso
destino 	 expresion y nombreprocesofuente  variabledestino La primera
sentencia debera aparecer en el llamador y la segunda en el proceso llamado Los valores
son copiados desde el llamador al llamado No se provee buering automatico por lo que
la comunicacion es sincronica los procesos son demorados hasta que se pueda realizar la
copia de los valores
Los comandos de entrada en el proceso llamado pueden aparecer dentro de una guar
da con una expresion booleana o sentencia de entrada pero no una sentencia de salida
la entrada solo se aceptara cuando la condicion se satisfaga Se pueden usar varias guardas
con un conjunto de alternativas de entrada pero solo una puede seleccionarse y de manera
no determinstica si mas de una es verdadera
La implementacion sugerida de este modelo es para programas ejecutados en un solo
procesador o una red ja de procesadores conectados por canales de entrada
salida como
por ejemplo los transputers El lenguaje de programacion Occam fue creado para proveer
soporte de programacion al transputer  
 DP
Distributed Processes DP fue creado por Brinch Hansen  y es un sucesor de Pascal
Concurrente  En DP un programa puede especicarse en terminos de un numero
jo de procesos concurrentes dispersos en una red de procesadores distribuidos No hay
estructuras de datos compartidas sino que las variables son privadas del proceso que las
declara y solo pueden ser accedidas por el  
La comunicacion se provee permitiendo a un proceso llamar a procedimientos comunes
denidos dentro de otro proceso La sincronizacion se logra a traves de regiones con
guarda sentencias when no determinsticas Los comandos con guarda se usan para
constructores iterativos de seleccion y de demoras
La relacion entre procesos no es simetrica a diferencia de CSP el proceso llamado no
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necesita saber quien lo llamo La sintaxis de los procedures es tipo Pascal de la forma
call nombre proceso
nombre procedure parametros La especicacion de un
procedure dentro de un proceso es similar a Pascal
Cuando un proceso espera que una condicion sea verdadera por ejemplo un llamado
a uno de sus procedures el procesador esta ocioso Si mas de una condicion con guarda
es verdadera la eleccion de la proxima accion a ejecutarse es no determinstica
Los procesos se usan como modulos de programa en un sistema multiprocesador con
memoria local o distribuida y cada procesador se dedica a una tarea Los procesos son
creados estaticamente por lo cual la topologa es conocida en compilacion
 RPC
Remote Procedure Call RPC combina aspectos de monitores y mensajes sincronicos
Cada componente de programa modulo contiene tanto procesos como procedures ope
raciones y los modulos pueden residir en espacios de direcciones distintos Los procesos
de un modulo pueden compartir variables y llamar a procedures declarados el Un proceso
en un modulo puede comunicarse con procesos en otro solo llamando procedures de este
Cada operacion es un canal de comunicacion bidireccional entre el llamador y el servidor
El llamador se demora hasta que la operacion llamada haya sido ejecutada y se devuelven
los resultados  
Cada modulo consta de dos partes la especicacion que incluye headers de procedures
que pueden ser llamados desde otros modulos y el body que implementa estos procedures
y opcionalmente contiene variables locales codigo de inicializacion y procedures locales
y procesos El encabezado de un procedure visible tiene la forma op opname formales
returns result El cuerpo de un procedure visible es contenido en una declaracion proc
Un proceso o procedure en un modulo llama a un procedure en otro ejecutando call
Mname
opname argumentos
Cada vez que se recibe un llamado a un procedure se crea un nuevo proceso para
manejarlo Se habla de llamado a procedimiento remoto pues el llamador y el cuerpo del
procedure pueden estar en maquinas distintas El proceso llamador se demora mientras
el proceso server ejecuta el cuerpo del procedure que implementa opname
Por s mismo RPC es solo un mecanismo de comunicacion Aunque un proceso
llamador y su server sincronizan el unico rol del servidor y as la sincronizacion entre
ambos es implcita Un punto a tener en cuenta es que se necesita que los procesos en un
modulo sincronicen procesos server ejecutando llamados remotos y procesos del modulo
Esto comprende exclusion mutua y sincronizacion por condicion lo cual puede proveerse
mediante los mecanismos descriptos para memoria compartida
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	 Rendezvous
RPC provee solo un mecanismo de comunicacion intermodulo y con frecuencia se necesi
tan otros procesos para manipular los datos comunicados por medio de RPC Rendezvous
combina las acciones de servir un llamado con otro procesamiento de la informacion trans
ferida  
Un proceso exporta operaciones que pueden ser llamadas por otros Las declaraciones
de operacion tienen la misma forma que en los modulos Como con RPC un proceso
invoca una operacion por un call que nombra otro proceso y una operacion en el mismo
Pero a diferencia de RPC la operacion es servida por el proceso que la exporta Por lo
tanto las operaciones son servidas una por vez en lugar de concurrentemente
Si un proceso exporta una operacion op puede entrar en rendezvous con un llamador
de op ejecutando una sentencia in que nombra a la operacion Esta sentencia de entrada
es mas poderosa que la de mensajes sincronicos in demora al servidor hasta que haya al
menos un llamado pendiente de op luego elige el llamado mas viejo copia los argumentos
en los parametros formales ejecuta las sentencias y retorna los resultados El llamador
se demora cuando alcanza un call 	 continua despues de que el server ejecuta la operacion
llamada Pero con rendezvous el server es un proceso activo que ejecuta tanto antes como
despues de servir una invocacion remota
La sentencia in puede generalizarse para combinar comunicacion guardada con ren
dezvous El lenguaje Ada soporta rendezvous por medio de accept y comunicacion guarda
da por medio de select    Una guarda en una operacion guardada tiene exito
cuando  la operacion fue llamada y  la expresion de sincronizacion correspondiente
es verdadera La ejecucion de in se demora hasta que alguna guarda tenga exito Si mas
de una tiene exito elige una no determinsticamente
En la forma general de rendezvous puede usarse una expresion de scheduling para
alterar el orden de servicio de invocaciones por defecto que es del tipo cola Si hay mas
de una invocacion que hace que una guarda tenga exito entonces la que minimiza el valor
de la expresion de scheduling es servida primero

 Modelos de Computacion Paralela
Los modelos representacion fsica matematica o logica de una entidad real permiten
simular un cierto fenomeno y pueden usarse para describir sistemas conceptuales En
la Ciencia de la Computacion los modelos de computacion son usados para describir
entidades reales tales como computadoras	 como tal son una version estilizada de una
maquina capturando caractersticas esenciales e ignorando detalles sin importancia de
la implementacion Por otra parte estos modelos son usados como herramientas para
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pensar problemas y expresar algoritmos Aqu un modelo no se relaciona necesariamente
a ninguna computadora real sino que su principal razon de ser es llevar a entender la
computacion
El modelo provee un marco para estudiar problemas obtener ideas sobre sus distintas
estructuras y desarrollar soluciones Una vez que un algoritmo fue disenado para resolver
un problema con un cierto modelo este permite dar una descripcion signicativa del
algoritmo y derivar un analisis preciso
Los modelos fueron usados desde el inicio de la Ciencia de la Computacion inclu
so antes de que se nombrara formalmente al campo Ejemplos de los primeros modelos
son los automatas las maquinas de Turing las gramaticas formales y las funciones re
cursivas Los mas recientes incluyen las maquinas de acceso aleatorio random access
machines RAM  las maquinas paralelas de acceso aleatorio parallel random access ma
chines PRAM  LogP BSP etc
La computacion uniprocesador se benecio por la existencia de un modelo teorico
simple de computadora uniprocesador RAM  Esto hizo posible desarrollar algoritmos
uniprocesador y establecer correctitud de algoritmo y performance esperada en forma
relativamente independiente de la maquina especca sobre la cual ejecuta el algoritmo
La optimizacion para caractersticas dependientes de la maquina tales como tamano de
cache numero de registros etc es manejada por el compilador Generalmente a nivel del
algoritmo o del programador uno no tiene en cuenta estas consideraciones Aunque se
propuso un modelo para RAM con memorias jerarquicas  no se le encontro uso signi
cativo La simplicidad del modelo RAM y su precision en la modelizacion de maquinas
uniprocesador junto al hecho de que la tecnologa de compiladores es sucientemente
sosticada para manejar el gap entre el modelo y las computadoras especcas hizo posi
ble la computacion uniprocesador eciente 
Observando el caso monoprocesador pueden plantearse algunos requerimientos mni
mos que debera cumplir un modelo para computadoras paralelas ser conceptualmente
simple de entender y usar los algoritmos determinados como correctos por el modelo
deben serlo para las arquitecturas de destino la performance real debe corresponderse
con la predicha por el modelo y ser cercano a las arquitecturas reales para minimizar
la brecha entre ambos Esto es uno de los objetivos en la denicion de un modelo de
computacion paralela es la posibilidad de prediccion de performance que brinde el mismo	
el exito o fracaso dependera en gran parte de este punto
Al tratar las maquinas paralelas se encuentran un gran numero de modelos abstractos
pero ninguno con la simplicidad y precision del RAM Ademas ninguno intenta servir co
mo modelo para todas las clases de maquinas paralelas y la tecnologa de compiladores
paralelos no puede manejar el gap entre los modelos y las computadoras comerciales Las
dicultades involucradas en formular un unico modelo simple y preciso para computa
doras paralelas pueden medirse examinando las variaciones en las maquinas comerciales
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y propuestas hay sincronicas asincronicas y semisincronicas	 algunas tienen memoria
compartida otras memoria distribuida y otras ambas	 algunas operan en modo SIMD
mientras otras en modo MIMD 	 dieren en la red de interconexion usada y
o en los
metodos de ruteo	 etc
En las siguientes Secciones se detallan algunos de los modelos mas conocidos
 PRAM
El primer modelo de computacion paralela y el mas simple fue PRAM ParallelRandom
Access M achine    Simplemente extiende RAM permitiendo que varios
procesadores compartan la misma memoria
El modelo RAM
RandomAccessM achine RAM  es un modelo secuencial de computacion    Consta
de
 Una memoria con M posiciones En principio M puede ser ilimitada al menos es
un numero nito arbitrariamente grande Cada posicion de memoria almacena un
dato y puede ser accedido aleatoriamente usando una direccion unica
 Un procesador operando bajo el control de un algoritmo secuencial Es capaz de
cargar y almacenar datos desde y hacia la memoria y de ejecutar operaciones
aritmeticas y logicas basicas Posee un numero constante de registros internos para
realizar computaciones sobre datos
 Una unidad de acceso a memoria MAU que crea un camino desde el procesador
a una posicion de memoria arbitraria Cada vez que el procesador necesita leer o
escribir en la memoria provee a la MAU la direccion de la posicion	 con esta se
establece una conexion directa entre el procesador y la posicion de memoria
Cada paso del algoritmo consta de hasta  fases
 READ en la cual el procesador lee un dato desde una posicion arbitraria en memoria
a uno de sus registros
 COMPUTE donde el procesador realiza una operacion basica sobre los contenidos
de uno o dos de sus registros y
 WRITE en la que el procesador escribe los contenidos de un registro en una posicion
arbitraria de memoria





 Un numero de procesadores identicos P

     P
N
del tipo usado en RAM  En
principio N es ilimitado o al menos es un numero nito arbitrariamente grande
 Una memoria comun tambien del tipo usado en RAM  con M posiciones Nueva
mente M es ilimitada o al menos un numero nito arbitrariamente grande tal que
MN Esta memoria es compartida por los N procesadores
 Una unidad de acceso a memoria MAU que permite a los procesadores ganar el
acceso a la memoria
La memoria compartida almacena datos y sirve como medio de comunicacion para los
procesadores El modelo permite que cada procesador tenga su propio algoritmo y los
operadores trabajan de manera asincronica Una aplicacion util de PRAM se da cuan
do todos los procesadores ejecutan el mismo algoritmo sincronicamente Este modo de
operacion es adecuado para el diseno y analisis de algoritmos ecientes para una cantidad
de problemas Cada paso de un algoritmo para PRAM consta de hasta tres fases
 READ en la cual hasta N procesadores leen simultaneamente desde hasta N
posiciones de memoria Cada procesador lee a lo sumo una posicion y almacena el
valor en un registro local
 COMPUTE donde hastaN procesadores realizan operaciones aritmeticas o logicas
basicas sobre sus datos locales y
 WRITE en la que hasta N procesadores escriben simultaneamente en hasta N
posiciones de memoria Cada procesador escribe el valor contenido en un registro
local en a lo sumo una posicion
La frase hasta N procesadores signica que por medio de control algortmico
algunos pueden ser prevenidos de ejecutar un paso dado ya que cada procesador tiene un
ndice unico y ese valor puede usarse para habilitarlo o deshabilitarlo
Una computacion PRAM comienza con un input almacenado en memoria global y un
unico procesador activo En cada paso de la computacion un procesador activo y habili
tado puede leer un valor desde una posicion de memoria local o global ejecutar una unica
operacion RAM y escribir en una posicion de memoria local o global Alternativamente
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El costo de una computacion PRAM es el producto de la complejidad del tiempo
paralelo y el numero de procesadores usados Por ejemplo un algoritmo PRAM de
complejidad de tiempo Olog p usando p procesadores tiene costo Op  log p 
Dado que no preve las variaciones no puede modelizar todas las computadoras parale
las sincronicas con precision De hecho aun para modelizar maquinas paralelas sincronicas
de memoria compartida se necesitan considerar variantes que toman en cuenta las dife
rencias en los esquemas de resolucion de conictos de acceso a memoria Hay distin
tas maneras para que los procesadores accedan a memoria las cuales son posibles por
medio del repertorio de instrucciones de PRAM Estas instrucciones para leer y escribir
son Exclusive Read ER Concurrent Read CR Exclusive Write EW y Concurrent
WriteCW Esta ultima puede renarse para especicar que queda almacenado en una
posicion dada cuando varios procesadores intentan escribir en ella simultaneamente Con
esto se logran extensiones para ser usadas con CW como Priority CW Common CW
y sus variantes Fail Common Collision Common y Fail Safe Common Arbitrary CW
Random CW y Combining CW Esto da lugar a los modelos EREWPRAM CREW
PRAM y CRCWPRAM
La relacion entre distintos modelos PRAM basicos se discute en  Otras variantes
fueron introducidas para modelizar computadoras paralelas de memoria compartida asin
cronicas APRAM  y semiasincronicas PPRAM o phase PRAM 
 BSP
Dado que la mayora de las maquinas paralelas comerciales son un conjunto de pares
procesadormemoria que operan asincronicamente y se comunican va una red de inter
conexion hubo esfuerzos por desarrollar modelos para estas computadoras mas precisos
que el PRAM asincronico
El modelo Bulk Synchronous Parallel BSP propuesto por Valiant en   es
un intento en este sentido otro es LogP descripto en la Seccion  El proposito es
permitir el desarrollo de software escalable e independiente de la arquitectura y brindar
un marco de trabajo simple para computaciones paralelas de proposito general Entre
sus caractersticas se encuentran el tratamiento del medio de comunicacion como una red
abstracta completamente conectada y un modelo de costo de sincronizacion y comuni
cacion independiente y explcito 
BSP establece un nuevo estilo de programacion paralela para programas de proposito
general donde los programas son sencillos de escribir casi tan simples como los secuen
ciales independientes de la arquitectura subyacente brindando mayor portabilidad y
de performance predecible Esto se logra elevando el nivel de abstraccion en la escritura
de los programas Para ello deben determinarse las propiedades bulk de un programa y
la habilidad bulk de una maquina particular para satisfacerlas Una manera en que BSP
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logra abstraccion es renunciando a la localidad de programas para optimizar su perfor
mance Esto no puede hacerse en los dominios en que la localidad es crtica como por
ejemplo algunas areas del procesamiento de imagenes
La idea fundamental es que BSP divide la computacion y la comunicacion Es en
realidad un modelo semiasincronico en el cual los procesadores o subconjuntos de ellos
trabajan asincronicamente L unidades de tiempo y luego son sincronizados por algun
mecanismo de hardware Un programa paralelo es una secuencia de superpasos donde
cada uno se compone de tareas computacionales y de ruteo Durante un superpaso
los procesadores pueden realizar computacion y enviar y recibir mensajes de otros Las
actividades dentro de un superpaso se realizan asincronicamente La sincronizacion se
realiza luego de cada superpaso La computadora paralela comienza el primer superpaso
y luego chequea su completitud despues de L unidades de tiempo En caso de que este
completo se inicia el proximo Sino se asignan otras L unidades al primer superpaso y
se espera L unidades de tiempo para testear la completitud Este proceso se repite hasta
que se complete Los superpasos sucesivos son manejados de la misma manera
La comunicacion interprocesador es manejada por un router no sensible a la topologa
de red que realiza hrelaciones en una hrelacion cada procesador enva a lo sumo h
mensajes y recibe a lo sumo h mensajes El costo de realizar una hrelacion es gh donde
g es una medida del ancho de banda de la red A causa de la naturaleza semiasincronica
del modelo el costo real de una hrelacion es gh
L superpasos
Una computadora BSP queda caracterizada por los siguientes parametros el ancho
de banda de la red de interconexion el numero de procesadores sus velocidades y el
tiempo de sincronizacion de los procesadores Entre los sistemas actuales que conforman
el modelo BSP se pueden incluir las maquinas monoprocesador las redes de estaciones
de trabajo conectadas con libreras de pasaje de mensajes como MPI  o PVM 
los procesadores de memoria distribuida IBM SP Meiko Intel Paragon los proce
sadores de memoria compartida distribuida Sillicon Origin Cray TE Convex Spp y
multiprocesadores Pentium 
BSP esta mas cercano que cualquiera de las variantes de PRAM para modelizar com
putadoras asincronicas de memoria distribuida Logra mayor precision o realismo man
teniendo la simplicidad a expensas de ser insensible a la topologa de red Desafortunada
mente esto lo hace incapaz de tomar en cuenta diferencias de programacion atribuibles a
variantes en la topologa Estas diferencias se vuelven importantes cuando se modelizan
computaciones que requieren transferencia simultanea de mensajes entre varios pares de
procesadores No soporta directamente memoria compartida	 esto se puede obtener por
simulaciones de algoritmos PRAM sobre una computadora BSP pero no permite ex
plotar la localidad de datos pues PRAM no tiene memoria local El modelo BSPRAM
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 LogP
El objetivo de LogP es proponer un modelo de computacion paralela que sirva como base
para el analisis y diseno de cualquier algoritmo con el n de implementarlo sobre un amplio
conjunto de arquitecturas paralelas El modelo propuesto por Culler et
 al
  intenta
ser realista teniendo en cuenta los principales factores de performance de los procesadores
y la red de interconexion Un punto de partida para LogP fue BSP en el sentido de su
vision sobre un modelo realista y sencillo de usar y de permitir el diseno de algoritmos
que funcionen bien sobre un amplio conjunto de maquinas LogP caracteriza una maquina
paralela por un conjunto reducido de parametros y oculta caractersticas especcas como
la topologa y los algoritmos de ruteo  Desafortunadamente ignorar lo especco de
la red puede resultar en el desarrollo de algoritmos que funcionan bien sobre el modelo
pero no sobre la computadora de destino 
LogP fue desarrollado para una maquina de memoria distribuida con procesadores
comunicandose por mensajes punto a punto	 tiene en cuenta las caractersticas de capaci
dad de la red pero no su estructura interna de conexion En este modelo una red de
procesadores asincronicos es modelizado por los siguientes parametros
 L es una cota superior de la latencia el tiempo maximo necesario para que un
mensaje pequeno M viaje entre dos modulos procesador
memoria
 o es el overhead denido como el tiempo en que un procesador esta transmitiendo
o recibiendo un mensaje Durante el mismo no puede realizar otras actividades
 g el gap es el intervalo mnimo de tiempo entre la transmision o recepcion de dos
mensajes consecutivos de tamano M por el mismo procesador El inverso de g es el
ancho de banda por procesador
 P el numero de modulos procesador
memoria Se asume una unidad de tiempo
para las operaciones locales ciclo
L o y g se miden como multiplos del ciclo de procesador El modelo es asincronico
es decir que los procesadores trabajan asincronicamente y la latencia experimentada por
cualquier mensaje es impredecible pero acotado superiormente por L en ausencia de
demoras A causa de las variaciones en la latencia los mensajes dirigidos a un modulo
destino pueden no arribar en el mismo orden en que se enviaron El modelo basico asume
que todos los mensajes son de tamano chico
Una de las caractersticas distintivas de LogP es considerar la superposicion de co
municacion y computacion mientras los mensajes viajan en la red el procesador puede
realizar computaciones utiles sin esperar a que el mensaje llegue a destino
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La red de interconexion se asume con capacidad nita a lo sumo dLge mensajes
pueden estar en transito desde un procesador a otro en cualquier momento Si un proce
sador intenta transmitir un mensaje que excedera este lmite se demora hasta que pueda
ser enviado sin exceder el lmite de capacidad Para obtener el valor de estos parametros
el modelo no tiene en cuenta factores como la saturacion de la red mensajes largos
hardware especial para el ruteo y los patrones de comunicacion todos los cuales pueden
afectarlos El modelo LogGP Alexandrov et al
  incorpora la posibilidad de manejar
mensajes mas largos incluyendo el parametro G tiempo para enviar cada byte
En  Li et al
 compilaron una lista de modelos de computadora paralela y los
caracterizaron mediante metricas de recurso grado de asincronicidad organizacion de
memoria latencia ancho de banda etc Su lista incluye  modelos PRAM VPRAM
vector VRAM  LPRAM PRAM de memoria Local BPRAM block PRAM  PPRAM
PLPRAM phase LPRAM APRAM BSP LogP PMH parallel memory hierarchy P
HMM parallel hierarchical memory model HPRAM hierarchical PRAM y LogP
HMM Otros modelos pueden encontrarse en  
 LDA
LatencyofDataAccess LDA  es un modelo de computacion realista de arquitec
turas paralelas existentes y futuras Captura el hecho de que la performance de com
putacion esta principalmente limitada por la velocidad del sistema de memoria Los
movimientos de datos son considerados como accesos directos a ciertos niveles de la jerar
qua de memoria La cantidad de movimientos combinada con los costos de los calculos
llevan al tiempo de ejecucion de una aplicacion Ademas las latencias pueden usarse para
determinar la contencion causada por tareas concurrentes
Este modelo pone atencion al hecho de que el tiempo de ejecucion de las aplicaciones
cientcas esta mas limitado por la velocidad de los sistemas de memoria que por la perfor
mance de las unidades de procesamiento BSP y LogP asumen costos uniformes para todos
los accesos a memoria excepto para las comunicaciones En cambio el modelo Memory
Hierarchy MH  considera a la memoria de una maquina secuencial como una secuencia
de modulos de memoria acoplados por buses que trabajan concurrentemente El modelo
Uniform Memory Hierarchy UMH   reduce la complejidad deMH pero aun mantiene
interacciones complejas entre los niveles de la jerarqua de memoria considerados
 BDM
Block Distributed Memory BDM    es usado sobre maquinas de memoria dis
tribuida Permite el diseno de algoritmos usando un espacio de direcciones unico y no
asume ninguna topologa de interconexion particular Captura la performance incorpo
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rando una medida de costo para comunicacion interprocesador inducida por accessos a
memoria remota Esta medida incluye parametros que reejan la latencia de memoria
ancho de banda de comunicacion y localidad espacial El modelo permite ubicacion inical
de datos y prefetching
	 CCM
ElModelo de Computacion Colectiva CCM    es una variante de BSP y describe
un sistema explotado a traves de una plataforma de software standard con facilidades
para la creacion de grupos el uso de operaciones colectivas y de memoria remota 
Es una generalizacion formal de modelos que permitan predecir de manera conable el
comportamiento de un conjunto de funciones de comunicacion
En CCM la computacion ocurre en superpasos que pueden ser de tipo normal en
el cual las tareas de un grupo realizan una actividad secuencial y de ser necesario una
funcion colectiva de comunicacion o de division donde la maquina corriente o grupo de
procesadores se puede dividir en un conjunto de submaquinas a causa de una funcion de
particion Para usar CCM como modelo de prediccion de performance debe asignarse
una funcion de costo en base al parametro tiempo a las funciones de comunicacion y




Cada modelo intenta proveer una abstraccion para desarrollar algoritmos y programas
en una clase de computadoras paralelas La abstraccion es generalmente mas simple
para trabajar que cualquier instancia de la clase modelizada Pero esta simplicacion se
obtiene a expensas de introducir imprecisiones en la modelizacion Dada la incapacidad de
los compiladores paralelos para compensar esta imprecision los algoritmos desarrollados
para el modelo pueden resultar en codigo ineciente sobre la computadora de destino
Como resultado la aplicabilidad del modelo esta limitada
La cantidad de modelos muestra que no existe consenso Evaluados separadamente
ninguno es totalmente aceptable pero en conjunto todos parecen poner enfasis y coincidir
en un numero de caractersticas por lo que podra encontrarse un modelo consistente Las
caractersticas incluyen parametros como paralelismo computacional latencia y overhead
ancho de banda sincronizacion jerarquas de memoria y topologas Estas caractersticas
reejan la perspectiva de un objetivo de diseno eciente de algoritmos Un modelo unica
do debe incluir caractersticas que representen los objetivos de programadores disenadores
y constructores Tanto los disenadores de software como de hardware tienen motivaciones
para concentrarse en parametros para medir la performance de los disenos 
Captulo 
Modelos de Arquitecturas Paralelas
 Introduccion
Las maquinas secuenciales tradicionales se basan en el modelo introducido por John von
Neumann el cual consta de una unidad central de procesamiento CPU y memoria
Toma una secuencia unica de instrucciones y opera sobre un unico ujo de datos 
La velocidad de estas maquinas se encuentra limitada por dos factores la velocidad de
ejecucion de instrucciones y de los intercambios de informacion entre memoria y CPU
Esta ultima puede incrementarse aumentando el numero de canales sobre los cuales los
datos pueden ser accedidos simultaneamente	 esto se realiza dividiendo la memoria en
bancos accesibles de manera independiente memory interleaving
Otra posibilidad es usar memorias intermedias de menor capacidad y mas rapidas
que actuen como bu ers memoria cache usando el principio de que si una palabra
es accedida desde un lugar de memoria es probable que los siguientes accesos sean a
palabras vecinas
La velocidad de ejecucion de instrucciones puede incrementarse tambien superponien
do la ejecucion de una instruccion con la operacion de busqueda de la proxima De esta
forma mientras la CPU esta ocupada ejecutando la instruccion corriente la proxima
se trae desde la memoria a la cola de instrucciones pipelining de instruccion Una
tecnica relacionada es el pipelining de ejecucion donde se permite que multiples instruc
ciones esten en varias etapas de ejecucion en unidades funcionales como multiplicadores
y sumadores La Figura  muestra las variantes expresadas
Se han propuesto diversas formas de organizar las arquitecturas de procesamiento
paralelo El problema al denir que es una arquitectura paralela y ademas tener una
taxonoma radica en la gran cantidad de caractersticas que deben considerarse y a que
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Figura  Evolucion de una computadora secuencial a Simple	 b Con interleaving
de memoria	 c Con interleaving de memoria y cache	 d Procesador pipelined con d
etapas
Un sistema multiprocesador es una maquina de procesamiento paralelo consistente en
un conjunto de procesadores homogeneos para la ejecucion de aplicaciones  Puede in
cluir otros procesadores heterogeneos para procesamiento especial tal como entrada
salida
e interfase con perifericos Los procesadores pueden tener memoria local memoria com
partida o una combinacion de ambos La computadora generalmente es un mini o main
frame y el numero de elementos de procesamiento vara de pocos a miles en este ultimo
caso se habla de sistemas masivamente paralelos
Un multicomputador es un sistema distribuido que consta de un conjunto de proce
sadores paralelos con comunicacion interprocesador Cada procesador tiene memoria local
y puede compartir memoria global con algunos de los otros Tpicamente los procesadores
son de arquitecturas heterogeneas
Las computadoras paralelas dieren en varias dimensiones tales como mecanismo de
control organizacion del espacio de direcciones granularidad de procesadores y red de
interconexion y por estos criterios es que se clasican en las siguientes Secciones
 Clasicacion de acuerdo al mecanismo de control
La clasicacion propuesta por Flynn  esta centrada en la manera en que las instruc
ciones son ejecutadas sobre los datos   Cualquier computadora opera ejecutando
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Figura  Arquitectura SISD
instrucciones sobre datos Un ujo stream de instrucciones indica que hacer en cada paso
del procesamiento Un ujo de datos de entrada son los procesados por estas instrucciones
Pueden identicarse  clases basicas de acuerdo a la cantidad de estos elementos presentes
en el sistema SISD Single Instruction stream Single Data stream MISD Multiple In
struction stream Single Data stream SIMD Single Instruction stream Multiple Data
stream y MIMD Multiple Instruction stream Multiple Data stream
 SISD
Es la arquitectura usada por la mayora de los uniprocesadores y representa basicamente
la maquina de von Neumann Las instrucciones son ejecutadas una despues de otra una
por ciclo de instruccion y la memoria afectada solo es usada para esa instruccion Este
concepto puede expandirse de acuerdo a lo expresado en la Seccion 
La Figura  muestra un esquema de esta arquitectura La Unidad Central de Proceso
CPU ejecuta las instrucciones decodicadas por la unidad de control UC sobre los
datos La memoria recibe y almacena los datos en las escrituras y brinda los datos en
las lecturas
 MISD
En este caso un numero de procesadores ejecutan un ujo de instrucciones distinto pero
comparten datos comunes El mismo conjunto de datos es operado simultaneamente por
distintos streams de instruccion Los procesadores operan sinconicamente en lockstep
de modo que los items de datos son manejados en elementos de procesamiento adyacentes
durante el mismo ciclo de instruccion Este esquema puede verse en la Figura 
Es una arquitectura paralela muy especca que se adapta solo a una clase de prob
lemas y no es de proposito general
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Figura  Arquitectura MISD
Figura  Arquitectura SIMD
 SIMD
Cuenta con un conjunto de procesadores identicos con sus propias memorias que ejecu
tan la misma instruccion bajo el control de una unica unidad de control o procesador
host sobre distintos datos Puede verse en la Figura  El host hace broadcast de la
instruccion a ser ejecutada a los procesadores paralelos simultaneamente	 esta ejecucion
es sincronica
En algunos casos se pueden habilitar o deshabilitar selectivamente algunos elementos
de procesamiento con el n de que ejecuten o no la proxima instruccion Los modulos
procesadormemoria pueden estar comunicados a traves de una memoria global compar
tida o una red de interconexion Los array processors consistentes de n elementos de
procesamiento homogeneos son multiprocesadores tpicos que usan este tipo de arquitec
turas Ejemplos de maquinas de tipo SIMD son Illiac IV MPP DAP CM MasPar
MP y MasPar MP
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Figura  Arquitectura MIMD con memoria compartida
Figura  Arquitectura MIMD con memoria distribuida
 MIMD
Cada uno de un numero de procesadores tiene su propio ujo de instrucciones y de datos
por lo que puede ejecutar su programa especco independientemente de los otros
Son las maquinas paralelas de proposito mas general Constan de n procesadores
con su propia unidad de control	 cada procesador ejecuta una instruccion distinta sobre
diferentes datos Puede existir una memoria compartida multiprocesadores MIMD con
memoria compartida o fuertemente acoplados como muestra la Figura  O puede
haber memoria local en los procesadores obteniendose una memoria distribuida y una
red de interconexion como se ve en la Figura  En este caso se habla de multiproce
sadores MIMD con memoria distribuida o debilmente acoplados o multicomputadoras o
computadoras paralelas de memoria distribuida DMPC
Ejemplos de computadoras MIMD incluyen Cosmic Cube nCUBE  iPSC Symme
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try FX FX TC CM KSR y Paragon XP
S  Otro ejemplo son
las maquinas data ow como la Manchester Prototype Dataow Computer  y las
desarrolladas en UC Irvine  y MIT  Ofrecen un alto grado de paralelismo pero
son mas difciles de programar que las maquinas control ow
 Comentarios
Si bien las clasicaciones reconocen un mismo origen  en la literatura no siempre se
describen las clases de la misma manera Esto en algunos casos puede llevar a que una
maquina aparezca en diferentes clases de acuerdo al autor
Las maquinas SIMD requieren menos hardware que las MIMD solo tienen una unidad
de control global y tambien menos memoria solo necesita almacenarse una copia del
programa Son adecuadas para programas con paralelismo de datos data parallel
donde el mismo conjunto de instrucciones se ejecuta sobre un gran conjunto de datos
Como desventaja en las SIMD distintos procesadores no pueden ejecutar instrucciones
diferentes en el mismo ciclo de reloj	 por ejemplo en una sentencia condicional debe
ejecutarse secuencialmente el codigo para cada condicion
Los procesadores individuales en una maquina MIMD son mas complejos porque
cada uno tiene su unidad de control Podra parecer que el costo es mayor que el de
un SIMD pero es posible usar microprocesadores de proposito general como unidades
de procesamiento en maquinas MIMD Por otra parte la CPU usada en SIMD debe ser
disenada especialmente Luego los procesadores en computadoras MIMD pueden ser mas
baratos y poderosos que en SIMD
Las SIMD ofrecen sincronizacion automatica entre procesadores despues de cada ci
clo de instruccion por lo que son adecuadas para programas paralelos que requieren
sincronizacion frecuente Algunas MIMD tienen hardware extra para permitir operar
tambien en modo SIMD por ejemplo DADO y CM
 Clasicacion por organizacion del espacio de di
recciones
La resolucion de un problema sobre un ensamble de procesadores requiere interaccion
Las arquitecturas de pasaje de mensajes y las de espacio de direcciones compartido o de
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Figura  Arquitectura de pasaje de mensajes
 Arquitecturas de Pasaje de Mensajes
En este caso los procesadores estan conectados usando una red de interconexion de pasaje
de mensajes Cada procesador tiene su propia memoria llamadamemoria local o memoria
privada la cual es accesible solo por el Los elementos de procesamiento pueden interac
tuar unicamente por pasaje de mensajes La Figura  muestra una arquitectura tpica
de esta clase Esta modelo tambien suele referirse como de memoria distribuida Pueden
encontrarse ejemplos en maquinas paralelas como Cosmic Cube Paragon XP
S iPSC
CM y nCUBE 
 Arquitecturas de Espacio de Direcciones Compartido
Proveen soporte de hardware para lectura y escritura de todos los procesadores a un espa
cio de direcciones compartido Los elementos de procesamiento interactuan modicando
objetos de datos almacenados en esa memoria
Pueden diferenciarse varios modelos de acuerdo a como es accedida esta memoria
compartida En el modelo UMA Uniform MemoryAccess donde la memoria fsica es
compartida de manera uniforme por todos los procesadores todos tienen igual tiempo de
acceso a todas las posiciones Figura  Una desventaja de este modelo es que el ancho
de banda de la red de interconexion debe ser sustancial de modo de asegurar una buena
performance Si todos acceden de la misma forma a los dispositivos perifericos se habla
de Multiprocesador Simetrico	 por el contrario en un Multiprocesador Asimetrico solo
un conjunto de procesadores pueden ejecutar el sistema operativo completo y manejar la
entrada
salida  
En el modelo NUMA Nonuniform MemoryAccess el tiempo de acceso a memoria
depende de la posicion a la cual se acceda En algunos casos lo que se tiene es una com
binacion de memorias locales y globales	 en otros solo memorias locales que son accesibles
a todos va una red de interconexion Figura 
COMA CacheOnlyMemoryAccess puede verse como un caso especial de NUMA
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Figura  Arquitectura de espacio de direcciones compartido UMA
Figura  Arquitecturas de espacio de direcciones compartido NUMA
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donde las memorias compartidas principales son cache y forman un espacio global Los
accesos a cache remotos son resueltos por directorios de cache distribuidos agregando
complejidad y costo de hardware
 Comentarios
Puede notarse que la arquitectura NUMA es similar a la de pasaje de mensajes la memoria
esta fsicamente distribuida en ambos La mayor diferencia es que NUMA posee soporte
de hardware para acceso de lectura y escritura a las memorias de otros procesadores
mientras en las arquitecturas de pasaje de mensajes el acceso remoto debe simularse
explcitamente Por razones historicas NUMA es referida como arquitectura de memoria
compartida debido a su espacio de direcciones compartido Ejemplos de NUMA son TC
 Stanford Dash y SGI Origin La KSR es un ejemplo de COMA
Es sencillo emular una arquitectura de pasaje de mensajes con n procesadores en una
computadora de memoria compartida con n procesadores Puede hacerse particionando
la memoria en p bloques disjuntos y asignando una particion a cada procesador	 el envio
de mensajes se simula haciendo que un procesador escriba en la particion de otro
El caso inverso es mas costoso pues acceder la memoria de otro procesador requiere
enviar y recibir mensajes Luego las computadoras de memoria compartida brindan
mayor exibilidad en la programacion Ademas algunos problemas requieren rapido
acceso por todos los procesadores a grandes estructuras de datos que pueden cambiar
dinamicamente y este acceso es soportado de mejor forma por arquitecturas de memoria
compartida Sin embargo el hardware para proveer tal espacio compartido tiende a ser
mas caro que el de pasaje de mensajes
	 Clasicacion por la granularidad de los proce
sadores
Una maquina paralela puede estar compuesta de un numero chico de procesadores muy
poderosos o de un gran numero de procesadores relativamente menos potentes Las com
putadoras de la primera clase son llamadas de grano grueso coarsegrain mientras que
las del segundo tipo se denominan de grano no negrain
Las computadoras de grano grueso tales como Cray YMP brindan un numero pequeno
de procesadores  o  cada uno con capacidad de muchos GigaFlops  Gigaop "
 millon de operaciones de punto otante por segundo En las de grano no tales
como CM MasPar MP y MasPar MP existen un gran numero de procesadores
relativamente lentos hasta  procesadores de  bit en CM hasta  de  bits
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en MasPar MP Entre los extremos estan las computadoras de grano medio medium
grain como la CM nCUBE y Paragon XP
S con unos pocos miles de procesadores
cada uno brindando performance del tipo workstation
Las diferentes aplicaciones son adecuadas para una u otra clase en distintos grados
Muchas solo tienen concurrencia limitada por lo que no pueden hacer uso efectivo de
demasiados procesadores y son mas adecuados para computadoras de grano grueso Las
maquinas de grano no son mas efectivas en costo para aplicaciones con alto grado de
concurrencia Por lo tanto debe considerarse un tradeo entre costo y utilidad de la
maquina al elegir la granularidad del procesador
La granularidad de una computadora paralela puede denirse como el cociente del
tiempo necesario para una operacion basica de comunicacion y el tiempo requerido para
una computacion basica Las maquinas para las que este cociente es chico son adecuadas
para algoritmos con comunicacion frecuente es decir aquellos donde el tamano de grano
de la computacion antes de necesitar una comunicacion es chico Dado que estos algo
ritmos contienen paralelismo de grano no con frecuencia estas maquinas son llamadas
computadoras de grano no Por el contrario aquellas en que el cociente es grande son
adecuadas para algoritmos que no requieren comunicacion frecuente computadoras de
grano grueso

 Clasicacion de acuerdo a la red de interconexion
Las computadoras de espacio de direcciones compartido y de pasaje de mensajes pueden
construirse conectando unidades de procesador y memoria usando una diversidad de redes
de interconexion que pueden ser clasicadas como estaticas o dinamicas
Las redes estaticas constan de enlaces links de comunicacion punto a punto entre
procesadores y tambien suelen nombrarse como redes directas Se usan tpicamente para
construir computadoras de pasaje de mensajes Las redes dinamicas estan construidas
usando switches y enlaces de comunicacion Los links estan conectados unos a otros
dinamicamente por los elementos de switching para establecer caminos entre procesadores
y bancos de memoria Tambien son llamadas redes indirectas y normalmente se usan
para maquinas de espacio de direcciones compartido Puede encontrarse una descripcion
detallada de ambas clases en   
Existen una serie de preguntas que uno debe responderse al disenar la red de inter
conexion 
 Que forma debera tener la red Esto es cuantos vecinos debe tener cada procesador
como se eligen estos vecinos todos los procesadores tienen la misma cantidad La
respuesta esta dada por la topologa de la red
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 Un procesador puede comunicarse con todos sus vecinos a la vez
 Cual es el tamano de un mensaje que puede transmitir un procesador en determinado
tiempo Es decir cuantos datos pueden enviarse en una transmision
 Cuanto tarda un procesador en iniciar una transmision Este tiempo es signicati
vo
 Cuanto tarda un dato en viajar entre dos procesadores vecinos Este tiempo es
funcion de la longitud del enlace
 Cuanto tarda un procesador en recibir un dato Es signicativo
 Cuanto demora leer o escribir en la memoria local de un procesador
 Como viaja un dato entre dos procesadores Los intermedios lo almacenan y luego
lo forwardean hasta llegar al destino O hay un camino establecido y el dato viaja
directamente
 Los caminos son estaticos o dinamicos Ya estan establecidos por el disenador del
algoritmo o esta permitida cierta exibilidad en la eleccion de los caminos
 Se necesita un handshake entre los procesadores emisor y receptor Esto es el
destino debe reconocer la recepcion o en el caso donde se establece primero un
camino emisor y receptor deben acordar que el camino se formo antes de comenzar
el ujo de datos
 Los procesadores operan sincronica o asincronicamente
 Que clase de procesador es usado por la red de interconexion Que clase de opera
ciones pueden ser realizadas por un procesador
Todas estas preguntas son utiles y por supuesto cada una tiene mas de una respuesta
Sin embargo algunas son mas importantes que otras y sirven para distinguir claramente
los submodelos mientras otras solo tratan con detalles
 Redes de Interconexion Dinamicas
Si se considera la implementacion de una computadora de memoria compartida EREW
PRAM con p procesadores y una memoria global de m palabras los procesadores estan
conectados a la memoria a traves de un conjunto de elementos de intercambio switching
que determinan la palabra de memoria que esta siendo accedida por cada uno En este
modelo cada procesador del ensamble puede acceder cualquiera de las palabras de memo
ria siempre que una palabra no sea accedida por mas de uno Para asegurar esta conec
tividad el numero total de elementos de switching debe ser mp Para una memoria
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Figura  Crossbar switch completamente no bloqueante que conecta p procesadores
a b bancos de memoria
de tamano razonable construir una red de switching de tal complejidad es demasiado
costoso lo que lo hace practicamente imposible de realizar
Una manera de disminuir la complejidad de la red de switching es reducir el valor de
m organizando la memoria en bancos Un procesador switchea entre bancos y no entre
palabras reduciendo la cantidad de elementos entre los que se debe switchear Esta es
solo una aproximacion debil al EREWPRAM
Algunas de las redes de interconexion dinamicas usadas en arquitecturas de memoria
compartida practicas son
 Crossbar Switching Emplea una grilla de elementos de switch Es una red no
bloqueante en el sentido de que la conexion de un procesador a un banco de memoria
no bloquea la de otro procesador a otro banco Figura  Cray YMP y Fujitsu
VPP  son ejemplos de estas maquinas Es escalable en terminos de performance
pero no de costo
 Basadas en Bus Los procesadores estan conectados a memoria global por medio
de un camino de datos comun llamado bus lo que constituye un sistema de facil
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Figura  Arquitectura basada en bus a sin cache b con cache en cada procesador
construccion Figura  Cada vez que un procesador accede a memoria global
genera un pedido sobre el bus y los datos viajan por este convirtiendolo en un
cuello de botella sobre todo al aumentar el numero de procesadores Una manera
de aliviarlo es teniendo memoria cache local para reducir los accesos a memoria
global Es escalable en terminos de costo pero no de performance
 Multistage Es una clase intermedia entre las dos anteriores Figura  Es mas
escalable que el bus en terminos de performance y mas escalable que la crossbar en
terminos de costo Consta de p procesadores y b bancos de memoria Un ejemplo
es la omega network
 Redes de Interconexion Estaticas
Las arquitecturas de pasaje de mensajes tpicamente usan redes de interconexion estaticas
En este punto uno de los aspectos mas importantes trata con la topologa de las redes	
en las siguientes Secciones se detallan las mas conocidas
Red completamente conectada
Cada procesador tiene un link de comunicacion directo a cada uno de los otros proce
sadores de la red Figura a Es ideal en el sentido de que pueden enviarse mensajes
en un unico paso Son la contraparte estatica de las redes crossbar switching dado que en
 CAP
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Figura  Esquema de red de interconexion multistage
Figura  Topologas de red a Red completamente conectada de  procesadores	 b
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ambas la comunicacion entre cualquier par de entrada
salida no bloquea la comunicacion
entre otro par Sin embargo las redes completamente conectadas pueden soportar comu
nicacion sobre multiples canales originadas en el mismo procesador mientras los crossbar
switches no La mayor desventaja de esta clase es su costo
Estrella
Un procesador actua como central y el resto tiene un link de comunicacion con el Figu
ra b Es similar a la red basada en bus Las comunicaciones entre cualquier par de
procesadores es ruteada a traves del central as como el bus compartido forma el medio
para toda comunicacion en una red basada en bus Por lo tanto el procesador central es
el cuello de botella en esta topologa Una red de estaciones de trabajo conectadas usando
Ethernet puede usarse como maquina paralela la Ethernet forma un medio comun para
transmitir mensajes entre procesadores Tal red muestra caractersticas de performance
similares a computadoras conectadas en estrella y basadas en bus
Arreglo lineal y Anillo
Una manera simple de conectar procesadores es en forma de arreglo lineal unidimen
sional haciendo que cada uno tenga un link directo a otros dos excepto los extremos
Figura c Si se agrega un enlace que conecte los extremos wraparound se
obtiene un anillo Figura d Una forma de comunicar un mensaje es pasarlo repeti
damente al procesador que se encuentra inmediatamente a la derecha o la izquierda de
acuerdo a la direccion del camino mas corto hasta que llega a destino Algunas maquinas
paralelas que usan un anillo incluyen la ZMOB y CDC Cyberplus
Mesh
La mesh bidimendional es una extension del arreglo lineal a dos dimensiones Cada
procesador tiene un link directo que lo conecta con otros  Figura a Si ambas
dimensiones contienen igual numero de procesadores entonces se habla de mesh cuadrada	
en otro caso se llama mesh rectangular Con frecuencia los procesadores de la periferia
estan conectados por links wraparound obteniendo una mesh wraparound o toro Figu
ra b
Un mensaje puede ser ruteado en la red enviandolo primero a lo largo de una de
las dimensiones y luego de la otra hasta alcanzar su destino Las extensiones comunes
incluyen la mesh tridimensional Figura  c y la mesh tridimensional wraparound
Muchas maquinas comerciales se basan en esta topologa La DAP y la Paragon XP
S
incluyen una mesh bidimensional y la Cray TD y JMachine meshes tridimensionales
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Figura  Meshes a Bidimensional	 b Bidimensional wraparound	 c Tridimen
sional
Figura  Arboles a Binario completo	 b Con elementos de switching
Arbol
En este caso existe solo un camino entre cualquier par de procesadores Figura a
Los arreglos lineales y las estrellas son casos especiales de arboles Las redes en arbol
estaticas tienen un procesador en cada nodo	 existe una contraparte dinamica donde los
nodos en niveles intermedios son elementos de switching y los nodos hoja son procesadores
Figura b
Para rutear un mensaje en un arbol el nodo fuente enva el mensaje hacia arriba hasta
que alcanza el procesador o el switch en la raz del subarbol mas chico que contiene al
destino	 luego el mensaje baja hasta ese procesador Esta topologa sufre un cuello de
botella en los niveles superiores que puede aliviarse incrementando el numero de links de
comunicacion entre procesadores cercanos a la raz obteniendo un fat tree La maquina
DADO usa un arbol binario estatico y la CM se basa en una red fat tree dinamica
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Figura  Red Shu#e Exchange
Mesh de Arboles




N  Los procesadores en cada la estan
interconectados formando un arbol binario y de la misma forma los de cada columna
Las races de estos arboles binarios son los procesadores de la columna mas a la izquierda
y la la de mas arriba	 las interconexiones de arbol son los unicos enlaces existentes
Piramide
Una computadora paralela piramide unidimensional se obtiene agregando links bidirec
cionales conectando procesadores en el mismo nivel en un arbol binario formando un
arreglo lineal en cada nivel Este concepto puede extenderse a dimensiones mayores
Shue Exchange
Consta de N procesadores N potencia de  En la interconexion perfect shue una lnea




 donde j " i para i entre  y N  o j " i$ N
para i entre N y N   Figura  De manera equivalente la representacion binaria
de j se obtiene por shift cclico de i una posicion a la izquierda
Si se revierten las direcciones de los links se obtiene la conexion perfect unshue Si
se tienen enlaces bidireccionales se denomina red shueunshue Si a esta ultima se
le agregan enlaces bidireccionales que conectan los procesadores de numero par con su
sucesor links exchange se obtiene una red shueexchange
Hipercubo
Un hipercubo es una mesh multidimensional con exactamente dos procesadores en cada
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Figura  Hipercubo
Puede construirse recursivamente un hipercubo cerodimensional es un unico proce
sador	 el unidimensional se construye conectando dos cerodimensionales	 en general un
d$ dimensional se construye conectando los procesadores correspondientes de dos d 
dimensionales uniendo los que tienen igual representacion binaria y anteponiendoles un
 a uno y un  al otro Los hipercubos tienen importantes propiedades entre las que se
encuentran
 Dos procesadores estan conectados por un link directo si y solo si la representacion
binaria de sus labels diere en exactamente un bit
 En un hipercubo d dimensional cada procesador esta directamente conectado a
otros d
 Un hipercubo d dimensional puede particionarse en dos d dimensionales
 Los labels de procesadores en un d dimensional contienen d bits Fijando k bits
cualquiera los procesadores que dieren en las d  k posiciones restantes forman
un subcubo d kdimensional compuesto por 
dk
procesadores Dado que k bits
pueden jarse de 
k
maneras distintas hay 
k
subcubos de este tipo
 La cantidad de posiciones en que dieren los labels de dos procesadores se denomina
distancia de Hamming entre ellos El numero de links de comunicacion en el camino
mas corto entre dos procesadores es la distancia de Hamming entre sus labels








Un hipercubo d dimensional tambien llamado d cubo es una mesh d dimensional con
dos procesadores a lo largo de cada dimension En contraste un anillo es una estructura
unidimensional con p procesadores a lo largo de su unica dimension Estas topologas
denen los extremos de una clase llamada dcubos karios donde d es la dimension de la
red y k es la raz que esta denida como el numero de procesadores a lo largo de cada
dimension
 Evaluacion de redes de interconexion estaticas
Los criterios usados para comparar redes son variados y pueden ayudar a determinar
lo mas adecuado para cada caso La efectividad de la red diere considerablemente de
acuerdo a las aplicaciones y los entornos de operacion pero aun si estas variables son
jadas deben elegirse metricas de performance y costo Citando a Liszka et al
 determinar
cientcamente la mejor red es tan difcil como decir que un animal es mejor que otro 
Algunos de los items que pueden considerarse son
 Grado El grado de un procesador en una topologa es el numero de vecinos que
posee El grado de la red es el maximo de los grados de los procesadores Es un
criterio importante y debe considerarse cuidadosamente Por un lado un grado
grande es interesante desde un punto de vista teorico ya que muchos procesadores
estan a un paso pero un grado pequeno es preferible desde un punto de vista
practico
 Diametro La distancia entre dos procesadores en una topologa es el numero de
links en el camino mas corto entre ambos El diametro de la red es la longitud de la
mayor distancia entre todos los pares de procesadores Dado que los procesadores
necesitan comunicarse y que el tiempo para que un mensaje viaje de uno a otro
depende de la distancia que los separa son preferibles las redes de diametro chico
El diametro de una red completamente conectada es  el de una estrella es  el
de un anillo es bpc el de una mesh bidimensional es 
p
p   el de una mesh
wraparound es b
p
pc el de un hipercubo es log p
 Conectividad Es una medida de la multiplicidad de caminos entre dos procesadores
cualquiera Es deseable una red con alta conectividad porque disminuye la con
tencion por recursos de comunicacion
 Ancho de Biseccion y Ancho de Banda de Biseccion El ancho de biseccion es el
mnimo numero de enlaces que deben eleminarse para particionar la red en dos
mitades El ancho de biseccion de un anillo es  cualquier particion corta solo dos
links el de una mesh con p procesadores es
p
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el de un arbol y una estrella es  etc El numero de bits que pueden comunicarse
simultaneamente por un link se denomina ancho de canal y es igual al numero de
cables fsicos en cada enlace	 la velocidad pico a la cual un cable puede distribuir
bits se llama velocidad del canal La velocidad pico a la cual los datos pueden
ser comunicados entre los extremos de un link se llama ancho de banda del canal
producto entre la velocidad y el ancho del canal El ancho de banda de biseccion
se dene como el mnimo volumen de comunicacion permitido entre dos mitades de
la red con un numero igual de procesadores y esta dado por el producto del ancho
de biseccion y el ancho de banda del canal
 Longitud de los links Aunque los modelos son objetos abstractos algunos pueden
representar maquinas paralelas a ser implementadas Por esto una topologa es mas
deseable que otra si es mas eciente mas conveniente y mas extensible Una red con
longitud de links constante usualmente es mas sencilla y eciente para implementar
 Costo Pueden usarse distintos criterios para evaluar el costo de una red Una
forma es denir el costo en terminos del numero de links o de cables necesarios	 otra
es usar el ancho de banda de biseccion que brinda una cota inferior del area o el
volumen en un packaging bidimensional o tridimensional respectivamente
 Latencia Cuando los datos se transeren entre procesadores y memorias las de
moras en la red pueden causar tiempos ociosos y degradar la performance El mul
titasking puede ayudar a limitarlo pero no puede mejorar el tiempo de una unica
tarea
 Tolerancia a fallas El entorno de la red inuye en la importancia de este punto por
ejemplo un satelite inaccesible versus un laboratorio Para cuanticar metricas
tales como el numero de fallas toleradas y la degradacion que resulta de una falla
se debe establecer un modelo de falla y un criterio de tolerancia comun
 Capacidad de permutacion Una permutacion es un conjunto de pares fuente
destino que pueden representarse matematicamente como una biyeccion del conjunto
f      Ng en s mismo En este contexto una permutacion es la transferencia
de un item de datos desde cada procesador a otro unico con todos transmitiendo
simultaneamente Distintas redes pueden requerir diferentes cantidades de tiempo
para procesar varias permutaciones	 Pueden ocurrir en maquinas MIMD cuando
una comunicacion esta precedida por una barrera de sincronizacion y en SIMD
 Particionabilidad Algunas redes pueden particionarse en subredes independientes
cada una con las mismas propiedades que la original Esto permite multiples
usuarios ayuda en la tolerancia a fallas soporta paralelismo de subtareas y provee
el subconjunto de procesadores de tamano optimo para una tarea dada
 Efectividad de costo Es la performance de la red dividida por el costo de implemen
tarla Si se usa como medida cientca debera denirse en terminos del hardware
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necesario no de costo monetario
 Otros Incluyen throughput numero de mensajes que llegan a destino durante un
intervalo de tiempo tiempo de multicasting cuanto le lleva a un procesador enviar
el mismo mensaje a multiples procesadores escalabilidad rango de tamanos de
maquina para los cuales un diseno de red es apropiado etc
Una dicultad al comparar dos disenos de red es determinar si son de igual costo para
que la comparacion sea justa Por ejemplo para mas de  procesadores el numero
de enlaces y complejidad de switcheo para un hipercubo es mayor que para una mesh
Para comparar la performance de las dos redes como debera aumentarse la mesh para
hacerlas de igual costo
El problema de realizar comparaciones justas son los numerosos parametros de diseno
y uso que pueden variar Los disenadores e implementadores deben entender como estos
parametros afectan la performance de la red El tema es tratado ampliamente en 
 Mecanismos de ruteo para Redes Estaticas
Los algoritmos ecientes para rutear un mensaje a su destino son crticos para la perfor
mance de las maquinas paralelas Un mecanismo de ruteo determina el camino que sigue
un mensaje a traves de la red para ir desde el procesador fuente al destino Toma como
entrada los procesadores fuente y destino de un mensaje puede usar informacion sobre el
estado de la red y retorna uno o mas caminos
Los mecanismos de ruteo pueden clasicarse como mnimos siempre elige uno de los
caminos mas cortos pero puede llevar a congestion o no mnimos eventualmente rutea
por un camino mas largo pero evita congestion
Tambien pueden ser clasicados por como usan informacion respecto del estado de
la red Un ruteo determinstico obtiene un camino unico para un mensaje basado en su
fuente y destino sin tener en cuenta el estado pueden hacer uso desigual de los recursos
de comunicacion Por el contrario un ruteo adaptivo usa informacion de estado para
determinar el camino del mensaje detecta congestion y la evita
Costos de Comunicacion en Redes de Interconexion Estaticas
El tiempo usado en comunicar informacion de un procesador a otro con frecuencia es
una gran fuente de overhead al ejecutar programas en una maquina paralela El tiempo
para comunicar un mensaje entre dos procesadores de la red se denomina latencia de
comunicacion y es la suma del tiempo para preparar el mensaje para su transmision y el
tiempo para atravesar la red Los parametros principales que determinan la latencia son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 Tiempo de startup t
s
 Es el requerido para manejar un mensaje en el procesador
que enva Incluye los tiempos para preparar el mensaje agregar encabezado cola
e informacion de correccion de errores ejecutar el algoritmo de ruteo y establecer
una interfase entre el procesador local y el router En esta demora se incurre solo
una vez para una transferencia de mensaje simple
 Tiempo perhop t
h
 Cuando un mensaje deja un procesador toma una cantidad
de tiempo alcanzar el proximo procesador en su camino El tiempo que le toma al




 Tiempo de transferencia por palabra t
w
 Si el ancho de banda del canal es de r
palabras por segundo entonces cada palabra toma t
w
" r para atravesar el link
Este es el tiempo t
w

Muchos factores inuyen en la latencia de comunicacion de una red tales como la
topologa y las tecnicas de switcheo Entre estas ultimas las dos mas usadas son los
ruteos storeandforward y cutthrough 
 Algunas arquitecturas reales
En esta Seccion se describen algunos casos de arquitecturas de maquinas paralelas No se
intenta cubrir todo el espectro sino solo brindar ejemplos reales
	 Connection Machine
Las Connection Machines fueron construidas por Thinking Machines Corporation La
CM es una maquina SIMD	 los procesadores estan organizados en un hipercubo 
dimensional con  elementos de procesamiento en cada vertice
La CM incorpora  procesadores de  bit celdas de procesamiento cada uno
con su propia memoria Cada unidad de procesamiento UP contiene  bits de memo
ria Hay  procesadores en un chip y  chips en cada una de las  placas de circuito
impreso Los  procesadores en un chip estan enlazados por un switch que permite una
conexion directa entre cualquier par de UPs Cada dispositivo de ruteo de cada chip esta
conectado a otros  La comunicacion entre procesadores puede realizarse por muchas
rutas facilitando la transmision de datos aun si una ruta esta ocupada La velocidad
promedio para la mayora de las aplicaciones es de  billones de operaciones por segundo
La CM consta de nodos de procesamiento control y entrada
salida y una inter
fase conectados por dos redes escalables que manejan la comunicacion de informacion de
	
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datos y control  Cada nodo de procesamiento tiene un RISC Reduced Instruction
Set Computer de  bits  MB de memoria e interfase a las redes de datos y control La
CM puede tener hasta  procesadores aunque la mayora de las implementaciones
cuenta con muchos menos hasta  La memoria puede llegar hasta  GB Entre las
principales caractersticas se encuentran la escalabilidad la memoria distribuida y direc
cionamiento global y la ejecucion distribuida y sincronizacion global Es MIMD aunque
con aspectos encontrados solo en SIMD Los procesadores pueden operar independien
temente cuando no es esencial la sincronizacion de instrucciones Se usa una topologa
fattree en lugar del hipercubo de CM Soporta un sistema operativo basado en Unix
Las Connection Machine utilizan una computadora host frontend en general del tipo
Sun El host dialoga con las celdas de procesamiento a traves de un microcontrolador
que actua como amplicador de ancho de banda Dado que las celdas pueden ejecutar
instrucciones mas rapido que lo que puede dictar el host este especica macroinstruc
ciones de mas alto nivel que son interpretadas por el microcontrolador para producir las
nanoinstrucciones que llegan a las celdas Entre los lenguajes utilizados se encuentran
LISP y C extendidos Las Connection Machines se aplicaron en areas de investigacion
para el gobierno y en comercio internacional as como en Universidades con propositos
educativos
	 MasPar Machines
MasPar es una compana formada en  por DEC Digital Equipment Corporation
y representa Massively Parallel Machine Produce maquinas SIMD de las series MP
El concepto de masivamente paralelo es una maquina que incorpora cantidades masivas
de elementos de procesamiento Usando una arquitectura de memoria distribuida que
combina memoria local y procesador en cada nivel de la red de interconexion se pueden
crear maquinas con un numero casi innito de procesadores
La arquitectura de la MP consta de elementos de procesamiento PEs conectados
como mesh bidimensional La maquina esta manejada por un frontend tpicamente
VAX  Pueden conectarse dispositivos de entrada
salida de alta velocidad y es posible
el acceso directo al bus de memoria DEC Los PEs son disenados especialmente por
MasPar son RISC agrupados en clusters de  por chip Cada cluster tiene las memorias
y conexiones del PE a la red de comunicaciones Las instrucciones son manejadas por
la ACU Array Control Unit procesador RISC standard de Texas Instruments La
topologa en forma de grilla permite la comunicacion con  vecinos El sistema operativo
es un Unix frontend Los lenguajes soportados son ANSI C y Fortran de MasPar version
de Fortran  La performance es de  GFlops para una maquina con  PE
La MP se encuentra en tamanos de     y  procesadores en
su arreglo de PEs	 este es controlado por una ACU y tiene su propia memoria para datos
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e instrucciones Cada PE recibe la misma instruccion desde la ACU simultaneamente y
solo aquellos elementos del conjunto activo que puede denir el usuario llevan a cabo las
instrucciones Tanto la ACU como el arreglo de PEs estan contenidos en la DPU Data
Parallel Unit donde se realiza todo el procesamiento paralelo
	 Maquinas Cray
Los sistemas supercomputador Cray estan disenados para manejar las necesidades de alta
performance en investigacion cientca manufactura y gobierno La primera fue la Cray
 instalada en Los Alamos National Laboratory con una performance pico de 
Mops 
La Cray SV es la cuarta generacion de sistema vectorial CMOS La Cray MTA
combina arquitectura multithreaded con memoria compartida uniforme escalable y un
entorno de programacion paralelo facil de usar La Cray TE es adecuada para problemas
altamente paralelos y escala desde cientos a miles de procesadores El sistema Cray SV
es el primero en ofrecer capacidades vectoriales y de procesamiento masivamente paralelo
en una arquitectura unica Los sistemas Cray soportan la mayora de aplicaciones cientos
de usuarios y procesos petabytes de datos y requerimentos crticos
La Cray TE es una supercomputadora MIMD con soporte SIMD altamente escala
ble y con el record mundial de performance sostenida para una aplicacion de  bits Es
usado para cumplir con desafos cientcos y tecnicos en aplicaciones que incluyen electro
magnetismo qumica dinamica de uidos prediccion del clima y procesamiento ssmico
tridimensional La performance escalable se deriva combinando microprocesadores y co
municaciones interprocesador ultrarrapidos con sistema operativo escalable y capacidades
de entrada
salida de alta performance Los procesadores estan fuertemente acoplados por
un toro tridimensional bidireccional con extremadamente baja latencia y alto ancho de
banda La entrada
salida se realiza por multiples puertos en uno o mas canales GigaRing
accesibles y controlables desde todos los PEs Hay  PEs por modulo y de  a  PEs
por sistema en incrementos de  La memoria cache coherent fsicamente distribuida
y globalmente direccionable va desde  GB a TB
La arquitectura multithread de Cray MTA ofrece memoria compartida uniforme es
calable liberando al programador de la distribucion de datos Entre las caractersticas se
encuentran datos direcciones e instrucciones de  bits hasta  threads por procesador
cada thread es un ujo con su propio contador de instrucciones conjunto de registros y
palabra de estado hasta  referencias a memoria concurrentes por thread aritmetica de
punto otante extensiones de Fortran y C paralelizacion y vectorizacion automatica en
trada
salida transparente y escalable procesador computacional Cada placa esta conec
tada a la red por cuatro nodos de ruteo lo que permite transferencias de datos desde
y hacia memoria a alta velocidad en ambas direcciones Los nodos estan conectados en
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estructura de grupo de Cayley brindando menor latencia que una topologa bi o tridi
mensional MTA utiliza tecnologa CMOS que permite funcionar con menor cantidad de
partes consumir menos y disminuir las conexiones mejorando la conabilidad perfor
mance y costo
La Cray SV fue elegida la mejor supercomputadora del  por los lectores del
Scientic Computing and Instrumentation Magazine en base a su valor por precio
soporte tecnico facilidad de uso calidad y conabilidad Mantiene la tradicion de
escalabilidad y agrega la capacidad de ejecutar computaciones vectoriales en memoria
cache vectorial de alto ancho de banda lo que alivia la contencion de memoria principal
y acelera los calculos en vectores Provee una arquitectura innovadora el Procesador
MultiStreaming que combina  procesadores de  GFlops para crear un pipe vector
con una performance pico de  Gops En un cluster escala hasta  nodos con mas de
 Teraop de capacidad pico de CPU y mas de  Terabyte de memoria
La SV brinda ancho de banda de memoria interconexiones y capacidades de proce
samiento vectorial excepcionales y escala hasta varias decenas de Teraops
	 IBM SP
Es un sistema paralelo de proposito general con procesadores RISC  disenado para
tratar un amplio numero de aplicaciones  Se basa en una arquitectura escalable de
pasaje de mensajes con memoria distribuida Vara entre  y  PEs Los nodos estan
conectados por una red multistage de alta performance y cada uno tiene su copia de
sistema operativo AIX
Para hacerla escalable a un gran numero de procesadores la memoria esta distribuida
con una parte cercana a cada procesador para permitir rapido acceso local Tpicamente
hay una imagen del microkernel de sistema operativo en cada nodo pero no son indepen
dientes ya que estan fuertemente conectadas al menos a nivel de manejador de memoria
virtual para presentar un espacio de direcciones global unico Puede haber multiples
trabajos paralelos corriendo en la maquina simultaneamente cada uno controlando un
conjunto disjunto de nodos Dada la topologa de la red de conexion no hay restricciones
sobre el tamano de la particion paralela o la ubicacion topologica de los nodos lo que
provee exibilidad en el diseno de aplicaciones y el manejo de jobs y recursos
Provee un subsistema de entrada
salida que escala en performance y capacidad con el
poder de computo del sistema Los nodos RISC  POWER superescalares ejecutan
multiples instrucciones concurrentemente cada ciclo en lugar de superpipelined corriendo
el procesador en muy alta frecuencia La unidad de instruccion puede decodicar y
ejecutar varias instrucciones en cada ciclo para mantener todas las unidades ocupadas
Esto se aparea con una jerarqua de memoria de alta performance y gran capacidad
Los nodos estan interconectados por un switch disenado para obtener escalabilidad baja
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latencia alto ancho de banda bajo overhead de procesador y comunicacion exible y
conable La topologa del switch es una red packetswitched anytoany multistage o
indirecta similar a la Omega lo que permite escalar el ancho de banda de biseccion
linealmente con el tamano del sistema
El entorno paralelo tiene  componentes principales MessagePassing Library MPL
que es una librera de comunicaciones avanzada y soporta pasaje de mensajes explcito
para programas C o Fortran	 Parallel Operating Environment POE que brinda un en
torno de usario para iniciar monitorear y controlar la ejecucion de una aplicacion paralela	
Visualization Tool VT que permite monitorear y trazar la visualizacion de una apli
cacion paralela	 y Parallel Debugger PD que es un debugger a nivel de codigo con una
lnea de comandos y una interfase graca
Dado que los sistemas de archivos distribuidos de Unix NSF ASF DFS no satisfacen
el ancho de banda extremadamente alto en el acceso a archivos de datos requeridos por
aplicaciones intensivas SP creo el PFS Parallel File System que soporta acceso paralelo
desde una aplicacion corriendo en paralelo en multiples nodos a un archivo particionado
en varios nodos
	 SGI Origin 
Es un multiprocesador escalable de espacio de direcciones compartidas cachecoherent
con acceso no uniforme a memoria ccNUMA   y permite el rapido crecimiento
de la plataforma Los recursos del sistema pueden ser desplegados como arreglos fuerte
mente integrados de pequenos sistemas de la serie SGI  o como una unica gran
maquina de memoria compartida Puede escalar desde un procesador hasta 
Los multiprocesadores sincronicos tpicos se basan en un bus y tienen un ancho de
banda jo que colapsa al agregar recursos de memoria y procesadores La arquitectura
ccNUMA no se basa en un bus sino que usa una serie de switches crossbar no bloqueantes
como estructura de interconexion agregando entrada
salida incremental cuando crece la
conguracion del sistema
En la Origin  un numero de nodos de procesamiento estan unidos por una es
tructura de interconexion llamada NUMAlink Cada nodo de procesamiento node board
contiene procesadores una porcion de memoria compartida un directorio para coherencia
de cache y dos interfases una que la conecta con otros dispositivos de entrada
salida en
el sistema y otra que lo vincula con node boards adicionales
La estructura de interconexion vincula los node boards pero diere de un bus en varios
aspectos Un bus puede ser usado por un solo procesador a la vez La estructura es una
mesh de transacciones multiples simultaneas y dinamicamente alocables las conexiones
se realizan entre procesadores segun se necesite
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El buildingblock mas chico de ccNUMA es el node board que contiene dos MIPS RISC
R de  bits con cache y memoria asociada y esta conectado a un router El crossbar
switch de alta performance Hub  GB por segundo disenado por SGI provee ancho
de banda procesador a memoria al agrega modulos El Hub tambien controla la interfase
a todos los procesadores memoria y otros dispositivos de entrada
salida brindando la
infraestructura necesaria para construir un sistema de  procesadores donde cada uno
puede acceder a toda la memoria hasta  GB y cada slot de E
S  en total
		 Transputers
El transputer es un microprocesador RISC de alta performance con memoria onchip y
links seriales usados para comunicacion interproceso entre nodos   Un unico
transputer no representa una arquitectura paralela distribuida pero brinda un building
block para construir sistemas paralelos conectandolos en redes a traves de los links Sus
caractersticas de diseno son simplicidad regularidad alto grado de escalabilidad alta
performance y alta conectividad
Un transputer consta de procesador memoria y links de entrada salida todo conec
tado a un bus de  bits El bus tambien comunica con la interfase de memoria externa
permitiendo usar memoria local adicional Puede aumentarse las instrucciones del RISC
con un conjunto de instrucciones extendido especco de la aplicacion Las instrucciones
estan implementadas en microcodigo en lugar de ser hardwired como en la mayora de
los RISC convirtiendo al transputer en un PE exible que puede adaptarse a distintas
aplicaciones
Pueden ser programados en la mayora de los lenguajes de alto nivel y estan disenados
para asegurar eciencia Para aprovechar los benecios de la arquitetura puede usarse
Occam  que provee las ventajas de un lenguaje de alto nivel maxima eciencia
y capacidad de usar las caractersticas especiales Occam brinda un framework para
disenar sistemas concurrentes de la misma forma en que lo hace el algebra booleana para
los sistemas electronicos a partir de puertas logicas
El diseno del procesador del transputer explota la disponibilidad de memoria onchip
rapida teniendo solo un pequeno numero de registros  en la CPU El scheduler en
microcodigo provee dos niveles de prioridad y permite cualquier numero de procesos
concurrentes ejecutando juntos compartiendo el tiempo de procesador La comunicacion
entre procesos es mediante canales	 en Occam es punto a punto sincronizada y sin bu er
Cuando los procesos se encuentran en distintos transputers se utilizan los links externos
para realizar la comunicacion
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	
 Clusters
El bajo costo relativo de las computadoras personales y sus contnuas mejoras de perfor
mance ha llevado a utilizarlas conectandolas en una red como maquinas paralelas y de
esta manera se han convertido en una de las principales infraestructuras de computo para
Ciencia e Ingeniera 
En  Pster dene un cluster como un tipo de sistema paralelo o distribuido que
consta de un conjunto de computadoras completas interconectadas y se usa como un unico
recurso de computo unicado Aunque no es una denicion aceptada universalmente da
una buena idea del concepto
El termino computadora completa indica un nodo que comprende uno o varios proce
sadores una cache una memoria principal un disco una interfase de entrada
salida y
un sistema operativo propio De esta manera puede ser una computadora personal una
workstation o un multiprocesador sincronico La red de interconexion usa tecnologas
standard como Ethernet o de alta performance como Myrinet El numero de nodos vara
desde dos hasta unos pocos miles
El termino unico recurso de computo unicado se reere a un sistema con algunas
funcionalidades de SSI single system image como un solo punto de entrada uno se
puede conectar o loggear al cluster en lugar de a un nodo particular sistema de archivos
unico colas de trabajo coordinadas y transparencia de locacion e imagen de sistema
unica para administracion Tpicamente estas carctersticas son provistas por una capa
middleware sobre el sistema operativo o por hardware 
Los clusters tienen varias ventajas sobre las arquitecturas paralelas mas convencionales	
la ms importante es su precio que es comparativamente bajo porque utilizan compo
nentes existentes Otras son la escalabilidad y el hecho de que los usuarios con frecuencia
pueden mantener su entorno usual La distincion entre clusters y computadoras paralelas
de memoria distribuida es gradual depende principalmente del grado al cual se optimiza
y se integra al sistema la red de comunicaciones
Las arquitecturas de cluster varan ampliamente Primero los clusters dedicados estan
disenados para usarlos como maquinas paralelas Con frecuencia se encuentran agru
pados de manera compacta esto es ubicados en un area fsica chica y no contienen
perifericos tales como teclado y monitor Algunos son construidos vendidos y soportados
tecnicamente por vendedores de productos mientras otros son compuestos por el usuario
Los clusters campuswide conectan computadoras personales o workstations utilizadas
normalmente por un solo usuario e intentan utilizar recursos ociosos en una red y
aprovecharlos en trabajo util Obviamente son mas lentos que los dedicados y se usan en
aplicaciones de grano mas grueso Ademas de la velocidad otra diferencia es que la red
esta expuesta esto es tanto el traco relacionado con el cluster como el no relacionado
viajan por las mismas conexiones	 en consecuencia hay un tema importante de seguri
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dad Por otro lado los clusters campuswide son generalmente heterogeneos mientras los
dedicados son homogeneos Entre ambos extremos existen numerosas formas intermedias
Se han identicado tres oportunidades para las cuales los clusters benecian a los
usuarios mejora de performance del sistema de archivos y de memoria virtual usando la
DRAM agregada como una cache gigante para disco	 almacenamiento mas barato de alta
disponibilidad y escalable usando arreglos redundantes de discos	 y nalmente multiples
CPUs para computo paralelo y distribuido
El desafo es brindar al usuario el tiempo de respuesta rapido y predecible de una
maquina dedicada mientras se permite que tareas que son demasiado grandes utilicen
recursos de la red La performance cruda de la red brinda parte de la solucion pero debe
ponerse especial atencion a la memoria como un recurso interactivo y a las suposiciones
de scheduling de los programas paralelos Al examinar caractersticas de uso tpicas de
workstations dedicadas y de MPPs dedicadas se ve que los dos tipos de cargas de trabajo
pueden ser combinadas de maneras complementarias dando la capacidad de detectar
recursos ociosos y migrar procesos Esto ultimo depende crticamente de una red rapida
y un sistema de archivos paralelo construido fuera de los discos de las workstations de esa
red
Dentro de los clusters de alta performance tpicos se encuentran Beowulf HPVM y
ASCI Blue Mountain Los Beowulf son una clase de los dedicados en los cuales los usuarios
compran y ensamblan las componentes por s mismos  El numero de nodos vara de
menos de diez a unos pocos cientos Tpicamente los nodos corren sistema operativo
Linux
HPVM signica High Performance Virtual Machine y es un proyecto de investigacion
universitario Un ejemplo de este sistema el el cluster HPVM III que comprende alrededor
de  nodos donde cada nodo es un multiprocesador sincronico de dos procesadores con
sistema operativo Windows NT usa tecnologa Fast Ethernet y Myrinet para el traco
interno y puede ser accedido desde el exterior a traves de TCP
IP
El ASCI Blue Mountain es un sistema de Silicon Graphics con buen ranking en la
lista de Top  supercomputadores Comprende alrededor de  nodos cada uno de los
cuales es internamente un SGI Origin de  procesadores
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Captulo 
Paradigmas Paralelos Diseno de
Algoritmos
 Introduccion
Visto desde alto nivel muchos algoritmos paralelos son puramente secuenciales con la
misma estructura global que un algoritmo disenado para una computadora serial standard
Esto es puede haber una fase de entrada e inicializacion luego una computacional y nal
mente una de salida y terminacion Sin embargo las diferencias se ponen de maniesto
dentro de cada fase Por ejemplo durante la fase computacional un algoritmo paralelo
eciente puede ser inherentemente distinto de su contraparte secuencial
Para cada una de las fases de una computacion paralela con frecuencia es util pensar
que se opera simultaneamente sobre una estructura de datos completa	 este es el en
foque estilo SIMD pero las operaciones pueden resultar complejas Por ejemplo intentar
actualizar todas las entradas de una matriz arbol o base de datos viendolo como una
operacion unica y compleja Para una maquina de grano no esto podra implementarse
teniendo un unico tem de datos o pocos por procesador y luego usar un algoritmo
puramente paralelo para la operacion
Para maquinas de grano medio o grueso operar sobre estructuras enteras puede imple
mentarse mezclando enfoques seriales y paralelos En tales arquitecturas cada procesador
usa un algoritmo secuencial eciente aplicado a la porcion de los datos que contiene y se
comunica con otros procesadores de la arquitectura para intercambiar datos crticos Para
maximizar la eciencia puede hacerse que cada procesador enve los datos necesarios a
sus vecinos luego realice la operacion sobre sus datos locales que no dependen de datos
de otros y nalmente lo haga sobre los elementos que dependen de los vecinos Desafor
tunadamente mientras esto minimiza el posible overlap entre comunicacion y calculo
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dentro de un procesador
Un paradigma de programacion es una clase de algoritmos que resuelve problemas
distintos pero que tienen la misma estructura de control  Para cada paradigma
puede escribirse un programa general que dene la estructura de control comun	 este es
llamado esqueleto algortmico programa generico o template de programa 
Dentro de la programacion se encuentran una diversidad de paradigmas estructurada
funcional logica imperativa orientada a objetos concurrente paralela etc En el caso
particular de la programacion paralela pueden distinguirse una serie de paradigmas que
permiten encuadrar los problemas en alguno de ellos y simplican la tarea del progra
mador ya que se puede generar una cantidad de procesos pero basta con programar una
sola copia Dentro de cada paradigma los patrones de comunicaciones son practicamente
siempre los mismos
Dado que un modelo es solo una maquina abstracta existen modelos a diferentes
niveles de abstraccion Por ejemplo cada lenguaje de programacion es un modelo en
algun sentido pues brinda una vision simplicada del hardware subyacente Esto hace
difcil la comparacion por causa de los distintos niveles de abstraccion
Al momento de resolver un problema usando un programa paralelo se tienen distintas
posibilidades Una es utilizar programas preescritos existen codigos paralelos para bases
de datos paralelas algoritmos geneticos algebra lineal etc	 otra opcion es sacar provecho
de las libreras paralelas lo cual es mas rapido y robusto que la tercera posibilidad
escribir el codigo desde cero la mas dura pero tambien mas exible adaptable a las
distintas necesidades y la que potencialmente debiera permitir una mayor eciencia
Es importante notar que no todos los problemas son paralelizables Por ejemplo si
se intenta calcular la serie de Fibonacci            utilizando la formula
F k $  " F k $  $ F k el resultado de cada paso F k $  requiere el resultado de
los dos pasos previos por lo que los tres tems no pueden ser calculados simultaneamente
Si el problema es paralelizable entonces debe disenarse el algoritmo que lo resuelva
ajustandolo a alguno de los diferentes tipos de paralelismo perfecto de datos de control
etc
Con respecto a los tipos de aplicaciones puede distinguirse entre las regulares aquellas
en que las estructuras de datos son arreglos densos y los accesos a estas estructuras pueden
ser bien caracterizados en tiempo de compilacion y las irregulares en las que algunas de
las estructuras de datos usadas pueden ser determinadas solo en tiempo de ejecucion 
	 TIPOS DE PARALELISMO 
 Tipos de paralelismo
 Paralelismo perfecto
Tambien se conoce como embarrasingly parallel donde las mejoras de speedup pueden ser
considerablemente buenas La aplicacion que es paralela por naturaleza es dividida en
conjuntos de procesos que requieren poca o nula comunicacion Es la mejor y mas simple
clase de paralelismo cuando es aplicable
Un ejemplo son las tecnicas de Monte Carlo consistentes en tomar un punto de partida
al azar encontrar una solucion guardar el resultado y repetir hasta que la solucion encon
trada sea sucientemente buena Cada procesador puede realizar esto sin necesidad de
comunicarse con los otros Son algoritmos probabilisticos para problemas que no pueden
ser resueltos de manera exacta Se utiliza para denir distribuciones de probabilidad para
estructuras atomicas
Las computaciones evolutivas son buenas candidatas para esta clase de paralelismo
la idea de subpoblaciones o modelo de islas implica la evolucion paralela de diferentes
poblaciones con intercambios relativamente infrecuentes entre ellas
Los clusters de workstations representan un tipo de arquitectura naturalmente ade
cuada para este tipo de aplicaciones dado que generalmente proveen buena potencia de
computo en cada maquina aunque con baja performance de comunicacion
 Paralelismo de datos
En algunos problemas varios tems de datos estan sujetos a procesamiento identico En
tonces pueden ser paralelizados asignando elementos a varios procesadores cada uno de
los cuales realiza las mismas computaciones sobre sus datos El paralelismo de datos o
descomposicion de dominio esta caracterizado por la ejecucion paralela de la misma ope
racion sobre diferentes partes de un gran conjunto de datos Las areas del dominio son
mapeadas a distintos PEs	 por ejemplo matrices distribuidas busquedas en diferentes
partes de una base de datos a partir de una consulta modelizacion de elementos nitos
en aviones con distintas partes del avion en cada procesador etc
Este tipo de paralelismo inuyo fuertemente en el desarrollo de una clase de lenguajes
de programacion lenguajes de programacion dataparallel Los programas escritos en
tales lenguajes son llamados programas dataparallel 	 de todas formas puede expresarse
este paradigma en lenguajes que no son dataparallel
Un programa dataparallel contiene una unica secuencia de instrucciones cada una
de las cuales se aplica a los elementos de datos en forma lockstep La operacion paralela
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puede ser elemental o compleja y de acuerdo a esto se distinguen dos estilos basicos de
paralelismo de datos SIMD y SPMD En el primer caso una unidad de control global
hace broadcast de las instrucciones a los procesadores los cuales contienen los datos y
estos ejecutan la corriente de instrucciones sincronicamente
Los programas dataparallel tambien pueden ser ejecutados en maquinas MIMD pero
en este caso la ejecucion estricta resulta en codigo ineciente pues requiere sincronizacion
global despues de cada instruccion Una solucion es relajar la ejecucion sincronica de
instrucciones	 en dicho modelo denominado SPMD single program multiple data cada
procesador ejecuta el mismo programa asincronicamente y la sincronizacion tiene lugar
solo cuando los procesadores necesitan intercambiar datos De esta forma el paralelis
mo de datos puede explotarse en una computadora MIMD aun sin usar un lenguaje de
programacion dataparallel explcito
Otro criterio de clasicacion es la estructura del conjunto de datos Algunos lenguajes
dataparallel restringen su uso solo a arreglos mientras otros extienden el concepto a
conjuntos listas y otras estructuras
El modelo dataparallel se ajusta a arquitecturas con un unico espacio de direcciones y
memoria fsicamente distribuida De esta forma la distribucion de datos juega un rol pri
mordial pero las variables del programa son visibles a todos los procesos Esto se reeja
principalmente en las arquitecturas SIMD y NUMA pero tambien existen implementa
ciones de alta performance para SMPs multiprocesadores sincronicos y clusters 
La mayor ventaja del paralelismo de datos es la simplicidad de programa Consideran
do la estructura global de un programa hay solo un ujo de control El paralelismo se
obtiene va pasos dataparallel los que son ejecutados uno despues de otro mezclados
con pasos secuenciales
El conjunto de datos se divide en subconjuntos o dominios cada uno de los cuales
es asignado a un procesador diferente La division o distribucion de datos en la mayora
de los lenguajes debe ser especicada por el programador quien puede elegir entre varias
opciones especcas La distribucion no necesariamente se ja una vez y para siempre la
mayora de los lenguajes permiten redistribucion durante la ejecucion
En cada paso la operacion respectiva se aplica en paralelo a los distintos dominios de
datos Idealmente los dominios son operados de manera independiente En la realidad
varias operaciones involucran datos de distintos dominios introduciendo comunicacion
En una comunicacion los datos son replicados esto es el propietario mantiene los datos
y enva una copia al procesador que lo requiere Obviamente no solo los datos sino las
operaciones deben asignarse a los procesadores Algunos compiladores adoptan la regla
owner computes en la cual una asignacion es llevada a cabo por el procesador que es
dueno de los datos En algunos sistemas el programador puede especicar explcitamente
la asignacion de la operacion
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Algunos ejemplos de lenguajes dataparallel de estilo SIMD son C% disenado espe
cialmente para la CM MPL MasPar Language y Parallaxis independiente de la
arquitectura  Una desventaja de los lenguajes SIMD es su restriccion a problemas
con una estructura muy regular	 debido a la sincronizacion implcita despues de cada paso
elemental cualquier uso de paralelismo de tareas si puede expresarse lleva a ineciencias
Algunos de los lenguajes SIMD fueron eclipsados por el estilo SPMD o loosely syn
chronous pues no existe sincronizacion luego de cada paso elemental Generalmente la
performance es mejor con SPMD pero este deja de lado el concepto de un unico ujo
de control haciendo mas dicultoso el diseno y vericacion de programas debido a posi
bles race conditions Los lenguajes HPF y HPF son adecuados para el tratamiento en
paralelo de arreglos
HPF  da al programador control explcito sobre la distribucion de los datos	
aunque no esta obligado a hacerlo siempre esto normalmente mejora la performance El
diseno de HPF fue guiado por el objetivo de liberar al programador de las tareas que
puede realizar el compilador pero dandole control sobre las tareas que no pueden ser
manejadas automaticamente El precio por combinar performance con facilidad de uso
fue una restriccion en la aplicabilidad solo es apropiado para aplicaciones con estructura
regular pues los constructores de distribucion de datos se restringen a patrones regulares
Esto dio lugar al desarrollo en  de HPF  mejora a HPF con caractersticas
de lenguaje regular y un gran conjunto de extensiones HPF soporta la expresion de
paralelismo de tareas de manera limitada diferentes subconjuntos de procesadores pueden
realizar distintas operaciones Sin embargo aun es insuciente el soporte para aplicaciones
irregulares
El estilo de paralelismo de datos SPMD realiza operaciones complejas sobre los varios
dominios de datos Si los dominios estan en s mismos estructurados internamente y si
las operaciones son dataparallel internamente se obtiene un nuevo modelo denominado
paralelismo de datos anidado Este estilo encuadra con el paradigma de dividir y con
quistar descripto en la Seccion  y puede ayudar a codicar aplicaciones irregulares
Puede ser expresado en HPF y Fortran 
  Un lenguaje funcional anterior a
estos que adopta el paralelismo de datos anidado es NESL  desarrollado principal
mente para propositos de ensenanza y experimentacion algortmica
 Paralelismo de control
El paralelismo de control tambien llamado paralelismo de tareas de grano grueso o
funcional se reere a la ejecucion simultanea de distintos ujos de instrucciones Estas
instrucciones pueden ser aplicadas al mismo ujo de datos pero tpicamente se aplican
a distintos Se realiza una descomposicion funcional y las tareas generadas ejecutan
independientemente comunicandose cuando lo necesitan
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Un ejemplo es el pipelining donde la computacion es paralelizada ejecutando un pro
grama diferente en cada procesador y enviando los resultados intermedios al siguiente Es
un concepto sencillo generalmente los bloques funcionales son faciles de identicar tiene
bajo overhead y la estructura de comunicacion es simple Como contrapartida los tiem
pos de procesamiento desiguales causan cargas dispares el numero de PEs es restringido
lo que bloquea la escalabilidad y no hay balance de carga o es muy limitado
El paralelismo funcional implica expresar el algoritmo como un grafo de dependencias
generalizado determinar la granularidad apropiada de operaciones y particionar las es
tructuras de datos a ser procesadas entre las replicaciones de las operaciones elegir un
lenguaje apropiado y representar el grafo de dependencias en ese lenguaje
Los algoritmos para problemas que requieren paralelismo de control generalmente son
mapeados adecuadamente en maquinas MIMD dado que son necesarios multiples ujos
de instruccion Las computadoras SIMD soportan solo una corriente de instruccion y no
pueden explotar ecientemente esta clase de paralelismo
Mientras el modelo dataparallel ejecuta la misma operacion sobre distintos datos el
paralelismo de tareas ejecuta distintas operaciones sobre los mismos o distintos datos
Normalmente es expresado en lenguajes no dataparallel pero varios de estos permiten
una forma limitada de paralelismo de tareas poniendo las operaciones complejas dentro
de un condicional un programador puede forzar la ejecucion paralela de distintas tareas
en un paso dataparallel Tpicamente el paralelismo de datos es de grano mas no que
el de tareas De esta forma es mas apropiado para arquitecturas fuertemente acopladas
que para sistemas distribuidos con una red de interconexion lenta
 Paralelismo mixto
Muchos problemas exhiben una cierta cantidad tanto de paralelismo de datos como de
control La cantidad de paralelismo de tareas disponible en un problema usualmente es
independiente del tamano de este y por lo tanto limitado	 por el contrario el paralelismo
crece con el tamano del problema Por esto para usar ecientemente un mayor numero
de procesadores es necesario explotar el paralelismo de datos inherente en la aplicacion
Debe notarse que no todas las aplicaciones paralelas de datos pueden implementarse
usando lenguajes dataparallel ni todas pueden ser ejecutadas en maquinas SIMD	 al
gunas son mas apropiadas para MIMD Esto se da en los casos en que los elementos de
datos son generados dinamicamente de manera no estructurada y la distribucion de datos
en procesadores debe realizarse tambien dinamicamente Esta redistribucion es posible
en programas dataparallel solo a una escala global esto es no permitir que algunos
procesadores sigan trabajando mientras otros se redistribuyen los datos
Los paralelismos de datos y control pueden ser combinados para obtener una ex
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plotacion simultanea de ambas caractersticas En las aplicaciones de paralelismo mixto
varias computaciones dataparallel pueden ejecutarse concurrentemente de manera task
parallel Este modelo emplea un estilo MSIMD Multiple SIMD o MSPMD Multiple
SPMD es la combinacion de paralelismo de tareas MIMD o MPMD y de datos SIMD
o SPMD Su explotacion tiene varias ventajas una es la posibilidad de incrementar la
escalabilidad dado que permite el uso de mas paralelismo cuando se alcanza el maximo
explotable de alguna de las dos clases La integracion de ambos modelos esta lejos de ser
facil principalmente a causa de tres problemas principales diferencias en la estructura del
programa paralelo en la organizacion del espacio de direcciones y en la implementacion
del lenguaje Estos temas son tratados en 
Gran parte de las investigaciones sobre la explotacion simultanea de paralelismo de
datos y de tareas se realizaron en el area de los lenguajes de programacion para dar accesos
de alto nivel a mas paralelismo en el area de compiladores donde se estudian temas
tales como scheduling y alocacion de tareas dataparallel concurrentes  En 
 Ramaswamy introduce la estructura Macro Dataow Graph MDG para describir
programas de paralelismo mixto En  se utiliza un modelo para estimar la mejora
de performance debida a la utilizacion de paralelismo mixto para algunas aplicaciones
cientcas y se establecen cotas superiores para los benecios obtenidos en grafos de
tareas irregulares En  el enfoque es usar un lenguaje secuencial como C con libreras
de alta performance como ScaLAPACK  y una librera de comunicacion asociada
como BLACS	 los procesadores disponibles son divididos explcitamente en subgrillas que
reciben operaciones dataparallel a ejecutar
En  se considera la generacion de programas de paralelismo mixto y se discute
como una separacion clara en un nivel de tareas y uno de datos puede soportar el desarrollo
de programas ecientes El desarrollo comienza con una especicacion del maximo grado
de paralelismo de tareas y datos y prosigue realizando varios pasos de derivacion en el
cual el grado de paralelismo es adaptado a una maquina paralela especca Se muestra
como son generados los programas y como puede establecerse la interaccion entre ambos
niveles Se ilustra la utilidad del enfoque mediante ejemplos de analisis numerico que
ofrecen el potencial de una ejecucion mixta pero para los cuales no es a priori claro
como este potencial podra explotarse en una implementacion sobre una maquina paralela
especca
Entre los lenguajes con alguna forma de soporte para paralelismo mixto se encuen
tran NESL UC desarrollado por Caltech y UCLA e inspirado en lenguajes basados en
conjuntos permite que el programador especique la sincronizacion de un conjunto de sen
tencias a niveles crecientes de granularidad   Fx agrega directivas de paralelismo
de tareas a un lenguaje dataparallel basado en Fortran  y HPF dividiendo el conjunto
de procesadores en subgrupos que pueden ejecutar computaciones dataparallel indepen
dientes  Opus agrega constructores de programacion taskparallel a HPF para
coordinar la ejecucion concurrente de varios modulos dataparallel  permitiendo que
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las tareas Opus sean de grano mucho mas grueso comparado con otros lenguajes Data
parallel Orca extiende Orca con construcciones para paralelismo de datos basandose en
objetos compartidos  Braid extension dataparallel del Mentat Programming Lan
guage MPL orientado a objetos basado en C$$  etc
 Paralelismo de datos agregado
Uno de los desafos es el desarrollo de lenguajes paralelos que minimicen el tradeo entre
performance y portabilidad para permitir al programador escribir codigo que no asuma
una arquitectura particular al compilador optimizar el codigo de manera especca segun
la maquina y al programador realizar ajuste tuning de performance especco de
la arquitectura sin extensas modicaciones al codigo fuente En anos recientes evolu
ciono un estilo de programacion que puede denominarse paralelismo de datos agregado
caracterizado segun  por
 Paralelismo de datos El paralelismo del programa proviene de ejecutar la misma
funcion sobre varios elementos de una coleccion Permite que el paralelismo crezca
o escale con el numero de elementos y procesadores Las arquitecturas SIMD lo
explotan a un grano muy no
 Ejecucion agregada El numero de elementos de datos tpicamente excede el numero
de procesadores de modo que multiples elementos son puestos en un procesador y
manipulados secuencialmente Esto trae benecios como reduce costos de comu
nicacion permite usar buenos algoritmos secuenciales localmente los datos pueden
pasarse en lotes entre los procesadores para amortizar el overhead de comunicacion
y cuando la computacion sobre un dato se demora esperando por comunicaciones
pueden procesarse otros elementos
 Sincronismo loose Aunque el paralelismo de datos estricto aplica la misma funcion
a cada elemento las variaciones conceptuales en la naturaleza o posicionamiento de
algunos elementos puede requerir distintas implementaciones de la misma funcion
conceptual Por ejemplo los elementos del borde de un dominio computacional no
tienen vecinos con los cuales comunicarse pero el paralelismo de datos normalmente
asume que los elementos interiores y exteriores deben tratarse igual Estos casos
excepcionales pueden manejarse facilmente ejecutando una funcion distinta en los
bordes
Estas caractersticas hacen util este estilo porque pueden obtenerse programas e
cientes al ejecutarlos en maquinas MIMD Pero sin soporte de lenguajes el estilo de
programacion promueve programas inexibles embebiendo caractersticas crticas de per
formance como constantes tales como el numero e interconexion de procesadores la
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cantidad de elementos de datos condiciones de borde y sintaxis de comunicacion es
pecca del sistema Si alguno de estos parametros cambia generalmente son necesarios
numerosos cambios a estas cantidades jas Como consecuencia se han introducido al
gunos lenguajes que soportan aspectos claves de este estilo Sin embargo a menos que
todos los aspectos sean soportados la performance la escalabilidad la portabilidad o el
costo de desarrollo pueden verse seriamente afectados
En  se brindan abstracciones que son implementables ecientemente sobre todas
las arquitecturas MIMD junto con mecanismos para manejar tipos comunes de paralelis
mo distribucion de datos y condiciones de borde Se basa en un modelo de computo
MIMD practico llamado Candidate Type Architecture CTA  Luego se ocultan los
aspectos de arquitectura que no son signicativos y se exponen y parametrizan de manera
independiente de la arquitectura los que son esenciales para la performance El resultado
es el modelo de programacion Phase Abstractions que brinda control sobre la granula
ridad del paralelismo el particionamiento de datos y un constructor paralelo hbrido de
datos y funcion que soporta la descripcion de las condiciones de borde
 Memoria compartida e intercambio de mensajes
 Paralelismo con memoria compartida
En el modelo de memoria compartida multiples tareas generalmente con distinta fun
cionalidad ejecutan en paralelo comunicandose mediante escrituras y lecturas en una
memoria comun que puede existir fsicamente o estar implementada como abstraccion
para el programador Tpicamente solo algunas de las variables y estructuras de datos
son compartidas entre las tareas y las otras son privadas propiedad de una sola y no
visibles al exterior En algunos sistemas las variables pueden compartirse entre un sub
conjunto de tareas
La mayora de las construcciones de programacion de memoria compartida tratan con
sincronizacion o manejo de tareas No es necesario soporte para comunicacion sino que
se expresa implcitamente como por ejemplo en HPF La programacion tiene algunas
caractersticas simples la organizacion de memoria es la misma que en los modelos se
cuenciales el programador no debe tratar con distribucion de datos y no maneja detalles
de comunicacion como la alocacion de bu ers Pero por otra parte debe tratar dicul
tades especcas como la sincronizacion que afecta la performance y la localidad aunque
no se requiere que el programador especique la distribucion de datos y el scheduling de
tareas debera tenerlos en cuenta por razones de eciencia
Este modelo se origino en la programacion concurrente de uniprocesadores y luego
se adapto a los multiprocesadores sincronicos SMP y es naturalmente apropiado para
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estos Esta fue una gran motivacion para el desarrollo de arquitecturas ccNUMA al
tamente escalables que pueden correr software SMP existente aunque no con la misma
performance Se implementaron modelos de memoria compartida en SMPs ccNUMA
nccNUMA maquinas paralelas de memoria distribuida y clusters y pueden agregarse a
las grillas en el futuro
Especialmente en arquitecturas de memoria distribuida la programacion de memoria
compartida compite con el modelo de pasaje de mensajes Una gran diferencia entre
ambos es el grado de transparencia En memoria compartida la ubicacion de datos y
tareas y la replicacion y migracion son transparentes mientras en el pasaje de mensajes
no lo son De esta forma para el programador en el primer caso es mas comodo pero
pierde control los mecanismos del sistema funcionan bien en el caso general pero son
suboptimos en casos especiales y se diculta la prediccion de performance
Dentro de este modelo pueden distinguirse variantes que dieren en las arquitecturas
y aplicaciones para las que fueron disenadas Entre ellas se encuentran 
 Modelos de thread Son la clase mas antigua y tpica Tratan con computaciones
inherentemente paralelas y estan bastante cercanas a los entornos secuenciales y
SMPs Los threads son mas livianos y rapidos que los procesos El modelo
considera al programa como una coleccion de threads que cooperan para lograr un
objetivo comun o comparten recursos de manera controlada por el programador
Su diseno estuvo inuenciado por su uso frecuente en la programacion de servidores
Entre los mas importantes se encuentran Pthreads  y Java  
 Modelos de memoria compartida estructurada Son mas adecuados para aplicaciones
paralelas de grano no que los modelos de thread Un ejemplo es OpenMP  que
opera en un nivel mas alto que los threads muchos compiladores OpenMP usan
C $ Pthreads como lenguaje de destino Es un modelo de memoria compartida
estructurada porque el lenguaje impone una estructura sobre el conjunto de tareas	
mientras los modelos de thread permiten que cualquier thread cree o mate a casi
cualquier otro OpenMP fuerza una estructura jerarquica Provee paralelismo de
datos y de control con enfasis en el primero y estilo de programacion SMPD
 Modelos de memoria compartida distribuida Trata la abstraccion de memoria
compartida en arquitecturas con memoria fsicamente distribuida ccNUMA ncc
NUMA clusters grillas Los sistemas DSM Distributed Shared Memory operan
en bajo nivel y pueden usarse tanto como interfases de programacion de aplicaciones
como lenguajes de destino para la compilacion de sistemas de mas alto nivel tales
como OpenMP Pueden ser implementados en hardware y
o software por ejemplo
en el sistema operativo Un mecanismo basico de sistema operativo es la memoria
virtual compartida Un tema crtico es el del mantenimiento de la consistencia Uno
de los sistemas DSM mas conocidos es TreadMarks  implementado como una
librera que corre en Unix y Windows NT
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 Modelos de comunicacion onesided En este caso la comunicacion es explcita El
programador debe usar distintos mecanismos para acceder las memorias locales y
globales y de esta forma conoce la diferencia de performance La losofa es distinta
a los otros modelos ya que no mantiene el objetivo de transparencia Ademas cae en
la frontera entre la memoria compartida y el pasaje de mensajes La memoria com
partida entre todos o algunos de los procesadores debe ser alocada explcitamente
por el programador y todo el resto es memoria privada Algunos facilitan el sola
pamiento entre computo y comunicacion y pueden ser implementados como librera
o lenguaje Ejemplos son MPI y BSP ambos principalmente sistemas de pasaje
de mensajes
El tema de memoria compartida es cubierto en numerosos libros de texto tales co
mo  
Aunque el concepto de programacion por memoria compartida se encuentre fuerte
mente asociado a la nocion de threads tambien es aplicable para procesos Unix 
brinda funciones mediante las cuales los procesos pueden acordar compartir una parte de
sus espacios de direcciones ademas de proveer mecanismos de sincronizacion y de creacion
y destruccion de procesos	 permite obtener la misma funcionalidad que con Pthreads pero
con mayor dicultad de codicacion y peor performance Ada    soporta comuni
cacion por variables compartidas coexistiendo con otros modelos	 brinda un constructor
tipo monitor para sincronizacion similar al de Java
Respecto de DSM ademas de TreadMarks se han propuesto una cantidad de sis
temas como CVM  Brazos  Milipede   SciOS  Proteus 
Sirocco  etc Algunos aspectos interesantes incluyen soporte explcito para clusters
de SMPs integracion con hardware SCI migracion de tareas y datos compartidos en
unidades mas pequenas que paginas
Linda  dene un modelo de memoria compartida que impone una estructura de
manera que la memoria es accedida en unidades especcas de la aplicacion tuplas de
tamano variable en lugar de paginas de tamano jo El modelo onesided es utilizado en
el lenguaje SplitC  que soporta programacion dataparallel de memoria compartida
y pasaje de mensajes
 Paralelismo con pasaje de mensajes
Como se detallo en el Captulo  en este modelo varios procesos ejecutan en paralelo y se
comunican enviando y recibiendo mensajes No tienen acceso a una memoria compartida
esto es operan sobre espacios de direcciones disjuntos y toda la comunicacion se reliza
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El intercambio de mensajes puede servir a distintos propositos El mas obvio es com
partir datos entre un emisor y un receptor que se conocen y cuya interaccion fue planeada
por el programador El segundo es el establecimiento de una conexion emisor
receptor no
planeada de antemano mediante un receive anonimo hecho por el receptor Y el tercer
proposito es la sincronizacion que es un caso especial de comunicacion En las rutinas
de emision y recepcion el programador debe especicar detalles de bajo nivel como la
identidad del receptor la direccion y tamano de un bu er fuente o destino y la longitud
del mensaje
El pasaje de mensajes soporta programacion SPMD y MPMD El dominio de apli
cacion tpico es el computo cientco orientado a performance Aunque con frecuencia
puede usarse para codicar aplicaciones dataparallel hay diferencias fundamentales en
tre los modelos de datos paralelos y de mensajes los primeros operan en un nivel mucho
mas alto el programador no debe manejar detalles que son dejados al compilador y el
pasaje de mensajes adopta una vision localizada el programador piensa en terminos de
los procesos individuales
El modelo de pasaje de mensajes se basa claramente en la arquitectura de maquinas
de memoria distribuida y por lo tanto es facil de implementar	 sin embargo opera a bajo
nivel y tiene las siguientes consecuencias
 Programabilidad Impone una pesada carga al programador que es responsable de
manejar todos los detalles de distribucion de datos y scheduling de tareas as como
la comunicacion entre estas
 Eciencia Dado que todo esta bajo el control del programador este puede lograr
performance cercana al optimo si le dedica suciente tiempo al tuning Puede
redistribuir datos y procesos con cualquier patron replicar los datos en unidades de
tamano variable etc
 Portabilidad Dado que el pasaje de mensajes fue establecido en forma temprana
se han desarrollado standards Esto no garantiza portabilidad de performance
Entre los principales sistemas de pasaje de mensajes se encuentran Message Passing
Interface MPI  y Parallel Virutual Machine PVM  Ambos siguen el enfoque
de librera y de esta forma son sencillos para implementar Las libreras estan denidas
en C C$$ y Fortran ademas de existir extensiones a Java Por otra parte dentro de
los lenguajes que han adoptado el modelo de mensajes se encuentra Occam  que
implementa una gran parte de las caractersticas del CSP de Hoare
 ESQUEMA DE CLASIFICACI

ON DE SKILLICORN Y TALIA 
 Comparacion entre ambos modelos
Un tema de debate es en que casos cada uno de los modelos es mas apropiado y en este
sentido existen argumentos variados
El modelo de memoria compartida tiene cierta ventaja en la programabilidad ya que
las estructuras de datos no necesitan ser divididas entre los procesos y tiene similitud
con el estilo de programacion secuencial facilitando la transicion a los programadores
Es mas adecuado para la paralelizacion incremental 	 transformar un programa secuencial
es uno de pasaje de mensajes es mas abrupto Sin embargo en la programacion de
memoria compartida orientada a la performance el programador debe tomar en cuenta
la distribucion de datos y computaciones lo que debilita la primera de las ventajas
En el pasaje de mensajes el programador puede establecer directamente sus intenciones
mientras en memoria compartida tambien depende de transformaciones del compilador
El pasaje de mensajes tiende a ser superior con respecto a performance pero debe
diferenciarse entre las distintas arquitecturas aplicaciones y sistemas de programacion
Por otra parte la performance es mas predecible pues el texto del programa indica cuando
tiene lugar una comunicacion y la distribucion de datos y scheduling de tareas la hace el
programador Memoria compartida requiere atencion mas detallada a la sincronizacion y
pasaje de mensajes a detalles de comunicacion
	 Esquema de clasicacion de Skillicorn y Talia
Es un esquema reciente de clasicacion de modelos de programacion paralelos propuesto
en  que utiliza dos dimensiones En la primera los modelos son clasicados de
acuerdo a su grado de abstraccion relacionado con el nivel en la jerarqua Estrictamente
hablando el grado de abstraccion reeja cuantas actividades de diseno de programa son
responsabilidad del programador y cuantas de las herramientas En esta dimension se
distinguen  clases
 Paralelismo implcito El programador no da ningun hint sobre la ejecucion paralela
del programa
 Paralelismo explcito y descomposicion implcita El programador indica el potencial
paralelismo pero deja que las herramientas decidan si es explotado es decir que
denan las tareas paralelas
 Descomposicion explcita pero mapeo implcito El programador dene las tareas
pero otras actividades se dejan a las herramientas
 Mapeo explcito pero comunicacion implcita Como en la clase previa pero el
programador es responsable del scheduling de tareas
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 Comunicacion explcita y sincronizacion implcita El programador es responsable
de la mayora de las actividades	 solo la sincronizacion es soportada en algun grado
 Diseno completo del programa manejado por el programador
En la segunda dimension el esquema distingue entre tres clases
 Numero dinamico de procesos y sin lmite en el volumen de comunicacion donde
dinamico signica no conocido antes del tiempo de corrida
 Numero de procesos jado estaticamente y sin lmite en el volumen de comunicacion
entendiendo por estatico conocido en tiempo de compilacion
 Numero de procesos jado estaticamente y con lmite del volumen de comunicacion
El esquema completo consta de un total de  clases de las cuales  son ejemplicadas
por modelos reales en 

 Paradigmas de Computacion Paralela
 MaestroEsclavo
Un paradigma algortmico basado en organizaciones del mundo real es Maestro
Esclavo
MasterSlave o MasterWorker un proceso o procesador actua como maestro di
rigiendo a todos los otros que funcionan como esclavos El master iterativamente enva
datos a los workers y recibe resultados de estos Pueden distinguirse dos casos basicos de
acuerdo a la dependencia entre las iteraciones
 Iteraciones dependientes el master necesita los resultados enviados por todos los
workers para poder generar un nuevo conjunto de datos
 Entradas de datos independientes los datos arriban al maestro y este no necesita
los resultados anteriores para poder generar nuevos conjuntos de datos
Respecto de la distribucion de los datos existen dos opciones
 Distribuir todos los datos disponibles cuando el master tiene listo un conjunto de
datos para enviarselo a los workers los distribuye todos siguiendo alguna poltica
determinada
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 Distribuir bajo peticion el master distribuye un subconjunto de datos a los workers
y a medida que estos van terminando le piden mas
Por ejemplo algunos enfoques de tipo branchandbound a problemas de optimizacion
mantienen la mejor solucion encontrada hasta el momento as como una lista de los
subproblemas que necesitan ser explorados En una implementacion master
slave el
maestro mantiene ambos tems y es responsable de distribuir los subproblemas a los
esclavos	 estos deben procesar los subproblemas y enviar los resultados al master quien
determina si es la mejor solucion corriente reportar nuevos subproblemas que necesitan
ser explorados al maestro y noticarlo cuando estan libres para trabajar en un nuevo
subproblema
Si bien existen muchas variantes la idea basica es que un procesador es responsable
de la coordinacion general y los otros de resolver los subproblemas asignados Es una
variacion de SPMD donde hay dos programas en lugar de uno solo
Un tema a considerar es el caso en que los procesadores donde son ejecutadas las tareas
son heterogeneos y con distintas velocidades lo que provoca dicultades en el balance de
las cargas asignadas a cada elemento de procesamiento
 Pipeline y algoritmos sistolicos
El pipelining es una tecnica algortmica paralela basada en modelos que recuerdan una
lnea de montaje Un problema grande tal como analizar un numero de imagenes puede
particionarse en una secuencia de pasos a realizar sobre cada una por ejemplo ltrado
etiquetado o labeling y analisis de escena Si se cuenta con tres procesadores y cada
paso toma aproximadamente la misma cantidad de tiempo se puede comenzar haciendo
el ltrado sobre la primera imagen en el primer procesador Luego esta primera imagen
se pasa al siguiente procesador para etiquetar mientras el primero comienza a ltrar la
segunda En el tercer paso la imagen inicial esta en el tercer procesador para analisis
de escena la segunda en el segundo procesador para labeling y la tercera en el primer
procesador para ser ltrada
Este modelo se mapea naturalmente a una computadora paralela congurada como
un arreglo lineal esto es mesh unidimensional o anillo sin conexion wraparound Este
escenario simple puede extenderse de varias formas Por ejemplo como en una lnea de
montaje real los procesadores no necesitan ser todos identicos y pueden estar optimizados
para su tarea Ademas si una tarea tarda mas que las otras entonces pueden asignarse
a ella mas procesadores Finalmente el ujo puede no ser una lnea simple Por ejemplo
un proceso de ensamble de automoviles puede tener una lnea trabajando en el chasis
otra en el motor y eventualmente ambas son combinadas Este pipelining generalizado
es llamado procesamiento sistolico	 por ejemplo algunas operaciones matriciales y sobre
imagenes pueden realizarse de manera sistolica bidimensional
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 Dividir y conquistar
Este paradigma bien conocido en la programacion secuencial puede usarse tambien para
expresar paralelismo Explota la division repetida de problemas y datos en subproblemas
similares de menor tamano fase de dividir Estos multiples subproblemas son resueltos
independientemente fase de conquistar con frecuencia de manera recursiva y las solu
ciones son combinadas nalmente en la solucion global Por esto estrictamente hablando
el metodo debera llamarse dividir conquistar y combinar
Esta metodologa es util en computo paralelo porque las subdivisiones logicas en sub
problemas pueden corresponder a descomposicion fsica entre procesadores donde even
tualmente cada subproblema esta contenido en un unico procesador A excepcion del
nodo raz todos los procesos restantes son iguales Cada proceso recibe una fraccion de
datos	 si puede procesarlos los procesa	 si no es as crea un cierto numero de hijos y
les distribuye los datos
Ejemplos clasicos de algoritmos que utilizan este enfoque son Mergesort y Quicksort
En el primero la secuencia de entrada se divide en dos subsecuencias que son ordenadas
recursivamente y luego mezcladas En este caso el paso dividir es sencillo las subse
cuencias son simplemente la primera y segunda mitad de la entrada El paso combinar
es ligeramente mas complicado pues requiere un procedimiento especial para mezclar las
dos subsecuencias ordenadas En Quicksort la entrada es dividida en tres subsecuencias
independientes consistentes de todos los elementos que son menores iguales y mayores que
un elemento pivot respectivamente La primera y tercera son ordenadas recursivamente
y luego se concatenan las tres A diferencia de Mergesort el paso de combinar concate
nacion es trivial comparado con el de dividir particionar la secuencia con respecto al
pivot
Puede argumentarse que todos los algoritmos paralelos se basan en alguna forma de
dividir y conquistar ya que por denicion de eso se trata el paralelismo un problema
computacional se divide en subproblemas que son resueltos simultaneamente usando var
ios procesadores De algun modo esto es verdad Pero esta interpretacion amplia es
demasiado general para permitir una apreciacion real de la potencia del metodo No se
trata solo de una subdivision directa de tareas entre procesadores la eciencia se deriva
de la seleccion apropiada de los subproblemas y su asignacion a procesadores especcos
Este tema es tratado ampliamente en  incluyendo ejemplos de busqueda detems en
una lista merging seleccion del elemento menor de una secuencia y computo del convex
hull de un conjunto de puntos del plano En  puede encontrarse una solucion generica
al problema de labeling en imagenes utilizando un enfoque de dividir y conquistar 
contiene ejemplos de quicksort paralelo y computo de la transformada rapida de Fourier
FFT ademas de un analisis de complejidad de las soluciones




Al tratar el paralelismo de datos se hizo mencion al paradigma SPMD Single Program
Multiple Data originalmente denido por Alan Karp en  En este modelo el pro
gramador o el supercompilador genera un programa unico que cada nodo ejecuta sobre
una porcion diferente del dominio de datos La diferente evaluacion de algun predicado
en sentencias condicionales permite que cada nodo tome distintos caminos del programa
La implementacion de un programa SPMD involucra dos grandes fases eleccion de la
distribucion de datos y generacion del programa paralelo 
La primera determina el lugar que ocuparan los datos en los nodos Esto inuye
fuertemente en el balance de carga porque en este tipo de computaciones el trabajo es
directamente proporcional al numero de datos asignado a cada nodo Para computaciones
regulares en maquinas uniformes la eleccion de la mejor distribucion no es complicada
ya que se asumen nodos identicos Por otra parte para computaciones irregulares los re
querimientos de balance necesitan distribuciones mas complejas que solo pueden decidirse
en tiempo de corrida Dicultades analogas ocurren cuando la plataforma es heterogenea
La generacion del programa convierte el algoritmo secuencial en el programa SPMD
En la mayora de los lenguajes esta fase depende de la distribucion de datos elegida
e involucra cuatro tareas principales  Obtener informacion de nodo y entorno que
es crucial para establecer el rol que cada nodo debe jugar en el programa	  Acceder
los datos va funciones datainquiry que convierten ndices globalesalocales y localesa
globales extraer datos locales desde dominios globales vericar si una entrada de datos
es mantenida por un cierto nodo o subconjunto de nodos etc	  Insertar primitivas de
pasaje de mensajes para intercambiar datos ubicados en el espacio de direcciones de otros
nodos	  Realizar operaciones sobre datos directamente accesibles
 Operaciones globales o colectivas
Para manejar estructuras completas en un paso es util tener un conjunto de opera
ciones que realicen tales manipulaciones Estas operaciones globales pueden ser muy
dependientes del problema pero algunas han resultado de suma utilidad Por ejemplo
el broadcast es una operacion global comun usada para enviar datos de un procesador
a todos los otros Algunas extensiones al broadcast incluyen realizarlo simultaneamente
con distintos y predeterminados subconjuntos de procesadores broadcast basado en sub
conjuntos Las operaciones globales son soportadas en varios modelos como paralelismo
de datos memoria compartida pasaje de mensajes y otros Estan cercanas en concepto
al paralelismo de datos pues adoptan una vision global de la computacion 
Algunas operaciones globales se denen en terminos de un operador  semigrupo
asociativo y conmutativo Algunos ejemplos incluyen mnimo maximo or and suma
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y producto Por ejemplo si el objetivo es obtener el maximo de un conjunto de valores
V i el  representa al maximo y la operacion de aplicar  a los n valores se denomina
reduccion Si se hace broadcast del valor de la reduccion a todos los procesadores esto se
conoce con el nombre de reporte
Las operaciones globales brindan una manera util de describir las acciones mayores en
programas paralelos Ademas muchas veces se encuentran disponibles en implementa
ciones altamente optimizadas Las operaciones de reduccion son tan importantes que
muchos compiladores las detectan automaticamente aun cuando no tienen soporte ex
plcito para otras
Algunas importantes operaciones globales incluyen 
 Sort Dado un conjunto ordenadoX "fx

     x
n
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X es un subconjunto de un tipo de datos ordenado linealmente y dado que los n
elementos deX estan distribuidos arbitrariamente en un conjunto de p procesadores
la operacion de sort reacomodara los miembros de X de modo que esten ordenados
con respecto a los procesadores Esto es luego de ordenar x

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bnpc
estaran
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bnpc
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bnpc
estaran en el segundo procesador etc
Esto asume un ordenamiento de los procesadores as como de los elementos
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para obtener un unico conjunto sorteado almacenado de manera ordenada en el






 ReadWrite asociativo Estas operaciones comienzan con un conjunto de registros
master indexados por claves unicas En el read asociativo cada procesador especi
ca una clave y termina con los datos en el registro maestro indexados por esa clave
si tal registro existe o un ag indicando que no hay tal registro En el write aso
ciativo cada procesador especica una clave y un valor y cada registro master es
actualizado aplicando  a todos los valores enviados a el los registros master son
generados para todas las claves escritas Estas operaciones son extensiones de las
de CRCW PRAM  modelizan PRAM con memoria asociativa y una operacion de
combinacion poderosa para escrituras concurrentes En la mayora de las maquinas
con memoria distribuida el tiempo para realizar estas operaciones esta dentro de
una constante multiplicativa del tiempo necesario para simular la lectura y escritura
concurrente y el uso de las operaciones mas poderosas puede resultar en simplica
ciones algortmicas y mejoras de performance signicativas
 Compresion Mueve datos a una region de la maquina donde es posible la comuni
cacion interprocesador optima Por ejemplo comprimir k tems dentro de una mesh
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 Prejo Paralelo Dado un conjunto de valores a
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 Broadcast Alltoall Dados los datos Di en el procesador i cada procesador recibe
una copia de Di  i
 Comunicacion personalizada Alltoall Cada procesador P
i
tiene un tem de datos
Di j que es enviado al procesador P
j
  i " j
Las computaciones de prejo paralelo son de gran importancia en muchas aplicaciones
En algunas el problema a ser resuelto puede reducirse a una computacion de sumas pre
jas	 en otras esta computacion es un paso fundamental en la resolucion del problema por
lo que son necesarios algoritmos ecientes Las aplicaciones cubren diversas areas como
estudio de secuencias geometra computacional teora de grafos computo combinatorio
y analisis numerico Puede encontrarse un analisis detallado en 
 Diseno de algoritmos paralelos
El diseno de algoritmos paralelos no se reduce facilmente a simples recetas sino que
requiere un pensamiento integrador con cierto grado de creatividad  Sin embargo
puede beneciarse por un enfoque metodico que maximice el rango de opciones conside
radas provea mecanismos para evaluar alternativas y reduzca el costo de backtracking
por malas elecciones
La mayora de los problemas tienen distintas soluciones paralelas y la mejor puede
diferir esencialmente de las secuenciales existentes Una posibilidad de diseno  es con
siderar temas tales como independencia de la maquina y concurrencia en etapas iniciales
dejando aspectos especcos de la maquina para el nal Esta metodologa estructura el
proceso en cuatro etapas particionamiento descomposicion de la computacion en tareas
comunicacion estructura necesaria para coordinar la ejecucion de tareas aglomeracion
evaluacion de las tareas y estructura denidas con respecto a performance y costos de
implementacion combinando tareas para mejorar y mapeo cada tarea es asignada a un
procesador estatica o dinamicamente por algoritmos de balance de carga En las dos
primeras se enfoca la concurrencia y escalabilidad buscando algoritmos con estas cuali
dades	 en la tercera y cuarta la atencion se mueve a la localidad y temas relativos a la
performance
La salida del proceso de diseno puede ser un programa que crea y destruye tareas
dinamicamente usando tecnicas de balance de carga para controlar el mapeo de tareas
en procesadores O puede ser un programa SPMD que crea exactamente una tarea por
procesador El mismo proceso puede aplicarse en ambos casos aunque si el objetivo
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es producir un programa SPMD los temas de mapeo quedan incluidos en la fase de
aglomeracion En las siguientes subsecciones se tratan en detalle cada una de las fases
	 Particionamiento
Esta etapa intenta exponer oportunidades para la ejecucion paralela Por lo tanto el
foco esta en denir un gran numero de pequenas tareas para obtener una descomposi
cion de grano no	 esto brinda la mayor exibilidad en terminos de algoritmos paralelos
potenciales
Una buena particion divide en piezas pequenas tanto la computacion asociada a un
problema como los datos sobre los cuales opera esta computacion Al disenar una parti
cion los programadores generalmente primero enfocan los datos asociados al problema
luego determinan una division apropiada para estos y nalmente asocian computacion
con datos tecnica de descomposicion de dominio El enfoque alternativo descomposi
cion funcional primero descompone la computacion a realizar y luego trata los datos
Son tecnicas complementarias que pueden aplicarse a distintas componentes de un mismo
problema o aun al mismo problema para obtener algoritmos diferentes
En la primera etapa de diseno se busca evitar la replicacion de computacion y datos	
este aspecto puede ser revisado luego ya que puede valer la pena replicar alguno para
reducir los requerimientos de comunicacion
Descomposicion de dominio
Se busca descomponer primero los datos asociados con un problema en lo posible en
piezas de igual tamano Luego se particiona la computacion tpicamente asociando cada
operacion con los datos sobre los que opera Esto da un numero de tareas donde cada una
comprende algunos datos y un conjunto de operaciones sobre ellos	 una operacion puede
necesitar datos de varias tareas y en este caso se requiere comunicacion para mover los
datos este punto es tratado en el paso siguiente del proceso de diseno
Los datos que son descompuestos pueden ser la entrada al programa la salida computa
da o valores intermedios Son posibles distintas particiones de acuerdo a las estructuras
de datos Algunas reglas son enfocar primero la estructura de datos mas grande o la
accedida mas frecuentemente Las fases de la computacion pueden operar sobre distintas
estructuras o demandar diferentes descomposiciones en cada fase En este caso se trata
cada fase separadamente y luego se determina como son combinadas las descomposiciones
y algoritmos paralelos desarrollados para cada una
Existen diferentes metodos para descomposicion de dominio utilizables en aplicaciones
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coordinate bisection RGB recursive graph bisection RSB recursive spectral bisection
ORB orthogonal recursive bisection HRB hierarchical recursive bisection distribucion
cclica o scattered algoritmos greedy simulated annealing etc      
  El tema ha merecido un extenso tratamiento en la literatura y es un area en
constante evolucion Puede encontrarse abundante bibliografa en     
Descomposicion funcional
Representa una manera diferente y complementaria de pensar los problemas En este caso
el foco inicial esta en la computacion a ser realizada mas que en los datos manipulados
por la misma Si se tiene exito en dividir el computo en tareas disjuntas se examinan los
datos necesarios para ellas Estos requerimientos pueden ser disjuntos en cuyo caso la
particion es completa o pueden superponerse de manera signicativa haciendo necesaria
considerable comunicacion para evitar replicacion de datos y dando una pista de posible
conveniencia de descomponer el dominio
El aporte de este enfoque esta en que al apuntar a las computaciones puede descubrirse
la estructura del problema y posibilidades de optimizacion que no seran obvias a partir
solamente del estudio de los datos Por ejemplo en una busqueda de nodos solucion en
un arbol el algoritmo no tiene ninguna estructura de datos que pueda descomponerse
La descomposicion funcional tambien juega un rol importante como tecnica para es
tructurar el programa Una descomposicion que particiona no solo la computacion sino
el codigo que la realiza puede reducir la complejidad de diseno global Este es el caso
de sistemas complejos que pueden estructurarse como conjuntos de modelos mas simples
conectados va interfases Algunas referencias utiles son   
	 Comunicacion
Se intenta que las tareas generadas por una particion ejecuten concurrentemente pero
en general no son totalmente independientes La computacion a realizar en una tarea
tpicamente requiere datos asociados con otra que deben transferirse Este ujo de infor
macion es especicado en la fase de comunicacion Esto puede realizarse en dos etapas
primero denir una estructura de canales que enlacen directa o indirectamente las tareas
que deben cooperar productoras y consumidoras y luego especicar los mensajes que
viajaran sobre esos canales
En problemas de descomposicion de dominio estos requerimientos pueden ser dicul
tosos de determinar En cambio en los algoritmos paralelos obtenidos por descomposicion
funcional el proceso es casi directo corresponden a ujos de datos entre tareas
Existen distintas clasicaciones para los patrones de comunicacion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global En la comunicacion local cada tarea se comunica con un conjunto
pequeno de otras vecinas mientras en la global lo hace con muchas
 Estructurada
no estructurada En la primera una tarea y sus vecinos forman una
estructura regular como un arbol o una grilla y en la segunda las redes de comu
nicacion pueden ser grafos arbitrarios por ejemplo en metodos de elementos nitos
la grilla computacional puede ser deformada para seguir un objeto irregular o para
brindar mayor resolucion en regiones crticas
 Estatica
dinamica En la estatica la identidad de los patrones de comunicacion
no cambia en el tiempo	 en la dinamica las estructuras pueden ser variables y
determinadas por datos computados en tiempo de corrida
 Sincronica
asincronica En la sincronica los productores y consumidores ejecutan
de manera coordinada con pares cooperando en operaciones de transferencia	 la
asincronica puede requerir que un consumidor obtenga datos sin la cooperacion del
productor
Los patrones de comunicacion no estructurados generalmente no causan dicultades
conceptuales en las primeras etapas del diseno pero s en la aglomeracion y mapeo En
particular pueden ser necesarios algoritmos sosticados para determinar una estrategia
de agrupamiento que cree tareas de aproximadamente igual tamano y minimice la co
municacion creando el menor numero de aristas entre tareas Si los requerimientos de
comunicacion son dinamicos estos algoritmos deben ser aplicados con frecuencia durante
la ejecucion lo que obliga a pesar su costo contra los benecios
	 Aglomeracion
El algoritmo resultante de las etapas anteriores es aun abstracto en el sentido de que no es
especializado para ejecucion eciente en una maquina paralela particular De hecho puede
ser altamente ineciente si por ejemplo crea muchas mas tareas que los procesadores
disponibles y la maquina no esta disenada para ejecucion eciente de tareas chicas
En la etapa de aglomeracion se revisan las decisiones tomadas con la vision de obtener
un algoritmo que ejecute de manera eciente en una clase de maquina real En particular
se considera si es util combinar o aglomerar las tareas identicadas para obtener otras
de mayor tamano Tambien se determina si vale la pena replicar datos y
o computacion
La cantidad de tareas al nal de esta fase aunque reducida puede ser aun mayor que el
numero de procesadores	 una opcion es forzar la reduccion a exactamente una tarea por
procesador por ejemplo si el procesador destino demanda un programa SPMD con lo




NO DE ALGORITMOS PARALELOS 
Hay tres objetivos a veces conictivos que guan las decisiones de aglomeracion y
replicacion reducir los costos de ingeniera de software retener la exibilidad con respecto
a las decisiones de escalabilidad y mapeo y reducir los costos de comunicacion incremen
tando la granularidad de computo y comunicacion
Incremento de la granularidad
Un tema crtico que inuye en la performance paralela es el costo de comunicacion que
obliga a detener el computo para enviar y recibir mensajes Una forma de mejorar la
performance es reducir el tiempo utilizado para comunicarse	 esto se logra de manera
obvia enviando menos datos pero tambien enviando menos mensajes aunque los datos
sean los mismos ya que el costo de startup de mensaje inuye fuertemente De todas
formas tambien son importantes los costos de creacion de tareas
Si el numero de partners de comunicacion por tarea es chico con frecuencia se puede
reducir tanto el numero de operaciones como el volumen de comunicacion incrementando
la granularidad de la particion agrupando varias tareas en una Esto es conocido como
efecto supercieavolumen los requerimientos de comunicacion de una tarea son propor
cionales a la supercie del subdominio sobre el que opera mientras los de computacion
son proporcionales al volumen del subdominio En un problema bidimensional la su
percie escala con el tamano del problema mientras el volumen lo hace con el tamano
del problema agrupado Por lo tanto la cantidad de comunicacion realizada para una
unidad de computacion cociente comunicacioncomputacion decrece cuando el tamano
de tarea crece
Preservacion de la exibilidad
Al aglomerar tareas es facil tomar decisiones que limiten innecesariamente la escalabilidad
de un algoritmo Por ejemplo se podra elegir descomponer una estructura de datos
multidimensional en una sola dimension pensando en que brinda la concurrencia suciente
para el numero de procesadores disponible Pero esto no tomara en cuenta el hecho de
que podra portarse a una maquina paralela mas grande limitando la eciencia
La capacidad para crear un numero variante de tareas es crtica si se busca un programa
portable y escalable Si las tareas se bloquean con frecuencia esperando datos puede
ser ventajoso mapear varias tareas en un procesador y hacer overlapping de computo y
comunicacion Otro benecio de crear mas tareas que procesadores es que esto brinda
mayor alcance para las estrategias de mapeo que balancean la carga computacional sobre
los procesadores disponibles
El numero optimo de tareas esta determinado tpicamente por una combinacion de
modelizacion analtica y estudios empricos La importancia esta en que el diseno no
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incorpore lmites innecesarios sobre el numero de tareas a ser creadas
Reduccion de costos de ingenera de software
Un tem importante especialmente al paralelizar codigos secuenciales existentes son los
costos de desarrollo relativos asociados con las distintas estrategias de particionamiento
Desde esta perspectiva las mas interesantes pueden ser las que evitan cambios extensivos
por ejemplo permitiendo la reutilizacion de rutinas existentes
Con frecuencia el algoritmo paralelo que se esta disenando debe ejecutar como parte
de un sistema mas grande En este caso otro punto a tener en cuenta son las distribuciones
de datos utilizadas por otras componentes de programa
	 Mapeo
En esta ultima etapa se especica donde ejecuta cada tarea Este problema no existe
en uniprocesadores o computadoras de memoria compartida que brindan scheduling de
tareas automatico Generalmente el objetivo del mapeo es minimizar el tiempo de eje
cucion total y pueden usarse dos estrategias ubicar tareas que son capaces de ejecutar
concurrentemente sobre diferentes procesadores para mejorar la concurrencia o poner
las tareas que se comunican frecuentemente en el mismo procesador para incrementar la
localidad
Claramente estas estrategias con frecuencia conictuan por lo que el diseno incluira
tradeos Ademas las limitaciones de recursos pueden restringir el numero de tareas en
un procesador El problema de mapeo es NPcompleto esto es no existe un algoritmo
de tiempo polinomial tratable computacionalmente para evaluar estos tradeo s en el
caso general	 sin embargo existe considerable conocimiento en estrategias heursticas y
las clases de problema donde son efectivas
Muchos algoritmos desarrollados usando tecnicas de descomposicion de dominio es
tablecen un numero jo de tareas de igual tamano y comunicacion local y global estruc
turada En tales casos un mapeo eciente es directo Se mapean tareas de modo que
se minimice la comunicacion interprocesador	 tambien se puede elegir aglomerar tareas
mapeadas al mismo procesador si esto ya no se hizo para obtener una tarea de grano
grueso por procesador
En algoritmos con descomposicion de dominio mas complejos con cantidades de tra
bajo variables por tarea y
o patrones de comunicacion no estructurados las estrategias
de aglomeracion y mapeo pueden no ser tan obvias Por lo tanto se utilizan algoritmos
de balance de carga que muchas veces emplean tecnicas heursticas
 AREAS DE APLICACI

ON 
Los problemas mas complejos son aquellos en que el numero de tareas o la cantidad
de computacion o comunicacion por tarea cambia dinamicamente durante la ejecucion del
programa En el caso de los problemas desarrollados usando tecnicas de descomposicion
de dominio se puede usar una estrategia de balance de carga dinamico en la cual un algo
ritmo de balanceo es ejecutado periodicamente para determinar una nueva aglomeracion
y mapeo
Los algoritmos basados en descomposicion funcional con frecuencia contienen com
putaciones consistentes en muchas tareas de corta vida que coordinan con otras al comien
zo y n de la ejecucion En este caso pueden usarse algoritmos de scheduling de tareas
que aloca tareas a procesadores que estan ociosos o poco ocupados
 Areas de aplicacion
Las areas de aplicacion del computo paralelo son muchas y muy variadas No esta dentro
del alcance de esta Tesis un analisis exhaustivo de dichos dominios pero a modo de
ejemplo pueden citarse algunos tipos de problemas que pueden enfocarse con el paradigma
paralelo
 Tratamiento de imagenes digitales con aplicaciones medicas tomografas com
putadas militares vision por computadora etc
 Simulacion de fenomenos fsicos y qumicos Dinamica molecular fsica de particu
las analisis de estructuras de protenas
 Metodos de analisis de elementos nitos simulacion de formaciones de metal en
ciencias de materiales e ingeniera
 Procesamiento de datos recogidos por satelites sensado remoto
 Oceanografa por ejemplo simulacion de circulacion oceanica
 Aerodinamica computacional simulacion de tuneles de viento diseno y dinamica
de vehculos
 Problemas Nbody simulacion del movimiento de N partculas bajo la inuencia
de campos de fuerza mutua basado en una ley de cuadrado inverso
 Reconocimiento de patrones en secuencias de ADN
 Problemas de optimizacion discreta
 Inteligencia articial aprendizaje en redes neuronales
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 Procesamiento de consultas en grandes bases de datos
 Prediccion del clima monitoreo de contaminacion
 Procesamiento de lenguaje natural reconocimiento de voz
La mayora de estos son considerados problemas Grand Challenge  problemas
fundamentales en ciencia o ingeniera con un gran impacto economico y cientco y cuya
solucion puede obtenerse aplicando tecnicas y recursos de computacion de alta perfor
mance Resolverlos implica performance en el rango del teraop un trillon de opera
ciones de punto otante por segundo y grandes volumenes de memoria del orden de 
Gygabytes
Las aplicaciones que se desprenden de estas areas llevan en muchos casos a algoritmos
comunes Entre otros pueden nombrarse   
 Algoritmos de manejo de secuencias y arreglos ordenacion merging busqueda
reducciones etc
 Algoritmos matriciales multiplicacion transposicion resolucion de sistemas de
ecuaciones lineales eigenvalues etc
 Problemas en arboles y grafos busquedas camino mnimo spanning tree clausura
transitiva componentes conectadas ruteo de paquetes etc
 Algoritmos de busqueda para problemas de optimizacion discreta depth rst search
paralelo best rst search paralelo
 Programacion dinamica formulaciones monadicas y poliadicas
 Transformada rapida de Fourier
 Problemas de scheduling
Para cada una de estas clases de algoritmos existen numerosas aproximaciones que
en muchos casos dependen fuertemente de la arquitectura de soporte Es importante el
analisis de las soluciones integralmente apuntando al sistema paralelo como combinacion




En el mundo serial la performance con frecuencia es medida teniendo en cuenta los
requerimientos de tiempo y memoria de un programa Para propositos practicos los re
querimientos de memoria son importantes solo para que haya suciente espacio disponible
para resolver instancias del tamano deseado	 en la mayora de las casos no hay benecios
por usar menos memoria mas alla de los economicos Esta suposicion mantiene como
metrica de performance solo al tiempo
Cuando se utiliza un algoritmo paralelo en la resolucion de un problema interesa
saber cual es la ganancia en performance obtenida En la computacion paralela como
en la serial las metricas dominantes son tiempo y memoria Entre metodos alternativos
que usan diferentes cantidades de memoria preferiramos el mas rapido Esto es no hay
ventaja por usar menos memoria a menos que ese menor uso resulte en una reduccion del
tiempo As el tiempo de ejecucion o complejidad en tiempo de un programa paralelo
sigue siendo una metrica importante     aunque existen otras medidas que
pueden tenerse en cuenta en el mundo paralelo siempre que favorezcan a sistemas con
mejor tiempo de ejecucion
A falta de un modelo unicador de computo paralelo el tiempo de ejecucion de un
algoritmo depende no solo del tamano de su entrada sino tambien de la arquitectura de la
computadora paralela y el numero de procesadores Por lo tanto un algoritmo paralelo
no puede ser evaluado aisladamente de la maquina de destino Un sistema paralelo es la
combinacion de un algoritmo y la arquitectura paralela sobre la cual esta implementado
La diversidad torna complicado el analisis de performance del sistema paralelo Uno
debe preguntarse por ejemplo que interesa medir que indica que un sistema paralelo








En la medicion de performance paralela es usual elegir un problema y testear el tiempo
de ejecucion variando la cantidad de procesadores En este modelo subyacen deniciones
de speedup y eciencia y argumentos contra el procesamiento paralelo tales como la ley
de Amdahl Los modelos de tiempo jo usan el tamano de problema como la gura
de merito Los analisis y experimentos basados en tiempo jo en lugar de tamano jo
trajeron consecuencias sorprendentes mostradas en 
En el estado actual de la tecnologa es posible construir computadoras paralelas que
emplean miles de procesadores y la disponibilidad de tales sistemas llevo a interesarse
en la performance los mismos Al resolver un problema en paralelo es razonable esperar
una reduccion en el tiempo de ejecucion que sea proporcional a la cantidad de recur
sos de procesamiento empleados La escalabilidad de un algoritmo paralelo sobre una
arquitectura paralela es una medida de su capacidad de usar efectivamente un numero
creciente de procesadores El analisis de escalabilidad de una combinacion algoritmo
arquitectura paralela puede usarse para una variedad de propositos expresados en 
como caracterizar la cantidad de paralelismo inherente en un algoritmo paralelo o estu
diar el comportamiento con respecto a cambios en parametros de hardware tales como la
velocidad de los procesadores y canales de comunicacion
En este Captulo se presentan las metricas mas utilizadas en la evaluacion de sis
temas paralelos De todas formas es interesante analizar la performance de diferentes
clases de aplicaciones en distintas arquitecturas reales con el n de testear el ajuste de
las predicciones a la realidad Esto se debe a que muchos sistemas paralelos no alcanzan
su capacidad teorica y las causas de esta degradacion son muchas y variadas En parte
puede deberse a la poca correspondencia entre aplicaciones software y hardware pero
existen otros factores que pueden inuir y no siempre son tenidos en cuenta al formular
una metrica Entre ellos estan desbalance en la carga de trabajo de procesos y proce
sadores demoras debidas a la sincronizacion overhead por scheduling topologa efecto
de la granularidad grado de escalabilidad del sistema mapeo de procesos y datos a proce
sadores que puede acarrear mayor o menor comunicacion distintos niveles de memoria
involucrados etc El analisis sobre plataformas disponibles permite estudiar el impacto
que tienen algunos de estos factores sobre las implementaciones y adecuar las metricas a
las mismas
	 Medidas de performance standard
Historicamente se han usado medidas tales como MIPS millones de instrucciones por se
gundo o MFlops millones de instrucciones de punto otante por segundo para describir
respectivamente la velocidad de ejecucion de instruccion y la capacidad de punto otante
de una computadora paralela En la practica estos y otros indicadores deberan ser
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medidos corriendo benchmarks o programas reales en maquinas reales 
La mayora de los fabricantes jan la performance pico o sostenida en terminos de
MIPS o MFlops Estas velocidades no son concluyentes pues la performance real es
siempre dependiente del programa o manejada por la aplicacion En general la velocidad
en MIPS depende del conjunto de instrucciones vara entre programas y vara inversa
mente con respecto a la performance como observaron Hennesy y Patterson en 
Comparar procesadores con distintos ciclos de reloj y conjuntos de instrucciones no es
totalmente justo Ademas del MIPS nativo se puede denir un MIPS relativo con res
pecto a una maquina de referencia De manera similar los MFlops dependen del diseno
de hardware y del comportamiento del programa El MFlops nativo no distingue opera
ciones de punto otante normalizadas y no normalizadas Por ejemplo una operacion de
division de punto otante real puede corresponder a  operaciones de division de punto
otante normalizado Se necesita usar una tabla de conversion entre operaciones reales y
normalizadas para convertir un rating MFlops nativo a uno normalizado
Existen otros indicadores tales como Dhrystone mezcla unas  instrucciones de
lenguajes de alto nivel y tipos de datos de aplicaciones donde no se usan operaciones de
punto otante Whestone Fortranbased apunta a la performance de punto otante	 in
cluye operaciones enteras y de punto otante que involucran indexacion de arreglos llama
dos a subrutina pasaje de parametros branching condicional y funciones trigonometricas
TPS transacciones por segundo	 cada transaccion puede involucrar una busqueda en base
de datos respuesta a consulta y operaciones de actualizacion KLIPS kiloinferencias
logicas por segundo utilizado para indicar la potencia de razonamiento de una maquina
de Inteligencia Articial etc
Una tendencia es no basar la evaluacion de performance paralela en estos indicadores
ya que se podra contar con un gran numero de MFlops y aun as tener baja performance
en las aplicaciones  El tema de la evaluacion de performance de computadoras
paralelas es tratado en numerosos artculos Si bien este punto se encuentra fuera del
alcance de esta Tesis solo a modo de ejemplo pueden citarse      
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	 Algunas deniciones y conceptos basicos
 Sistema paralelo
Es la combinacion de una arquitectura paralela y un algoritmo paralelo implementado
en ella En la mayora de los casos se asume que la maquina paralela es un ensamble







 Tamano del problema
Una manera de expresar el tamano del problema es representarlo por un parametro del
tamano de la entrada Por ejemplo para un problema con matrices de n  n el tamano
del problema puede denotarse por n Una desventaja de esta denicion es que la inter
pretacion de tamano de problema cambia de un problema a otro Por ejemplo duplicar
el tamano de la entrada resulta en un incremento de  veces en el tiempo de ejecucion
serial para la multiplicacion de matrices y de  veces para la suma
Una denicion mas correcta es tal que independientemente del problema duplicar el
tamano siempre signique realizar dos veces la cantidad de computacion Por lo tanto
se dene el tamano del problema W  como una medida del numero total de operaciones
basicas necesarias para resolverlo Dado que puede haber varios algoritmos distintos para
resolver el mismo problema para mantener unico el tamano se lo dene como el numero
de operaciones basicas requeridas por el algoritmo secuencial conocido mas rapido en un
solo procesador complejidad de tiempo secuencial  Dado que se dene en terminos
de la complejidad de tiempo secuencial el tamano del problema es una funcion del tamano
de la entrada
Si el tiempo tomado por un algoritmo secuencial optimo o el mas rapido conocido









W  donde t
c
es una constante dependiente de la maquina que representa el costo
de ejecutar cada operacion
 Fraccion serial
Se denomina fraccion serial s al cociente entre el tiempo de la componente serial de un
algoritmo y su tiempo de ejecucion sobre un procesador La componente serial es aquella
parte que no puede ser paralelizada y debe ejecutarse en un solo procesador
 Tiempo de ejecucion paralelo
El tiempo de ejecucion paralelo T
p
 es el tiempo transcurrido desde el momento en que
comienza una computacion paralela hasta que el ultimo procesador termina su ejecucion
Para un sistema paralelo dado T
p
normalmente es una funcion del tamano del problema





Una de las mediciones de performance mas usadas en el dominio paralelo intenta describir
cuanto mas rapido corre la aplicacion sobre una maquina paralela En otras palabras cual
es el benecio derivado del uso de paralelismo o cual es el speedup que resulta
El speedup S es el cociente entre el tiempo de ejecucion serial del algoritmo serial
conocido mas rapido T
s









Como se expresa en  existe una diversidad en las deniciones de tiempos de
ejecucion serial y paralelo que resultan en al menos  deniciones distintas de speedup
En el speedup relativo    el tiempo serial utilizado es el tiempo de ejecucion
del programa paralelo cuando corre en un solo procesador de la maquina paralela Luego
el speedup relativo obtenido por el programa paralelo Q para resolver una instancia I de
tamano n usando p procesadores es
Speedup RelativoI p "
tiempo para resolver I usando Q y  procesador
tiempo para resolver I usando Q y p procesadores
El speedup relativo de un sistema paralelo no es un numero jo depende de las
caractersticas no solo el tamano de la instancia I que se esta resolviendo y del tamano
del computador paralelo Por ejemplo el tiempo para ordenar n numeros usando cualquier
metodo conocido depende no solo de n sino tambien del orden inicial de los numeros
Luego se puede calicar al speedup relativo como maximo promedio o esperado y
mnimo Para cualquier combinacion de tamanos de instancia y computador paralelo
el speedup relativo maximo esta denido como
Speedup Relativo Maximon p " max
jIjn
fSpeedup RelativoI pg
donde jIj es el tamano de la instancia I De manera similar se denen el speedup relativo
promedio y mnimo
Para aquellos casos en que el tiempo de ejecucion esta determinado unvocamente por
el numero de entradas en una instancia no se hace distincion entre los diferentes speedups
relativos En ese caso puede utilizarse la notacion SpeedupRelativon p para denotar el






En    el tiempo de ejecucion paralelo es comparado con el tiempo que
necesita el algoritmo
programa serial mas rapido para la aplicacion sobre un unico proce
sador del computador paralelo Dado que para muchas aplicaciones puede no conocerse
el algoritmo mas rapido y que para otras puede no existir un algoritmo mas rapido para
todas las instancias se toma como referencia el tiempo de ejecucion del algoritmo se
cuencial usado en la practica en lugar del runtime del algoritmo mas rapido El speedup
resultante se denomina speedup real
Speedup RealI p "
tiempo p resolver I con el mejor prog serial y  procesador
tiempo para resolver I usando Q y p procesadores
Se puede denir Speedup Real Maximon p Speedup Realn p etc de la misma
manera que para el relativo
En el speedup absoluto    el tiempo de ejecucion paralela se compara con
el del algoritmo secuencial mas rapido corriendo sobre la computadora serial mas rapida
Como en el caso del speedup real en realidad la comparacion se hace con respecto al
algoritmo serial usado en la practica
Sp AbsolutoI p "
tiempo p resolver I con el mejor prog serial y el proc mas rapido
tiempo para resolver I usando Q y p procesadores
Si t
mejor serial




n es la complejidad asintotica del algoritmo paralelo Q bajo la suposicion
de que la maquina paralela tiene disponibles tantos procesadores como necesita entonces
el speedup real asintotico  se dene como








En problemas tales como sorting donde la complejidad asintotica no esta unvocamente
caracterizada por el tamano de instancia n se usa la complejidad del peor caso
El speedup relativo asintotico  diere del asintotico real en que para la complejidad
serial se utiliza la complejidad en tiempo asintotica del algoritmo paralelo corriendo en
un solo procesador A diferencia de las otras  medidas de speedup el asintotico no es
funcion del numero de procesadores disponibles en el sistema paralelo ya que se asume
una cantidad ilimitada de ellos
Para computar el speedup analtico relativo real o absoluto del sistema paralelo
se pueden usar complejidades de tiempo analticas como en      
Para obtener el speedup medido se utilizan tiempos de ejecucion reales como en  
  En  pueden encontrarse ejemplos de calculo de cada uno de los speedups
descriptos
 SPEEDUP 
 Rango de valores de speedup
Si para resolver el problema utilizando una maquina paralela se utilizan p procesadores
entonces el rango de valores de speedup en general esta entre  y p
Teoricamente el speedup no puede exceder el numero de procesadores Si el mejor
algoritmo secuencial toma T
s
unidades de tiempo para resolver un problema dado sobre
un procesador entonces puede obtenerse un speedup de p en p procesadores si ninguno de
ellos gasta mas de T
s
p tiempo Un speedup mayor que p es posible solo si cada procesador
gasta menos de T
s
p tiempo para resolver el problema En ese caso un solo procesador
podra emular los p procesadores y resolver el problema en menos de T
s
unidades de
tiempo Esto es una contradiccion porque el speedup por denicion se computa con
respecto al mejor algoritmo secuencial Si T
s
es el tiempo de ejecucion de ese algoritmo
serial entonces el problema no puede ser resuelto en menos de tiempo T
s
en un solo
procesador Para los casos donde el speedup puede superar a p ver la Seccion 
La graca de esta metrica denominada curva de speedup reeja en las abcisas el
numero de procesadores y en las ordenadas el speedup obtenido
Cuando al utilizar p procesadores se logra una ganancia de p se dice que se tiene un caso
de speedup perfecto o speedup lineal Esto se da en casos especiales ya que normalmente
la paralelizacion introduce factores de overhead como comunicaciones distribucion de
datos etc que degradan el speedup
El maximo numero de procesadores usables p
max
 es el numero de procesadores que
da el maximo speedup S
max
para un W dado En ese caso el usar mas procesadores no
incrementa el speedup
Ejemplo  Suma de n numeros en un hipercubo nprocesador

Inicialmente se asigna un numero a cada procesador y al nal uno de los procesadores
almacena la suma Asumiendo n potencia de  esto puede hacerse en un hipercubo
o un multiprocesador de memoria compartida en logn pasos donde cada paso consta
de una suma y la comunicacion de una palabra Los procesadores que se comunican
estan directamente conectados en un hipercubo sus labels dieren en un bit Tanto
la suma como la comunicacion toman una cantidad constante de tiempo por lo que
T
p
" logn Dado que el problema puede ser resuelto en n en un procesador su
speedup es S " n logn La Figura  muestra el computo para  numeros en 
procesadores  
Con frecuencia ademas de saber cuanto mas rapido corre el sistema paralelo se quiere
tener una medida del costo al cual se obtiene esta mejora En  se hace referencia a






Figura  Suma de  numeros en un hipercubo procesador
 SPEEDUP 
Speedup de costo normalizadoI p "
speedupI p
costo sistema paralelo  costo sistema serial
Si bien es un indicador atractivo las dicultades encontradas para determinar cada
uno de los costos hicieron que no se haya utilizado en forma extensa En  se presenta
el costup como una metrica que utiliza una combinacion del speedup para indicar la
efectividad en costo del sistema paralelo aunque no incluye completamente los costos de
software
 Factores que limitan el speedup
Existen una serie de factores que limitan el speedup entre los que se encuentran
 Entradasalida El porcentaje de entrada
salida es alto comparado con la cantidad
de computacion
 Algoritmo El algoritmo numerico no es adecuado para una maquina paralela y es
necesario reemplazarlo con un algoritmo paralelo
 Excesiva contencion de memoria Es necesario redisenar el codigo tendiendo a la
localidad de datos Tambien pueden ayudar las tecnicas de reutilizacion de cache
 Tamano del problema El problema es demasiado chico para tomar ventaja de la
ejecucion paralela o es jo y no crece si se usan mas procesadores
 Desbalance de carga Los procesadores tienen cargas de trabajo desiguales lo que
causa que algunos esten ociosos mientras esperan que otros terminen su trabajo
 Alto porcentaje de codigo secuencial Esto lleva a la ley de Amdahl
 Overhead paralelo Ciclos adicionales de CPU para crear regiones paralelas crear
threads sincronizar etc
 Speedup superlineal
En la practica a veces puede observarse un speedup mayor que p	 este fenomeno es
llamado speedup superlineal Se debe usualmente a un algoritmo secuencial no optimo o a
caractersticas de hardware que ponen al algoritmo serial en desventaja Por ejemplo los
datos para un problema podran ser demasiado grandes para caber en la memoria principal






secundario Pero cuando se divide entre varios procesadores las particiones de datos
individuales seran lo sucientemente chicas para caber en las respectivas memorias de
los procesadores Con frecuencia la obtencion de speedup superlineal es una indicacion
de que el codigo secuencial tiene problemas de cache miss
En la literatura pueden encontrarse numerosos comentarios respecto que el speedup no
puede exceder al numero de procesadores p Esto puede ser probado mostrando como un
unico procesador puede simular cualquier algoritmo paralelo que corre en tiempo tI en
un solo procesador en tiempo p tI utilizando round robin Luego existe un algoritmo
serial con tiempo de ejecucion p tI Por lo tanto el mejor algoritmo secuencial para el
problema no toma mas que ese tiempo y el speedup real no es mas que p Este argumento
presenta al menos dos defectos
 Existen problemas para los cuales no hay algoritmos secuenciales que sean mejores
en todas las instancias Por esto el speedup real es computado en relacion al
algoritmo que sera usado en la practica Con respecto a este algoritmo es posible
que otros secuenciales sean mas rapidos en ciertas instancias y mas lentos en otras
La version paralela de estos podra entonces dar speedup mayor que p en algunas
instancias y speedup menor que  en otras
 La simulacion del algoritmo paralelo por un solo procesador incurre en algun over
head Por ejemplo la maquina paralela puede tener mas memoria agregada y en
tonces la simulacion puede necesitar almacenamiento secundario la frecuencia de
exitos en la cache puede decrecer en la simulacion ya que el tamano del cache del
procesador es solo igual a la de uno de los del ensamble y ademas existe un costo
de ciclado entre los programas en round robin
Como resultado el uniprocesador en realidad toma tiempo c p tI para algun c  
Luego el speedup entre el tiempo del procesador unico y el tiempo paralelo es c p tI
tI  p
Algunos artculos clasicos en los que se pueden encontrar observaciones analticas y
o
experimentales de speedup superlineal son        
En  Gustafson expresa que el speedup superlineal que resulta de ineciencia
en el algoritmo serial es efmero y poco interesante y que existen otras fuentes de
speedup superlineal como las diferentes velocidades de memoria inherentes en ensambles
de memoria distribuida y el shift en la fraccion de tiempo gastada en tareas de distinta
velocidad
 OVERHEAD PARALELO 
	
 Overhead paralelo
El overhead paralelo total T
o
es la suma de los overheads en que incurren todos los proce
sadores debido al procesamiento paralelo Incluye costos de comunicacion trabajo no
esencial y tiempo ocioso debido a sincronizacion y componentes seriales del algoritmo








Asumiendo para simplicar que T
o
es una cantidad no negativa el speedup esta
acotado por p Por ejemplo el speedup puede ser superlineal y T
o
negativo si la memoria
es jerarquica y el tiempo de acceso crece a medida que aumenta la memoria utilizada por el
programa En este caso la velocidad de computacion efectiva de un programa grande sera
menor sobre un procesador serial que en una maquina paralela con procesadores similares
La razon es que un algoritmo secuencial que usa M bytes de memoria usara solo Mp
bytes en cada procesador de una maquina pprocesador La suposicion de memoria at
ayuda a concentrarse en las caractersticas del algoritmo y arquitectura paralela sin entrar
en detalles de una maquina particular
Para un sistema paralelo dado T
o





La eciencia E es una medida de performance paralela estrechamente relacionada con


















Puede pensarse en la eciencia como el speedup promedio por procesador Los proce
sadores no brindan el  por ciento de su tiempo para computo de modo que la eciencia
mide la fraccion de tiempo que son utiles
El valor de la eciencia esta entre  y  dependiendo del grado de efectividad con el
cual se utilizan los procesadores Cuando es  corresponde al speedup perfecto







La eciencia para sumar n numeros en un hipercubo nprocesador planteado en el Ejem
plo  es E "  logn  
Dependiendo de la variedad de speedup usada puede obtenerse una variedad diferente
de eciencia Dado que el speedup puede exceder p superlineal la eciencia podra
exceder  Ambos factores no deberan ser usados como una metrica de performance
independiente del tiempo de corrida 
En la literatura pueden encontrarse formulaciones alternativas de eciencia Por
ejemplo en  Carmona y Rice la denen como el cociente del trabajo realizado por
el algoritmo paralelo wa y el trabajo consumido por el algoritmo we Si se dene el
trabajo realizado por el algoritmo paralelo como el que habra sido hecho por el mejor
algoritmo secuencial y el trabajo consumido como el producto del tiempo de ejecucion
paralelo la velocidad V  de un procesador paralelo individual y el numero p de proce
sadores y se asume que todos los procesadores tienen la misma velocidad
we " tiempo paraleloV p






lo que equivale al speedup real dividido por p De esta forma wawe equivale a la eciencia
real Analogamente si wa esta denido como el trabajo hecho por el algoritmo paralelo
cuando es ejecutado sobre un solo procesador entonces wawe equivale a la eciencia
relativa esto es speedup relativo dividido por p
Otra denicion alternativa de eciencia se da en  Deniendo trabajo desperdiciado












El costo de un sistema paralelo se dene como el producto del tiempo de ejecucion paralelo
T
p
 y el numero de procesadores utilizados p Reeja la suma del tiempo que cada
procesador utiliza resolviendo el problema
 GRADO DE CONCURRENCIA 
Puede expresarse la eciencia como el cociente entre el tiempo de ejecucion del algo
ritmo secuencial mas rapido conocido para resolver un problema y el costo de resolver el
mismo problema en p procesadores
Se dice que el sistema paralelo es de costo optimo si y solo si el costo es asintoticamente
del mismo orden de magnitud que el tiempo de ejecucion serial es decir p T
p
" W 
Esto es el costo de resolver un problema en una maquina paralela es proporcional al
tiempo de ejecucion del algoritmo secuencial conocido mas rapido en un solo procesador
Dado que la eciencia es el cociente entre el costo secuencial y el costo paralelo un sistema
paralelo de costo optimo tiene una eciencia de 
Tambien suele encontrarse referenciado como trabajo o producto procesadortiempo y




El costo de sumar n numeros en un hipercubo nprocesador mostrado en el Ejemplo 
es de n logn Dado que el tiempo de ejecucion serial es n el sistema paralelo no
es de costo optimo Esto mismo se observa a partir del Ejemplo  en que se muestra
que la eciencia en este caso es menor que   
	 Grado de concurrencia
El grado de concurrencia o grado de paralelismo CW  es el numero maximo de tareas
que pueden ser ejecutadas simultaneamente en cualquier momento en el algoritmo paralelo
Para un W dado el algoritmo paralelo no puede usar mas de CW  procesadores CW 
depende solo del algoritmo paralelo y es independiente de la arquitectura Es una fun
cion discreta del tiempo y reeja como el paralelismo de software matchea con el de
hardware La graca del grado de concurrencia como funcion del tiempo se denomina
perl de concurrencia o perl de paralelismo de un programa
Por ejemplo para multiplicar dos matrices nn usando el algoritmo de multiplicacion
paralelo de Fox W " n





 En este caso el producto procesador
tiempo es W  esto es el algoritmo es de costo optimo y entonces CW  	 W 
As denido el grado de concurrencia supone un numero ilimitado de procesadores y
otros recursos necesarios disponibles aunque esto no siempre puede ser alcanzable en una






	 Efecto de la granularidad y el mapeo sobre la
performance
Los ejemplos muestran un algoritmo que no es de costo optimo Basicamente el proble
ma es que se utilizan tantos procesadores como numero de entradas lo cual es excesivo
En la practica pueden asignarse porciones mas grandes de entrada a cada procesador
Esto corresponde a incrementar la granularidad de la computacion La tecnica de usar
menos procesadores que el maximo posible para ejecutar un algoritmo paralelo se denom
ina scaling down reduccion progresiva del sistema paralelo en terminos del numero de
procesadores  
Una forma de reducir un sistema paralelo es disenar un algoritmo para un elemento
de entrada por procesador y luego usar menos procesadores para simular una cantidad
mayor Si hay n entradas y p procesadores p  n se puede usar el algoritmo disenado
asumiendo n procesadores virtuales y haciendo que cada uno de los p procesadores fsicos
simule np virtuales Como el numero de procesadores decrece por un factor de np la
computacion en cada uno crece por el mismo factor ya que cada uno ahora realiza el
trabajo de np Si los virtuales estan mapeados apropiadamente en los fsicos el tiempo
de comunicacion general no crece mas que un factor de np El tiempo de ejecucion
paralelo total crece a lo sumo por un factor de np y el producto procesadortiempo no
crece Por lo tanto si un sistema paralelo con n procesadores es de costo optimo usar p
procesadores para simular n preserva esta optimalidad
Una desventaja del metodo de crecer la granularidad computacional es que si un
sistema paralelo no es de costo optimo inicialmente puede aun no serlo despues del
incremento de granularidad Esto se muestra en el siguiente ejemplo
Ejemplo  Suma de n numeros en un hipercubo pprocesador

Sea el problema de sumar n numeros en p procesadores p  n ambos potencia de 
Puede usarse el mismo algoritmo que en el Ejemplo  simulando n procesadores en p
como muestra la Figura 
El procesador virtual i es simulado por el fsico con label i  p	 los numeros a ser
sumados son distribuidos de manera similar Los primeros log p de los logn pasos del
algoritmo original son simulados en np log p pasos en p procesadores En los pasos
restantes no se requiere comunicacion porque los procesadores que se comunican en el
algoritmo original son simulados por el mismo	 por lo tanto los numeros restantes son
sumados localmente
El algoritmo toma np log p tiempo en los pasos que requiere comunicacion
y luego un solo procesador se queda con np numeros para sumar tomando tiempo
np As el tiempo de ejecucion paralela es np log p y el costo es n log p
 EFECTO DE LA GRANULARIDADY ELMAPEO SOBRE LA PERFORMANCE







Figura  Suma de  numeros en un hipercubo procesador con costo optimo
asintoticamente mayor que el costo n de sumar n numeros secuencialmente Por lo
tanto el sistema paralelo no es de costo optimo  
El Ejemplo  mostro que pueden sumarse n numeros en un hipercubo nprocesador
en tiempo logn Cuando se usan p procesadores para simular n el tiempo de eje
cucion paralelo esperado es np logn Pero en el Ejemplo  la tarea se realizo
en np log p La razon es que cada paso de comunicacion del algoritmo original no
tiene que ser simulado	 a veces la comunicacion tiene lugar entre procesadores virtuales
simulados por el mismo procesador fsico Por ejemplo la simulacion de los pasos  y 
no requiere comunicacion Pero esta reduccion en comunicacion no fue suciente para
hacer al algoritmo de costo optimo El siguiente Ejemplo muestra que el problema puede
ser resuelto con costo optimo con una asignacion mas inteligente de datos a procesadores
Ejemplo  Suma de n numeros con costo optimo en un hipercubo

La Figura  muestra un metodo alternativo para sumar n numeros usando p proce
sadores En el primer paso cada procesador suma localmente sus np numeros en tiempo
np Ahora el problema se reduce a sumar las p sumas parciales en p procesadores
lo que puede hacerse en tiempo log p por el metodo descripto en el Ejemplo  El
tiempo de ejecucion paralelo de ese algoritmo es np$log p y su costo es n$p log p
Cuando n " &p log p el costo es n que es igual al tiempo de ejecucion Por lo tanto
el sistema paralelo es de costo optimo  
Los ejemplos muestran que la manera en la cual la computacion se mapea en los
procesadores puede determinar si un sistema paralelo es de costo optimo Sin embargo
no puede hacerse de costo optimo a todos los sistemas que no lo son haciendo scaling
down del numero de procesadores
Con un mapeo de datos adecuado usar menos procesadores fsicos para simular un
numero mayor de procesadores virtuales mantiene la optimalidad en costo si el sistema
 EFECTO DE LA GRANULARIDADY ELMAPEO SOBRE LA PERFORMANCE
paralelo es de costo optimo inicialmente Pero si el sistema paralelo no es de costo optimo
para un gran numero de procesadores entonces una simulacion no resulta necesariamente
en un sistema de costo optimo Aun en el primer caso mas alla de preservar la opti
malidad un enfoque ingenuo puede resultar en una formulacion inferior en terminos de
tiempo de ejecucion paralelo
Una simulacion de varios procesadores por menos puede no tener en cuenta que hay
multiples maneras de asignar n procesadores virtuales a p fsicos n  p La performance
puede ser diferente para distintas asignaciones En el Ejemplo  la tarea de dividir
n entradas entre n procesadores era trivial pues a cada procesador se le asigno un solo
elemento Pero si las n entradas son mapeadas a p procesadores donde n  p entonces
hay mas de una manera de hacerlo Como muestran los Ejemplos  y  el tiempo
paralelo del mismo problema es una funcion del mapeo de procesadores virtuales en fsicos
Un algoritmo que requiere W pasos de computacion basicos puede ser mapeado en
un maximo de W procesadores y cada procesador realiza un solo paso del algoritmo
secuencial Si se usan menos procesadores entonces cada uno resuelve una parte mayor
del problema entero Puede haber distintos algoritmos secuenciales para resolver una
parte del problema localmente en un procesador A veces la eleccion del metodo para
realizar la computacion local afecta el tiempo de ejecucion paralelo asintotico De hecho
la eleccion del mejor algoritmo para realizar las computaciones locales en cada procesador
puede depender del numero de procesadores Ejemplos de tales sistemas paralelos incluyen
algunos algoritmos de sorting y multiplicacion de matrices
El algoritmo paralelo optimo para resolver un problema sobre un numero arbitrario de
procesadores no puede ser obtenido trivialmente desde el algoritmo paralelo de grano mas
no Mas aun un analisis del sistema paralelo basado en la formulacion de grano mas
no puede ocultar el efecto de ciertos rasgos de hardware sobre la performance del sistema
paralelo Por ejemplo el tiempo de transferencia de un mensaje entre dos procesadores
es el mismo con ruteos storeandforward y cutthrough si el mensaje contiene solo una
palabra Por el contrario el ruteo cutthrough con frecuencia permite transferencias mucho
mas rapidas de mensajes grandes que el ruteo storeandforward La performance de varios
algoritmos paralelos es casi identica en un hipercubo y una mesh con ruteo cutthrough	 sin
embargo su performance es mucho peor en una mesh con storeandforward Un analisis
del algoritmo paralelo de grano mas no puede no revelar estos hechos importantes
Esta discusion ilustra que disenar un algoritmo paralelo eciente involucra mas que
desarrollar un algoritmo para un elemento de entrada o para una computacion por proce
sador Concebir el algoritmo de grano mas no usualmente es facil y puede servir como
primer paso logico hacia el desarrollo de un algoritmo paralelo Pero el diseno completo
debera tener en cuenta el mapeo de datos en procesadores e incluir una descripcion de su
implementacion en un numero arbitrario de PEs Por eso es comun tomar el tamano de








En  Lee denio varios parametros para evaluar las computaciones paralelas	 en mu
chos casos de aplicaciones reales se encuentran tradeo s de estos factores
Sea Opp el numero total de operaciones unitarias realizadas por un sistema p
procesador y T p el tiempo de ejecucion en pasos de tiempo unitarios En general
T p  Opp si mas de una operacion es realizada por p procesadores por unidad de
tiempo donde p   Se asume T  " O en un sistema uniprocesador




y representa la extension del matching entre paralelismo de software y de hardware
Ademas  	 Rp 	 p
La utilizacion del sistema en una computacion paralela se dene como
Up " Rp  Ep "
Opp
p T p
donde Ep es la eciencia con p procesadores e indica el porcentaje de recursos proce
sadores memoria etc que estuvieron ocupados durante la ejecucion de un programa
paralelo Notar que p 	 Ep 	 Up 	  y  	 Rp 	 Ep 	 n
La calidad de una computacion paralela es directamente proporcional al speedup y la












Dado que Ep es una fraccion y Rp un numero entre  y p la calidad Qp esta acotada
superiormente por el speedup Sp
La redundancia mide la extension del crecimiento de la carga de trabajo La utilizacion
indica cuanto son usados los recursos durante una computacion paralela Finalmente la
calidad combina los efectos de speedup eciencia y redundancia en una unica expresion
para dar el merito relativo de una computacion paralela sobre un sistema de computo
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	 Cargas de trabajo y Modelos de speedup
En general si la carga de trabajo o tamano del problema se mantiene sin cambios carga
constante entonces la eciencia E decrece rapidamente cuando el tamano de la maquina
paralela cantidad de procesadores p crece La razon es que el overhead crece mas
rapido que p Intuitivamente para mantener la eciencia a un nivel deseado es necesario
incrementar ambos tamanos el de la maquina y el del problema proporcionalmente Esto
sistema es conocido como computadora escalable para resolver problemas escalados
En el caso ideal la carga de trabajo crece como una funcion lneal de p escalabili
dad lineal Si esta curva no es alcanzable una posibilidad es obtener una escalabilidad
sublineal tan cercana a la linealidad como sea posible Si en cambio la carga sigue un
patron de crecimiento exponencial volviendose extremadamente grande el sistema es con
siderado poco escalable	 esto se debe a que para mantener buena eciencia o speedup es
necesario un incremento explosivo del tamano del problema y podra exceder los lmites
de memoria o entrada
salida
Los tres modelos de performance mas conocidos son el que se basa en una carga de
trabajo o un tamano de problema jo Amdahl  el aplicable a problemas escalados
donde el tamano de este crece con el de la maquina Gustafson  y el modelo de
speedup para problemas escalados limitados por capacidad de memoria Sun y Ni 
 Modelo de carga ja o tamano jo
En varias aplicaciones practicas como las que demandan respuesta en tiempo real la
carga de trabajo computacional suele establecerse con un tamano de problema jo A
medida que p crece la carga de trabajo ja se distribuye en mas procesadores para su
ejecucion paralela Por lo tanto el objetivo principal es producir los resultados tan rapido
como sea posible En otras palabras el objetivo es tiempo mnimo El speedup obtenido
para aplicaciones de tiempo crtico se llama speedup de carga ja
Las formulaciones tradicionales de speedup incluyendo la ley de Amdahl  
estan basadas en un tamano de problema jo y as en una carga ja El factor de speedup
esta acotado superiormente por un cuello de botella secuencial Intuitivamente si se
considera que el algoritmo se compone de una parte serial no paralelizable y una porcion
que puede ser paralelizada el maximo speedup alcanzable siempre estara acotado por la
componente secuencial



































son los tiempos de respuesta con  y p procesadores q es el maximo grado
de paralelismo y W
i
es el trabajo realizado con grado de paralelismo i
Hay una serie de factores que pueden degradar la performance de speedup incluyendo
latencias de comunicacion overhead de sistema operativo causado por interrupciones etc
Todos estos overheads se agregaran como un termino aditivo Qp al denominador de la
Ec  Para simplicar en lo que sigue se asume  dicho termino
En  Gene Amdahl derivo un speedup de carga ja para el caso especial en que
la maquina opera solo en modo secuencial grado de paralelismo igual a  o en modo














Esto signica que la porcion secuencial del programa no cambia con respecto al tamano
de la maquina pero el segmento paralelo es ejecutado en forma equitativa por los p
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donde  representa el porcentaje del programa que debe ser ejecutado secuencialmente y
  la porcion que puede ejecutarse en paralelo
La ley de Amdahl se ilustra en la Figura   Cuando el numero de procesadores
crece la carga de cada uno es menor La carga total se mantiene constante y el tiempo
total de ejecucion decrece Eventualmente la parte secuencial dominara la performance
El speedup maximo sera p cuando  "  y el mnimo sera  cuando  "  Cuando p
 el valor lmite de S
p
  Esto implica que el speedup esta acotado superiormente
por  cuando el tamano de la maquina se vuelve muy grande
La curva de speedup cae muy rapidamente cuando  crece por lo que con un pequeno
porcentaje de codigo secuencial la performance completa no puede ir mas alla de 
cuello de botella secuencial Este argumento impuso durante dos decadas una vision
muy pesimista respecto del procesamiento paralelo
La tendencia de la medida tradicional de speedup es a favorecer a los procesadores mas
lentos y a los programas peor codicados Esto fue observado por Barton y Withers 
quienes estudiaron el speedup para  versiones del Intel iPSC sobre el mismo algorit
mo paralelo cuanto mas rapido era el procesador menor era el speedup por usar mas
procesadores
Probablemente una razon por la que muchas veces no se reconoce la naturaleza bidi
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mensional de los datos de speedup dependencia sobre el numero de procesadores y el
tamano del problema sea el deseo de medir el speedup de programas complicados estric
tamente por experimento debido a la dicultad de encontrar una expresion analtica de
la complejidad De ah que la graca clasica de speedup sea una curva o a lo sumo un
conjunto de curvas para distintos tamanos de problema aunque cada curva solo cubre un
rango parcial de valores de p Esto da una forma de speedup escalado aunque un tanto
oscura debido al conjunto de curvas
 Modelo de tiempo jo
Uno de los principales defectos al aplicar la ley de Amdahl es que el tamano del problema
carga de trabajo se mantiene jo y no puede escalarse para adecuarlo al poder de
computo disponible cuando el tamano de maquina crece En otras palabras la carga
ja previene la escalabilidad en performance Aunque el cuello de botella secuencial es
un problema serio puede aliviarse removiendo la restriccion de carga ja o tamano de
problema jo Esto fue observado por Gustafson en  donde propuso el concepto de
speedup de tiempo jo
Las aplicaciones de tiempo crtico promovieron el desarrollo del modelo de speedup de
carga ja y la ley de Amdahl Existen otras aplicaciones que enfatizan la precision mas
que el tiempo mnimo Cuando el tamano de maquina es modicado para obtener mayor
poder de computo puede quererse incrementar el tamano del problema para crear una
mayor carga de trabajo produciendo una solucion mas precisa y manteniendo el tiempo
de ejecucion sin cambios
En el sentido usual speedup escalado signica que el tamano del problema crece con la
cantidad de procesadores La pregunta es cuanto crece Si N

es el tamano del problema
que cabe en la memoria local de un unico procesador entonces el tamano de problema
es generalmente escalado para ajustarse a la memoria total de los p procesadores Si el
almacenamiento es proporcional a N

 entonces p procesadores corren un problema de
tamano pN

 Luego el speedup escalado esta dado por el cociente entre la complejidad
del mejor algoritmo serial para un problema de tamano pN

y la complejidad del algoritmo
paralelo para un problema del mismo tamano en p procesadores Esta expresion podra
requerir una aproximacion de memoria plana debido a que el denominador podra ser
demasiado grande para un unico procesador del ensamble Entre los primeros usuarios
de speedup escalado se encontraron Seitz Gustafson y Moler
La idea de que el tiempo debera jarse cuando se realiza evaluacion de performance
de problemas escalables fue presentada por primera vez en  aunque Worley ya lo
haba notado en la resolucion de ecuaciones diferenciales parciales sobre ensambles de
computadoras La distincion entre speedup escalado y speedup de tiempo jo aparecio
alrededor de  En algunos casos se utiliza el termino speedup escalado para sig
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nicar cualquier medida que permita que el tamano del problema cambie En el modelo
de tiempo jo es el trabajo el que crece con p no el almacenamiento
Muchas modelizaciones cientcas y aplicaciones de simulacion demandan la solucion
de problemas de matrices a gran escala basados en formulaciones de ecuaciones diferen
ciales parciales PDE discretizadas con un gran numero de puntos de grilla Ejemplos
representativos incluyen el uso de metodos de elementos nitos para realizar analisis es
tructural o el uso de metodos de diferencias nitas para resolver problemas computa
cionales de dinamica de uidos en pronostico meteorologico
Las grillas gruesas requieren menos computacion	 las nas necesitan muchas mas
brindando mayor precision La simulacion de pronostico meteorologico puede demandar
la solucion de PDEs de  dimensiones Si se reduce el espaciado de grilla en cada dimension
fsica x y y z en un factor de  y se incrementan los pasos de tiempo en la misma
magnitud entonces habra un incremento de 

veces mas puntos de grilla Luego la
carga de trabajo sera al menos  veces mayor	 tal escalado de problema necesita
mayor poder de computo para obtener el mismo tiempo de ejecucion
La principal ventaja en este caso no es ahorrar tiempo sino producir resultados mucho
mas precisos Este escalado de problema para precision motivo a Gustafson desarrollar
un modelo de speedup de tiempo jo El problema escalado mantiene todos los recursos
ocupados resultando en un mejor cociente de utilizacion del sistema
En las aplicaciones de precision crtica se quiere resolver el tamano de problema mas
grande posible sobre una maquina mas grande con aproximadamente el mismo tiempo de
ejecucion que para resolver un problema mas chico sobre una maquina mas chica Cuando
el tamano de maquina crece hay que tratar con una carga de trabajo incrementada y
un nuevo perl de paralelismo Sea q

el maximo grado de paralelismo con respecto al
problema escalado y W

i













 El speedup de tiempo jo se








es el tiempo de ejecucion del problema
escalado y T

corresponde al problema original sin escalar Una formula general para




















































El speedup de tiempo jo fue desarrollado originalmente por Gustafson para un perl
de paralelismo especial conW
i
"  si i "  e i " p De manera similar a la ley de Amdahl



























































p correspondiendo a la condicion de tiempo jo
De la Ec  la carga de trabajo paralela W

p




La relacion de una carga de trabajo escalada con el speedup escalado de Gustafson
se muestra en la Figura   De hecho la ley de Gustafson puede ser reescrita en
terminos de  " W

y  " W
p
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En la Figura a se muestra la situacion al escalar la carga de trabajo La Figu




funcion de la porcion secuencial  de un programa corriendo en un sistema con p " 
procesadores   	 la pendiente de la curva en este caso es mucho mas chata
que para carga ja Esto implica que la ley de Gustafson soporta performance escalable
cuando crece el tamano de la maquina La idea es mantener a todos los procesadores ocu
pados incrementando el tamano del problema Cuando el problema puede escalar para
matchear el poder de computo disponible la fraccion secuencial ya no es un cuello de
botella y puede extraerse eciencia muy alta de un procesador masivamente paralelo
En  Gustafson enumero una serie de consecuencias del modelo de tiempo jo
Por ejemplo que el speedup de tiempo jo no favorece a los procesadores mas lentos que
la medicion de tiempo jo crea un nuevo tipo de speedup superlineal y que el tiempo jo
predice nuevos lmites al speedup paralelo
En  Yuan Shi plantea que las leyes de Amdahl y Gustafson son identicas y que
en realidad son dos formulaciones distintas de una ley Su mayor justicacion es que
los porcentajes seriales de cada caso no son iguales sino que estan relacionados por una
ecuacion y que al reemplazar el porcentaje serial dependiente del numero de procesadores
en la formulacion de Gustafson se obtiene una formula identica a la de Amdahl Ademas
indica que un prerrequisito para aplicar la ley de Amdahl es que el algoritmo secuencial
retenga su estructura tal que el mismo numero de instrucciones sean procesadas por las
implementaciones serial y paralela para la misma entrada	 esto no siempre es posible cuan
do los programas son particionados y puede derivar en un abuso de la ley Shi sugiere
usar metodos basados en el tiempo de procesamiento para la evaluacion de performance
paralela
 Modelo de memoria limitada
Tanto la ley de Amdahl como el modelo de speedup de Gustafson utilizan un unico
parametro la porcion secuencial de un algoritmo paralelo para caracterizar una apli
cacion Ambos son simples y brindan una idea de la degradacion potencial del paralelis
mo al incrementar la cantidad de procesadores La ley de Amdahl trata con un tamano
de problema jo y busca cuan chico puede ser el tiempo de respuesta sugiriendo que el
paralelismo no puede alcanzar speedup alto Gustafson ja el tiempo de respuesta y se
interesa en cual es el problema mas grande que puede resolverse en ese tiempo
En  Sun y Ni investigan en profundidad la escalabilidad de los problemas Mien
tras los problemas escalables de Gustafson estan restringidos por el tiempo de ejecucion
la capacidad de memoria principal es tambien una metrica crtica Para computadoras
paralelas especialmente multiprocesadores de memoria distribuida el tamano de prob






memoria se paga con tiempo de solucion del problema debido a las demoras de E
S y
pasaje de mensajes y en tiempo del programador debido al codigo adicional requerido
para multiplexar la memoria distribuida Para muchas aplicaciones el almacenamiento
es una restriccion importante para escalar el tamano de problema
El modelo de speedup de memoria limitada de Sun y Ni generaliza las leyes de Amdahl
y Gustafson para maximizar el uso de CPU y memoria La idea es resolver el problema
mas grande posible limitado por el espacio de memoria Esto tambien demanda una
carga de trabajo escalada proveyendo mayor speedup precision y uso de recursos
Con frecuencia las computaciones cientcas o ingenieriles de gran escala requieren
espacio mayor en memoria De hecho varias aplicaciones de maquinas paralelas son de
memoria limitada mas que de CPU o E
S limitada Esto es especialmente verdad en
un sistema multicomputador con memoria distribuida la memoria local de cada nodo
es relativamente chica Por lo tanto cada nodo puede manejar solo un subproblema
pequeno
Cuando un gran numero de nodos son usados colectivamente para resolver un unico
gran problema la capacidad de memoria total crece de manera proporcional Esto per
mite al sistema resolver un problema escalado particionando o replicando el programa y
descomponiendo el dominio del conjunto de datos En lugar de mantener jo el tiem
po de ejecucion uno puede querer usar toda la memoria incrementada escalando mas el
tamano del problema En otras palabras si existe un espacio de memoria adecuado y el
problema escalado cumple el lmite de tiempo impuesto por la ley de Gustafson se puede
incrementar aun mas el tamano del problema dando una solucion mejor o mas adecuada
Con esta losofa se desarrollo un modelo de memoria limitada La idea es resolver el
problema mas grande posible limitado solo por la capacidad de memoria disponible Este
modelo puede resultar en un incremento menor en el tiempo de ejecucion para obtener
performance escalable
Sea M el requerimiento de memoria de un problema dado y W la carga de trabajo
computacional Estos factores se encuentran relacionados de varias maneras dependiendo




En un multicomputador la capacidad de memoria total crece linealmente con el






la carga de trabajo para ejecucion










la carga de trabajo escalada para ejecu
cion en p nodos donde q

es el maximo grado de paralelismo del problema escalado El









El speedup de memoria ja  se dene de manera similar al de la Ec 

























La carga de trabajo para ejecucion secuencial en un solo procesador es independiente









en los tres modelos Considerando el caso especial de dos modos opera
cionales secuencial y perfectamente paralelo la memoria mejorada esta relacionada con





pM donde pM es la capacidad de memoria in
crementada para un multicomputador pnodo Ademas g






" gM y g

es una funcion homogenea El factor Gp reeja el incremento en
la carga de trabajo cuando la memoria crece p veces Luego se puede escribir la Ec 
con la suposicion de que W
i





























Hablando rigurosamente este modelo de speedup es valido bajo dos suposiciones
 el conjunto de todas las memorias formen un espacio de direcciones global en otras
palabras se asume un espacio de memoria distribuida compartida	  todas las areas de
memoria disponible son usadas para el problema escalado
Hay tres casos especiales en que puede aplicarse la Ec 
 Caso  Gp "  Corresponde al caso de tamano del problema jo El speedup
de memoria ja se vuelve equivalente a la ley de Amdahl esto es las Ec  y 
son equivalentes en este caso
 Caso  Gp " p Se aplica al caso en que la carga de trabajo crece p veces cuando
la memoria crece p veces As la Ec  es identica a la ley de Gustafson Ec 
con un tiempo de ejecucion jo
 Caso  Gp  p Corresponde a la situacion donde la carga de trabajo computa
cional crece mas rapido que los requerimientos de memoria Luego el modelo de
memoria ja Ec  dara un speedup mayor que el de tiempo jo Ec 
Este analisis indica que las leyes de Amdahl y Gustafson son casos especiales del
modelo de memoria ja Por otra parte cuando la computacion crece mas rapido que
los requerimientos de memoria como suele pasar en algunas simulaciones cientcas y
aplicaciones ingenieriles el modelo de memoria ja Figura  puede dar un speedup














Figura  Modelo de speedup de speedup escalado usando memoria ja
El modelo de memoria ja tambien asume una carga de trabajo escalada y permite
un ligero incremento en el tiempo de ejecucion El incremento en la carga de trabajo
tamano del problema esta limitada por la memoria El crecimiento en el tamano de
maquina esta restringido por el incremento de las demandas de comunicacion cuando el
numero de procesadores se vuelve muy grande El modelo de tiempo jo puede acercarse
mucho al de memoria ja si la memoria disponible es utilizada totalmente
	 Escalabilidad de Sistemas Paralelos
Salvo excepciones el numero de procesadores es un lmite superior sobre el speedup que
puede ser alcanzado por un sistema paralelo El speedup es  para un solo procesador
pero si se usan mas usualmente es menor que el numero de procesadores
Ejemplo  Speedup y eciencia como funciones del numero de procesadores

Sea el problema de sumar n numeros en un hipercubo pprocesador Asumiendo que
toma una unidad de tiempo tanto sumar dos numeros como comunicar un numero entre
dos procesadores directamente conectados entonces sumar los np numeros locales a
cada procesador toma tiempo np   Luego las p sumas parciales toman log p pasos
cada uno con  suma y  comunicacion As el tiempo de ejecucion paralelo total T
p
"






$  log p 
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
Figura  Speedup versus numero de procesadores para sumar una lista de numeros en
un hipercubo
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Tabla  Eciencia como funcion de n y p para sumar n numeros en un hipercubo
pprocesador
El tiempo de ejecucion secuencial es n  y puede aproximarse por n por lo que las
expresiones para el speedup y la eciencia son
S "
n p




np$ p log p

Estas expresiones pueden usarse para calcular el speedup y eciencia para cualquier
par de n y p La Figura  muestra las curvas de speedup para distintos valores de n y






Este ejemplo muestra dos hechos importantes Primero para una instancia de prob
lema dada el speedup no crece linealmente con p sino que tiende a saturarse y la curva se
achata ley de Amdahl haciendo caer la eciencia Segundo una instancia mas grande
del mismo problema brinda mayor speedup y eciencia para el mismo numero de proce
sadores aunque ambos sigan cayendo con p creciente Estos dos fenomenos mostrados
para un caso particular son comunes a una gran clase de sistemas paralelos
Dado que el numero creciente de procesadores reduce la eciencia y el tamano cre
ciente de la computacion la incrementa debera ser posible mantener ja la eciencia
creciendo ambos factores simultaneamente Por ejemplo en la Tabla  la eciencia al
sumar  numeros en  procesadores es  Si se pasa a p "  escalando el tamano
del problema a  valores la eciencia se mantiene a  al igual que para p " 
y n "  Esta capacidad de mantener ja la eciencia creciendo simultaneamente
el numero de procesadores y el tamano del problema es exhibida por varios sistemas
paralelos llamados sistemas escalables
La escalabilidad de un sistema paralelo es una medida de su capacidad de incrementar
el speedup en proporcion al numero de procesadores Reeja la capacidad del sistema
para aumentar los recursos de procesamiento efectivamente El analisis de escalabilidad
determina si el procesamiento paralelo de un problema dado puede ofrecer la mejora de
performance deseada Un sistema paralelo puede usarse para resolver problemas arbitrari
amente grandes en un tiempo jo si y solo si se permite que su patron de carga de trabajo
crezca linealmente A veces aun si se alcanza un tiempo mnimo con mas procesadores
la utilizacion o eciencia puede ser muy pobre
El analisis de escalabilidad puede usarse para elegir la mejor combinacion algoritmo
arquitectura para un problema bajo distintas restricciones sobre el crecimiento del tamano
del problema y el numero de procesadores O para predecir la performance de un algo
ritmo paralelo y una arquitectura para un gran numero de procesadores a partir de la
performance conocida en menos Para un tamano de problema jo puede usarse tam
bien para determinar el numero optimo de procesadores y el speedup maximo posible
que puede obtenerse Tambien puede predecir el impacto de cambiar la tecnologa de
hardware sobre la performance y ayudar a disenar mejores arquitecturas paralelas para
resolver varios problemas  
Recordar que un sistema paralelo de costo optimo tiene eciencia 	 la escalabilidad
y la optimalidad de costo de los sistemas paralelos esta relacionada Un sistema paralelo
escalable siempre puede hacerse de costo optimo si el numero de procesadores y el tamano
del problema se eligen apropiadamente El Ejemplo  muestra que el sistema paralelo
para sumar n numeros en un hipercubo pprocesador es de costo optimo cuando n "
&p log p El siguiente Ejemplo muestra que el mismo sistema es escalable si cuando p
crece n es incrementado en proporcion a p log p
Ejemplo 	 Escalabilidad de sumar n numeros en un hipercubo
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
Para la suma de costo optimo de n numeros en un hipercubo pprocesador n " &p log p
Como muestra la Tabla  la eciencia es  para n "  y p "  En este punto
la relacion entre n y p es n " p log p Si p "  entonces p log p "  La Tabla 
muestra que la eciencia es  con n "  para p "  De manera similar para p " 
la eciencia es  para n " p log p "  As este sistema paralelo se mantiene de
costo optimo en una eciencia de  si n es incrementado como p log p  
 Isoeciencia
Los metodos tradicionales para evaluar algoritmos secuenciales no son adecuados para
analizar la performance de combinaciones algoritmoarquitectura Se han desarrollado
una cantidad de metricas para estudiar la escalabilidad de algoritmos y arquitecturas 
    En  Kumar y Gupta brindan un survey de distintos metodos
de analisis de escalabilidad La funcion de isoeciencia es una de tales metricas y es util
para evaluar la performance de una gran variedad de combinaciones
En un sistema paralelo escalable la eciencia puede mantenerse ja cuando p crece
mientras
Para hablar de la metrica de isoeciencia que permite determinar cuantitativamente
el grado de escalabilidad es importante recordar los conceptos de tamano del problema
y funcion de overhead El tiempo de ejecucion paralelo puede ser expresado como una
funcion del tamano del problema la funcion de overhead y el numero de procesadores



































En la Ec  si W se mantiene constante y p aumenta E decrece pues el overhead
T
o
crece con p Si W crece manteniendo p jo entonces para sistemas paralelos escalables
E es mayor Esto se debe a que T
o
crece mas lento que W  para p jo Para tales
sistemas la eciencia puede mantenerse en un valor deseado entre  y  para p creciente






Para distintos sistemas W debe crecer a diferentes velocidades con respecto a p para
mantener una eciencia constante Por ejemplo en algunos casos W podra necesitar
crecer como una funcion exponencial de p Tales sistemas paralelos son pobremente escal
ables ya que es difcil obtener buenos speedups para un numero grande de procesadores
a menos que el tamano del problema sea enorme Por otro lado si W necesita crecer solo
linealmente con respecto a p el sistema es altamente escalable porque pueden obtenerse
speedups proporcionales al numero de procesadores para tamanos de problema razonables
Para los sistemas paralelos escalables E puede ser mantenida en un valor jo si T
o
W




















Sea K " EE una constante dependiente de la eciencia a ser mantenida Dado
que T
o
es funcion de W y p la Ec  puede reescribirse como
W " K T
o
W p 
De la Ec  el tamano del problemaW puede obtenerse usualmente como funcion de
p por manipulaciones algebraicas Esta es la funcion de isoeciencia del sistema paralelo
y dicta la velocidad de crecimiento de W necesaria para mantener la eciencia ja cuando
p crece
La funcion de isoeciencia determina la facilidad con la que un sistema paralelo puede
mantener una eciencia constante y por lo tanto obtener speedups crecientes en propor
cion al numero de procesadores Una funcion de isoeciencia chica signica que pequenos
incrementos enW son sucientes para la utilizacion eciente de un numero creciente de p
indicando que el sistema es altamente escalable Sin embargo una funcion de isoeciencia
grande indica un sistema paralelo pobremente escalable La funcion de isoeciencia no
existe para sistemas paralelos no escalables porque en ellos la eciencia no puede ser man
tenida en ningun valor constante cuando p crece sin importar cuan rapido se incremente
W 
Ejemplo  Funcion de isoeciencia de la suma de numeros en un hipercubo

Sea el problema de sumar n numeros en un hipercubo pprocesador Bajo las suposiciones
del Ejemplo  el tiempo de ejecucion paralela es aproximadamente np $  log p La
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
misma tarea puede realizarse secuencialmente en tiempo aproximadamente n As del
tiempo np$  log p que cada procesador usa en la ejecucion paralela aproximadamente
np se usa para trabajo util El tiempo  log p restante por procesador lleva a un





$  log p n " p log p Sustituyendo T
o
por p log p en la
Ec  se tiene
W " K p log p 
Luego la funcion de isoeciencia asintotica para este sistema paralelo es p log p
Esto signica que si el numero de procesadores es incrementado de p a p

 el tamano





para tener la misma eciencia que en p procesadores En otras palabras incrementar
el numero de procesadores por un factor de p






p log p para que el speedup crezca por un factor de p

p  
En este caso el overhead de comunicacion es funcion solo de p En general puede
depender tanto del tamano del problema como del numero de procesadores Una funcion
de overhead tpica puede tener varios terminos diferentes de distintos ordenes de magnitud
con respecto a p y W  En tal caso puede ser difcil o imposible obtener la funcion
de isoeciencia como una funcion cerrada de p Por ejemplo sea un sistema paralelo








	 luego la Ec  puede reescribirse como






 Es difcil resolver esta ecuacion para W en terminos de p
Dado que la condicion para eciencia constante es que T
o
W se mantenga jo cuando
p y W crecen la eciencia es no decreciente cuando ninguno de los terminos de T
o
crece
mas rapido queW  Si T
o
tiene multiples terminos se balanceaW contra cada uno de ellos
y se computan las funciones de isoeciencia respectivas para los terminos individuales La
componente de T
o
que requiere que el tamano del problema crezca a la mayor velocidad con
respecto a p determina la funcion de isoeciencia asintotica general del sistema paralelo
El siguiente ejemplo ilustra la tecnica del analisis de isoeciencia
Ejemplo 
 Funcion de isoeciencia de un sistema paralelo con una funcion de over
head compleja









 Usando solo el primer termino
de T
o
en la Ec  se tiene
W " K p


Usando solo el segundo termino se tiene la siguiente relacion entre W y p




















Para asegurar que la eciencia no cae cuando p crece el primero y segundo termino de





mas grande asintoticamente de las dos velocidades p

 da la funcion de isoeciencia
asintotica general de este sistema paralelo dado que subsume la velocidad dictada por el
otro termino  
En una expresion simple la funcion de isoeciencia captura las caractersticas de un
algoritmo paralelo as como de la arquitectura en la que se lo implementa Despues
de realizar el analisis de isoeciencia se puede testear la performance de un programa
paralelo sobre unos pocos procesadores y predecir su comportamiento sobre un numero
mayor Ademas puede caracterizar la cantidad de paralelismo inherente en un algoritmo
paralelo y puede usarse para estudiar el comportamiento de un sistema paralelo con
respecto a cambios en parametros de hardware tales como la velocidad de los procesadores
y canales de comunicacion
En las siguientes subsecciones se establecen relaciones entre diversos factores y la
funcion de isoeciencia Este tema se encuentra ampliamente cubierto en  
Optimalidad de costo y la funcion de isoeciencia
Un sistema paralelo es de costo optimo si y solo si el producto del numero de procesadores
y el tiempo de ejecucion paralelo es proporcional al tiempo de ejecucion del algoritmo
secuencial mas rapido sobre un solo procesador Esto es
p T
p
" W  
Sustituyendo T
p
en la Ec  se tiene
W $ T
o
W p " W 
T
o




Esto sugiere que un sistema paralelo es de costo optimo si y solo si su funcion de
overhead no excede asintoticamente el tamano del problema Esto es similar a la condicion
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
para mantener una eciencia ja al crecer el numero de procesadores Si la Ec  da
una funcion de isoeciencia fp entonces de la Ec  se tiene que debe satisfacerse la
relacionW " &fp para asegurar la optimalidad de costo al escalar el sistema paralelo
Una cota inferior para la funcion de isoeciencia
Una funcion de isoeciencia mas chica indica mayor escalabilidad Luego un sistema
paralelo idealmente escalable debe tener la funcion de isoeciencia mas baja posible Si
un problema consiste deW unidades de trabajo no pueden usarse mas deW procesadores
con optimalidad de costo Si el tamano del problema crece a una velocidad menor que p
cuando el numero de procesadores se incrementa entonces p eventualmente excedera W 
Aun para un sistema paralelo ideal sin comunicacion u otro overhead la eciencia caera
porque los procesadores agregados mas alla de p " W estaran ociosos Asintoticamente
el tamano del problema debe crecer al menos tan rapido como p para mantener ja la
eciencia	 por lo tanto &p es la cota inferior asintotica para la funcion de isoeciencia
Luego la funcion de isoeciencia de un sistema paralelo idealmente escalable es p
El grado de concurrencia y la funcion de isoeciencia
La cota inferior de &p es impuesta a la funcion de isoeciencia de un sistema parale
lo por el numero de operaciones que pueden realizarse concurrentemente El grado de
concurrencia CW  es una medida del numero de operaciones que un algoritmo puede
realizar en paralelo en un problema de tamano W y es independiente de la arquitectura
Para un problema de tamano W  a lo sumo CW  procesadores pueden emplearse de
manera efectiva
Por ejemplo usando eliminacion Gaussiana para resolver un sistema de n ecuaciones
con n variables la cantidad total de computacion es n

 Pero las n variables deben ser
eliminadas una despues de la otra y elminar una variable requiere n

 computaciones
As a lo sumo n

 procesadores pueden mantenerse ocupados en cualquier momento
Como W " n

 para este problema CW  es W

 y a lo sumo W

 proce
sadores pueden usarse ecientemente Por otra parte dados p procesadores el tamano
del problema debera ser al menos &p

 para usarlos todos Por lo tanto la funcion de
isoeciencia de esta computacion debido a la concurrencia es p


La funcion de isoeciencia debido a la concurrencia es optima esto es p solo si el
grado de concurrencia del algoritmo paralelo es W  Si el grado de concurrencia de un
algoritmo es menor que W  entonces la funcion de isoeciencia debido a la concurrencia
es peor esto es mas grande que p En tales casos la funcion de isoeciencia general
de un sistema paralelo esta dado por el maximo de las funciones de isoeciencia debido a






Tiempo de ejecucion mnimo y Tiempo de ejecucion mnimo de costo optimo
Con frecuencia interesa saber cual es el mnimo tiempo posible de ejecucion de un algorit
mo dado que el numero de procesadores no es una restriccion A medida que crece p para
un problema dado o el tiempo de ejecucion paralelo sigue decreciendo aproximandose
asintoticamente a un mnimo o comienza a subir despues de llegar al mnimo Se puede
determinar el tiempo paralelo mnimo T
min
p
para un W dado diferenciando T
p
respecto a
p e igualando la derivada a  asumiendo una funcion diferenciable con respecto a p El
numero de procesadores para el cual T
p














por p en la expresion de T
p

Ejemplo  Mnimo tiempo de ejecucion para sumar n numeros en un hipercubo
Puede verse que T
min
p
"  logn  
En este ejemplo el producto procesadortiempo para p " p

es n logn que es
mayor que la complejidad serial n Por lo tanto el sistema paralelo no es de costo




el tiempo mnimo en el cual un problema puede ser resuelto por un
sistema paralelo de costo optimo De la equivalencia de la optimalidad de costo y la
funcion de isoeciencia si la funcion de isoeciencia de un sistema paralelo es fp
entonces un problema de tamano W puede ser resuelto con costo optimo si y solo si
W " &fp
En otras palabras dado un problema de tamano W  una solucion de costo optimo
requiere que p " Of

W  Como el tiempo de ejecucion paralelo es Wp para un
sistema paralelo de costo optimo Ec  la cota inferior sobre el runtime paralelo para












Ejemplo  Tiempo de ejecucion mnimo de costo optimo para sumar n numeros en
un hipercubo
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
Segun el Ejemplo  la funcion de isoeciencia fp de este sistema es p log p Si
W " n " fp " p log p entonces logn " log p log log p Ignorando el doble logaritmo
logn  log p Si n " fp " p log p entonces p " f

n " n log p  n logn Por
lo tanto f

W  " n logn Como consecuencia de la relacion entre optimalidad de
costo y la funcion de isoeciencia el numero maximo de procesadores que pueden ser









"  logn  log logn 
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son logn y as una solucion de costo
optimo es tambien la mas rapida asintoticamente El tiempo de ejecucion paralelo no
puede ser reducido asintoticamente usando un valor de p mayor que el sugerido por la
funcion de isoeciencia para un tamano de problema dado debido a la equivalencia entre
optimalidad de costo y la funcion de isoeciencia Esto no es verdad para sistemas






 Los sistemas paralelos para los
cuales el tiempo de ejecucion puede ser reducido por un orden de magnitud usando un
numero de procesadores asintoticamente mas grande que el indicado por la funcion de
isoeciencia son raros
Al calcular el mnimo tiempo de ejecucion para un sistema paralelo es importante
recordar que el maximo numero de procesadores que pueden utilizarse esta limitado por
CW  Es bastante posible que p

sea mayor que CW  para un sistema paralelo	 en tales
casos el valor de p











Otra metrica utilizada en el estudio de la escalabilidad de los sistemas paralelos es isospeed
denida formalmente en    y estudiada en  
Una computacion paralela puede especicarse por una combinacion algoritmomaquina
C " AM es decir un algoritmoA implementado sobre un sistema de computo paralelo
M  Dos objetivos del paralelismo son obtener menores tiempos de ejecucion y resolver
problemas mas grandes En particular el analisis de escalabilidad se basa en el tiempo de
ejecucion paralelo y el tamano del problema El tamano del problema W  cantidad de
operaciones basicas realizadas por un algoritmo A en una maquinaM  da una medida del
trabajo util llevado a cabo para resolver un problema	 tambien suele llamarse trabajo de
una computacion paralela C El tiempo de ejecucion de A cuando el tamano del problema
es W y hay p procesadores en M es T
p
W p El parametro p es el tamano de la maquina
paralelaM  Para combinar las consideraciones sobre el tamano del problema y el tiempo

















T W p p
La velocidad representa una cantidad que idealmente se incrementara con el numero
de procesadores mientras la velocidad promedio es una medida de eciencia del sistema
de computo subyacente
El tiempo de ejecucion paralelo puede dividirse en dos partes tiempo de computo y
overhead del procesamiento paralelo Esto es se puede escribir













Usualmente si p crece mientras W se mantiene constante la velocidad promedio de
crece debido al incremento de la funcion de overhead con p Por otro lado la velocidad
promedio crece con W si p es jo dado que incrementar el tamano del problema usual
mente reduce el cociente overhead
computacion De esta forma es posible mantener
constante la velocidad promedio o mantener la velocidad linelamente proporcional a p
si se permite que W crezca con p	 esto es lo que signica computo paralelo escalable
La escalabilidad isospeed de una combinacion algoritmo maquina C " AM cuando
el tamano de maquina es escalado de p a p

y el tamano de problema se permite que crezca






















Este cociente mide esencialmente como debera incrementarse la cantidad de trabajo
por procesador cuando el tamano de maquina es escalado de p a p

para mantener la
misma velocidad promedio La forma en que W crece con p para mantener constante
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
SW p esta determinada por la naturaleza de la combinacion algoritmomaquina y es el







o al menos encontrar la velocidad de crecimiento de W " fp requerida para mantener
una velocidad promedio constante cuando p crece Una velocidad de crecimiento chica
de fp implica alta escalabilidad mientras una velocidad grande signica escalabilidad
pobre La funcion fp tiene la siguiente implicacion si W " wfp W " ofp
respectivamente SW p es una funcion creciente decreciente respectivamente de p

































Esto indica que la escalabilidad isospeed brinda una manera de medir la degradacion
de performance de computaciones paralelas mas grandes es decir mayores tamanos de
problema y mas procesadores versus computaciones mas chicas tamanos de problema
menores y menos procesadores Un valor mas grande mas chico respectivamente de
p p

 implica menor mayor respectivamente degradacion de performance
En  se analiza la escalabilidad isospeed presentando un modelo probabilstico
donde se modelizan los algoritmos paralelos sobre multiprocesadores usando grafos de
precedencia y se tratan los tiempos de ejecucion como variables aleatorias Se derivan las
velocidades de crecimiento del numero de tareas paralelas para clases tpicas de grafos de
tarea computaciones iterativas arboles de busqueda algoritmos de particionado etc as
como la escalabilidad isospeed para mantener la velocidad promedio constante Ademas
de los resultados analticos se presentan numerosos datos numericos Un concepto impor
tante es que mientras una computacion paralela puede hacerse escalable incrementando
el tamano del problema junto con el tamano del sistema es en realidad la cantidad de
paralelismo la que debera escalar con el tamano del sistema
 Relacion entre escalabilidad y tiempo de ejecucion
La prediccion de escalabilidad y la relacion entre escalabilidad y tiempo de ejecucion han
sido estudiadas en     Los resultados teoricos y experimentales muestran
que la escalabilidad combinada con el tiempo de ejecucion inicial pueden brindar buena
prediccion de performance en terminos de tiempos de ejecucion
Integrar la escalabilidad en la prediccion de performance requiere un entendimiento






estudiados por separado En  Sun introdujo el concepto de comparacion de ran
go A diferencia de la comparacion de tiempo de ejecucion convencional en la cual la
performance es comparada en una plataforma paralela dada y un sistema y tamano de
problema especicado la comparacion de rango testea la performance en un amplio rango
de combinaciones de ensambles y tamanos de problema a traves de analisis de crossing
points
La idea es sencilla encontrar el primer crossing point de performance superior
inferior
Antes de llegar a ese punto en una gran cantidad de tamanos de sistema y problema un
programa rapido se mantendra rapido y uno lento se mantendra lento El artculo citado
brinda una forma de encontrar el crossing point a traves del analisis de escalabilidad
Un resultado teorico importante es que si una combinacion algoritmomaquina es
mas rapido en el estado inicial y tiene una mejor escalabilidad que otras combinaciones
entonces se mantendra superior en el rango escalable
La comparacion de rango representa un desafo mayor cuando la combinacion inicial
mas rapida tiene una menor escalabilidad Cuando el tamano del sistema se escala un
codigo originalmente mas rapido pero menos escalable puede volverse mas lento que uno
con mejor escalabilidad Encontrar el punto de cruce es crtico para obtener performance
optima Una denicion informal basada en isospeed es la siguiente
Sea que la combinacion algoritmomaquina  tiene tiempo de ejecucion t escalabilidad
'p p

 y tamano de problema escaladoW

 Y sea que la combinacion algoritmomaquina
 tiene tiempo de ejecucion T  escalabilidad (p p

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 Dado que    la
combinacion  tiene un tiempo de ejecucion menor en el estado inicial t
p




lento en el tiempo de ejecucion da el signicado de crossing point
Otro resultado relevante es el siguiente si se asume que la combinacion algoritmo
maquina  tiene un tiempo de ejecucion mayor que la combinacion  en el estado inicial
entonces el tamano de ensamble escalado p

no es un crossing point escalado si y solo si la
















tamano de problema escalado de la combinacion  y  respectivamente
Esto da la condicion necesaria para la comparacion de rango de la computacion
escalable p

no es un crossing point de p si y solo si la relacion rapido
lento de los codigos
no cambia para ningun tamano de problema escalado dentro del rango escalable de las dos
	 ESCALABILIDAD DE SISTEMAS PARALELOS 
combinaciones Basado en este resultado teorico con la comparacion de escalabilidad se
puede predecir la performance relativa de algoritmos en un rango de tamanos de problema
y maquina Esta propiedad de la comparacion de escalabilidad es valiosa en la practica
 Otras relaciones e isometricas
En  se presenta un metodo practico para estudiar la escalabilidad de combinaciones
algoritmoarquitectura El mismo trata en forma separada el tiempo de ejecucion la
eciencia y el uso de memoria en un modelo de escalado de precision crtica donde
el tamano del problema crece con el numero de procesadores lo que es lo relevante en
muchas situaciones El artculo dene medidas cuantitativas y cualitativas de escalabilidad
y deriva importantes relaciones entre el tiempo de ejecucion y la eciencia Por ejemplo
los resultados muestran que la mejor manera de escalar el sistema para deteriorar lo
menos posible sus propiedades es mantener constante el tiempo de ejecucion
En muchos casos el tamano del problema debe incrementarse de manera sublineal
con el numero de procesadores para mantener constante el tiempo de ejecucion y tiene
que crecer en forma superlineal para mantener la eciencia constante De hecho las
funciones de isoeciencia e isotiempo son polinomiales El analisis presentado en 
utiliza metricas de escalabilidad isoparametricas esto es las funciones de isoeciencia
isotiempo e isomemoria
Estas funciones determinan la facilidad con la cual el sistema puede mantener los
parametros paralelos sin cambio en proporcion al numero de procesadores Usando el
modelo de precision crtica interesa obtener la solucion mas precisa sin exceder los lmites
de memoria Eso es el tamano del problema debera crecer linealmente con respecto al
numero de procesadores funcion de isomemoria Luego si interesa preservar la eciencia
cuanto mas cercana este la funcion de isoeciencia a la de isomemoria mas escalable es el
sistema con respecto a la eciencia pues signica un incremento de tiempo de ejecucion
y uso de memoria mas lento con el numero de procesadores De la misma manera cuanto
mas cercana este la funcion de isotiempo de la de isomemoria mas escalable es el sistema
con respecto al tiempo de ejecucion porque esto signica un decrecimiento mas lento de
la eciencia y el uso de memoria con el numero de procesadores
Esto brinda una medida cualitativa de la escalabilidad representando las tres funciones
isoparametricas en un grafo Mas aun se sabe que un parametro crece o decrece con una
escala dada por una funcion de crecimiento del tamano del problema si su correspondiente
funcion isoparametrica esta por debajo o encima de esa funcion Un sistema paralelo es
perfectamente escalable si es perfectamente escalable con respecto a todos sus parametros
paralelos	 todas las funciones isoparametricas creen linealmente y por lo tanto coinci
den con la funcion de isomemoria Si el sistema paralelo es escalado con el modelo de






	 Analisis de rendimiento Prediccion y tuning
El principal objetivo del procesamiento paralelo y distribuido es el rendimiento un usuario
o programador que se plantea la resolucion de un problema mediante una aplicacion
paralela espera obtener mejoras en el rendimiento respecto de una solucion secuencial
Una aproximacion es utilizar metodos que permitan la prediccion de performance del
sistema paralelo En este sentido se han presentado en el Captulo  algunos modelos de
computacion paralela existente uno de cuyos objetivos es precisamente la prediccion El
tema es abordado en forma extensa en la literatura especialmente en lo que se reere a
ambientes y herramientas Pueden citarse a modo de ejemplo      
   
El modelo clasico para el analisis de aplicaciones paralelas se basa en el enfoque medir
y modicar measure and modify Para esto se han desarrollado una serie de herramien
tas de monitorizacion y visualizacion que permiten realizar el tuning o sintonizacion de
performance Entre las herramientas existentes se encuentran PAT Performance Anal
ysis Tool desarrollada por Cray para el sistema TE TapePVM para aplicaciones
PVM Vampir Visualization and Analysis of MPI pRograms herramienta comercial
de Pallas para aplicaciones MPI AIMS Automated Instrumentation and Monitoring
System conjunto de herramientas para medida y analisis de rendimiento Generalmente
las herramientas basadas en visualizacion ofrecen informacion de muy bajo nivel y es
difcil para el usuario comprender todas las relaciones existentes entre los grafos mostra
dos y relacionarlos con el codigo fuente Esto implica la necesidad de un gran nivel de
experiencia para poder sacar conclusiones acerca de los problemas 
Las tecnicas mas modernas se reeren al analisis automatico  En este caso los
objetivos son determinar los problemas de rendimiento y sus causas relacionar el problema
con el codigo fuente y modicar el codigo fuente para mejorar el rendimiento de la apli
cacion todo esto como un proceso automatizado Ejemplos se encuentran en KappaPi
Knowledgebased Automatic Parallel Program Analyser for Performance Improvement
desarrollado en la Universidad Autonoma de Barcelona y Paradyn de la University of
Wisconsin at Madison
Parte II








Una aplicacion paralela dene un conjunto de componentes intercomunicados que deben
ser alocados en los recursos fsicos de la arquitectura de destino Esto es la programacion
paralela agrega una nueva dimension a la tradicional ya que no solo hay que saber cuando
se ejecutara una operacion sino que ademas debe denirse donde en que procesador
La ultima etapa del diseno de algoritmos paralelos presentada en la Seccion  es
el mapeo Un objetivo de la poltica de mapeo o asignacion de tareas es el balance de
carga load balancing o LB  Este es uno de los aspectos centrales del computo
paralelo ya que impacta directamente sobre el uso eciente de los recursos y las mejoras de
performance que se pueden lograr  Desafortunadamente ningun metodo ni algoritmo
es apropiado para todas las aplicaciones
El problema puede compararse con los encontrados en procesos de distribucion de
trabajo como el de scheduling de actividades para construir un puente o el ujo de
trabajos en sistemas de produccion Para esto deben considerarse varios objetivos
 Completar todo el trabajo en el menor tiempo posible
 Los trabajadores workers implican costo por lo que deben mantenerse ocupados
Esto puede ser simple en perodos con mucho trabajo pero la distribucion debe
planearse con cuidado cuando las actividades son escasas
 El trabajo debera distribuirse equitativamente entre los workers






ON DE TAREAS Y BALANCE DE CARGA
El uso desigual de los PEs puede causar una eciencia pobre o incluso hacer que
el tiempo de resolucion paralelo sea mayor que el secuencial Cuando un problema es
resuelto ejecutando un algoritmo sobre una maquina paralela el trabajo debe ser parti
cionado entre los procesadores de manera tal que los recursos del sistema sean utilizados
ecientemente y en algunos casos minimizando una cierta funcion de costo 
El objetivo abstracto del balance de carga puede denirse como sigue Dado un con
junto de tareas que comprenden una computacion y un conjunto de computadoras sobre
las cuales pueden ejecutarse dichas tareas encontrar el mapeo de tareas a computadoras
que resulte en que cada una tenga una cantidad de trabajo aproximadamente igual Un
mapeo que balancea la carga de trabajo de los procesadores tpicamente incrementa la
eciencia global de la computacion y reduce su tiempo de ejecucion
El problema de asignacion es NP completo para un sistema general con n procesadores
y por lo tanto la tarea de encontrar una asignacion de costo mnimo es computacional
mente intratable salvo para sistemas muy chicos Por esta razon pueden utilizarse enfoques
alternativos como la relajacion se relajan algunos de los requerimientos o se restringe el
problema el desarrollo de soluciones para casos particulares la optimizacion enumerati
va uso de metodos enumerativos como programacion dinamica y branchandbound o la
optimizacion aproximada la utilizacion de heursticas que brindan soluciones suboptimas
aunque aceptables           
Los problemas de balance de carga dieren principalmente en
 Costo de las tareas Todas las tareas tienen igual costo Si no es as cuando
se conocen los costos antes de empezar al crear las tareas o solo cuando estas
terminan El caso mas sencillo se da cuando las tareas tienen todas costo unitario
branchfree loops Es mas complicado cuando tienen tiempos diferentes aunque
conocidos multiplicacionmatrizvector sparse El peor caso se da cuando los costos
no se conocen hasta que naliza la ejecucion GCM circuitos
 Dependencia de las tareas Todas las tareas pueden ejecutar en cualquier orden
incluyendo las paralelas Sino cuando se conocen las dependencias antes de
empezar cuando se crean las tareas o solo cuando terminan Lo mas sencillo es
que puedan ejecutar en cualquier orden dependence free loops La complejidad es
mayor cuando las tareas tienen alguna estructura predecible computaciones ma
triciales y aumenta aun mas cuando la estructura cambia dinamicamente lenta o
rapidamente busquedas LU sparse
 Localidad Es importante para algunas tareas ser planicadas en el mismo proce
sador o cerca para reducir costos de comunicacion Cuando se conoce la infor
macion sobre comunicacion entre tareas El caso mas sencillo se tiene cuando las




un patron predecible resolucion de ecuaciones diferenciales parciales y aun mas
cuando el patron es impredecible simulacion de eventos discretos
Al considerar el problema de balance de la carga es importante distinguir entre la
descomposicion del problema y el mapeo de tareas La primera involucra la explotacion de
la concurrencia en el control y el acceso a los datos de un algoritmo Su resultado es un
conjunto de tareas comunicantes que resuelven el problema en paralelo Estas tareas luego
pueden ser mapeadas a las computadoras en la forma que mejor se ajuste al problema
En  Stone sugirio un algoritmo optimo que resulta eciente para el problema
de asignar tareas a dos procesadores two processor problem haciendo uso del conocido
algoritmo de ujo en redes en grafos de dos terminales All mostro como el modelo de
ujo en red puede extenderse a sistemas de  o mas procesadores A partir de all el
problema de asignar tareas de una aplicacion a los procesadores de un sistema paralelo
fue estudiado por muchos investigadores desarrollandose diferentes tecnicas y algoritmos
como en            
Si bien el balance de carga indica la cantidad de tareas que un procesador ejecutara
no debe olvidarse que la migracion de procesos no es un tema menor por ejemplo que
sucede con los archivos abiertos por un proceso paralelo a ser migrado cual es el patron
de comunicaciones que podra inuir a la hora de migrar procesos
Ademas es necesario tener en cuenta que en muchos casos especialmente en problemas
irregulares o cuyo tiempo de ejecucion es altamente dependiente de las caractersticas de
los datos puede no alcanzar con una distribucion equitativa del numero de tareas
En algunos casos el tiempo de computo asociado con una tarea dada puede determi
narse a priori En tales circunstancias se puede realizar el mapeo de tareas antes de
comenzar la computacion balance de carga estatico Para una clase importante y cre
ciente de aplicaciones la carga de trabajo para una tarea particular puede modicarse en
el curso de una computacion y no puede estimarse de antemano y el mapeo debe cambiar
dinamicamente durante el computo   
Gran parte de los trabajos sobre balance de carga estatico y dinamico conocidos in
tentan mejorar algoritmos de balance ya existentes y ampliamente utilizados o estan
dirigidos a un numero reducido de aplicaciones En particular muchos de los algoritmos
de balance de carga estaticos son disenados teniendo en cuenta el problema a balancear
y la arquitectura sobre la que se ejecutaran Esta clase de algoritmos necesita un perodo
de puesta a punto el cual consume tiempo y debe ser reevaluado a la hora de escalar
el tamano del problema o de modicar alguna de las caractersticas de la plataforma de
destino Esto ultimo es muy importante pues los clusters de PCs o de WorkStations son






ON DE TAREAS Y BALANCE DE CARGA

 Grafos de tareas Scheduling
Un scheduling eciente de un programa paralelo sobre los procesadores es vital para lograr
una alta performance  Cuando la estructura del programa en terminos de sus tiempos
de ejecucion de tareas dependencias comunicacion y sincronizacion es conocida a priori
el scheduling puede realizarse estaticamente en tiempo de compilacion El objetivo es
minimizar la longitud del schedule
Un programa paralelo puede representarse mediante un grafo dirigido sin ciclos di
rected acyclic graph DAG G " VE donde V es el conjunto de nodos jV j " v y E es
el conjunto de arcos jEj " e Un nodo representa una tarea y a cada nodo se asocia su
costo de computo wn
i
 que indica el tiempo de ejecucion Los arcos corresponden a los
mensajes de comunicacion y restricciones de precedencia entre los nodos Cada arco tiene
asociado un numero que indica el tiempo requerido para comunicar los datos de un nodo
a otro costo de comunicacion c
ij
 Los nodos fuente y destino de un arco se denominan
padre e hijo respectivamente En un grafo de tareas un nodo sin padre se denomina entry
y uno sin hijo exit Un nodo no puede comenzar su ejecucion antes de recibir todos los
mensajes de sus padres
La asignacion de tareas a procesadores puede representarse gracamente mediante un
diagrama de Gantt que indica el tiempo que cada tarea utiliza en ejecucion y sobre que
procesador Esto permite observar la utilizacion de los procesadores el porcentaje de
tiempo en que ejecutan tareas
El objetivo del scheduling estatico que puede aplicarse a problemas estaticos con
estructura predecible es asignar los nodos a los procesadores minimizando el schedule y sin
violar las restricciones de precedencia Un schedule es eciente si su longitud es corta y el
numero de procesadores usados es razonable Hay varios enfoques que pueden emplearse
incluyendo teora de colas teora de grafos y busqueda en espacio de estados En el enfoque
clasico o list scheduling la idea es construir una lista ordenada de nodos asignandoles
prioridades y luego repetidamente ejecutar dos pasos hasta obtener un schedule valido
 Elegir de la lista el nodo con la mayor prioridad y  Elegir un procesador para alocar
el nodo
El principal problema con los algoritmos de list scheduling es que la asignacion estatica
de prioridades no siempre ordena correctamente los nodos generando schedules muy ine
cientes si no puede asignar prioridades precisas En este sentido un atributo importante
de un grafo de tareas que puede usarse para determinar prioridades con precision se rela
ciona con el concepto de camino crtico critical path CP que es el conjunto de nodos y
arcos que forman un camino desde un entry a un exit cuya suma de costos de computacion
y comunicacion es el maximo
Se sabe que el scheduling multiprocesador para la mayora de los grafos de tareas con
restricciones de precedencia es un problema NP completo en su forma general  
	 GRAFOS DE TAREAS SCHEDULING 
Para tratarlo se hicieron suposiciones simplicadoras teniendo en cuenta la estructura
del grafo de tareas del programa y el modelo del sistema de procesadores   De
todos modos el problema es NP completo aun en dos casos simples  scheduling de
tareas de tiempo unitario en un numero arbitrario de procesadores   scheduling
de tareas de una o dos unidades de tiempo a dos procesadores  Hay solo dos casos
especiales para los cuales existen algoritmos optimos de tiempo polinomial scheduling
de grafos de tareas estructurados en arbol con identicos costos de computacion sobre un
numero arbitrario de procesadores y scheduling de grafos arbitrarios con identicos costos
de computacion en dos procesadores   Sin embargo aun en estos casos no se
asume comunicacion entre las tareas del programa paralelo
Para casos mas realistas un algoritmo de scheduling necesita tratar con un numero
de temas Debe explotar el paralelismo identicando la estructura del grafo de tareas y
tomar en cuenta la granularidad de las tareas computacion arbitraria y costos de comu
nicacion Ademas para ser de uso practico el algoritmo debera tener baja complejidad y
ser economico en terminos del numero de procesadores usados   El tema tambien
es tratado en        
El scheduling dinamico realiza actividades de planicacion concurrentemente en tiem
po de corrida y se aplica a problemas dinamicos Es un enfoque general adecuado para un
amplio rango de aplicaciones puede ajustar la distribucion de la carga basado en infor
macion del sistema en tiempo de corrida pero en muchos casos no utiliza informacion de
carga global de los problemas de aplicacion Una estrategia que combine las ventajas del
scheduling estatico y el dinamico debe ser capaz de generar una carga balanceada sin in
currir en un gran overhead Esto es posible con tecnicas avanzadas de scheduling paralelo
En el scheduling paralelo todos los procesadores cooperan para planicar el trabajo
Entre los algoritmos y modelos relacionados con el problema de scheduling pueden
mencionarse Task Interaction Graph TIG Task Precedence Graph TPG Temporal
Task Interaction Graph TTIG Critical Path CP Static Scheduling EdgeZeroing algo
rithm EZ Modied Critical Path algorithm MCP Mobility Directed algorithm MD
Earliest Task First algorithm ETF Dynamic Level Scheduling algorithm DLS Domi
nant Sequence Clustering algorithm DSC Dynamic Critical Path algorithmDCP Het
erogeneous List Scheduling Heuristic HLS Heterogeneous Relative Mobility Scheduling
algorithm HRMS LAST Algorithm Duplication Scheduling Heuristics DSH Verti
cal Parallel MCP VPMCP Horizontal Parallel MCP HPMCP Critical Path Reduc
tion CPR Parallel Scheduling Tree Walking Algorithm TWA Cube Walking Algo
rithm CWA Mesh Walking Algorithm MWA Runtime Incremental Parallel Schedul
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 Balance de carga estatico
Dado un sistema multiprocesador con una red de interconexion especca y un algoritmo
paralelo compuesto de modulos tareas que se comunican el balance de carga asigna los
modulos a los procesadores de manera tal que se minimice el tiempo de ejecucion total del
algoritmo El balance de carga estatico distribuye las tareas al inicio de la computacion y
cada una permanece en el procesador durante todo el tiempo de vida del programa Esto
puede realizarse de distintas maneras
 El disenador del programa usa sentido comun para balancear la carga Por ejemplo
asegurando un numero igual de puntos de datos en cada procesador o decidiendo
cuales tareas son mapeadas en que procesadores para balancear groseramente el
sistema Para esto necesita saber o estimar las variaciones que sufrira la aplicacion
cuando se ejecute lo que no siempre es posible
 Usar un algoritmo adecuado para encontrar una buena distribucion de tareas en
procesadores antes de ejecutar el algoritmo paralelo
El balance de carga estatico brinda poca exibilidad y requiere un conocimiento a
priori del problema Esto presenta dicultades en problemas irregulares o dinamicos o
en algoritmos cuyo tiempo de resolucion es altamente dependiente de la carga Algunos de
los casos mas comunes en que puede utlizarse balance estatico son algoritmos de matrices
tales como factorizacion LU gran parte de las computaciones sobre una mesh regular
por ejemplo FFT o multiplicacion matrizvector sparse
Existen numerosos estudios sobre el balance de carga estatico usando tecnicas de teora
de grafos programacion entera teora de colas y enfoques heursticos    
En las siguientes Secciones se hara referencia a algunos de los algoritmos mas conocidos
 Particionamiento de grafo
Si se utiliza un grafo para describir el sistema puede verse la distribucion de carga como
un problema de graph embedding esto es mapear el grafo de la aplicacion en el del
sistema Existen varias medidas de costo conocidas para testear la calidad del embedding
eg carga dilatacion congestion  La mayora de los trabajos consideran grafos
estructurados regulares como grillas hipercubos arboles etc
El problema de particionamiento de grafo graph partitioning puede verse como una
relajacion del graph embedding  describe la tarea de clustering de un grafo de aplicacion
en un numero de partes de igual tamano tantas como procesadores haya minimizando
el numero de arcos que cruzan entre los lmites de las particiones el cut size No se
considera un mapeo de clusters a nodos del grafo procesador
 BALANCE DE CARGA EST

ATICO 
El problema general de k particionamiento puede relajarse a la aplicacion recursiva de
una cantidad de pasos de biseccion donde el grafo se divide en dos partes minimizando
el cutsize La principal ventaja del problema de particionamiento en comparacion con
el de embedding es que para muchos grafos populares se conocen bisecciones optimas o
existen cotas ajustadas   Para el caso general existen heursticas ecientes que
pueden usarse para encontrar soluciones aproximadas al problema de embedding  Es
tas heursticas se usan en aplicaciones practicas para mapear datos o procesos en sistemas
paralelos
Las heursticas de biseccion existentes se dividen en globales o de construccion y
locales o de mejora Entre las tecnicas globales mas importantes se encuentran los
particionamientos inercial espectral y geometrico    Entre los metodos lo
cales estan la heurstica KernighanLin KL y la heurstica HelpfulSet HS  ambos
basados en el principio de busqueda local con relaciones de vecinaje sosticadas Pueden
obtenerse mejores resultados combinando heursticas globales para determinar las solu
ciones iniciales con metodos locales usados para ajustar
 Algoritmo estatico optimo
Produce un particionamiento optimo de un programa con estructura de pipeline sobre un
arreglo lineal de procesadores Aunque encuentra la solucion optima tiene la desventaja
de ser computacionalmente caro El algoritmo consta de  pasos
 Paso  Dibujar un grafo en niveles donde cada nivel corresponde a un procesador
y cada nodo  i j  en un nivel corresponde a una subcadena de modulos de i
hacia j Si N es el numero de procesadores el nivel  contiene los nodos   j 
donde j " m  N   Los niveles k " n   contienen los  i j  donde
i " km  N  k y j " im  N  k El nivel n contiene los  im  donde
i " nm
 Paso 
Un nodo  i j  en el nivel k " n se conecta a todos los nodos  j$ q 
para algun q en el nivel k $ 
Todos los   j  en el primer nivel se conectan a un nodo inicial S
Todos los  im  en el nivel nal se conectan a un nodo terminal T  Cualquier
camino que conecta S y T corresponde a una asignacion de modulos a procesadores
 Paso  En el nivel k " n cada arco hacia abajo desde el nodo  i j  es pesado
con el tiempo requerido por el procesador k para procesar los modulos i hasta j esto
cuenta para el tiempo total de computo en el procesador k Los caminos en este
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mas pesado en un camino corresponde al tiempo requerido por el procesador mas
cargado Luego para tener la asignacion optima se necesita encontrar el camino en
el cual el arco mas pesado tiene peso mnimo camino crtico
 Paso  Se encuentra el camino crtico como sigue los nodos en el primer nivel
son etiquetados Li y todos los otros Li "  Comenzando desde arriba y
trabajando hacia abajo se examina cada arco e que conecta un nodo a above
a un nodo b below y se reemplaza Lb por minLb maxW e La donde
W e es el peso de e Si varios arcos necesitan ser examinados se marca el arco que
contribuyo al label nal Lb Luego el camino crtico se encuentra comenzando
por T y siguiendo los arcos marcados
Si la cantidad de tareas es m el numero de nodos por nivel es Om

 y hay n niveles
de modo que se tienen Om

n nodos en el grafo Ademas el numero de arcos que salen
de un nodo es a lo sumo m por lo que la complejidad en tiempo es Om

n
 Metodo Binary Dissection
Brinda soluciones cercanas al optimo y computacionalmente ecientes La cadena de m
modulos se divide en dos secciones tal que la diferencia entre las sumas de los tiempos de
ejecucion en cada seccion es un mnimo Las dos secciones son subdivididas recursivamente
tantas veces como se quiera
La cantidad de piezas en que puede particionarse la cadena es 
k
 donde k es la pro
fundidad del particionado numero de niveles Luego el algoritmo es util para problemas
en que el numero de procesadores es potencia de  El tiempo requerido es Om log

N
ya que no puede haber mas de Olog

N niveles de particionado y cada nivel requiere a
lo sumo un acceso al peso de cada modulo
 Algoritmos de biseccion recursiva
Se utilizan para dividir grillas de forma que la carga computacional se distribuya equitati
vamente minimizando el costo en las comunicaciones Tiene la ventaja de que localidad
en el espacio se corresponde con la localidad en memoria lo cual ayuda en la performance
en las arquitecturas basadas en caches
Los algoritmos de biseccion recursiva comienzan dividiendo el dominio original en dos
subdominios Luego cada subdominio se divide en dos y as hasta obtener la cantidad
de subdominios requerida Esta estrategia recursiva permite al algoritmo de division de
tareas ejecutarse en paralelo
 BALANCE DE CARGA EST

ATICO 
La diferencia entre los algoritmos de biseccion radica en como ven a la estructura
un grafo una mesh etc y en la decision de cuando y como llevar a cabo la division
del dominio Algunos ejemplos son biseccion recursiva de grafo biseccion recursiva








el peso del modulo de mayor peso
y A
opt
el peso de la subcadena mas pesada en la particion optima Si N es el numero
de procesadores puede mostrarse que A
opt











 Esto forma la base del algoritmo greedy
Se elige un peso de prueba A en el rango anterior y se trata de particionar la cadena
de modulos en subcadenas tal que el peso de cada subcadena sea menor o igual que A Si
se encuentra una particion se la llama particion greedy Si no existe una particion greedy
entonces se puede reducir el peso y tratar y encontrar otra particion greedy mas precisa	
en otro caso el peso puede incrementarse La seleccion del peso de prueba A se encuentra
mediante una busqueda binaria en el rango A
sum







Una vision alternativa es la siguiente comenzando por un vertice con el menor grado
marcar sus vecinos y luego los vecinos de estos Los primeros np vertices marcados se
toman para formar un subdominio y el procedimiento se aplica al grafo restante hasta
que todos los vertices se marquen Este algoritmo tiene una complejidad On
	 Seleccion al azar
Una de las formas mas simples de alocar tareas en procesadores consiste en elegir un
procesador al azar y darle la tarea Si el numero de tareas es grande cabe esperar
estadsticamente que cada procesador reciba una carga similar Las mayores ventajas de
este metodo son su bajo costo y la alta escalabilidad La principal desventaja es que la
comunicacion con tareas que estan fuera del procesador puede ser una necesidad para casi
todas y este algoritmo no lo tiene en cuenta Ademas solo se obtiene un balance de carga
aceptable cuando la cantidad de tareas es muy superior a la cantidad de procesadores
Esta estrategia tiende a ser mas efectiva cuando hay poca comunicacion entre tareas
y cuando los patrones de comunicacion son infrecuentes En otros casos resulta en un
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
 Round Robin
Los metodos round robin se reducen a asignar a cada procesador P
i
una tarea cada p
asignaciones de tarea Por ejemplo con quince tareas para distribuir    y cinco
procesadores    a P

le tocaran las tareas   y 
Si bien se trata de un algoritmo simple no toma en cuenta el aspecto de la localidad
de las comnicaciones Una alternativa que puede resultar util en algunos casos y que
utilizan algunos algoritmos es asignar bloques en lugar de tareas individuales
 Algoritmos de optimizacion global
Dado que el partionamiento de grafo es un problema de optimizacion global se han ex
plorado una cantidad de algoritmos de este tipo Entre ellos se encuentran simulated
annealing     algoritmos geneticos GA    y algoritmos evolu
tivos Estos metodos pueden utilizarse tambien en balance dinamico y se describen mas
detalladamente en la Seccion 
Estos algoritmos en su forma secuencial tienden a tener un tiempo de ejecucion signi
cativo y en algunos casos mayor uso de memoria comparados con otros algoritmos de
particionamiento Pero son faciles de paralelizar y tambien tienen el potencial de brindar
particiones de mayor calidad En particular pueden ser utiles en el ajuste tunig no
de una particion existente creada por un algoritmo mas rapido Ademas generalmente
se utiliza un modelo mas complicado y preciso en la forma de una funcion de costo que
toma en cuenta el efecto del costo de comunicacion y el balance de carga 

	 Balance de carga dinamico
En muchas ocasiones no es posible conocer a priori la evolucion de la aplicacion por
lo que se debe utilizar alguna poltica de balance de carga dinamico con los objetivos
de minimizar el tiempo de ejecucion promedio y mejorar el uso de los PEs   Se
realizan etapas de balanceo durante la ejecucion de la aplicacion	 en general estos metodos
requieren alguna forma de mantener una vision global del sistema a distintos niveles de
acuerdo al algoritmo y algun mecanismo de negociacion para la migracion de procesos
y
o datos 
Si bien el balance dinamico tiene el potencial de mejorar la performance global de la
aplicacion redistribuyendo la carga de trabajo entre los elementos de procesamiento esta
actividad se realiza a expensas de computacion util produce overhead de comunicacion
y requiere espacio en memoria para mantener la informacion  Ademas los overhads
en que incurren estos metodos en muchos casos dependen de la topologa 
 BALANCE DE CARGA DIN

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Para justicar el uso de estrategias de balance de carga la precision de cada decision de
balanceo debe pesarse contra la cantidad de procesamiento y comunicacion agregados por
este proceso Deben resolverse temas tales como cuando invocar un balanceo quien toma
las decisiones de balance y de acuerdo a que informacion y como manejar las migraciones
Las diferentes respuestas a estas preguntas abren un amplio espacio de disenos posibles
para metodos de balance de carga dinamicos
Una primera diferenciacion entre los metodos de balance de carga dinamicos es la
que los clasica en centralizados y descentralizados distribuidos o locales Los primeros
requieren una vista completa del sistema mientras los descentralizados realizan el balance
mediante informacion obtenida solo de procesadores vecinos
En general los algoritmos descentralizados tienen un costo en tiempos de ejecucion
y comunicacion bastante reducido lo que los hace adecuados en situaciones donde la
carga vara en forma constante Pero en muchos casos no resultan tan buenos como los
centralizados y pueden ser lentos a la hora de adaptarse a cambios importantes en las
cargas de los procesadores Por ejemplo si de repente un procesador estuviera cargado en
exceso se requeriran muchos balances locales para esfumar la carga a otros procesadores
Otra clasicacion de acuerdo a como tiene lugar la migracion divide a los metodos
en iterativos y directos En los primeros los procesos migran iterativamente  esto es
un paso hacia un procesador vecino por vez  cada paso de acuerdo a una decision local
hecha por el procesador intermedio En cambio un procesador que ejecuta un proced
imiento directo tomara decisiones sobre los destinos nales de los procesos locales que
quiere migrar Los metodos directos a causa de su necesidad de matchear ecientemente
emisores y receptores de cargas de trabajo son mas apropiados para sistemas equipados
con un mecanismo de broadcast o un monitor centralizado Por otro lado los iterativos
caracterizados por su comportamiento unadecisionalavez funcionan mejor en mul
ticomputadores basados en una red de comunicaciones punto a punto
Los metodos iterativos se basan en aproximaciones sucesivas a una distribucion de
carga global optima y por lo tanto en cada iteracion solo necesitan tratar con la direccion
de la migracion de la carga Algunos seleccionan una unica direccion uno de sus vecinos
mas cercanos mientras otros consideran todas las direcciones todos sus vecinos mas
cercanos Estos metodos pueden categorizarse en determinsticos funcionan de acuerdo
a ciertas reglas predenidas por las cuales a que vecino se le transere la carga extra y
cuanto se le transere depende de ciertos parametros tales como los estados de los procesos
vecinos y estocasticos las cargas se redistribuyen de manera randomizada sujeto al
objetivo del balance Entre los primeros se encuentran entre otros los metodos de
difusion dimension exchange y gradiente Como estocasticos pueden mencionarse la
alocacion randomizada simulated annealing algoritmos geneticos y redes neuronales
En general la performance es una medida absoluta descripta en terminos de tiempo
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todas las polticas de LB introducen un overhead limitado denido como el porcentaje
de recursos sustrados por la poltica de aquellos disponibles para las aplicaciones Una
posibilidad es analizar la performance normalizada y el tiempo de estabilizacion
La performance normalizada o tiempo de respuesta normalizadoNRT determina la
efectividad de la estrategia de balance Es una metrica comprensiva	 toma en cuenta el












es el tiempo para completar el trabajo en una red multi
procesador sin balanceo de carga T
opt
es el tiempo para completar la tarea en un proce
sador dividido por el numero de procesadores en la red y T
bal
es el tiempo para completar
el trabajo en la red con balance de carga NRT "  si la estrategia no es efectiva y
NRT "  si la estrategia es efectiva Cuando el tiempo con balance de carga se aproxima
al optimo entonces NRT se acerca a  Por otro lado si el balanceo es pobre y no mejora
respecto del caso sin balanceo de carga entonces NRT se acerca a 
El tiempo de estabilizacion o tiempo de balanceo de carga indica cuanto le toma a la
red lograr un estado balanceado donde no se requieran mas transferencias de tareas Un
tiempo de estabilizacion bajo no necesariamente indica una estrategia eciente Podra
ademas indicar que a causa de informacion inadecuada la red balanceada es suboptima
Tal red aun puede tener una carga distribuida no equitativamente aunque el desbalance
es insuciente para disparar las actividades de balanceo
 Estrategias iniciadas por el emisor
En estos esquemas la division del trabajo es iniciada por el emisor la generacion de
subtareas es independiente de los pedidos de trabajo desde los procesadores ociosos 
     Un procesador sobrecargado emisor tratando de enviar una
tarea a un procesador subcargado receptor inicia la distribucion de carga
Eager et al
  propusieron tres estrategias totalmente distribuidas que dieren en
la poltica usada para ubicar los procesadores que intercambian tarea Sin embargo las
tres tienen desventajas como la falta de un mecanismo que asegure que el procesador
subcargado elegido esta a una distancia moderada del emisor y aun que el elegido sea el
mejor candidato En algunos casos esto puede no asegurar consistencia en la comparacion
de performance con otros modelos como el de gradiente o los de transferencias iniciadas por
el receptor Esto puede subsanarse si se usa el modelo propuesto por WillebeekLeMair
y Anthony Reeves que usa solo informacion de estado del vecino inmediato 
Balance de carga Single Level SL
Este esquema balancea la carga dividiendo la tarea en un gran numero de subtareas
tal que cada procesador es responsable de mas de una subtarea Estadsticamente esto
 BALANCE DE CARGA DIN

AMICO 
asegura que el trabajo total en cada procesador es aproximadamente el mismo Un proce
sador MANAGER genera un numero especco de subtareas y se las da de a una a los
procesadores que lo requieren Dado que MANAGER tiene que generar subtareas lo su
cientemente rapido para mantener ocupados a los procesadores la creacion de subtareas
forma un cuello de botella que previene la escalabilidad del esquema En   se
analiza el tema de la escalabilidad para el caso de subtareas de igual o distinto tamano
Balance de carga Multi Level ML
Trata de evitar el cuello de botella de SL mediante multiples niveles Los procesadores
son organizados en forma de arbol mario de profundidad l El procesador raz divide la
tarea en supersubtareas y las distribuye a sus sucesores bajo demanda Estos a su vez
subdividen las supersubtareas en subtareas y las distribuyen a sus sucesores a pedido
Los nodos hoja repetidamente piden trabajo a sus padres tan rapido como terminan lo
asignado Un procesador hoja es alocado a otro generador de subtareas cuando el suyo
queda sin trabajo Para l "  ML es identico a SL  presenta un estudio de
escalabilidad e isoeciencia de esta estrategia
Alocacion randomizada
Existen numerosas tecnicas usando alocacion randomizada presentadas en el contexto de
busquedas depthrstsearchDFS o arboles de espacio de estado    En el
DFS de arboles la expansion de un nodo corresponde a realizar una cierta cantidad de
computacion util y generacion de nodos sucesores los cuales pueden ser tratados como
subtareas
En la estrategia propuesta por Shu y Kale  cada vez que un nodo es expandido
todos los sucesores generados se asignan a procesadores elegidos al azar lo que dara
algun grado de balance Este esquema tiene algunas dicultades de implementacion y es
aplicable solo cuando el costo de computo asociado a cada nodo es mucho mayor que el
costo de comunicacion En algunos problemas pacticos es mucho mas barato construir
incrementalmente el estado asociado con cada nodo en lugar de copiar y
o crear el nuevo
nodo desde scratch introduciendo ineciencia adicional Ademas la memoria necesaria
en un procesador es potencialmente ilimitada ya que se le puede requerir almacenar un
numero arbitrariamente grande de piezas de trabajo durante la ejecucion
Ranade  presento una variante para la ejecucion sobre redes buttery o hipercubos
usando un algoritmo dinamico para embeber los nodos de un arbol binario de busqueda
en una red buttery El algoritmo particiona el trabajo en cada nivel en dos partes y las
enva a los dos hijos en la red asegurando un grado de balance
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sistente en asignar jobs entrantes balls a procesadores bins equitativamente Una
posibilidad es chequear la carga de un numero constante de bins elegidos al azar antes de
asignar balls	 otro esquema consiste en ubicar un numero constante de copias de balls en
diferentes bins elegidos al azar   
 Estrategias iniciadas por el receptor
En estos esquemas cuando un procesador receptor se queda sin trabajo genera un
pedido La seleccion del destino de este pedido es lo que diferencia a las estrategias	 la
eleccion podra ser tal como minimizar el numero total de pedidos y transferencias as
como el desbalance entre procesadores  
En cualquier instante de tiempo algunos de los procesadores estan ocupados tienen
trabajo y otros estan ociosos tratando de obtener trabajo Un procesador ocioso elige
otro como destino y le enva un pedido de trabajo	 si recibe algun trabajo desde el
procesador destino se vuelve ocupado Si recibe un mensaje de reject porque el destino
no tiene trabajo disponible elige otro y le enva el pedido Esto se realiza hasta que
obtiene trabajo o todos se vuelven ociosos Cuando un procesador con trabajo recibe un
pedido particiona en dos su trabajo y le da una de las partes al solicitante	 si la cantidad
de trabajo que tiene es demasiado poca enva un reject
A continuacion se describen algunas de las estrategias iniciadas por el receptor mas
conocidas En  se presenta un analisis de escalabilidad de las mismas sobre las
arquitecturas hipercubo mesh y red de workstations
Round Robin Asincronico ARR
Cada procesador mantiene una variable independiente target Cuando se queda sin traba
jo lee su valor de target enva un pedido al procesador con ese identicador e incrementa
target modulo P  Inicialmente targetp " p$ mod P  donde p es el numero iden
ticador del procesador Cada uno puede generar pedidos independientemente del resto
En un esquema simple y sin cuellos de botella aunque podran enviarse casi al mismo
tiempo muchos pedidos al mismo procesador lo que no es deseable
Nearest Neighbor NN
Cuando un procesador se queda sin trabajo enva un pedido a sus vecinos inmediatos de
manera round robin Por ejemplo en un hipercubo un procesador solo envia pedidos
a sus logP vecinos En redes donde la distancia entre todos los pares de procesadores
es la misma este esquema es identico a ARR Asegura localidad de comunicacion para
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los pedidos y transferencias aunque le toma mayor tiempo distribuir las concentraciones
localizadas de trabajo
Round Robin Global GRR
Una variable global TARGET se almacena en el procesador  Cada vez que alguno
necesita trabajo pide y toma el valor de TARGET y el procesador  incrementa el
valor de la variable en  modulo P  antes de responder otro pedido Luego el que
necesita trabajo enva un pedido al procesador cuyo numero coincide con el valor ledo de
TARGET Esto distribuye equitativamente el trabajo aunque puede provocar contencion
en el acceso a la variable global
GRR con combinacion de mensajes GRRM
Es una version modicada de GRR que evita contencion en el acceso a TARGET Todo
los pedidos para leer el valor en el procesador  se combinan en procesadores intermedios
As el numero total de pedidos a manejar se reduce Esta tecnica de realizar operaciones
de incremento atomicas sobre una variable compartida es una implementacion software
de la operacion fetchandand de  En  puede encontrarse un descripcion de
este esquema sobre un hipercubo
Random Polling RP
Es la estrategia de balance de carga mas simple donde un procesador cada vez que se
queda sin trabajo le pide a otro elegido al azar La probabilidad de seleccion de cada
procesador es la misma
Balance basado en scheduler SB
Fue propuesto en  en el contexto de busqueda depth rst para generacion de tests
en aplicaciones CAD VLSI Un procesador es designado como scheduler y mantiene una
cola llamada DONOR con todos los posibles procesadores que pueden donar trabajo
Inicialmente DONOR contiene solo un procesador que tiene todo el trabajo	 cada vez que
alguno se vuelve ocioso enva un pedido al scheduler quien borra a este procesador de
la cola DONOR y hace polling de la cola en forma round robin hasta que toma trabajo
de uno de los procesadores En este punto el receptor es ubicado al nal de la cola y el
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En este esquema como en GRR los pedidos sucesivos son enviados a distintos proce
sadores Pero aqu un pedido nunca es enviado a alguien que se sabe que no tiene trabajo
La performance puede degradarse por el hecho de que todos los mensajes incluso los que
llevan el trabajo son ruteados a traves del scheduler Esto puede modicarse de modo
que el polling sea generado por el scheduler pero el trabajo sea transferido directamente
al que lo solicita Si el consultado esta ocioso retorna un mensaje de reject al scheduler	
al recibir un reject el scheduler toma al proximo de DONOR y genera otro poll Este
esquema modicado logra mejor performance que el original 
 Estrategias basadas en prediccion
Intentan balancear la carga como resultado de predicciones sobre los requerimientos de
un proceso La estrategia propuesta por Goswami et al
  demostro prediccion de los
requerimientos de CPU memoria y entrada
salida de un proceso antes de su ejecucion
usando un metodo estadstico de reconocimiento de patrones Sin embargo aunque los
valores predichos estan cerca de los reales la estrategia incurre en overheads de computo
signicativos y usa numeros identicadores de tareas dependientes de la red para tabular
los posibles resultados
Otros autores propusieron una estrategia que usa probabilidades de transferencia de
tareas para predecir los requerimientos de carga de un procesador  Los modelos de
probabilidad son mas realistas ya que capturan caractersticas de tiempo variable en el
scheduling distribuido de aplicaciones Otra ventaja es que la red puede estimar la carga
de un procesador en cualquier momento sin preguntarle a ese procesador
Esta estrategia usa el tiempo de servicio S
i
t como el ndice de carga para realizar el
balance dinamico Cada procesador estima su propio tiempo de servicio para el proximo
intervalo de tiempo y hace broadcast del mismo a los otros Durante un intervalo *t
la red puede estimar el tiempo de servicio S
i
t registrando el tiempo total usado por
el procesador i sirviendo tareas y el numero de salidas de tareas completadas en ese
intervalo










t es el tiempo de servicio por tareas
y d
i
t es el numero total de partidas de tareas en *t Cada uno de los n procesadores










 Luego cada procesador determina el estado de su carga y la




t esta muy cargado y en caso contrario esta poco cargado El
paso siguiente involucra determinar W t el cociente de tiempo de servicio de exceso y el












Finalmente cada procesador i computa y mantiene una lista de probabilidades de
trasferencia de tareas entre el y todos los otros procesadores sobrecargados j p
ij
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t donde L es el numero de procesadores poco cargados El proce
sador sobrecargado elige el poco cargado con la mayor probabilidad de transferencia El
numero de tareas a transferir es proporcional a W
i
t
En el Captulo  se presenta un metodo de ordenacion con balance de carga dinamico
que utiliza un estimador del trabajo para predecir la carga en cada procesador
 Metodos difusivos
En los algoritmos de tipo nearest neighbor los procesadores toman decisiones basados en
informacion local de manera descentralizada y manejan las migraciones con sus vecinos
inmediatos        Dado que solo esparcen trabajo localmente
son algoritmos escalables para operar en maquinas masivamente paralelas de cualquier
tamano y tienden a preservar la localidad de comunicacion de las computaciones subya
centes
En general son ejecutados iterativamente con la expectativa de que sucesivas invo
caciones de balanceo local eventualmente llevaran a un estado balanceado Esto es re
alizan aproximaciones sucesivas a una distribucion uniforme global y en cada operacion
solo tratan con la direccion de la migracion de la carga y el tema de como prorratear
los excesos de trabajo Los metodos difusivos son adecuados para implementar en una
arquitectura de comunicacion basica all port que permite a un procesador intercambiar
mensajes con todos sus vecinos directos simultaneamente en un paso de comunicacion
En la literatura los metodos difusivos y de dimension exchange recibieron gran aten
cion tanto teorica como experimental El metodo de difusion fue modelizado inicialmente
usando teora de sistemas lineales por Cybenko  y Bertsekas y Tsitsiklis  Cybenko
mostro que el metodo eventualmente coaccionara a cualquier distribucion de carga inicial
a una distribucion uniforme global en situaciones estaticas en que no generan o consumen
cargas durante el balanceo y presento una cota asintotica de la varianza de cualquier
distribucion durante el balanceo en la situacion dinamica Resultados similares obtuvo
Boillat  quien tambien probo que el metodo converge a un estado balanceado global en
tiempo polinomico Hong et al
  y Qian y Yang  presentaron una cota constante
para la varianza de la distribucion de la carga cuando se aplica el metodo a estructuras
especcas El metodo de difusion esta caracterizado por un parametro que determina la
porcion de carga de exceso a ser difundida Xu y Lau analizaron los efectos del parametro
sobre la eciencia del metodo y derivaron valores optimos para mesh y toro 
Los benecios del metodo de difusion se mostraron en el contexto de computaciones
distribuidas de algoritmos branchandbound   Tambien WillebeekLeMair y
Reeves  compararon los resultados de difusion y Dimension Exchange DE en la
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en concordancia con Cybenko que el speedup de DE es mejor que el de difusion
Pueden modelizarse varios algoritmos de balance de carga con diferentes grados de
vecinaje y coordinacion desde un algoritmo local en que la coordinacion se limita a pares
de nodos a otros menos locales que coordinan acciones en dominios mas grandes Estas
polticas se inspiraron en el fenomeno fsico de la difusion que balancea distribuciones
escalares no homogeneas solo sobre la base de estados locales y moviendo items localmente
en la direccion sugerida por un objetivo de minimizacion de energa Una poltica de
balance de carga distribuida puede balancear la carga solo sobre la base de informacion
de carga local y migrando items de ejecucion procesos threads u objetos activos en las
direcciones de carga decreciente  
Una poltica de balance de carga es difusiva cuando
 Se basa en componentes de decision replicados cada uno con igual comportamiento
y capaz de realizar actividad autonoma y asincronica
 El objetivo de balance de carga se persigue localmente el alcance de las acciones de
cada componente de decision esta limitada a un area local del sistema dominio de
localidad	 cada componente trata de balancear en su dominio como si fuera todo el
sistema solo sobre la base de la informacion de carga en su dominio
 El dominio de cada componente su superpone parcialmente con el controlado por al
menos otra componente	 la union de los dominios da una cobertura total del sistema
Pueden derivarse distintas polticas a partir del esquema de difusion cuya imple
mentacion debe ocuparse de varios temas en las fases de decision local que preceden a las
acciones de balanceo antes de las migraciones En particular para cada nodo
 Fase de triggering  la componente de decision identica las condiciones que inician
las sucesivas fases de balance de carga
 Fase de identicacion de estado determina si los nodos de su dominio se encuentran
en un estado que requiere acciones de balanceo
 Fase de ubicacion identica en el dominio los nodos subcargados receptores y
los sobrecargados emisores que necesitan acciones de balanceo
 Fase de seleccion elige que items mover del emisor al receptor
La actividad de decision de balance de carga se completa con las acciones de balanceo
necesarias es decir migracion de items de carga
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Con respecto a la fase de triggering las polticas pueden ser periodicas o eventdriven
Las primeras operan a intervalos predenidos	 producen overhead predecible aunque el
intervalo optimo depende de la aplicacion Las eventdriven son disparadas por cambios en
la carga local y por recepcion de informacion de carga actualizada adaptan sus actividades
a la evolucion de la aplicacion	 a causa del alto overhead si hay demasiados eventos de
triggering una pequena variacion de carga no causa transmision de nueva informacion
En la fase de identicacion de estado no es util comenzar a trabajar por cualquier
desbalance cuando se esta en una situacion cercana al balance podran gastarse recursos
sin lograr progreso signicativo Esto se debe al costo no despreciable de los mecanismos
de realocacion y a la granularidad del item los items pueden ser demasiado grandes para
permitir con su movimiento una reduccion del desbalance La poltica debe inhibir
tomar acciones si el desbalance esta por debajo de un threshold En el caso de polticas
adaptivas este valor es calculado dinamicamente como funcion de la carga corriente
Dependiendo del rol de los nodos en la fase de ubicacion la poltica de balance se
dene como iniciada por el emisor iniciada por el receptor o iniciada simetricamente Las
polticas difusivas no son tan estrictas respecto a la iniciativa una vez que los estados de
carga de los nodos en un dominio fueron identicados los partners se relacionan uno con
otro cualquiera sea el nodo que inicio la accion La necesidad de acelerar las actividades
sugiere evitar largas fases de negociacion
El tema importante de la fase de seleccion es la granularidad de la carga dado que
la carga no es divisible indenidamente la eleccion de que items migrar debe tomar en
cuenta la carga de cada tem En el caso de granularidad de carga muy gruesa y con la
inuencia del threshold elegido la poltica detiene su actividad Esta condicion es esecial
para lograr acciones efectivas cuando la carga migra del emisor al receptor la poltica
debe evitar mover un exceso de carga que revirtiera los roles de los nodos involucrados
Otros requerimientos pueden restringir aun mas los tems a migrar
Dado que las polticas difusivas llevan a cabo acciones que pueden superponerse en
tiempo y espacio sobre dominios conectados la implementacion debe garantizar un princi
pio de serializacion para garantizar consistencia un nodo no puede participar en acciones
de balanceo concurrentes en dominios superpuestos
A continuacion se presentan algunas polticas difusivas con diferentes deniciones de
dominio de localidad En cada una se asume una entidad replicada en cada nodo del
sistema el Allocation Manager AM que se encarga de la implementacion local de la
poltica y de garantizar la serializacion coordinando con los otros AMs 
Poltica Direct Neighbor DN
Elige el mnimo tamano de dominio cada dominio de localidad consta solo de dos nodos
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actualizada desde su vecino N dispara la actividad de LB en el dominio NN El
AM de N compara la carga de N con la suya Si la carga de N excede la de N en
mas de un threshold calculado como porcentaje de la carga local el AM de N trata de
balancear el trabajo de N y N
Las fases de identicacion de estado y de ubicacion se superponen la primera compara
la carga de los nodos e inmediatamente establece la pareja emisorreceptor La poltica no
incluye ninguna orden para determinar la nueva posicion solo garantiza la serializacion
en dominios superpuestos Por ejemplo N en el dominio NN no puede comandar
ninguna migracion hacia N si este ya esta involucrado en una accion en el dominio
NN	 cuando se completa N puede aceptar una migracion
La fase de seleccion determina que la migracion de items no invierte los roles emisor
receptor lo que garantiza que las acciones de balanceo siempre van en la direccion de
balancear ese dominio
Poltica Average Neighborhood AN
Agranda la dimension de los dominios de localidad un dominio esta constituido por un
nodo y todos sus vecinos directos Si K es el numero de vecinos directos del nodo N 
entonces N pertenece a lo sumo a K $ dominios en uno de ellos es el centro Maestro
y vecino directo de todos los otros	 y es un nodo periferico Esclavo en los otros dominios
a que pertenece
El AM de N se encarga de las decisiones de balanceo para el dominio D del cual es el
Maestro ya que es el unico en D que puede acceder y controlar a los otros El AM de N
mantiene la informacion de carga de cada nodo de D y computa dinamicamente la carga




 centrados en el Un nodo se
clasica como emisor en D si su carga excede T
emisor
 como receptor si su carga esta por
debajo de T
receptor
 y como nodo neutral en otro caso
Cada vez que el Maestro N recibe informacion actualizada el trigger fuerza al AM a
recomputar la carga promedio y los thresholds y a evaluar la situacion de carga en D El
AM de N trata de llevar la carga de todos en D no solo de s mismo tan cerca como sea
posible del promedio y sin realizar migraciones que pudieran invertir el rol de los nodos
Poltica Average Extended Neighborhood
AN dene los dominios de localidad sobre la base de la relacion de vecinaje directo con
el Maestro	 una extension natural es agrandar el tamano de los dominios Un dominio
puede denirse como el conjunto de nodos cuya distancia desde el Maestro es menor o
igual que d Con d "  la estrategia es AN con d "  la estrategia dene un vecinaje
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promedio de segundo nivel AN y as sucesivamente estrategia ANd
Aunque es difusiva la implementacion de ANd con d   introduce mas proble
mas que AN requiere comunicaciones entre nodos no vecinos y el Maestro puede tener
problemas para evaluar la carga promedio del dominio Por esto muchos estudios se
limitan a AN
Poltica Direct Neighbor Repeated DNR
Explota mas informacion que DN durante la fase de ubicacion manteniendo las mismas
fases de triggering identicacion de estado y seleccion En DN una vez que se establecio
una pareja NN la carga puede moverse desde el emisor N solo al receptor N A
su turno N puede tener un vecino aun menos cargado N que pertenece a un dominio
DN distinto DNR identica estas situaciones y permite a los nodos receptor forwardear
directamente la carga a nodos mas subcargados La migracion se detiene solo cuando no
hay mas movimientos utiles
DNR agranda la localidad de las acciones de LB brindando la posibilidad de mover
items en saltos sucesivos como una migracion unica Desde un punto de vista de im
plementacion el forward de la carga es sencillo cuando una pareja directneighbor es
establecida y un nodo Ny esta esperando carga Ny sabe si existe un nodo menos cargado
en su vecindario En este caso Ny actua como un forwarder hacia el vecino subcargado
Esta poltica aun es difusiva La diferencia con las anteriores es la denicion dinamica
de dominios de localidad
Comentarios
Corradi et al
 en  presentan una comparacion de las polticas difusivas All muestran
que todas estan cercanas al caso ideal de LB para situaciones lentamente dinamicas
aunque DN Y AN tienen un peor NRT causado por un mayor numero de migraciones
AN mejora el NRT gracias a agrandar sus dominios de localidad DNR logra el mejor
NRT obteniendo la mejor calidad de balanceo con el menor esfuerzo de migracion
En situaciones altamente dinamicas NRT decrece para todas las polticas debido a
la peor calidad del balanceo y el mayor esfuerzo de LB Para AN y DNR los NRT se
vuelven negativos signicando que la aplicacion de las polticas no es beneciosa Para
esta dinamicidad solo AN y DN son efectivas
Versiones modicadas de metodos difusivos para acelerar la convergencia se presentan
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 Balance jerarquico
La estrategia HBM Hierarchical Balancing Method organiza un sistema multicomputa
dor en una jerarqua de dominios de balanceo descentralizando el proceso  Se
designan procesadores especiales para controlar las operaciones de balance en distintos
niveles de la jerarqua Por ejemplo en una organizacion tipo arbol binario los proce
sadores a cargo del LB en un nivel l
i
reciben informacion de carga de los dos dominios
del nivel inferior l
i
 El balance global se logra ascendiendo el arbol y balanceando la
carga entre dominios adyacentes en cada nivel de la jerarqua
El procedimiento es asincronico y el balanceo es invocado dentro de un dominio cada
vez que el controlador del mismo detecta un desbalance Para una conguracion jerarquica
binaria el tamano de los dominios se duplican de un nivel al siguiente La estructura en
arbol minimiza el overhead de comunicacion y puede escalar para grandes sistemas
	 Dimension Exchange
El metodo Dimension Exchange DE pertenece a la clase de algoritmos nearest neighbor
y es adecuado para implementar en una arquitectura de comunicacion basica one port
donde un procesador puede intercambiar mensajes con a lo sumo un vecino directo a la
vez Fue disenado y estudiado intensamente para maquinas paralelas con estructura de
hipercubo donde el balanceo procede iterativamente en dimensiones   En cada
dimension un procesador balancea su carga con su vecino que pertenece a esa dimension
Una barrida sweep del proceso iterativo corresponde a ir a traves de las dimensiones
del hipercubo una vez Dado que el conjunto de vecinos corresponde exactamente a las
dimensiones del hipercubo el procesador habra comparado e intercambiado carga con
cada uno de sus vecinos despues de un sweep
Cybenko mostro que independientemente del orden en que se consideren las dimen
siones el metodo logra una distribucion uniforme a partir de cualquier distribucion inicial
despues de una ronda de operaciones de balanceo  Ademas mostro la superioridad de
DE sobre difusion en hipercubos ya que este ultimo logra menor varianza de la distribucion
de carga en situaciones no quietas Este resultado teorico fue sustentado por el experi
mento de WillebeekLeMair y Reeves  sobre algoritmos branchandbound Antes del
balanceo se requiere una sincronizacion global de modo que todos los procesadores esten
listos para la ejecucion del mismo
EL metodo no se limita a hipercubos Hosseini et al
 lo aplicaron a estructuras
arbitrarias basandose en edgecoloring  donde los arcos de un grafo son coloreados
con un numero mnimo de colores tal que no hay dos arcos adyacentes con el mismo color
y una dimension se dene como el conjunto de arcos del mismo color Mostraron que
dada una estructura arbitraria DE converge eventualmente a una distribucion uniforme
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DE es similar a HBM en que pequenos dominios son balanceados primero y luego
combinados para formar mayores dominios hasta que todo el sistema esta balanceado
Dieren en que DE es sincronizado El metodo DE fue experimentado en particionamiento
paralelo de grafos  y remapeo periodico de computaciones data parallel 
Si i es el contador de iteracion y d la dimension del hipercubo para cada valor de
i habra 
d
intercambios Despues de d iteraciones todos tendran una carga uniforme
dada por A " A

$  $ A
N
N promedio de todos los pesos Todos los procesadores
estan involucrados en intercambiar datos para cada valor de i es decir cada procesador
intercambia datos con su vecino en la dimension i El algoritmo general es
for i "  to d
enviar miCarga al procesador vecino en la dimension i
recibir cargaV ecino desde el procesador vecino en la dimension i
promedio " miCarga$ cargaV ecino
micarga " promedio
endfor
donde d es la dimension del hipercubo miCarga la cantidad de potencial trabajo en el
procesador estimador de cuanto trabajo necesita hacerse y cargaV ecino es similar a
miCarga pero para el vecino La Figura  muestra la aplicacion del metodo
Xu y Lau mostraron que un equal splitting de carga en una operacion entre un par
de procesadores podra no llevar a la maxima eciencia en mesh y toro aunque puede
ser adecuada en el hipercubo   Por esto puede utilizarse un parametro de
intercambio  para determinar la fraccion de exceso de trabajo a migrar entre un par de
procesadores y la eciencia del metodo esta determinado por  La incorporacion de este
parametro dio lugar al metodo Dimension Exchange Generalizado GDE   

 Metodos basados en gradiente
La idea es mantener un contorno de los gradientes formados por las diferencias en las car
gas de trabajo Las cargas en puntos altos del contorno procesadores altamente cargados
uiran naturalmente siguiendo los gradientes hacia las regiones mas bajas procesadores
poco cargados Dos ejemplos son Gradient Model GM de Lin y Keller   y Con
tracting Within a Neighborhood CWN de Shu y Kale 
El contorno en GM se denomina supercie gradiente y se dene en terminos de las
proximidades de procesadores alta o moderadamente cargados hacia los pocos carga
dos Dado que en un entorno distribuido es muy costoso mantener valores de proximi
dad precisos usaron una aproximacion denominada supercie de presion pressure sur
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Figura  Metodo Dimension Exchange en un hipercubo con d " 
dinamicamente de acuerdo a la distribucion de carga La presion propagada del proce
sador i P
i
 se dene como  si esta poco cargado respecto de un threshold o $minP
j

j es vecino de i en otro caso Basado en la supercie de presion el trabajo en un proce
sador sobrecargado migrara hacie el poco cargado mas cercano siguiendo el gradiente mas
pronunciado
En GM la migracion solo ocurre entre procesadores muy y poco cargados Cuando
no hay nodos poco cargados en el sistema no se producen migraciones o dicho en otras
palabras el algoritmo no tratara de transferir carga entre procesadores con carga alta
o moderada Luego cuando una gran parte de moderadamente cargados subitamente se
convierten en poco cargados se produce una conmocion El metodo Extended Gradient
Model XGM  trata de solucionarlo agregando una supercie de succion basada
en las proximidades estimadas de procesadores no altamente cargados y altamente car
gados Entonces ademas de la migracion desde muy a poco cargados manejada por la
supercie de presion la supercie de succion causara migracion desde los muy cargados
a mnimos locales que pueden ser los moderadamente cargados
En el CWN cada procesador necesita mantener solo los ndices de carga de trabajo de
sus vecinos directos	 migra su carga extra por ejemplo debida a la creacion de un proceso
al vecino con menor carga Un procesador que recibe el proceso lo mantiene para ejecutarlo
si es el menos cargado al compararlo con todos sus vecinos	 en caso contrario lo forwardea
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a su vecino con menos carga As un proceso recien creado viaja a lo largo del gradiente
hacia un mnimo local como el agua uyendo desde la cima de la montana hacia la base
Para evitar el efecto horizonte el agua estancada en una supercie plana el algoritmo
impone una distancia mnima que se requiere que viaje un proceso Tambien ja una
distancia maxima para acotar el costo del viaje Si estos parametros son ajustables en
ejecucion se tiene Adaptive Contracting Within a Neighborhood ACWN
Todos los metodos basados en gradiente pueden considerarse como una forma de re
lajacion en la cual la migracion de un salto de la carga de trabajo es una aproximacion
sucesiva hacia un balance global Los temas a considerar incluyen cuales procesadores
migran trabajo y a quienes cuanta distancia puede viajar una carga y por supuesto la
correccion llegar a un estado balanceado y eciencia en implementaciones practicas
 DASUD Diusion Algorithm Searching Unbalanced Do
mains
Es un algoritmo totalmente distribuido que pertenece a la clase nearestneighbors y esta
inspirado por la idea de los metodos difusivos iniciados por el emisor SID   
  Durante el proceso de balanceo hay situaciones donde SID no realiza ningun
movimiento de carga entre un procesador y sus vecinos mientras el dominio no esta bal
anceado DASUD incorpora nuevas caractersticas para resolver este problema cuando
SID no realiza ningun movimiento en un paso particular DASUD detecta si el dominio
esta balanceado o no Si no lo esta se realizan movimientos de carga adicionales de acuer
do a distintos escenarios Los movimientos de carga incluyen no solo la difusion entre un
procesador y sus vecinos inmediatos sino tambien la capacidad de que un procesador
comande la migracion de carga de uno de sus vecinos a otro
Las siguientes acciones resumen los posibles movimientos de carga que realiza cada
procesador en presencia de un dominio desbalanceado
 Accion  si el procesador i es el de mayor carga de su dominio y todos sus vecinos
inimediatos tienen la misma carga entonces i distribuira su exceso equitativamente
entre sus vecinos
 Accion  si i es el de mayor carga de su dominio pero no todos sus vecinos tiene
la misma carga entonces enva una unidad de carga a un procesador de los menos
cargados
 Accion  si el dominio de i no esta balanceado pero i no es el mas cargado entonces
i instruira a uno de sus vecinos con maxima carga para enviar una unidad de carga
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Figura  Descomposicion Scattered a Region b y c Descomposicion en N

regiones d Descomposicion en granulos
Puede encontrarse una descripcion de complejidad del comportamiento de DASUD en
  Respecto de la estabilidad DASUD supera a GDE porque logra un grado de
balance mayor y la desviacion es baja para diferentes topologas y distribuciones respecto
de SID y GDE 
 Descomposicion scattered
En algunas aplicaciones donde la carga en la red vara fuertemente de un paso al siguiente
usar un balanceador dinamico podra causar que el tiempo total de ejecucion sea tan
grande como cuando no se usa ninguno ya que la invocacion para balancear se realiza
con demasiada frecuencia La descomposicion scattered no es es una tecnica de balance
de carga dinamico sino que es una tecnica de descomposicion de dominio adecuada para
problemas donde la carga puede variar mucho entre procesadores como en una simulacion
dinamica o la modelizacion de una region irregular
Por ejemplo Figura  si se tiene un dominio rectangular con una region irregular
normalmente se subdivide el cuadrado en N

areas se asigna un procesador a cada area
N

procesadores y cada uno es responsable de su area Sin embargo si la mayora de la
carga de un procesador esta determinada por cuanto de la region crtica esta contenida en
ese procesador algunos podran tener mucho mas trabajo que otros La descomposicion
scattered consiste en descomponer cada uno de los N

pequenos cuadrados templates en
otro conjunto de N

cuadrados llamados granulos Luego a cada procesador se le asigna
un granulo de cada template La carga debera estar aproximadamente balanceada
En general cada procesador recibe un conjunto disjunto de clusters Un potencial
problema es el overhead de comunicacion para los problemas altamente irregulares
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 Minimizacion de una funcion de energa
La idea es representar la carga en la red como una funcion de energa que puede ser
minimizada para encontrar la carga mnima sobre la red Puede aplicarse tanto como
balanceador estatico la funcion es minimizada antes de la ejecucion o dinamico se
minimiza durante la ejecucion
La mayora de los problemas a resolver usando una maquina paralela tiene dos partes
distintas calculo y comunicacion salvo cuando estas partes pueden superponerse Luego
una manera de maximizar la eciencia de un sistema es
 Minimizar el desbalance de carga por calculo total denotado E

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para balancear la carga en la red Una tecnica que puede
usarse para minimizar E es simulated annealing
Balance hidrodinamico
Se trata de un metodo propuesto para el balance de carga dinamico heterogeneo basado
tambien en la minimizacion de una forma de energa El grafo que representa al sistema
se ve como cilindros con lquidos conectados  Cada nodo se asocia con un clindro
con lquido que representa la carga de trabajo alocada en el y hay un canal delgado que
une los cilindros si existe una conexion entre los dos procesadores La solucion modeliza
el ujo de lquido entre los cilindros Es intuitivo que el balance global se logra cuando las
alturas de las columnas de lquido son iguales Tambien es obvio que despues de lograr el
balance global no hay ujo de lquido entre los cilindros y el sistema se encuentra estable
 Metodos adaptivos basados en arbol
El metodo de elementos nitos es usado para la modelizacion estructural de sistemas
fsicos En el mismo un objeto puede verse como un grafo de elemento nito grafo
conectado y no dirigido que consta de un numero de elementos nitos Cada elemento
nito se compone de un numero de nodos El numero de nodos esta determinado por la
aplicacion Debido a las propiedades de intensidad y localidad de computacion resulta
atractivo implementar el metodo sobre multicomputadoras de memoria distribuida 
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Al paralelizar un programa de aplicacion de elementos nitos que usa tecnicas ite
rativas para resolver un sistema de ecuaciones el programa puede verse como un conjunto
de tareas representadas por nodos de un grafo de elementos nitos Cada nodo representa
una cantidad de computo y puede ser ejecutado independientemente En cada iteracion
un nodo realiza su computacion y necesita obtener datos de los otros antes de la siguiente
Para ejecutar ecientemente tal aplicacion es necesario mapear los nodos del grafo en
los procesadores tal que cada uno tenga aproximadamente la misma cantidad de carga
y se minimice la comunicacion	 para tal problema NP completo se propusieron diversas
soluciones heursticas suboptimas         Si el numero de
nodos no crece durante la ejecucion el algoritmo solo necesita realizarse una vez Para
una solucion adaptiva el numero de nodos crece discretamente debido al renamiento
de algunos elementos en ejecucion lo que puede resultar en desbalance de carga Debe
realizarse un algoritmo de remapeo de nodos o balanceo varias veces para resolver este
problema minimizando el costo de comunicacion
En  Liao y Chung proponen tres metodos de balance de carga paralelos basados
en arbol para tratar ecientemente los problemas de desbalance en aplicaciones de elemen
tos nitos adaptivas sobre maquinas de memoria distribuida MCSTLB maximun cost
spanning tree loadbalancing BTLB binary tree loadbalancing y CBTLB condensed
binary tree loadbalancing
Para balancear la carga computacional MCSTLB primero encuentra un spanning tree
de costo maximo a partir del grafo de procesadores Basado en esto la informacion de
balance de carga global se calcula usando el algoritmo tree walking TWA  De
acuerdo a esta informacion y a la distribucion de carga corriente se realiza un algoritmo
de transferencia Para BTLB se obtiene un arbol binario a partir del grafo	 el calculo
de informacion global y el metodo de transferencia son los mismos que para MCSTLB
En CBTLB los nodos del grafo primero se agrupan en metaprocesadores cada uno es
un hipercubo Este grafo se denomina condensed processor graph y luego se busca un
arbol binario de este grafo	 basado en este arbol se calcula usando un TWA similar De
acuerdo a la informacion global y la corriente se realiza un algoritmo de transferencia
para balancear la carga de los metaprocesadores y minimizar el costo de comunicacion
entre ellos Luego se realiza un metodo DE para balancear la carga de los procesadores en
un metaprocesador Los resultados experimentales muestran que el tiempo de ejecucion
de una aplicacion usando CBTLB es menor que el de BTLB y el de MCSTLB 
 Metodos estocasticos
Los metodos de balance de carga iterativos estocasticos arrojan dados en un intento
por llevar al sistema a un estado de equilibrio con alta probabilidad El mas simple es
la alocacion randomizada ya descripta Otro enfoque es simulated annealing que ofrece
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mas variedad en el control de la aleatoriedad en la redistribucion de procesos haciendo al
metodo menos suceptible de ser atrapado en optimos locales Enfoques mas recientes
incluyen los algoritmos geneticos y evolutivos y las redes neuronales
Simulated annealing
Es una potente tecnica general para problemas de optimizacion combinatoria tales como
minimizacion de funciones de varias variables inspirada en el recocido de cristales en
fsica estadstica   La tecnica es en esencia Monte Carlo lo cual simula los
movimientos al azar de un conjunto de atomos que vibran en un proceso de calentamiento
Los atomos son mas vibrantes a altas temperaturas que a bajas El objetivo es llegar a una
conguracion de parametros de energa baja optima de los atomos a baja temperatura
En cada temperatura T  se evalua un conjunto de propuestas aleatorias y permisibles
de conguraciones de atomos en terminos del cambio de energa 	H Una conguracion de
atomos se acepta si representa un decremento de energa	 en otro caso se acepta con una
probabilidad condicional de exp	HT  lo que puede ayudar a evitar mnimos locales
Metropolis Algorithm A medida que la temperatura decrece se acepta cada vez menos
incrementos de energa y los atomos eventualmente se establecen en una conguracion
de baja energa cercana o identica a la optima Cuanto mas lento sea el proceso de
recocido pueden explorarse mas conguraciones en cada temperatura con mayor proba
bilidad de llegar a un optimo Si bien se encuentran soluciones suboptimas para diferentes
problemas el metodo tiene la desventaja de ser muy lento por lo que hubo intentos por
paralelizarlo
Cuando se aplica al balance de carga una conguracion corresponde a un estado del
sistema distribucion global de carga y la conguracion nal corresponde al resultado
un estado balanceado de la ejecucion del procedimiento de balanceo Bollinger y Mid
ki aplicaron simulated annealing a mapeo estatico mejorando metodos determinsticos
previos  La aplicacion a balance dinamico se realizo por investigadores de Caltech
con una implementacion centralizada que contena un cuello de botella en el balanceador
La paralelizacion intenta resolverlo distribuyendo la toma de decision entre una cantidad
de procesadores de modo que cada uno pueda ofrecer propuestas parciales Para esto es
necesario tratar el problema de las colisiones que ocurre cuando los cambios propuestos
por un procesador conictuan con los de otro Una solucion es el rollback aunque con
gran overhead para mantener la historia del sistema Otra posibilidad es permitir que
ocurran las colisiones y en cada iteracion los vecinos intercambian valores para mantener
la consistencia
Se puede dividir la discusion del algoritmo de simulated annealing paralelo en
 Descomposicion funcional Explota cualquier paralelismo en la funcion E por
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por ejemplo si involucra el calculo del camino mnimo en un grafo La iteracion
del algoritmo se mantiene intacta pero la evaluacion de E se hace en paralelo
Dado que con frecuencia el calculo de E contiene solo paralelismo de grano no los
overheads de comunicacion y sincronizacion pueden dominar haciendo este enfoque
inapropiado para muchas aplicaciones
 Busquedas simultaneas independientes Dados N procesadores se corre un progra
ma de simulated annealing independiente en cada uno comenzando a partir de una
conguracion inicial arbitraria diferente y usando la misma funcion E en todos
Cuando terminan todas las ejecuciones cada procesador pasa su conguracion nal
a un master que chequea la mejor Esto permite la exploracion de distintas partes
del espacio de busqueda para lograr una mejor conguracion
 Busquedas simultaneas interactuantes periodicamente Similar a la anterior pero
con interacciones entre los procesadores a intervalos regulares de tiempo s s 
Todos usan un schedule de calentamiento y una E comun y tienen N conguraciones
iniciales distintas En los intervalos js  n  j $ s todos realizan sus pasos
independientes usando el mismo schedule de calentamiento T
n
 En tiempo j$s
cada procesador P
k
realiza un paso de recocido a temperatura T
j	s
para generar
una nueva conguracion tentativa Y
k
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 etc Al nal P
N
contendra la mejor conguracion de toda la corrida
Algoritmos geneticos y evolutivos
La computacion evolutiva es un area de intenso desarrollo Esta clase de algoritmos
mantiene una poblacion de soluciones posibles que tienen algun proceso de seleccion basa
do en el tness de los individuos y siguen un proceso de evolucion inteligente para los
individuos dado por la aplicacion de operadores geneticos mutacion inversion seleccion
y crossover Estan inspirados en la Teora de la Evolucion de Darwin  e imi
tan los principios de la evolucion natural para problemas de optimizacion de parametros
  Los algoritmos geneticos de John Holland pertenecen a este tipo de metodos
basados en evolucion
Los algoritmos geneticos GA comienzan con un conjunto de soluciones o individuos
representados por cromosomas llamado poblacion Las soluciones en una poblacion se
usan para generar una nueva poblacion Esto se realiza pensando que la nueva poblacion
sera mejor que su predecesora En los algoritmos geneticos con poblaciones de tamano
jo SGA los individuos elegidos para crear nuevas generaciones son elegidos de acuerdo
a su tness aquellos con mayor tness tendran mayores chances de reproduccion Esto se
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repite hasta que se verica una condicion tal como el numero de generaciones o alcanzar
un optimo esperado
Los algoritmos geneticos con tamano de poblacion variable GAVaPS intentan resolver
algunos de los problemas producidos con SGA No usan ninguna de las variantes de
seleccion para la eliminacion de individuos sino que incorporan el concepto de edad del
cromosoma la cual depende de su tness Esto es equivalente al numero de generaciones
que el cromosoma sobrevivio hasta ese momento y cambia con las generaciones En
consecuencia la edad del cromosoma reemplaza el concepto de seleccion Esto hace que
el tamano de la poblacion no se mantenga constante sino que vara entre generaciones
Ademas introducen el concepto de tiempo de vida que indica la cantidad de generaciones
que un individuo debera sobrevivir se asigna una sola vez a cada individuo al nacer y se
mantiene constante durante su evolucion Hay distintos metodos para asignar tiempos
de vida proporcional lineal bilineal 
La forma generica de este tipo de algoritmos es la siguiente
Generar los individuos que representan soluciones potenciales
Repetir hasta que el sistema converja
Evaluar cada individuo
Elegir el mejor individuo para reproducir
Reproducir el individuo usando los operadores evolutivos
Reemplazar los peores viejos individuos por los nuevos
Las implementaciones de GA pueden no ser satisfactorias por distintas razones Por
ejemplo la codicacion del problema puede no ser la adecuada y el GA opera en un
espacio de busqueda que no matchea con el del problema o hay un lmite en el numero de
generaciones y el tamano de la poblacion Entonces bajo ciertas condiciones se produce
convergencia prematura hacia optimos locales La asignacion de tiempos de vida por
clases intenta resolver estos problemas 
El problema de alocacion de tareas a procesadores puede resolverse utilizando solu
ciones basadas en algoritmos geneticos Se modeliza la ejecucion de un programa paralelo
como un grafo con nodos representando tareas con sus costos de computacion y arcos
indicando relaciones de precedencia El enfoque dado en  consta de dos fases en
la primera se hace un kparticionamiento del grafo minimizando el volumen de comu
nicacion y el costo del desbalance de carga entre los subgrafos clusters donde k es
el numero de procesadores En la segunda fase los clusters de tareas se asignan a los
procesadores con topologa hipercubo minimizando la distancia de comunicacion entre
clusters Otras referencias en el tema de scheduling utilizando algoritmos evolutivos son
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Redes neuronales
Son herramientas cuya caracterstica fundamental es que no tienen un algoritmo pre
denido sino que su comportamiento se va adaptando a medida que aprenden en un pro
ceso de entrenamiento La combinacion de elementos cada uno con su comportamiento
da lugar a la solucion del problema De alguna forma intentan imitar el comportamiento
del cerebro y presentan un interesante paralelismo implcito
Una red neuronal NN neural network es un conjunto de elementos de procesamiento
simples interconectados Puede representarse como un grafo dirigido en el cual los nodos
representan elementos de procesamiento neuronas y las aristas son conexiones entre
ellos  
Cada neurona puede tener varias conexiones de entrada y genera una unica respuesta
que puede replicarse las veces que sea necesario Para obtener la salida utiliza una
funcion de transferencia basada en las entradas y la memoria local de la neurona La
funcion ademas de brindar la respuesta puede modicar la memoria local
Las neuronas pueden agruparse en niveles y en cada nivel generalmente la funcion de
transferencia es la misma La encargada de adaptar el comportamiento de entrada
salida
es la subfuncion denominada ley de aprendizaje Otras formas de aprendizaje comprenden
la creacion o destruccion de conexiones entre neuronas Un ejemplo de la aplicacion de




Los algoritmos de balance de carga se encuentran integrados en diferentes aplicaciones
reales algunas de las cuales se enumeran a continuacion Puede consultarse   
       
 Branchandbound Especialmente para BestFirstBranchandBound es necesario
realizar no solo balance de carga cuantitativo sino cualitativo para asegurar que
todos los procesadores trabajen en buenas soluciones parciales y as reducir el trabajo
no esencial aquel no procesado por un algoritmo bestrst secuencial
 Virtual Data Space VDS Modeliza un area de memoria global en la cual el usuario
puede insertar y retirar objetos de datos Estan distribuidos entre los procesadores lo
mas equitativamente posible con respecto al overhead de balanceo incurrido Depen
diendo del tipo de objeto VDS ofrece distintas estrategias tales como loadsharing
loadbalancing y scheduling algorithms para computaciones multithread VDS puede
utilizarse por ejemplo en la paralelizacion de aplicaciones divideandconquer como
aislamiento de races reales en polinomios

 COMENTARIOS 
 Evaluacion de arboles de juegos Los algoritmos de busqueda en arboles tienen un
rol importante en muchas aplicaciones de Inteligencia Articial Especialmente en
el campo de la busqueda en arboles de juegos como programas de ajederez donde la
fortaleza depende en gran parte de la velocidad cuanto mas rapida es la maquina
mejor juega Por lo tanto hay mucha investigacion para acelerar los algoritmos de
busqueda usando maquinas paralelas trabajando en varias transposiciones al mismo
tiempo Luego la evaluacion del arbol en paralelo es otro campo de aplicacion de
algoritmos de balance de carga dinamicos
 Computo cientco Por ejemplo los metodos de elementos nitos que normalmente
constan de tres fases generacion de la mesh descomposicion de dominio y simu
lacion En la fase de simulacion cada procesador esta trabajando en una parte de
la mesh	 con frecuencia es necesario renar algunas partes de la mesh lo cual lleva
a desbalances de carga
 Rendering El objetivo de los sistemas realistas de sntesis de imagenes es el rendering
de alta calidad usando simulacion fsica de la iluminacion global En la version par
alela la imagen se divide en partes que se distribuyen entre los procesadores Debido
a la irregularidad de la escena y la iluminacion los desbalances de carga deben ser
ecualizados usando algoritmos dinamicos
 Parallel data server Consiste de un numero de discos y un numero de nodos de
entrada Los nodos y los discos se conectan por una red Para permitir el uso
balanceado de los discos los datos se duplican y almacenan en varios discos y
por lo tanto es necesario usar algoritmos dinamicos para distribuir los pedidos de
usuario equitativamente Un problema mayor es el scheduling de la comunicacion
resultante entre nodos y discos Es importante tener en cuenta en este contexto




El balance estatico en general es de menor complejidad que el dinamico pero tambien
menos versatil y escalable	 es posible que presente problemas a la hora de agrandar el
problema Por otra parte hay casos en que un balance estatico difcilmente sea adecuado
Por ejemplo en un cluster de PCs la carga del procesador puede estar dada por la evolucion
del programa pero tambien por lo que el usuario de la computadora haga Obviamente el
balance estatico casi no podra tomar esto en cuenta Alguna forma de balance dinamico
podra detectar este problema en el procesador e intentara solucionarlo
De todas formas no puede establecerse un metodo efectivo y eciente en todos los
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El sorting ordenacion es una de las operaciones mas comunes realizadas en una com
putadora Muchos algoritmos requieren que los datos se encuentren ordenados para poder
accederlos de manera mas eciente   Tiene una importancia adicional para los
disenadores de algoritmos paralelos con frecuencia es usado para realizar permutaciones
de datos en computadoras de memoria distribuida y estas operaciones pueden utilizarse
para resolver problemas en teora de grafos geometra computacional o procesamiento de
imagenes en tiempo optimo o casi optimo
El sorting es importante dentro del computo paralelo por su relacion cercana con la
tarea de rutear datos entre procesadores que es parte esencial de algunos algoritmos
paralelos Muchos problemas de routing pueden ser resueltos ordenando los paquetes en
sus direcciones de destino mientras varios algoritmos de sorting se basan en esquemas
de ruteo para su implementacion eciente  Tambien la operacion de ordenacion es
utilizada con frecuencia en el procesamiento de Bases de Datos por ejemplo en operaciones
con clausulas Distinct Order By y Group By en SQL
La tarea del sorting se dene como el acomodamiento de un conjunto desordenado de
elementos en orden creciente o decreciente Especcamente para el caso de ordenar en




    a
n
i es una secuencia de n elementos en orden arbitrario
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
es una permutacion de a
En el sorting interno los datos caben en la memoria principal de la maquina y no se
necesita utilizar almacenamiento secundario Por otro lado el sorting externo involucra
ordenar mas datos de los que caben en la memoria combinada de todos los procesadores






Los algoritmos de sorting pueden categorizarse como basados en comparacion y no
basados en comparacion  Los primeros ordenan comparando repetidamente pares
de elementos e intercambiandolos si es necesario Esta operacion fundamental se denomina
compareandexchange Para n items el sorting secuencial basado en comparacion tiene
una cota inferior de complejidad en tiempo de n logn En particular mergesort es
On logn lo que no da lugar a mejoras sustanciales en los algoritmos secuenciales Pero
a traves del paralelismo pueden obtenerse mejoras signicativas
Los algoritmos que no se basan en comparacion ordenan usando ciertas propiedades
conocidas de los elementos como por ejemplo su representacion binaria o su distribucion
La cota inferior de estos algoritmos es n Existen numerosos algoritmos de sorting
tanto secuenciales como paralelos En las secciones siguientes se presentan algunos de los
mas conocidos
 Algoritmos de sorting secuenciales
	 Seleccion





    a
n
i por ejemplo de menor a mayor busca el menor y lo intercambia con a


luego busca el segundo menor a partir de a

y lo intercambia con este y as sucesivamente




	 Intercambio o Burbuja Bubble Sort
Es similar al metodo de seleccion en que realiza n  pasadas para ordenar n items pero
no mueve los elementos grandes distancias sino que a lo sumo realiza correcciones locales
de distancia  compara tems adyacentes y los intercambia si estan desordenados Al
terminar la primera vuelta se compararon n pares y el elemento mas grande se arrastro
al nal Al terminar la segunda pasada el segundo maximo estara en la posicion n La
complejidad en tiempo es n

 Puede mejorarse testeando cuando se producen cambios
y en caso de no haber ninguno terminar el proceso Burbuja con centinela
	 Insercion
Ordena la secuencia de entrada insertando cada elemento a
i
entre los i anteriores que ya
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los dos primeros estan desordenados los intercambia Luego toma a

y busca su posicion
correcta con respecto a los dos primeros En general para a
i
 busca su posicion con
respecto a los i  anteriores y de ser necesario lo inserta en el lugar adecuado
	 Sorting by Merging Mergesort
Uilizando la tecnica de dividir y conquistar puede separarse el problema de ordenar una
secuencia de n elementos en dividir la secuencia en dos partes de n elementos ordenar
cada subsecuencia y mezclar ambas para obtener el resultado nal merge Tiene una
complejidad en tiempo de On logn por lo que es optimo ya que logra la cota inferior
para el problema de sorting que es &n logn Como desventaja necesita un espacio
adicional de n para un arreglo temporario 
Este razonamiento puede aplicarse para dividir la secuencia en mas partes y existen
versiones iterativas y recursivas del algoritmo de sorting by merging Dado que el pro
ceso de merge no es muy costoso pueden obtenerse reducciones de tiempo de ejecucion
Asimismo es un metodo facilmente paralelizable
	 Quicksort
Publicado originalmente por CAR Hoare en  es uno de los algoritmos secuenciales
mas rapidos aplicando recursivamente una estrategia dividir y conquistar En primer
lugar la secuencia a ordenar a se divide en dos partes tal que todos los elementos de
la primera parte b son menores o iguales que todos los elementos de la segunda parte
c Luego las dos partes se ordenan separadamente aplicando recursivamente el mismo
procedimiento La recombinacion de las partes obtiene la secuencia ordenada
El primer paso del procedimiento de particion es elegir un elemento de comparacion
x pivot de modo que todos los elementos menores que el se ubican en la primera parte
y los mayores en la segunda no interesa de que lado caen los iguales a x
El comportamiento de mejor caso ocurre cuando en cada paso de recursion el parti
cionamiento produce dos porciones de igual longitud	 de ser as el tiempo de ejecucion es
n logn ya que la profundidad de recursion es logn y en cada nivel hay n elementos a
tratar El peor caso se da cuando en cada paso de recursion se produce un particionamien
to desbalanceado una parte consta de un unico elemento y la otra parte del resto la
profundidad de recursion es n  y Quicksort corre en tiempo n


La eleccion del elemento de comparacion x determina que particion se logra Si se
elige el primer elemento de la secuencia como comparador se tendra el comportamiento
de peor caso cuando la secuencia esta inicialmente ordenada Por lo tanto es mejor





sera tomar el nesimo elemento de la secuencia la mediana para obtener la particion
optima Dado que es posible computar la mediana en tiempo lineal  esta variante
correra en On logn aun en el peor caso
Quicksort es en la practica el algoritmo de sorting mas rapido Tiene complejidad
promedio en tiempo de n logn Sin embargo en el muy raro peor caso es tan lento
como Bubblesort n

 Hay algoritmos de sorting con una complejidad en tiempo de
On logn aun en el peor caso pero en promedio son mas lentos que Quicksort por un
factor constante
		 Heapsort
Publicado originalmente por JWJ Williams como Algorithm  en  con su com
plejidad de tiempo On logn es optimo Utiliza una estructura de datos especial llamada
heap consistente en un arbol binario donde cada vertice no tiene descendiente directo con
un label mas grande
La secuencia a ordenar se almacena como los labels del arbol binario En la imple
mentacion no son necesarias estructuras pointer para representar el arbol dado que un
arbol binario completo puede ser almacenado ecientemente en un arreglo Si la secuen
cia a ordenar se organiza como una heap el elemento mas grande puede ser recuperado
inmediatamente desde la raz Para obtener el siguiente el resto de los elementos debe
ser reorganizado como una heap El algoritmo puede consultarse en 
Un arbol binario completo con n vertices tiene una profundidad de a lo sumo logn La
complejidad en tiempo de heapsort es T n  On logn El algoritmo es optimo dado
que se obtiene la cota inferior del problema de sorting
	
 Shellsort
Uno de los algoritmos mas antiguos presentado por DL Shell en  Es sencillo de
implementar aunque su analisis de complejidad es sosticado La idea es organizar la
secuencia de datos en un arreglo bidimensional y luego ordenar las columnas del arreglo
logrando as una secuencia ordenada parcialmente
El proceso se repite pero cada vez con un arreglo con menor cantidad de columnas
hasta que en el ultimo paso el arreglo consta de una sola columna En cada paso el orden
de la secuencia se incrementa hasta que en el ultimo paso esta completamente ordenado
El numero de operaciones de sorting en cada paso es limitado debido al preordenamiento
obtenido en el paso anterior
Por ejemplo  sea                     la secuencia a ordenar En
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primer termino es organizada en un arreglo con  columnas y se ordenan las columnas
              
             
           
Notar que los  y  estan en el nal de la secuencia aunque un elemento chico  esta
all tambien En el paso siguiente la secuencia se organiza en  columnas que nuevamente
se ordenan
      
     
     
     
     
     
   
La secuencia esta casi ordenada Cuando se la organiza en una columna en el ultimo
paso hay solo un  un  y un  que deben moverse a su posicion correcta
En la implementacion la secuencia puede organizarse como un arreglo unidimensional
indexado apropiadamente Por ejemplo los elementos en las posiciones     etc
formaran la primera columna de un arreglo con  columnas Las columnas obtenidas
indexando de esta manera se ordenan con el metodo de Insercion que tiene buena per
formance con secuencias preordenadas
El analisis de la complejidad de este metodo depende en gran parte de la secuencia
de organizacion en columnas que se utilice y puede encontrarse en  Puede imple
mentarse Shellsort como una sorting network si se reemplaza el metodo de insercion por
bubble sort
	 Enumeration Sort o Counting Sort
Dada una secuencia de n elementos sobre la cual se denio un orden lineal el enumeration
sort computa la posicion nal de cada elemento en la lista ordenada comparandolo con
los otros y contando el numero de elementos que tienen menor valor  Si dos o mas
elementos tienen el mismo valor el algoritmo debe modicarse levemente tomando en
cuenta el ndice de cada uno
Si bien Muller y Preparata en  mostraron que un modelo CRCW PRAM no
standard puede ejecutarlo en tiempo logartmico el algoritmo no es de costo optimo






Tiene un tiempo de ejecucion promedio menor que la cota inferior de &n logn para
el sorting basado en comparacion ya que asume que los n elementos a ordenar estan
distribuidos uniformemente en el intervalo a b El intervalo se divide en subitervalos
de igual tamano llamados buckets y cada elemento se ubica en el bucket apropiado
Dado que los elementos se distribuyen uniformemente la cantidad en cada bucket sera
aproximadamente nm Luego se ordenan los elementos en cada bucket obteniendo una
secuencia ordenada El tiempo de ejecucion es n lognm y para m " n tiene
tiempo lineal n
	 Sample Sort
El Bucket Sort requiere que la entrada este distribuida uniformemente en un intervalo
Sin embargo en muchos casos la distribucion no es tal o es desconocida y el uso de
bucket sort resulta en buckets con cantidades muy distintas de elementos que degradan
la performance En tales situaciones Sample Sort logra mejor performance La idea es
simple se elige una muestra de tamano s de la secuencia de n elementos y el rango de
buckets se determina ordenando la muestra y eligiendo m   elementos splitters que
dividen la muestra en m buckets de igual tamano Luego el algoritmo funciona igual que
bucket sort La performance depende del tamano de la muestra s y la manera en que es
elegida de la secuencia
	 Radix Sort
Es un buen algoritmo inicialmente creado para ordenar numeros enteros aunque luego
fue extendido a numeros de punto otante  Realiza la ordenacion sin efectuar
realmente comparaciones sobre los datos de entrada logrando romper la cota inferior
teorica de complejidad On logn aplicable a los metodos basados en comparacion Radix
Sort es Okn con k "  en la mayora de los casos	 es un metodo rapido aunque utiliza
almacenamiento extra
Puede decirse que una raz radix  es una posicion en un numero En el sistema
decimal es solo un dgito en un numero decimal por ejemplo el  tiene dos dgitos o
dos races que son  y  En hexadecimal la raz tiene  bits por ejemplo el hexadecimal
xAB tiene dos races A y B El metodo primero ordena los valores de acuerdo a su
primera raz luego a la segunda y as sucesivamente	 es un sort multipasada que distribuye
cada item en un bin o bucket y el numero de pasadas es igual al de races en los valores
de entrada
Por ejemplo sean n enteros en el rango  n

 a ser ordenados En primer lugar
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usando n bins se ubica a
i
en el bin a
i
mod n Luego se repite el proceso usando n bins y
ubicando a
i
en al nal del bin ba
i
nc Esto resulta en una lista ordenada Si la secuencia
de enteros es           n "  y todos los numeros estan en  
despues de la primera fase se tiene
Bin          
Contenido          
   
Notar que en esta fase cada +tem se ubica en un bin indexado por su dgito decimal
menos signicativo Se repite el proceso utilizando el dgito decimal mas signicativo
para ubicar tems en bins siempre agregandolos al nal Se tiene
Bin          




Puede aplicarse este proceso a numeros de cualquier tamano expresados por cualquier
base o raz
Otra clase de algoritmos radix son los forward radix sorts que examinan primero los
bits mas signicativos y hacen un particionamiento sucesivo yendo hacia los bits menos
signicativos Esto tiene la ventaja de que la ordenacion puede detenerse cuando se
examinaron sucientes bits para n elementos tpicamente esta en logn bits para datos al
azar El problema que presentan es que con frecuencia producen muchos buckets vacos
en las ultimas pasadas provocando alto overhead en el manejo de buckets Un ejemplo de
este tipo de algoritmos es American ag sort  que intenta evitar los buckets vacos
 Sorting paralelo
Incluye tanto las versiones paralelas de algoritmos secuenciales clasicos como metodos
directamente paralelos El proceso de paralelizar un algoritmo de sorting secuencial in
volucra distribuir los elementos en los procesadores disponibles y esto trae aparejados
algunos temas que deben tenerse en cuenta 
Uno de estos temas es donde se almacenan las secuencias de entrada y de salida En
algunos casos pueden estar en un unico procesador o repartidos entre algunos o todos los
procesadores o en una memoria compartida global o totalmente distribuidos
Otro punto es como se realizan las comparaciones En el caso de los algoritmos se





dos elementos se encuentran en la memoria del procesador En los paralelos este paso
puede no ser tan simple si los elementos no residen en el mismo procesador
Los problemas de sorting con gran volumen de datos por procesador son los mas in
teresantes y sobre los cuales las maquinas paralelas actuales funcionan mejor debido a
la potencia de computo y la capacidad de memoria Los algoritmos de sorting rapidos
generalmente tienen tres componentes una fase computacional local una fase interme
dia opcional que calcula el destino de las claves para la proxima fase y una fase de
comunicacion que mueve las claves entre procesadores y con frecuencia involucra una
transformacion del conjunto de datos completo
Un desafo fundamental para el computo paralelo es obtener algoritmos de alto nivel
independientes de la arquitectura que ejecuten ecientemente en maquinas paralelas de
proposito general Este desafo tambien existe para los problemas de sorting paralelo
ademas de los otros tradeo s clasicos tales como balance de carga overhead comunicacion
y localidad que deben considerarse La distribucion de probabilidad del conjunto de datos
puede tener un impacto signicativo sobre la performance de ciertos algoritmos de sorting
ya que puede inuir en la manera en que se balancea la carga la cantidad de comunicacion
necesaria y la localidad de los datos
	 Sorting networks
En la busqueda de metodos de ordenacion rapidos se disenaron una cantidad de redes que
ordenan n elementos en tiempo signicativamente menor que n logn Se basan en un
modelo de red de comparacion sorting network en el cual se realizan simultaneamente
varias operaciones de comparacion  
El componente clave de estas redes es un comparador dispositivo con dos entradas x e




 En un comparador creciente x

" minfx yg e y

" maxfx yg	 para
un comparador decreciente x

" maxfx yg e y

" minfx yg Usualmente una sorting
network se compone de una serie de columnas que contienen un numero de comparadores
conectados en paralelo y cada columna realiza una permutacion
La profundidad de una red es el numero de columnas que contiene e indica la cantidad
de pasos paralelos que implica la ordenacion y la longitud es el numero de comparaciones
intercambios usados   muestra cotas superiores e inferiores para estos valores Una
de las sorting networks mas estudiadas ha sido la de  entradas   Puede conver
tirse cualquier sorting network en un algoritmo secuencial emulando los comparadores por
software y realizando las comparaciones de cada columna secuencialmente El comparador
es emulado por una operacion compareandexchange

 SORTING PARALELO 
	 Bitonic Sort
Una red de sorting bitonica ordena n elementos en tiempo log

n La operacion clave es
el reacomodamiento de una secuencia bitonica en una ordenada Una secuencia bitonica




    a
n
i con la propiedad de que  existe unndice
i  	 i 	 n   tal que ha

     a
i
i es monotonamente creciente y ha
i
     a
n
i es
monotonamente decreciente o  existe un shift cclico de ndices tal que se satisface 
Por ejemplo h     i es bitonica porque primero crece y luego decrece	 de man
era similar h     i tambien es bitonica ya que es un shift cclico de h     i
Gracamente una secuencia bitonica contiene a lo sumo un pico y un valle
Un paso compareexchange puede particionar una secuencia bitonica en dos bitonicas
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i tal que ningun valor de la primera
secuencia es mayor que ninguno de la segunda Aplicando este paso recursivamente se
obtiene una secuencia ordenada En otras palabras dada una secuencia bitonica de lon
gitud n " 
k
 con k   entonces k pasos compareexchage son sucientes para obtener
una secuencia ordenada  
Bitonic Sort toma una secuencia bitonica y la transforma en una lista ordenada que
puede pensarse como la mitad de una secuencia bitonica de dos veces la longitud Si una
secuencia bitonica de longitud 
m
se ordena ascendentemente mientras una secuencia
adyacente de longitud 
m
se ordena en forma descendente entonces luego de m pasos
compareexchange la secuencia combinada de longitud 
m
es bitonica Una lista de
n elementos a ordenar puede verse como un conjunto de n secuencias desordenadas de
longitud  o como n secuencias bitonicas de longitud  Por lo tanto se puede ordenar
cualquier secuencia de elementos mezclando sucesivamente secuencias bitonicas mas y
mas grandes Dados n " 
k
elementos desordenados una red con kk $  niveles
es suciente y cada nivel contiene n " 
k
comparadores Luego el numero total de
comparadores es 
k
kk$ La ejecucion paralela en cada nivel toma tiempo constante




El algoritmo de sorting bitonico puede mapearse a diferentes arquitecturas shue
exchange mesh bidimensional hipercubo  
	 OddEven transposition sort
Variante de Bubble Sort disenado para el modelo de arreglo de procesadores en el que
los elementos de procesamiento se organizan en una mesh unidimensional o un anillo





compareexchange Alterna entre las fases impar y par
Sea ha

     a
n
i la secuencia a ordenar Durante la fase par los elementos con ndice
par son comparados con sus vecinos derechos y si estan fuera de secuencia se intercambian	
de manera similar durante la fase impar los elementos con ndices impar son comparados
con sus vecinos derechos e intercambiados si es necesario Despues de n fases de inter
cambios parimpar la secuencia esta ordenada Cada fase requiere n comparaciones
y hay un total de n fases por lo que la complejidad secuencial es n


Es sencillo paralelizar el algoritmo Durante cada fase las operaciones compare
exchange pueden realizarse simultaneamente En el caso de un elemento por procesador
n procesadores y topologa anillo el elemento a
i
reside inicialmente en el procesador
P
i
 Durante la fase impar cada procesador con label impar hace compareexchange de su
elemento con el que reside en su vecino derecho y durante la fase par cada procesador con
label par hace lo mismo con su vecino derecho Cada fase requiere tiempo  y como
hay n fases el tiempo paralelo de esta formulacion es n Dado que la complejidad
secuencial del mejor algoritmo de sorting para n elementos es n logn esta formulacion
no es de costo optimo ya que el producto procesadortiempo es n


Para obtener una formulacion paralela de costo optimo se usan menos procesadores
p  n y a cada uno se le asigna un bloque de np elementos que ordena interna
mente usando mergesort o quicksort en tiempo np lognp Luego los proce
sadores ejecutan p fases de operaciones comparesplit quedandose con el bloque que le
corresponde luego de comparar y al nal la lista esta ordenada El tiempo paralelo es
T
p
" np lognp$n$n sorting local $ comparaciones $ comunicaciones
El oddeven transposition sort es de costo optimo cuando p " Ologn
	 Quicksort paralelo
Quicksort puede ser paralelizado de diferentes maneras En primer lugar sea una solucion
ingenua Al particionar la secuencia en dos la llamada para ordenar cada parte implica
dos subproblemas completamente independientes que pueden resolverse en paralelo En
tonces una forma de paralelizar quicksort es ejecutarlo inicialmente en un solo procesador	
luego cuando el algoritmo realiza sus llamados recursivos se asigna uno de los subproble
mas a otro procesador Cada uno de estos procesadores ordena su arreglo usando quicksort
y asigna uno de sus subproblemas a otro El algoritmo termina cuando las secuencias ya
no pueden ser particionadas y en ese caso cada PE mantiene un elemento y la secuencia
ordenada puede recuperarse atravesando los procesadores
Esta formulacion usa n procesadores para ordenar n elementos La principal desven
taja es que el particionamiento de la secuencia en dos lo hace un unico procesador se
cuencialmente Dado que un procesador debe particionar la secuencia original el tiempo
de ejecucion esta acotado inferiormente por &n y la formulacion no es de costo optimo
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pues el producto procesadortiempo es &n


Otro quicksort paralelo es el siguiente Una cantidad de procesos identicos uno por
procesador ejecutan el algoritmo paralelo Los elementos a ordenar se almacenan en
un arreglo en memoria global Una pila en esa memoria almacena los ndices de los
subarreglos que todava estan desordenados Cuando un proceso no tiene trabajo intenta
desapilar los ndices de un subarreglo desordenado	 si tiene exito el procesador particiona
el subarreglo en dos mas chicos conteniendo los elementos menores o iguales y mayores
que el pivot respectivamente	 nalmente apila los ndices de un subarreglo en la pila
global y repite el proceso de particionamiento para el otro subarreglo
Para obtener un quicksort eciente es fundamental realizar el particionamiento en
paralelo Para ver por que sea la ecuacion de recurrencia T n " T n$n que da
la complejidad del quicksort para la eleccion optima del pivot El termino n se debe
al particionamiento Si se compara con la complejidad global del algoritmo n logn
se puede pensar al quicksort consistente en logn pasos cada uno de tiempo n
para partir la secuencia Luego si el paso de particionamiento se realiza en tiempo 
usando n procesadores es posible obtener un tiempo paralelo de logn que lleva
a una formulacion de costo optimo Sin embargo sin paralelizar el particionamiento
lo mejor que puede hacerse manteniendo la optimalidad de costo es usar solo logn
procesadores para ordenar n elementos en tiempo n
Es difcil particionar una secuencia de tamano n en dos mas chicas en tiempo 
usando n procesadores para la mayora de los modelos de computacion paralela Los
algoritmos conocidos son para los modelos PRAM abstractos A causa del overhead de
comunicacion este paso toma mas tiempo que  en mesh e hipercubos En 
se presentan formulaciones de quicksort para un CRCW PRAM tiempo logn en un
PRAM nprocesador un hipercubo tiempo np lognp$np log p$log

p
con np elementos por procesador y seleccion optima del pivot y una mesh O
p
n logn
con n procesadores La formulacion PRAM es signicativamente mas escalable que las
otras dos y la unica que puede usar n procesadores para ordenar n elementos en tiempo
logn En el hipercubo depende fuertemente de la calidad de los pivots logrando
buena escalabilidad si la seleccion de los pivots es optima En la mesh la formulacion
del quicksort tiene una funcion de isoeciencia exponencial y es practica solo para valores
chicos de p
Hiperquicksort
Dado que el speedup obtenible en el quicksort paralelo esta restringido por el tiempo que
toma realizar el particionamiento inicial se desarrollaron diversos algoritmos para poner
a todos los procesadores a trabajar inmediatamente El hiperquicksort es uno de ellos





Dada una lista de valores inicialmente distribuidos equitativamente entre los proce
sadores se dene que la lista esta ordenada cuando  la lista de valores de cada proce
sador esta ordenada y  el valor del ultimo elemento en la lista de P
i
es menor o igual
que el valor del primer elemento en la lista de P
i
 para i entre  y p   Los valores
ordenados no necesitan estar distribuidos entre los procesadores Para desarrollar un algo
ritmo eciente se aplica la estrategia de dejar a cada procesador resolver un subproblema
usando el algoritmo secuencial mas eciente y luego usar un algoritmo paralelo eciente
en comunicacion para generar la solucion nal
En la primera fase de hiperquicksort cada procesador usa quicksort para ordenar su
lista local de valores En este punto cada procesador tiene una lista ordenada de valores
que satisfacen  pero no  Hiperquicksort es un algoritmo recursivo que usa un
enfoque divideandconquer para cumplir con la segunda condicion Durante cada paso
de la segunda fase del algoritmo un hipercubo se divide en dos subcubos Cada procesador
enva valores a su partner en el otro subcubo luego cada procesador mezcla los valores
que tiene con los valores que recibe El efecto de esta operacion splitandmerge es dividir
un hipercubo de valores ordenados en dos hipercubos de modo que cada procesador tenga
una lista ordenada de valores y el valor mas grande en el hipercubo menor es menor que el
valor mas chico en el hipercubo superior Despues de d pasos splitandmerge el hipercubo
original 
d
procesador fue dividido en 
d
hipercubos uniprocesador y la condicion  se
satisface
	 Bucket sort paralelo
La paralelizacion es directa Sean n los elementos a ordenar y p los procesadores Ini
cialmente a cada procesador se le asigna un bloque de np elementos y el numero de
buckets se elige m " p El algoritmo consta de tres pasos En el primero cada procesador
particiona su bloque en p subbloques uno por cada bucket En el segundo paso cada
procesador enva subbloques a los procesadores adecuados Luego de esto cada uno tiene
solo los elementos que pertenecen al bucket que le asignaron En el ultimo paso cada
procesador ordena su bucket internamente usando un algoritmo secuencial optimo
La complejidad en tiempo del bucket sort sobre un hipercubo con ruteo cut through es
np$np$p logp$np el primer termino corresponde al particionamiento
en bloques los dos siguientes al broadcast alltoall personalizado y el ultimo al sort
local  La performance es mejor que muchos de los otros algoritmos aunque siempre
en el caso de que los elementos se encuentren distribuidos uniformemente en un intervalo
conocido
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		 Sample sort paralelo
Sea p el numero de procesadores y como en bucket sort sea m " p cantidad de buckets
A cada procesador se le asigna un bloque de np elementos que ordena secuencialmente
Despues elige p elementos equidistantes en el bloque ordenado Cada procesador enva
su muestra a uno de ellos P

 que ordena los pp   elementos de muestra y elige los
p  splitters Finalmente P

hace broadcast de los splitters a todos los procesadores y
el algoritmo funciona igual que bucket sort
Si se asume que los elementos almacenados en cada procesador estan distribuidos
uniformemente cada subbloque tiene np

 La complejidad en tiempo sobre un hiper
cubo con ruteo cut through es np lognp$p

log p$p lognp$np$
Op log p el primer termino corresponde al sort local el segundo al sorting de las mues
tras el siguiente al particionamiento de bloque y los dos ultimos a la comunicacion 
En  se presenta una modicacion del sample sort que usa solo dos rondas de
comunicacion personalizada alltoall en un esquema que logra buen balance de carga
virtualmente sin overhead
	
 Parallel Sorting by Regular Sampling PSRS
Desarrollado por Li et al en  mostro ser efectivo para una gran variedad de arquitec
turas MIMD Tiene buenas propiedades de balance de carga necesidades de comunicacion
modestas y buena localidad de referencia de memoria Si no hay claves duplicadas garan
tiza balancear el trabajo entre los procesadores dentro de un factor de dos del optimo en
teora sin importar la distribucion de valores de datos y dentro de un pequeno porcentaje
del optimo en la practica No es necesariamente el mejor algoritmo de sorting paralelo
para alguna maquina especca pero obtiene buena performance en un amplio espectro
de maquinas
PSRS es una combinacion de un sort secuencial una fase de balance de carga un
intercambio de datos y un merge paralelo Aunque puede usarse cualquier algoritmo de
sorting y merge secuencial PSRS se demostro usando quicksort y merge way sucesivo
Dados n items de datos con ndices     n y p procesadores     p
PSRS consta de  fases esta descripcion diere levemente de la de  La Figura 
muestra la aplicacion del metodo con n "  p "  y claves       Por brevedad
sea 




 Ordenar datos locales A cada procesador se le asigna un bloque contiguo
de np items Los bloques asignados a distintos procesadores son disjuntos Cada
procesador en paralelo ordena su bloque usando quicksort secuencial





Figura  Parallell Sorting by Regular Sampling PSRS
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en paralelo eligen los items en los ndices locales  w $  w$   p w $ 
para formar una muestra representativa del bloque ordenado localmente Los p

items seleccionados p de cada uno de los p procesadores son una regular sample
RS del arreglo completo Las RS locales representan las claves y su distribucion
de valor en cada procesador
En la Figura  a cada procesador se le asignan np "  claves contiguas para
ordenar Cada uno toma tres muestras en los ndices   y  pues w " np

" 
para formar la RS local Notar que la distancia entre los ndices de las muestras es
de tamano jo
 Fase Dos
 Encontrar pivots y particionar Un procesador designado reune y ordena




    p$
 Cada procesador recibe una copia de los pivots
y forma p particiones a partir de sus bloques locales ordenados Una particion es
contigua internamente y es disjunta de las otras particiones
En la Figura  las  muestras son reunidas y ordenadas A partir de esta lista
         se eligen p   "  pivots Los pivots son  y  en
los ndices  y  dado que 
 " bpc "  Todos los procesadores crean entonces
 particiones
 Fase Tres
 Intercambio de particiones En paralelo cada procesador i mantiene
para s la iesima particion y asigna la jesima particion al jesimo procesador Por
ejemplo el procesador  recibe la particion  de todos los procesadores Por lo
tanto cada procesador mantiene una particion y reasigna p  particiones
Por ejemplo en la Figura  el procesador  enva la lista      al
procesador  enva     al procesador  y mantiene    para el
 Fase Cuatro
 Merge de particiones Cada procesador en paralelo mezcla sus p
particiones en una unica lista que es disjunta de las de los otros procesadores La
concatenacion de todas las listas es la secuencia ordenada nal
Notar que en la Figura  las claves en las particiones mezcladas nales en cada
procesador son tambien particionadas por los pivots  y  La lista ordenada nal
se distribuye a los tres procesadores
En una maquina MIMD con memoria distribuida es necesario comunicar la informacion
con los siguientes mensajes las RS locales de la Fase Uno p mensajes de tamano Op
los pivots de la Fase Dos p mensajes de tamano Op y las particiones de la Fase Tres
p procesadores enviando p   mensajes de tamano Onp En una arquitectura de
memoria compartida toda la informacion se comunica a traves de la misma En particular
la Fase Tres se reduce a leer y escribir particiones desde y hacia memoria
Intuitivamente la nocion de un RS para estimar la distribucion de valores de las claves





no solo un subconjunto todo el arreglo de datos esta representado Al muestrear despues
que los bloques locales fueron ordenados se captura la informacion de orden Dado
que los pivots como se eligen en la Fase Dos dividen la RS en particiones casi iguales
deberan dividir tambien el arreglo de datos entero en particiones casi iguales Tambien
los intervalos de distancia ja de la heurstica de regular sampling permiten un analisis
formal de su efectividad
La descripcion de PSRS dada especica que el numero de muestras s tomadas por
cada procesador en la Fase Uno es igual a p es decir s " p Sin embargo es una
extension natural y comun de los algoritmos basados en sampling considerar las tecnicas
de undersampling s  p y oversampling s  p Intuitivamente dado que el numero de
muestras representa la cantidad de informacion disponible para la heurstica de balance
el undersampling resulta en un balance mas pobre y el oversampling en uno mejor
PSRS combina varios de los aspectos exitosos de los algoritmos de sorting MIMD que
lo preceden e introduce la nocion simple pero efectiva de una RS para ayudar a elegir
buenos pivots para el merge paralelo nal La RS es la diferencia clave no cosmetica
entre PSRS y algoritmos de sorting similares
La complejidad computacional general de PSRS es Onp logn$p

log p$np log p
Si n  p

 el primer termino domina y la complejidad es Onp logn que es de costo
optimo
Respecto del balance de carga en la Fase Uno la carga esta distribuida equitativa
mente en todos los procesadores La Fase Dos es en gran parte secuencial La Fase Tres
depende de las propiedades de comunicacion de la maquina Sobre el balance de carga
en la Fase Cuatro en  se presenta una cota inferior y una cota superior ajustada
sobre el numero de items que cada procesador debe mezclar El analisis es una funcion
del numero de items a ser ordenados el numero de procesadores el tamano de muestra y
el numero de veces que un tem de datos esta duplicado
	 Parallel Merge Sort
El Parallel Merge Sort usando el modelo PRAM fue reportado con un mejor tiempo de
ejecucion de Ologn para ordenar n claves usando n procesadores  Consta de dos
fases una fase local de ordenacion y una de merge La primera produce claves ordenadas
en cada procesador Luego en la fase de merging los procesadores las mezclan en log p
pasos	 en cada paso se mezclan dos subsecuencias logrando as porciones ordenadas ma
yores Un problema es que la mitad de los procesadores van quedando ociosos en cada
uno de los log p pasos degradando la eciencia 
Una variante posible es reducir los pasos de merging haciendo que un procesador
mezcle mas de dos subsecuencias hasta el caso en el cual un unico procesador realiza el
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merge en un solo paso Esto reduce el costo de comunicacion un punto importante en
el caso de que la plataforma de soporte sea una maquina con memoria distribuida tipo
NOW Por el lado de las desventajas si el numero de procesadores utilizado crece el
encargado del merge puede convertirse en cuello de botella
En  Jeon presenta el algoritmo LoadBalanced Parallel Merge Sort que re
distribuye cada una de las listas parcialmente ordenadas de modo que cada procesador
almacene un numero aproximadamente igual de claves y todos tomen parte del proceso
de merge durante la ejecucion
	 Comentarios
Pueden encontrarse en la literatura numerosos algoritmos de sorting paralelo y esta fuera
del objetivo de esta Tesis la descripcion de todos ellos A modo de referencia pueden citarse
parallel mergeall sort parallel binary merge sort LBOS load balancing optimization
sort LBOSF load balancing optimization sort fragmet feature parallel partitioned sort
partitioned with redistribution sort todos ellos para ordenacion en sistemas de Bases
de Datos multiprocesador ashsort parallel radix sort partitioned parallel radix sort
shearsort gridsort periodic balanced sort columnsort padded sort heterosort LSSort
way Mergesort rotatesort nSort etc Asimismo se han realizado abundantes estudios
comparativos de metodos sobre diferentes arquitecturas       
      
Dado el objetivo de esta Tesis en lo que sigue se tratara en particular el caso de una






Sorting Paralelo con Balance de
Carga Dinamico
 Introduccion
En el Captulo  se trato el tema del balance de carga en sistemas paralelos Uno de
los objetivos que se pretende lograr es una mejora disminucion del tiempo de ejecucion
mediante una optimizacion del trabajo total a realizar
Puede observarse que gran parte de los metodos tanto estaticos como dinamicos son
aplicables a problemas en los que existe alguna forma de conocer cual es la carga Por
ejemplo en simulaciones utilizando grillas donde la carga esta relacionada con la cantidad
de puntos a procesar o donde la resolucion de la grilla puede cambiar
En otros casos el balance se realiza teniendo en cuenta la expresion de la carga en
funcion de la cantidad de tareas Esto no es suciente en los casos en que las tareas no
tienen todas la misma carga computacional sino que son dependientes de los datos En
particular es complejo encontrar como afecta la distribucion de los datos sobre la carga
de trabajo y sobre la performance
Resulta interesante y complejo atacar el problema del balance de la carga de trabajo
en aplicaciones con comportamiento dinamico y donde no se conoce a priori el trabajo
total a realizarse ya que depende no solo del tamano de los datos de entrada sino de
determinada caracterstica de los mismos Gran parte de los algoritmos de sorting cuya
importancia se analizo en el Captulo  se encuentran dentro de esta clase
Algunas tecnicas como por ejemplo Parallel Sorting by Regular Sampling  in
tentan balancear la carga mediante un muestreo inicial de los datos a ordenar y una
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rallel Merge Sort  redistribuyen listas parcialmente ordenadas de modo que cada
procesador almacene un numero aproximadamente igual de claves y todos tomen parte
del proceso de merge durante la ejecucion
Esta Tesis presenta un nuevo metodo que balancea dinamicamente la carga basado
en un enfoque diferente buscando realizar una redistribucion del trabajo utilizando un
estimador que permita predecir la carga de trabajo pendiente La nocion principal es
la de distribuir inicialmente entre las tareas un porcentaje del trabajo total a realizar
dejando una parte reservada	 luego de un perodo de tiempo conociendo lo realizado por
cada tarea estimar el trabajo restante en cada una y distribuir la porcion reservada entre
ellas
Interesa observar como se comporta el mecanismo en la realidad y no solo respecto
de los ordenes de magnitud ya que en muchos casos las constantes ocultas no permiten
tener una idea denitiva de los resultados
El metodo propuesto es aplicado en particular al problema de ordenacion como una
variante de Sorting by Merging Paralelo esto es una tecnica de sorting interno y basado en
comparacion Las ordenaciones en los bloques se realizan mediante el metodo de Burbuja
o Bubble Sort con centinela
Se realizaron pruebas con secuencias de datos en las cuales las claves aparecen una
unica vez y el valor maximo de clave coincide con la cantidad de datos secuencias de
datos completas Esto permite conocer estaticamente mediante un calculo basado en
las posiciones iniciales de las claves la cantidad de trabajo a realizar en terminos de
comparaciones e intercambios Esta cantidad de trabajo se encuentra afectada por el
grado de desorden que presentan los datos Si bien esta situacion en cuanto a los datos
no se presenta como demasiado realista permitio estudiar la evolucion de la cantidad de
trabajo en cada vuelta del algoritmo de modo de establecer una ley de estimacion de
trabajo futuro
Luego se experimento con secuencias de datos al azar En este caso el trabajo no
puede conocerse estaticamente aunque como en el caso anterior tambien se observo que
disminuye en cada vuelta Esto se utilizo para obtener una estimacion del trabajo restante
esperado a partir de una iteracion determinada y basarse en el mismo para corregir la
distribucion de la carga
Con esta idea el metodo propuesto no distribuye inicialmente entre las tareas todos
los datos a ordenar sino que se reserva un porcentaje de los mismos Luego de una
determinada cantidad de vueltas en particular con el  de las iteraciones estima el
trabajo restante de cada tarea basado en lo ya realizado y distribuye dinamicamente la
porcion reservada de manera inversamente proporcional al mismo
El esquema planteado utiliza el paradigma masterslave y posee buenas propiedades
ya que requiere poca comunicacion sobre una arquitectura MIMD con comunicacion por
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bus como un cluster de PCs Tambien puede ejecutarse en maquinas de memoria compar
tida Las caractersticas principales del metodo son su sencilllez efectividad comunicacion
limitada y posibilidad de aplicacion a diferentes problemas Ademas en el caso particular
del sorting podra realizarse un analisis similar con otro algoritmo para la ordenacion de
las partes el punto crtico es lograr un buen estimador del trabajo
El soporte utilizado para la experimentacion fue lenguaje C y librera MPI sobre
un cluster de PCs homogeneas la descripcion de la arquitectura se encuentra en el
Apendice B En el Captulo  se presentan resultados que muestran la bondad de las es
timaciones y el metodo balancea la carga de trabajo adecuadamente en un alto porcentaje
de los casos
 Secuencias de datos completas Medicion del de
sorden
Como se expreso en el Captulo  el sorting puede denirse como el acomodamiento de un
conjunto desordenado de elementos en orden creciente o decreciente De aqu en mas se
supondra que el resultado del sorting sera una secuencia creciente Todos los resultados
son validos para el caso decreciente
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 Algoritmos basicos
El primero de los algoritmos basicos utilizados es el bubble sort con centinelaBSCen El
mismo realiza a lo sumo n   pasadas o vueltas para ordenar n items Compara tems
adyacentes y los intercambia si estan desordenados Cuando en una vuelta no se producen
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i " i$ 
vuelta"vuelta$
Until vuelta"n  or not cambios
El segundo algoritmo es bubble sort con centinela por bloques BSBlo El arreglo a
ordenar se divide en bloques	 cada bloque es ordenado utilizando bubble sort con centinela
y nalmente se realiza un merge de los bloques preordenados Seudocodigo
BSBlo
tamano " n div bloques
for i "  to bloques
BSCen
Merge
En el Bubble sort paralelo BSPar el arreglo se divide en bloques y cada bloque
es ordenado en paralelo por un proceso diferente usando bubble sort con centinela Al
terminar cada proceso enva su porcion a una tarea master que realiza el merge Se trata
de una variante del Parallel Merge Sort El seudocodigo es el siguiente
BSPar
tamano" n div tareas





El trabajo o carga computacional que se realiza en estos algoritmos de sorting se encuentra
basicamente inuido ademas del tamano de la entrada o cantidad de elementos a ordenar
por el grado de desorden en que se encuentran los mismos
En este sentido el desorden se ve inuido por el numero de elementos que se encuentran
fuera de su lugar nal en la secuencia desordenada el maximo desplazamiento de un
elemento respecto de la que debe ser su posicion nal y la manera en que se encuentran
distribuidos los datos que estan fuera de su lugar
Luego si CargaDeTrabajo es la carga total de trabajo dmax es el maximo valor de
las diferencias entre la posicion actual de cada elemento y la posicion nal del mismo
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en la secuencia ordenada CantDesordenados corresponde a la cantidad de elementos
desordenados y DistrDesordenados se reere a la forma en que estan desordenados
CargaDeTrabajo " fdmax CantDesordenadosDistrDesordenados
En las pruebas con secuencias completas es sencillo encontrar la cantidad de elementos
desordenados ya que se obtiene contando en una pasada los datos ubicados en un lugar
distinto al que les corresponde Esto es solo una parte del problema ya que la carga de
trabajo tambien esta inuida por el numero de movimientos que deben realizarse para
llevar cada dato a su posicion nal
Si se toma en cuenta solo la suma de distancias de cada dato a su posicion en la
secuencia ordenada el inconveniente es que se pierde informacion respecto de la cantidad
de posiciones que hay que mover cada dato el resultado de la sumatoria para mover k
numeros a distancia  es igual al de mover  numero a distancia k pero la carga de trabajo
es diferente
Con el objetivo de estudiar la inuencia de los diferentes factores sobre la carga de
trabajo se realizo experimentacion sobre distintos tipos de secuencias de datos de entrada
En primer lugar se realizaron pruebas con secuencias de datos en las cuales las claves
aparecen una unica vez y el valor maximo de clave coincide con la cantidad de datos
secuencias de datos completas
Las pruebas de tipo  consisten en realizar la ordenacion de un arreglo con solo dos
elementos intercambiados entre s y el resto en su posicion nal En este caso el desorden
esta dado por el maximo desplazamiento Por ejemplo en la secuencia          
el desorden es del  Esto da una idea de la cantidad de iteraciones y comparaciones
a realizar
Las pruebas de tipo  tratan con arreglos con dos bloques desordenados e invertidos
El desorden esta dado por la cantidad de elementos desordenados relacionado con la
cantidad de intercambios a realizar La cantidad de iteraciones se mantiene ja Por
ejemplo en el arreglo           el desorden es del 
Se utilizaron conjuntos de    y  de datos considerando
desordenes de  a  a intervalos de 

 Tiempos estimados y reales
BSCen
En el caso de secuencias de datos completos el tiempo esperado para el bubble sort con
centinela esta dado por
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Figura  Graca de Tiempos Estimados y Reales para BSCen con secuencias de K
y MB









ai  aj cuenta para cada dato del arreglo cuantos valores
ubicados en posiciones anteriores son mayores que el
CantCo " dmax n dmax

$ dmax
dmax " maxposicion actual de cada numero  posicion nal de ese numero
TpoInt " tiempo para realizar un intercambio
TpoCo " tiempo para realizar una comparacion
Por otra parte la carga de trabajo en el caso de BSCen tiene la forma
TrabajoBSCenn " CantInt $ CantCo Coef 
donde coef " relacion entre entre el tiempo para realizar un intercambio y el tiempo para
realizar una comparacion
Utilizando la Ec  se calcularon los tiempos estimados para los casos mencionados
en las pruebas y se midieron los obtenidos experimentalmente La Tabla  muestra los
valores estimados reales y el valor absoluto de la diferencia entre ambos para secuencias
de  y  de datos en pruebas de tipo 	 puede observarse que la estimacion
es muy cercana a la realidad especialmente para las secuencias de mayor tamano La
Figura  presenta la graca correspondiente Resultados similares se obtuvieron para
tamanos de  y  datos y en las pruebas de tipo 
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Tabla  Tiempos Estimados y Reales para BSCen con secuencias de K y MB
BSBlo
El tiempo estimado para el bubble sort con centinela por bloques dado que se trata de un
algoritmo secuencial es la suma de los tiempos para ordenar cada uno de los bloques y el
tiempo nales para realizar la mezcla de las subsecuencias ordenadas Si k es el numero





TpoEstBSCennk $ TpoMerge 
donde TpoMerge " es el tiempo para realizar la mezcla de los bloques
Tambien en este caso utilizando la Ec  se calcularon los tiempos estimados y se
los comparo con los reales obtenidos experimentalmente Se verico una correspondencia
similar a lo observado para BSCen	 se utilizaron      y  bloques
La mejora en tiempo del algoritmo BSBlo respecto de BSCen puede verse en la Figu
ra  para secuencias de MB en pruebas de tipo  resultados analogos se obtienen para
secuencias de   y  mil datos y pruebas de tipo  La Tabla  muestra los
tiempos de BSCen BSBlo y la relacion BSBlo
BSCen con   y  bloques Relk
para secuencias de  de datos en pruebas de tipo  La Tabla  comprende los
mismos datos pero para secuencias totalmente ordenadas inicialmente Ale y distintas
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Figura  Relacion entre los tiempos de BSBlo y BSCen en secuencias de MB pruebas
de tipo  con   y  bloques
seudoaleatorias secuencias aleatorias levemente modicadas
BSPar
En este caso el tiempo estimado esta dado por el tiempo de la tarea que mas tarda para
ordenar su bloque sumado a la comunicacion y el merge nal Si k es el numero de bloques
en que se divide la secuencia entonces el tiempo estimado para BSPar es









ai  aj cuenta para cada dato del bloque cuantos valores
ubicados en posiciones anteriores son mayores que el
CantCoP " dmax nk dmax

$ dmax
dmax " maxposicion actual de cada numero  posicion nal de ese numero
TpoInt " tiempo para realizar un intercambio
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Tabla  Tiempos BSCen BSBlo y BSBlo
BSCen para   y  bloques en secuencias
de  MB pruebas de tipo 
Secuencia BSCen BSBlo Rel BSBlo Rel BSBlo Rel
Ale 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Tabla  Tiempos BSCen BSBlo y BSBlo
BSCen para   y  bloques en secuencias
seudoaleatorias de  MB
TpoCo " tiempo para realizar una comparacion
TpoComunic " tiempo utilizado en comunicaciones
TpoMerge " tiempo para realizar la mezcla de los bloques
Para calcular el tiempo de intercambio y comparaciones se utilizaron los datos de la tarea
que mas tiempo tardo
El trabajo se calcula como
TrabajoBSParn k " CantIntP $ CantCoP  Coef
Tambien en este caso se toma en cuenta a la peor tarea No se incluye en el calculo del
trabajo al tiempo de comunicacion depende del mecanismo utilizado ni el tiempo para
realizar el merge de orden jo
En estas pruebas se utilizaron   y  procesos La Figura  muestra el speedup
dado por el cociente del tiempo de BSBlo y BSPar y la eciencia relacion entre dicho
cociente y el numero de tareas para secuencias de MB en pruebas de tipo  resultados
analogos se obtienen para secuencias de   y  mil datos En el caso de las
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Figura  Relacion entre BSBlo y BSPar en secuencias de MB pruebas de tipo  con
  y  bloques
tareas Speedup y Eciencia
La Tabla  muestra los tiempos de BSBlo BSPar la relacion BSBlo
BSPar con
k " y  bloques Speedupk y las eciencias correspondientes para secuencias de
 de datos en pruebas de tipo  La Tabla  comprende los mismos datos pero
para secuencias totalmente ordenadas inicialmente Ale y distintas seudoaleatorias
secuencias aleatorias levemente modicadas
Algoritmo de Merge utilizado
Se comparo la implementacion del Merge mediante dos metodos diferentes
 Multifases consistente en realizar mezclas parciales de a pares de bloques en fases
sucesivas obteniendo en cada etapa subsecuencias del doble de tamano
 Multibloques en el cual la mezcla se realiza en una unica etapa con todos los bloques
a la vez
El tiempo de ejecucion de la mezcla depende solo del tamano de la entrada no del
grado de desorden que presentan los datos El resultado en tiempo de ejecucion fue mas
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Tabla  Tiempos BSBlo BSPar Speedup y Eciencia para  y  bloques
tareas en
secuencias seudoaleatorias de  MB
satisfactorio en el caso del Merge Multibloques basicamente por el modelo de arquitectura
utilizado por lo que fue el utilizado para la experimentacion
La Figura  muestra los resultados de la comparacion de tiempos entre ambos
metodos para secuencias de K K MB y MB con   y  bloques
tareas La
Tabla  muestra los tiempos de los Merge Multibloques y Multifases para los mismos
casos

 Relacion entre la carga de trabajo y el grado de desorden
El tiempo de ejecucion de los algoritmos de sorting presentados se encuentra directamente
relacionado con la carga de trabajo en cada caso Por otra parte esta carga se ve inuida
por el grado de desorden de los datos
La carga de trabajo a realizar en terminos de comparaciones e intercambios puede
conocerse estaticamente a traves de un calculo basado en las posiciones iniciales de las
claves En el caso de secuencias completas el tiempo necesario para conocer este valor es
On

	 en el caso general es n


Puede denirse el grado de desorden como un porcentaje del trabajo a realizar respecto
del mejor y peor caso secuencias totalmente ordenadas o totalmente invertidas Para
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Figura  Comparacion entre Merge Multifases y Multibloques
Tama	no Tareas Multibloques Multifases
K  E E
K  E E
K  E E
K  E E
K  E E
K  E E
MB  E E
MB  E E
MB  E E
MB  E E
MB  E E
MB  E E
Tabla  Tiempos de Merge Multifases y Multibloques
	 SECUENCIAS DE DATOS COMPLETAS MEDICI

ON DEL DESORDEN 
Tipo  
 Desorden GrDesorden TpoBSCen Tipo  
 Desorden GrDesorden TpoBSCen
  E   E
  E   E
  E   E
  E   E
  E   E
  E   E
  E   E
  E   E
  E   E
  E   E
  E   E
Tabla  Tiempos BSCen para distintos Grados de Desorden en secuencias de  MB
una secuencia dada sec
GradoDesordensec "
Trabajosec TrabajoMinimo  
TrabajoMaximo  TrabajoMinimo
donde
Trabajosec " trabajo necesario para ordenar la secuencia sec usando BSCen
TrabajoMinimo " trabajo realizado en el mejor caso para secuencias del tamano de
sec
TrabajoMaximo " trabajo realizado en el peor caso para secuencias del tamano de
sec
Es claro que un menor grado de desorden resulta en una reduccion del tiempo de
ordenacion Se realizo abundante experimentacion consistente en obtener para secuencias
con diferentes grados de desorden el tiempo de ejecucion del sorting usando BSCen La
Tabla  presenta los tiempos para distintos grados de desorden en secuencias de MB	
se muestra tambien la relacion entre el porcentaje de desorden utilizado en las pruebas de
tipo  y  y el grado de desorden denido En la Figura  puede observarse la graca
correspondiente
Luego se dividieron las secuencias en distintos bloques para obtener el tiempo de
ordenacion de cada bloque y el grado de desorden en cada uno de ellos Sea S el cociente
entre el tiempo secuencial usando BSCen y el tiempo paralelo usando BSPar y D el
cociente entre el porcentaje de desorden de la secuencia completa y el mayor porcentaje
de desorden en una tarea La Figura  muestra que S es proporcional a la relacion entre
el porcentaje de desorden total y el de la peor tarea para secuencias de tipo  de tipo
 y seudoaleatorias de MB para mayor claridad del graco los valores de D en cada
caso fueron multiplicados por una constante
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Figura  Tiempo BSCen para diferentes grados de desorden
Figura  Relacion entre S y D para secuencias de MB
 BALANCE DE LA CARGA DE TRABAJO 
 Balance de la Carga de Trabajo
Como se expreso el problema de sorting tiene la caracterstica de que la carga de trabajo
no depende solo del tamano de la entrada sino que inuyen otros factores grado de
desorden Si bien es posible conocer a priori el trabajo la complejidad de On

 para
obtener dicho valor lo convierte en poco practico para secuencias de datos de gran tamano
Cuando el problema es resuelto en forma paralela dividiendo el espacio de datos entre
varias tareas la carga de trabajo y por consiguiente el tiempo en cada una tambien
depende del grado de desorden de los datos Por esta razon para obtener buenos tiempos
de ejecucion es necesario que la carga en cada tarea sea cercana al punto de equilibrio de
trabajo por tarea
Para conseguir el objetivo de lograr carga de trabajo balanceada el metodo pro
puesto utiliza informacion propia del problema para distribuir los datos equitativamente
no respecto del tamano sino del trabajo que producen

 Evolucion de la Carga de trabajo
Con el objetivo de analizar en detalle el trabajo realizado por BSCen se estudio el mismo
en diferentes momentos de la ejecucion No se utilizaron las secuencias completas sino
archivos con datos al azar con una distribucion normal considerando este como el caso
mas standard o probable
En particular se midio el trabajo a intervalos regulares de iteraciones si NroIter es el
total de iteraciones necesarias para ordenar una secuencia entonces se observo el trabajo
realizado a diferentes porcentajes de NroIter La carga total de trabajo es la suma de










" es el trabajo realizado en el intervalo r funcion de la cantidad de
comparaciones e intercambios y
h es la cantidad de intervalos considerados que depende de la frecuencia de muestreo
elegida si se mide el trabajo cada U de las iteraciones entonces h " U
La Figura  muestra los resultados de trabajo promedio usando BSCen para 
archivos con la caracterstica descripta tomando el trabajo cada  de las iteraciones
Puede observarse que el trabajo realizado en cada intervalo considerado decrece a medida
que el algoritmo avanza en su ejecucion La Tabla  muestra el trabajo acumulado y el
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Figura  Trabajo realizado cada  de las iteraciones para secuencias al azar de MB












Tabla  Trabajo cada  de las iteraciones
realizado cada  de las iteraciones
Por otra parte puede estudiarse que porcentaje del trabajo total se realiza en cada
intervalo de las iteraciones consideradas En este sentido la Figura  muestra la funcion
acumulativa del porcentaje de trabajo realizado en cada intervalo para secuencias al azar
de MB mientras la Tabla  muestra los valores correspondientes
 Iteraciones          
 Trabajo intervalo 	
 	  
 	
  		 	
 	 	
	
 Iteraciones    	 	 
 
   








Tabla  Porcentajes de trabajo realizado cada  de las iteraciones en secuencias al
azar de MB
 BALANCE DE LA CARGA DE TRABAJO 
Figura  Acumulativa del porcentaje de trabajo cada  de las iteraciones para se
cuencias al azar de MB

 Estimacion
El analisis matematico del desempeno de los algoritmos de sorting se da en el contexto
del estudio de las propiedades basicas de las permutaciones El detalle de tales estudios
excede el marco de esta Tesis


El valor medio del trabajo puede tomarse como un estimador razonable de la carga
total de trabajo a realizar por el algoritmo obteniendose buenos resultados La idea es la
siguiente si se cuenta con estimadores del trabajo total y del trabajo en cada intervalo
pueden utilizarse para predecir al terminar un intervalo cual es la carga de trabajo













Luego al nalizar g intervalos el trabajo restante puede escribirse como

Referencias clasicas en este tema son  	 El trabajo realizado por el algoritmo bubble sort
sin centinela cuando los datos son al azar sigue una distribucion muy cercana a una Normal mas una
constante	 El valor de la constante es 
n  
n     la media de la Normal es n  
n   y el
valor medio del tiempo de ejecucion es 
 n 
n 	 El ndice de dispersion de la Normal 
desvo
standard  valor medio decrece cuando el tamano de la secuencia se incrementa	 En el caso del bubble
sort con centinela puede verse que hace  n

 comparaciones y mueve  n

 registros en promedio
en  n 
p
n pasadas para datos al azar	 En la bibliografa no se encuentran resultados analticos
de otras caractersticas de las distribuciones de las variables aleatorias involucradas tales como varianzas
o momentos de orden superior	 Por este motivo en este trabajo se ha recurrido a la estimacion de esas
caractersticas usando simulacion de MonteCarlo
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Tabla  Trabajo Estimado y Real en secuencias al azar de MB en distintos por
centajes de iteraciones







Luego si en lugar de los valores de trabajo reales se utilizan los valores estimados la
Ec  se convierte en






Intuitivamente a medida que g  h la estimacion es mas precisa En el caso extremo
cuando g " h se conoce el trabajo con exactitud La pregunta entonces es en que
momento se puede tener un estimador aceptable del trabajo restante
Se estudio a distintos porcentajes de iteraciones cual era la diferencia entre el trabajo
total estimado a partir de lo realizado en ese porcentaje y el trabajo real que deba
realizarse para ordenar la secuencia de datos La Figura a muestra el trabajo real
y el estimado en distintos porcentajes de vueltas en promedio para  secuencias al
azar de MB La Figura b presenta el porcentaje de diferencia entre el trabajo
estimado y el real en promedio para las mismas secuencias	 este valor se calcula como
ABSTrabajoEstimadoTrabajoRealTrabajoReal En la Figura c pueden
observarse los porcentajes de diferencia entre trabajo real y estimado usando el  de
las iteraciones para  secuencias al azar de MB La Tabla  muestra los valores
correspondientes
En particular puede observarse que considerar el  de las iteraciones puede ser
suciente para estimar el trabajo que realizara cada proceso Este  de las vueltas
representa aproximadamente el  del trabajo de las vueltas Esta consideracion se
 BALANCE DE LA CARGA DE TRABAJO 
Figura  Trabajo Real y Estimado en secuencias al azar de MB a En distintos
porcentajes de iteraciones b Porcentaje de diferencia c Porcentaje de diferencia
usando el  de iteraciones
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Con el objetivo de tener en cuenta situaciones en las cuales la secuencia de datos no
fuera al azar con distribucion normal se experimento con secuencias en las que los datos
se encuentran totalmente invertidos Siguiendo un razonamiento similar al del caso de
secuencias al azar el  de las iteraciones representan aproximadamente el  del trabajo
total
A partir de este resultado si con el trabajo realizado hasta el porcentaje de iteraciones
elegido se considera que no se encuentra dentro de los parametros de una muestra aleatoria
se realiza una interpolacion entre el valor estimado para el caso al azar y el peor caso
Luego el trabajo realizado hasta ese momento va a representar un porcentaje del total
que estara entre  y 
Entonces puede estimarse el trabajo que resta realizar luego del  de las vueltas
como
TrabajoRestanteEstimado  TrabajoRealizado  CoefTra
donde CoefTra es un valor que vara entre  y  dependiendo de si el trabajo realizado
se encuentra dentro de los parametros normales o no
	 Metodo de Sorting Paralelo con Balance de Car
ga Dinamico SPBCD
Esta seccion presenta un metodo de sorting paralelo que balancea dinamicamente la carga
utilizando un estimador que permite predecir el trabajo pendiente La nocion principal es
la de distribuir inicialmente entre las tareas solo un porcentaje del trabajo total a realizar	
luego de un perodo de tiempo conociendo lo realizado por cada tarea se estima el trabajo
restante en cada una y se distribuye la porcion restante entre ellas con el objetivo de que
realicen un trabajo equitativo
En la seccion anterior se observo que luego del  de las iteraciones se tiene un
estimador razonable del trabajo realizado y con el se puede predecir el trabajo restante
El esquema planteado aqu se basa en este hecho para realizar la ordenacion de una
secuencia de datos mediante un algoritmo que balancea dinamicamente la carga
Resulta claro que cuanto mayor sea el porcentaje de iteraciones considerado la es
timacion del trabajo restante sera mas precisa Pero en casos donde las secuencias a
ordenar por cada tarea son muy dispares en cuanto a su grado de desorden el hecho de
 M
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demorar el momento para realizar la estimacion puede resultar en esperas por parte de
alguno de los procesos

 Metodo de distribucion dinamica propuesto
Dadas una secuencia de n datos a ordenar un proceso o tarea maestra y k procesos o
tareas esclavas el metodo presentado SPBCD consiste en
 Repartir un porcentaje de los datos bloque  en forma equitativa a cada uno de las
k tareas esclavas dejando el resto de los datos sin distribuir
 Cuando los procesos han completado el  de las iteraciones de su bloque con
respecto a la cantidad media de iteraciones a realizar de acuerdo al tamano del
bloque asignado estimar el trabajo total a realizar por cada proceso
 Con la estimacion obtenida distribuir el resto de los datos bloque  tratando de
balancear la carga de trabajo total que realizara cada proceso El trabajo total
de un proceso es la suma del trabajo realizado para ordenar el bloque de tamano
bloquek y el segundo bloque fraccion de bloque 
 Reunir las subsecuencias ordenadas por las tareas esclavas y realizar el merge de las
mismas
El metodo propuesto se encuadra en los esquemas de algoritmos de balance de carga
dinamicos centralizados utilizando el paradigma de computacion paralela masterslave
Fue comparado basicamente respecto del balance de carga y el tiempo de ejecucion
contra otras dos variantes
 Sorting Paralelo Sin Redistribucion SPSR el total de los datos es distribuido en
forma equitativa con respecto al tamano de bloque a cada proceso
 Sorting Paralelo Con Distribucion Fija SPCDF  se reparte un porcentaje de los
datos en forma equitativa a cada uno de los procesos y luego se distribuye el resto
de la misma forma
En secciones posteriores se analizan los resultados de estas comparaciones

 Seudocodigo
En esta seccion se describe el seudocodigo del metodo ademas de dar algunas precisiones
en cuanto a la implementacion del mismo
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Repartir un porcentaje de los datos
Recibir trabajo realizado por cada tarea luego del  de las iteraciones
Estimar el trabajo restante para cada proceso
Distribuir los datos reservados inicialmente
Recibir resultado ordenado de cada proceso
Realizar el merge
Tarea Esclava
Las ordenaciones de los bloques se realizan utilizando BSCen
Esclava
Recibir los datos a ordenar en la primera parte
Ordenar los datos hasta completar el  de las iteraciones




Realizar el merge de los dos bloques
Enviar el resultado a la tarea Maestra
Precisiones
Repartir un porcentaje de los datos
El porcentaje a repartir se calcula en funcion de un parametro del algoritmo En las
pruebas realizadas se vario entre  indicando el caso extremo en que se distribuyen
inicialmente todos los valores y  reparto inicial del  de los datos dejando un
 para distribuir dinmicamente A cada tarea se le enva el mismo tamano de bloque
Recibir trabajo realizado por cada tarea luego del  de las iteraciones
El  de las iteraciones es calculado respecto del peor caso para el tamano de bloque
correspondiente
Estimar el trabajo restante para cada proceso
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Sean CantE " cantidad de datos que recibio originalmente una tarea esclava TrabajoP i "
trabajo realizado por la tarea i en el  de las iteraciones y TrabajoT i " trabajo total
estimado para la tarea i en el primer bloque
Las estimaciones son las siguientes
 MediaEst " CantECantECoefM es la media de trabajo esperada para el 
de las iteraciones El coeciente CoefM es un valor obtenido estadsticamente en la
estimacion para el  de las vueltas para datos con distribucion al azar Figura 
En particular CoefM " 
 DesvioEst "   MediaEst  CoefD es el desvio estimado para el 
de las iteraciones El coeciente CoefD es un valor obtenido estadsticamente
en la estimacion para el  de las vueltas para datos con distribucion al azar
En particular CoefD "  se multiplica por  para saber si pertenece a una
distribucion Normal
 PeorCasoEst " CantE CantE CoefP es la cantidad de trabajo al  de las
vueltas en el peor caso El coeciente CoefP es un valor analtico para el caso de
secuencias totalmente invertidas

 En particular CoefP " 
 DifEst " PeorCasoEst  MediaEst es la diferencia de estimacion usado en
calculos posteriores
La estimacion del trabajo total que debe realizar cada tarea basado en lo que hizo en
el  de las iteraciones es
for i "  to k
if TrabajoP iMediaEst  desvioEst
then
PorcAux " TrabajoP iMediaEst  DifEst
TrabajoT i " TrabajoP i CoefPT PorcAux CoefDN
else
TrabajoT i " TrabajoP i CoefPT
donde CoefPT es el valor obtenido en la estimacion del porcentaje del trabajo total que
se realiza en el  de las iteraciones para datos con distribucion al azar En particular
CoefPT "  CoefDN es el estimado de la diferencia entre el peor caso y el










	 El valor  corresponde a CantCo Coef  CantInt
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Cuando TrabajoP i MediaEst  desvioEst el trabajo realizado se encuentra
mas alejado del estimado que lo esperado para el caso de datos aleatorios Por este motivo
se realiza una interpolacion con el peor caso tomando un porcentaje de la diferencia En
caso contrario se lo considera dentro del caso normal
Distribuir los datos reservados inicialmente
Sea max la tarea que se estima que realizara mas trabajo TrabajoT max
Se calcula el total de valores necesarios para que todos los procesos igualen en trabajo
a la tarea max
Diferencias con el maximo
SumaI " 
for i "  to k
Diferenciasi " TrabajoT max TrabajoT i
CantidadExtrai " sqrtDiferenciasiCoefRTT 
SumaI " SumaI $ CantidadExtrai
Para obtener CantidadExtrai se utiliza el coeciente CoefRTT  que representa la
relacion entre el trabajo y la cantidad de elementos En particular CoefRTT " 


Si la cantidad total de datos necesarios para que todas equiparen a max SumaI es
mayor a lo que resta repartir Resto a cada proceso se le enva un segundo bloque de
acuerdo a lo calculado anteriormente siempre que queden valores
SumaI " 
for i "  to k
if SumaI  Resto
then
CantidadExtrai "MinimoCantidadExtrai Resto  SumaI
SumaI " SumaI $ CantidadExtrai
else
CantidadExtrai " 
Si no es as se establece una cota maxima para el trabajo y se obtienen las diferencias
de la misma con lo estimado para cada proceso El valor Suma contiene el total de esas
diferencias
	
Esta dado por 
 M

ETODODE SORTING PARALELO CON BALANCE DE CARGADIN

AMICO SPBCD
Finalmente se obtiene el porcentaje que representa cada diferencia con respecto al
total y se calcula el porcentaje de valores tamano de bloque que debe enviarse a cada
proceso Para obtener una distribucion adecuada el valor de la cota se calcula en funcion
del trabajo
Cota "  CantE  CantE
Suma " 
for i "  to k
TrabajoEi " Cota TrabajoT i
Suma " Suma$ TrabajoEi
SumaT " 
for i "  to k
TrabajoEi " sqrtTrabajoEi Suma
SumaT " SumaT $ TrabajoEi
CantExt " 
for i "  to k
CantidadExtrai " TrabajoEi SumaT  Resto
CantExt " CantExt $ CantidadExtrai
CantidadExtrai " Resto CantExt









Entre los resultados que se obtuvieron pueden analizarse el efecto del algoritmo de Sorting
Paralelo con Balance de Carga Dinamico SPBCD sobre el trabajo realizado por las
tareas y la distribucion de carga del sistema En particular se lo compara con el Sorting
Paralelo Sin Redistribucion SPSR y el Sorting Paralelo Con Distribucion Fija SBCDF 
Las pruebas realizadas incluyeron diferentes tamanos de secuencias a ordenar 
  y  de datos y distinta cantidad de tareas utilizadas   y 
Solo se muestran los resultados para ordenar secuencias de  millon de datos
Se experimento el metodo de sorting paralelo con balance de carga dinamico SPBCD
variando el tamano de bloque porcion que se deja inicialmente sin repartir Se presentan
los datos obtenidos dejando como bloque el    y  del tamano de la secuencia
original B B B y B respectivamente 
Otro de los parametros que se variaron en las pruebas fue el tipo de secuencias uti
lizadas Los resultados que se presentan se reeren a tres casos a uno de los bloques
enviados a las tareas bloque  totalmente invertido SUI  b datos totalmente al azar
STA y c la mitad de los bloques iniciales totalmente invertidos SMI 
 Trabajo Maximo
El tiempo de ejecucion de un algoritmo paralelo se ve inuido por lo que demora la tarea
mas lenta	 en este caso el proceso que termina ultimo es aquel que debe realizar mayor
cantidad de trabajo Puede analizarse el trabajo maximo realizado en los algoritmos
SPBCD y SPCDF con diferentes tamanos de bloque en las Figuras   y 
La diferencia en el trabajo maximo entre los dos algoritmos es mayor en el caso de SUI
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Figura  Trabajo Maximo para SPBCD y SBCDF en secuencias SUI SMI y STA
con  tareas y tamano de bloque"    y 
que la forma de las curvas se mantiene en general para las diferentes cantidades de tareas
utilizadas
 Porcentaje de Reduccion del Trabajo Maximo
la Figura  muestra la relacion de reduccion entre los trabajos maximos realizados en los
metodos SPBCD y SPCDF La reduccion es calculada como TrabajoMaximoSPCDF
TrabajoMaximoSPBCDTrabajoMaximoSPCDF  para la ejecucion con   y 
tareas Puede observarse que la reduccion es mayor en el caso de SUI en particular para
tamanos de bloque entre  y  Para STA la reduccion es muy pequena ya que
inicialmente todas las secuencias son similares y por lo tanto la redistribucion que puede
realizarse es mnima
	 PORCENTAJE DE REDUCCI

ON DEL TRABAJO M

AXIMO 
Figura  Trabajo Maximo para SPBCD y SBCDF en secuencias SUI SMI y STA
con  tareas y tamano de bloque"    y 
 CAP

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Figura  Trabajo Maximo para SPBCD y SBCDF en secuencias SUI SMI y STA
con  tareas y tamano de bloque"    y 
	 PORCENTAJE DE REDUCCI

ON DEL TRABAJO M

AXIMO 
Figura  Porcentaje de reduccion del Trabajo Maximo en secuencias SUI SMI y STA
con   y  tareas y tamano de bloque"    y 
 CAP

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 Trabajo por tarea
Una forma de observar gracamente el balance en la carga del sistema es a traves del
trabajo realizado por cada una de las tareas intervinientes en la resolucion del problema
La Figura  muestra esto para  procesos en los algoritmos SPBCD y SPCDF y con
secuencias de tipos SUI SMI y STA Puede observarse que para tamanos de bloque entre
 y  SPBCD logra que todas las tareas ejecuten practicamente la misma cantidad
de trabajo
	 Balance de carga
Para analizar el balance de carga en el sistema se presentan la diferencia entre el trabajo
maximo y mnimo realizado en SPBCD SPCDF y SPSR y que porcentaje de desbal
ance representa esta diferencia respecto del promedio de trabajo TrabajoMaximo 
TrabajoMinimoTrabajoPromedio Las Figuras   y  muestran esto para SUI
SMI y STA Puede observarse que tanto la diferencia como el porcentaje se reducen en la
mayora de los casos para SUI SMI y STA Basicamente los resultados menos satisfacto
rios se dan para STA ya que en este caso en que las secuencias son totalmente aleatorias
la redistribucion produce un efecto limitado Las Figuras   y  presentan los re
sultados para la diferencia entre el trabajo maximo y el trabajo promedio y el porcentaje
de desbalance como TrabajoMaximo  TrabajoPromedioTrabajoPromedio
 BALANCE DE CARGA 
Figura  Trabajo por tareas en secuencias SUI SMI y STA con  tareas y tamano de
bloque"    y 
 CAP

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Figura  Diferencia entre Trabajo Maximo y Mnimo y Porcentaje de desbalance
respecto del promedio de trabajo en secuencias SUI con   y  tareas y tamano de
bloque"    y 
 BALANCE DE CARGA 
Figura  Diferencia entre Trabajo Maximo y Mnimo y Porcentaje de desbalance
respecto del promedio de trabajo en secuencias SMI con   y  tareas y tamano de
bloque"    y 
 CAP

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Figura  Diferencia entre Trabajo Maximo y Mnimo y Porcentaje de desbalance
respecto del promedio de trabajo en secuencias STA con   y  tareas y tamano de
bloque"    y 
 BALANCE DE CARGA 
Figura  Diferencia entre Trabajo Maximo y Promedio y Porcentaje de desbalance
respecto del promedio de trabajo en secuencias SUI con   y  tareas y tamano de
bloque"    y 
 CAP

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Figura  Diferencia entre Trabajo Maximo y Promedio y Porcentaje de desbalance
respecto del promedio de trabajo en secuencias SMI con   y  tareas y tamano de
bloque"    y 
 BALANCE DE CARGA 
Figura  Diferencia entre Trabajo Maximo y Promedio y Porcentaje de desbalance
respecto del promedio de trabajo en secuencias STA con   y  tareas y tamano de
bloque"    y 
 CAP

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Captulo 
Conclusiones y Lneas Futuras
El tema de esta Tesis se inscribe en un area de interes actual dentro de los sistemas para
lelos como es el balance de carga Con el objetivo de brindar un marco conceptual en la
Parte I se realiza una revision de aspectos teoricos generales de concurrencia y paralelis
mo modelos arquitecturas paralelas tipos de paralelismo paradigmas de computacion
paralela y metricas de evaluacion de performance
Entre los objetivos del paralelismo se encuentran reducir el tiempo de ejecucion y ha
cer uso eciente de los recursos de computo El balance de carga consiste en encontrar el
mapeo de tareas y los datos asociados a una maquina paralela tal que cada procesador
realice aproximadamente igual trabajo Un algoritmo paralelo con un mapeo que ba
lancea la carga de los procesadores incrementa la eciencia global y tpicamente reduce
el tiempo de ejecucion
Sin embargo el problema de asignacion o mapeo es NP completo para un sistema
general con n procesadores y encontrar una asignacion de costo mnimo es computa
cionalmente intratable salvo para sistemas muy chicos Por este motivo pueden utilizarse
enfoques alternativos como la relajacion el desarrollo de soluciones para casos particu
lares o el uso de heursticas que brindan soluciones suboptimas aceptables
Existen una gran cantidad de tecnicas de balance de carga tanto estaticas como
dinamicas y la aplicacion de una u otra en gran parte depende del tipo de problema
tratado Si bien los metodos estaticos en general son mas sencillos no pueden utilizarse
en aplicaciones donde la carga de trabajo y el tiempo de computo asociado no puede
determinarse de antemano Los metodos dinamicos pueden potencialmente mejorar la
performance global redistribuyendo la carga durante la ejecucion aunque para ser efec
tivos no deben producir un gran overhead
El sorting es una de las operaciones mas comunes realizadas en una computadora
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encuentren ordenados para poder accederlos de manera mas eciente Los problemas de
sorting con gran volumen de datos por procesador son los mas interesantes y sobre los
cuales las maquinas paralelas actuales funcionan mejor debido a su potencia de computo
y capacidad de memoria
Muchos de los metodos de balance de carga tratan con problemas en los que se cuenta
con alguna manera de conocer cual es la carga por ejemplo expresandola como una
relacion de la cantidad de puntos de entrada a procesar en una grilla En una gran parte
de los algoritmos de sorting la carga de trabajo no depende del tamano de los datos de
entrada sino de una caracterstica de los mismos como es el desorden inicial que presentan
Esta Tesis presenta un nuevo metodo que balancea dinamicamente la carga basado en
una distribucion del trabajo utilizando un estimador para predecir la carga de trabajo
pendiente El metodo propuesto es una variante de Sorting by Merging Paralelo una
tecnica basada en comparacion	 las ordenaciones en cada uno de los bloques en que se
divide la secuencia a ordenar se realizan mediante Bubble Sort con centinela
El trabajo a realizar en terminos de comparaciones e intercambios se encuentra afecta
do por el grado de desorden de los datos Se establecio la relacion entre estos dos factores
estudiando ademas como inuyen en el tiempo de ejecucion del algoritmo Se estudio la
evolucion de la cantidad de trabajo en diferentes porcentajes de iteraciones del algoritmo
para distintos tipos de secuencias de entrada observandose que el trabajo disminuye en
cada iteracion Esto se utilizo para obtener una estimacion del trabajo restante esperado
a partir de una iteracion determinada y basarse en el mismo para corregir la distribucion
inicial de la carga
Con esta idea el metodo no distribuye inicialmente entre las tareas todos los datos a
ordenar sino que se reserva un porcentaje de ellos Luego de una determinada cantidad
de vueltas en particular con el  de las iteraciones estima el trabajo restante de
cada tarea basado en lo realizado y distribuye dinamicamente los datos reservados de
manera inversamente proporcional al trabajo restante estimado para cada una
El esquema presentado utiliza el paradigma paralelo masterslave La tecnica de ba
lance de carga que se propone es dinamica iniciada por el emisor y basada en estimacion
Se trata de un metodo sencillo y efectivo que introduce un overhead muy limitado ya
que el calculo del trabajo realizado y la estimacion del restante no agrega excesivas ope
raciones y poca comunicacion solo  la cantidad de tareas utilizadas
Puede observarse en los resultados obtenidos que se balancea adecuadamente la carga
de trabajo en un alto porcentaje de los casos basicamente reduciendo el trabajo maximo
a realizar en cada una de las tareas La mejora en la distribucion de la carga puede
incrementarse cuando los datos a ordenar no son solo un numero sino una estructura mas
compleja por lo que los intercambios que deben realizarse implican mas trabajo Dada la
importancia del sorting dentro de la computacion la aplicacion de esta tecnica a distintos
ambitos es clara

El metodo fue implementado sobre un cluster de PCs homogeneas arquitectura pa
ralela con comunicacion por bus Se realizo abundante experimentacion con distintos
tipos de secuencias y cantidad de tareas y algunos de los resultados se muestran en el
Captulo 
Dentro de las lneas de trabajo futuras se encuentra la aplicacion del mismo concepto
de tecnica de balance de carga basada en estimacion a otros algoritmos de sorting y de
manera mas general a otros problemas de caractersticas similares
Por otra parte es posible extender el metodo propuesto a otras clases de arquitec
turas paralelas Entre ellas cabe mencionar a las maquinas de memoria compartida o de
memoria compartida distribuida	 el costo de adaptacion en este caso es mnimo Tambien
pueden tratarse los clusters heterogeneos en cuyo caso deben tenerse en cuenta las dife
rentes velocidades de los procesadores tanto en el reparto inicial como en el calculo de la
redistribucion del trabajo luego del  de las vueltas
 CAP









Complejidad de Funciones y Analisis
de Orden
El analisis de orden y la complejidad asintotica de funciones son usadas extensamente
para analizar la performance de algoritmos  
A Complejidad de funciones
Tres tipos de funciones usadas para analizar algoritmos son
 Funciones exponenciales Una funcion f     es exponencial en x si puede
ser expresada en la forma fx " a
x







 Funciones polinomiales Una funcion f     es polinomial de grado b si
puede ser expresada en la forma fx " x
b
para x b   y b   Una funcion lineal
es una funcion polinomial de grado  y una cuadratica una polinomial de grado 
Por ejemplo son funciones polinomiales x x

 Una funcion f que es una suma
de dos funciones polinomiales g y h es tambien una funcion polinomial cuyo grado
es igual al maximo de los grados de g y h
 Funciones logartmicas Una funcion f     que puede ser expresada en la
forma fx " log
b
x para b   y b   es logartmica en x En la expresion b es la





Muchas funciones se pueden expresar como suma de dos o mas Una funcion f se dice
que domina a g si fx crece a una velocidad mayor que gx Luego f domina a g si
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domina a g si y solo si para cualquier constante c   existe un valor x

tal que fx
 cgx para x  x

 Una funcion exponencial domina a una funcion polinomial y una
polinomial a una logartmica La relacion domina es transitiva y as una exponencial
domina a una logartmica
A Analisis de orden de funciones
En el analisis de algoritmos con frecuencia es difcil o imposible derivar expresiones ex
actas para parametros tales como tiempo de corrida speedup o eciencia En muchos
casos una aproximacion de la expresion exacta es adecuada La aproximacion puede ser
ilustrativa del comportamiento de la funcion pues enfoca los factores crticos que inuyen
en el parametro





  existe x

  tal que c

gx 	 fx 	 c

gx para todo x  x


La notacion O Dada una funcion gx fx " Ogx si y solo si para cualquier
constante c   existe x

  tal que fx 	 c gx para todo x  x

 Se dice que fx
es de orden a lo sumo gx
La notacion & Dada una funcion gx fx " &gx si y solo si para cualquier
constante c   existe x

  tal que fx  c gx para todo x  x

 Se dice que fx
es de orden al menos gx
Ejemplo Sean las funciones D

t "  t D







































A Propiedades de funciones expresadas en notacion
de orden
Las notaciones de orden para expresiones tienen un numero de propiedades utiles cuando















 si y solo si a 	 b
A PROPIEDADES DE FUNCIONES EXPRESADAS EN NOTACI

ON DEORDEN 
 Para cualquier constante c c " O
 Si f " Og entonces f $ g " Og
 Si f " g entonces f $ g " g " f
 f " Og si y solo si g " &f
 f " g si y solo si f " &g y f " Og
 AP





Modelo de Arquitectura y software
Para la experimentacin detallada en esta Tesis se utilizaron  PCs de un cluster Los
datos de las mquinas y la red de interconexin son los siguientes
 PCs IBM con procesador Intel Pentium   Mhz memoria RAM de  Gi
gaByte KBytes de cache L KBytes de cache L
 Red de interconexin Ethernet  Mb placas de red Intel EtherExpress Pro B
cableado con switch ancho de banda  Mbits
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