Purpose -The authors of this paper aim to describe the design of distributed architectures for the remote control of multirobot systems. A very good example of remote robot programming in order to validate these architectures is in fact the remote visual servoing control. It uses sequences of camera inputs in order to bring the robots to the desired position, in an iterative way. In fact, in this paper, we enabled the students and scientists in our university to experiment with their remote visual servoing algorithms through a remote real environment instead of using simulation tools. Design/methodology/approach -Since 2001, the authors have been using the UJI-TeleLab as a tool to allow students and scientists to program remotely several vision-based network robots. During this period it has been learnt that multithread remote programming combined with a distributed multirobot architecture, as well as advanced multimedia user interfaces, are very convenient, flexible and profitable for the design of a Tele-Laboratory. The distributed system architecture permits any external algorithm to have access to almost every feature of several network robots. Findings -Presents the multirobot system architecture and its performance by programming two closed loop experiments using the Internet as communication media between the user algorithm and the remote robots (i.e. remote visual servoing). They show which conditions of Internet latencies and bandwidth are appropriate for the visual servoing loop. We must take into account that the real images are taken from the remote robot scenario and the experiment algorithm is executed from the client side at the user place. Moreover, the distributed multirobot architecture is validated by performing a multirobot programming example using two manipulators and a mobile robot. Research limitations/implications -Future work will pursue the development of more sophisticated visual servoing loops using external cameras, pan/tilt and also stereo cameras. Indeed, the stereo cameras control introduces an interesting difficulty related to their synchronization during the loop, which introduces the need to implement Real Time Streaming Protocol (RTSP) based camera monitoring. By using camera servers that support RTSP (e.g. Helix Producer, etc.) it means sending the differences between the frames instead of sending the whole frame information for every iteration. Practical implications -The distributed multirobot architecture has been validated since 2003 within the education and training scenario. Students and researchers are able to use the system as a tool to rapidly implement complex algorithms in a simple manner. The distributed multirobot architecture is being applied as well within the industrial robotics area in order to program remotely two synchonized robots. Originality/value -This paper is an original contribution to the network robots field, since it presents a generic architecture to program remotelly a set of heterogeneous robots. The concept of network robot recently came up at the Workshop "network robots" within the IEEE ICRA 2005 World Congress.
Introduction
Enabling remote programming of robotic systems permits us to develop external programs that take control over the whole set of robotic functions. Thus, for example, we could design an experiment in Java for performing a closed loop manipulation (i.e. remote visual servoing), or we could even use this interface for designing a voice-operated robot.
Besides, this, the authors of this paper are very interested in the design of distributed architectures for the remote control of multirobot systems. A very good example of remote robot programming that validates these architectures is, in fact, the remote visual servoing control (Hager and Hutchinson, 1996; Kragic, 2001) . It uses sequences of camera inputs in order to bring the robots to the desired position, in an iterative way. In fact, in this paper we enabled the students and researchers in our university to experiment with their remote visual servoing algorithms through a remote real environment instead of using simulation tools.
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In this paper, we present interesting results about the effect of the Internet latencies on the control loop, which are justified due to the selected system architecture.
The goal of this paper is to investigate a distributed architecture that enables the remote control of activities that cannot be controlled manually or locally and answer open issues like: how the distributed architecture and the network influence the system performance? Can we improve the teleoperation skills? Can we progress in the remote programming? How can we program remotely multiple heterogeneous robots?
Network robot
The concept of network robot recently came up at the Workshop "network robots" within the IEEE ICRA 2005 World Conference [1] . During this event we realized that many interesting issues related to networking and distributed systems are still open and unresolved, that is when the device that communicates is able to sense, move, cooperate, learn, and react (i.e. network robot) (Kim et al., 2005; Lee and Spong, 2005) .
A "networked robot" is a robotic device connected to a communications network such as the Internet or LAN. The network could be wired or wireless, and based on any of a variety of protocols such as TCP, UDP, or 802.11. Many new applications are now being developed ranging from automation to exploration. There are two subclasses of networked robots: 1 Tele-operated, where human supervisors send commands and receive feedback via the network. Such systems support research, education, and public awareness by making valuable resources accessible to broad audiences. 2 Autonomous, where robots and sensors exchange data via the network. In such systems, the sensor network extends the effective sensing range of the robots, allowing them to communicate with each other over long distances to coordinate their activity. The robots in turn can deploy, repair, and maintain the sensor network to increase its longevity, and utility. A broad challenge is to develop a scientific background that couples communication to control enabling such new capabilities.
The UJI TeleLab
In October 2000, the UJI Online robot was connected to the web for research purposes. It consisted of an educational manipulator robot with three cameras, which enabled a user to remotely control pick and place operations of objects located on a board. Experiments about distributed systems, object recognition, virtual reality, augmented reality, speech recognition, and telemanipulation were accomplished in order to enhance the way people interacted with the system. Again, we provided the students with the possibility to program more sophisticated pick and place operations, using this time both, the offline and the online robots. Nowadays, the system presents a more sophisticated experimental setup, including a multirobot configuration. Two educational robot manipulators ( Figure 1 ) and seven cameras are presented: two taking images from the top of each scene, one pan-tilt camera from the side, two cameras situated on the grips and two more cameras from the front. Each one of these devices can be accessed and programmed concurrently by a remote algorithm.
The top cameras are calibrated, and used as input to the automatic object recognition module and 3D-model construction. The other five cameras (two cameras for each manipulator plus a pan-tilt camera) give different points of view to the user when a teleoperation mode is necessary in order to accomplish a difficult task (e.g. manipulating overlapped objects). For the results presented in this paper, we are using an Intranet at 100 Mbps connection.
We considered it was necessary to enhance the system in order, not only to let students control the robot from a user interface, but also to program it by using any standard programming language. In April 2003, the UJI TeleLab project came up, which involved the design of a Java library called "Experiments" that let students program their own control algorithms from any computer connected to the Internet and perform them with the real robot (Figure 2 ). Some pilot experiments have been performed with researchers and students since then. The interest in the design of Internet-based Tele-Laboratories is increasing enormously, and this technique is still very new. A very good example of already existing experiments in this area can be found in (McKee et al., 2004a, b) .
Remote programming
In order to program the Tele-Laboratory remotely, we provide a TCP/IP interface that can be easily managed through an already implemented Java library called "Experiments". This library already includes templates that are examples of simple experiments that manage the remote robots and the cameras (Figure 3 ).
Figure 1 Current robotic TeleLab
To facilitate implementation of the experiments even more, an "Experiment_template" is provided that already inherits from the "Experiment" class and presents the structure of a typical remote programming experiment, which is:
. extending the "Experiment" class;
. creating an instance of the experiment;
. calling the "getSceneManagerSer" to obtain the serialized objects from the TeleLab; executing the corresponding actions on the Tele-Laboratory; and 
Remote programming of visual servoing loops
Visual servoing is a rapidly maturing approach to the control of robot manipulators that is based on visual perception of robot and work piece location. More specifically, visual servoing involves the use of one or more cameras and a computer vision system to control the position of the robot's end-effector relative to the work piece as required by the task. It is a multi-disciplinary research area spanning computer vision, robotics, kinematics, dynamics, control and real-time systems.
Remote visual servoing techniques are normally used for teleoperation using a real-time communication bus. When using the Internet as communication media the challenge is bigger, due to the fact that unpredictable time-delays and bandwidth are introduced. Moreover, if the system is designed in a distributed way and allows the concurrent control of multiple network robots, the challenge is even bigger.
The idea is to introduce the Internet communication channel inside the visual servoing loop, and then to enable the remote programming of a real Internet Tele-Laboratory to test those algorithms in a simple way.
The remote experiments that we have tested are the following:
. Experiment 1 (online user). When the student is performing the visual servoing experiment from home, it is necessary to send the camera inputs to the user in order to monitor the robotic scenario. In fact, for this situation the student needs to run a 3D user interface (see online controller in Figure 2 ) that gives him a virtual and augmented reality view of the remote side. In this situation, as the pictures from the cameras are sent to the client side anyway, we have prepared Experiment 1, where students are asked to program the feature extraction and the pose determination ( Figure 5 ). It means obviously that the Tele-Laboratory gives the actual camera image to the user and is the experiment that performs the computer vision and the control law.
.
Experiment 2 (in-situ).
On the other hand, we realized that when students work in situ (i.e. students and robots are in the same room) their motivation increases enormously if they are able to program the robots directly without using any 3D online controller. We tried for several years using the 3D tool in the robotic class-room, enabling them to try their experiments in a simulated environment before sending them to the real robots. The students got bored after one hour or so. In the past year, we tried the opposite alternative, and improved the experiments library to enable students to program the robots directly and watching their results in the robotic scenario itself instead of using the simulation. Our surprise was that every student worked very hard to solve the experiments during the class-room and even continued during their spare time. In this situation, we realized that it was not necessary to send the whole camera images to the user for monitoring purposes, and we could improve a lot the visual servoing performance if the feature extraction and the pose determination was provided by the server side ( Figure 6 ). This second experiment is oriented to the experimentation of simple visual servoing techniques within an introductory program of robotics at the University. The student or researchers only have to resolve the control law function.
Both experiments do the same, but the difference between these experiments is which side does the feature extraction and the pose determination, the client side (experiment at the user place) or the server side (TeleLab).
Experiments library interface
Now, we are going to describe in more detail which are the actions performed by both the client and the server side for the two proposed remote visual servoing experiments. For that, we must use the interface provided by the experiments library, which implements the following commands:
. Transform point (pixel1 pixel2). It transforms a point in camera coordinates (pixel1 pixel2) to its related robot coordinates (X Y Z). This order is used for both experiments. . GetSceneManager (camera). It returns a Java serialized object that has access to every detail of the computer vision procedure (Binarization, Segmentation, objects' details, etc.). 
Remote visual servoing programming details
The common procedure for every experiment is: first, we obtain the position of the object we want to grasp in camera coordinates, as well as the position of the robot in the camera, which is calculated by the Tele-Laboratory. This camera coordinates are transformed into robot coordinates by means of the "experiments" command "transform point". Then, we calculate the resultant error in camera coordinates and apply the control law in order to get a better approximation to the object on the next iteration. The control law provides the movement we must apply to the robot in order to stabilize the error (Figure 7 ).
Basically the difference between the two experiments is: 1 in Experiment 1, we use the "get image" to calculate the image processing and the pose determination; and 2 in Experiment 2, the pose determination and the image processing as provided by the server.
In the first experiment, it is assumed that the user algorithm performs the computer vision to localize the robot gripper on the camera image. The client sends the "get image" command to the TeleLab in order to obtain the actual camera image on the remote robot scenario. With this image, the client performs a color segmentation to recognize the robot grips, and then, we obtain its centroid in the camera system coordinates. For the second experiment, it is the server which realizes the color segmentation and recognizes the object to extract its centroid.
Remote visual servoing experimental results
For both experiments, the robot is initially in a fixed position, shown in Figures 8(a) and (b) for the TeleLab user interface and in the robotic scenario, respectively.
The objective of the experiment is to move the robot (red) label on the top of the object position, as shown in Figures 9(a) and (b) .
In the following, we analyze the time delays due to the communication, through a general-purpose network. We then evaluate the temporal cost of each one of the stages in the experiments. Table I reports the time required to complete Experiment 1. The columns of the Table show the time invested to determine the position of the gripper on the camera image, labeled as pose determination, and also the loop time, necessary to perform a whole loop on the visual servoing control (including determination of pose). The cycle composed of pose determination and robot movement is repeated till the error in both coordinates X and Y is considered small enough.
Experiment 1
In summary, to complete this experiment nine movements of the robot are performed (in the last stage, the robot is correctly positioned and there is no movement). The average grasp time is 358.5 ms. while the average loop time is 998 ms (Figure 10 ).
The times employed by client and server in each phase of the procedure are shown, respectively, in Figures 11 and 12 for Experiment 1. As shown in Figure 11 , for this first experiment the client expends a total of 6,000 ms waiting for images from the remote camera (10 camera images, one for each loop). Every image is in color format (RGB 352 £ 288 pixels), and its size is 11,679 bytes. In Figure 13 , we can see how the image obtained through the HTTP protocol requires 26 IP packets of 516 bytes average paquet size.
Moreover, the image processing step (i.e. Binarization, Segmentation, etc.) takes about 3,000 ms, the pose determination about 2,000 ms, the control law about 1,000 ms, and finally most of the time is expended by waiting for the robot to accomplish the required movement.
Besides, this, the first step of the server is to send the actual camera image to the client, then wait for the client to calculate the next position for the robot, and then move the robot to the required position.
One way in which this experiment might be improved would be not having to wait such a period of time in the server (10 s) for the client to perform the computer vision procedure. The overall system performance can be improved (as demonstrated in next experiment) by performing some of the computer vision and pose determination algorithms in the server side. Table II shows the time employed to complete Experiment 2. In this case 11 movements are required, the average grasp time is 166.1 ms. And the average loop time is 792 ms (Figure 14) . Detailed analyses of the times required at both the client and server are shown in Figures 15 and 16 . These results show that it would be possible to improve the overall system performance by speeding up the image processing and pose determination functions by applying parallelization techniques (Wirz et al., 2005) . 
Experiment 2
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Network load effect
We have seen the visual servoing results when the network is fully available to the person that is controlling the robot. In fact, during a normal laboratory session, as only one student at a time can launch an experiment, this is actually the normal situation. Moreover, we are interested to know the remote visual servoing performance when the network load varies. To get this, we used the Commview software to get different amounts of network loads and then analyse its impact in the visual servoing loops.
As shown in Figure 17 , we tested Experiments 1 and 2 (three times each) for nine different network loads. The results were having around 270 loops represented. We realized that the system becomes unstable when the network load goes further than 2,500 Kbytes/s. In fact, for such a network load we got packets that took more than 20 s to reach its destination.
We can observe that Experiment 1 can be considered stable until a network load of 100 Kbytes/s. The Experiment 2 presents a much bigger stability which is very interesting for a normal laboratory session where there are 20-30 students using the Internet connection (Table III) .
Multirobot hardware architecture
Since we have seen the way the system allows a student/ researcher to program remotely a single robot provided with cameras and sensors, now, our challenge goes further because we want the user to be able to program multirobot collaborative tasks in a concurrent manner.
Owing to the fact that every robot has its own hardware and software specification, as well as its own programming language, our immediate goal is to implement a hardware and software architecture that facilitates the remote programming of multirobot synchronized tasks.
As shown in Figure 18 , the multirobot architecture is organized in several networks, where a router offers access to the whole set of devices (i.e. robots, cameras, etc.) that stay in the same location (i.e. same Tele-Laboratory).
Multirobot software architecture
When we use a set of heterogeneous robots to perform a task simultaneously, one of the most complex things is actually to program them. As each robot has its own programming language and its own communication protocol, we need a platform that assures a reliable and efficient cooperation between them.
To accomplish this, the experiments interface has been improved by including the possibility of having a set of behaviours (concurrent tasks) associated to every experiment. In fact, behaviour would have the responsibility of programming a given robot, camera or sensor. These behaviours work in a synchronized and concurrent manner (Figure 19 ).
Example of multirobot experiment
To validate the proposed architecture, we have implemented a simple multirobot experiment. In this situation we use three robots (two manipulators called Mentor, and one mobile LEGO robot). As Shown in Figure 20 , the challenge of this task is to let the first manipulator pick the objects in his environment and put them one by one on the mobile robot. Once the LEGO detects that an object has been put on its platform, it transports it to the second manipulator. And finally, the last manipulator picks the object up from the LEGO platform, classifies it (i.e. applies object recognition), and drops it in the correct classification grid.
Conclusions
In this paper, we have presented a complete software and hardware architecture that lets students and scientist program remotely intelligent tasks in a Tele-Laboratory via the Internet. Besides this, the remote programming made by a single robot or even using a more sophisticated configuration by multiple heterogeneous robots.
The paper has presented two real remote programming experiments that demonstrate that this technique is very appropriate for education, research and even industrial applications. In fact, the remote visual servoing experiment has been selected to demonstrate that remote experiments could be used even in those situations where time response is crucial for performance (Experiment 2 configuration). As shown in the results, by using the system in the same campus, the time delay could be considered reasonable when the control is based on position (as the example shown).
Future work
The next step will focus on the enhancement of the low-level implementation of the EXP-HTTPs protocol, that allows a given experiment to get access to every device belonging to a Tele-Laboratory. In fact, we are already prepearing a new version of this protocol (EXP-HTTPs v2) that uses XML as a base to inform the experiments about the actual configuration of the Tele-Laboratory. Thus, this interface opens the door to the design of semantic web services, knowledge storing, learning, etc.
Moreover, future work will pursue the development of more sophisticated visual servoing loops using external cameras, pan/tilt and also stereo camera. Indeed, the stereo cameras control presents an interesting difficulty related to their synchronization during the loop, which introduces the need to implement RTSP based camera monitoring.
By using camera servers that support RTSP (e.g. Helix Producer, etc.) it means sending the differences between the frames instead of sending the whole frame information for every iteration.
The experiments on visual servoing which we have set up at the moment are based on position, given that the educational robots can only be controlled in this way. In the future, we will be able to allow students to control the speed of robot movement, given that the industrial robot which we have acquired can be controlled in this way. With this new configuration it will be possible to make experiments with more sophisticated remote visual servoing techniques. In fact, a preliminary user interface is now available that can be shown in Figure 21 .
Another aspect that was not considered yet in the paper and which is actually very important is "safety". While safety is Figure 17 Visual servoing results versus network load always crucial for any robotic application, in the work here presented, which concerns having students moving around the robots, this is even more crucial to be treated properly (Giralt and Ingrand, 2004) . Until now, the robotics Tele-Laboratory used in the classroom has two educational robots (i.e. Mentor), which cannot give any harm to a student because they are specifically designed for that. Moreover, before sending a movement to the real robots, the system validates the task in the simulation tool, witch applies safety constraints too.
On the other hand, this situation will change in the near future, due to the fact that we are extending the robotics Tele-Laboratory to include an industrial robot (i.e. Motoman). In fact, the safest solution we found to ensure the students safety is actually keeping students away from Figure 18 Multirobot hardware architecture including the teaching Tele-Laboratory (left-bottom) and the research one (right-bottom) Figure 19 Experiment class with behaviours the robots while an experiment with the Motoman is being performed. As shown in Figure 22 , a system based on lightbeam barriers was implemented, namely "SICK's C 4000 Safety Light Curtain". This system based on safety light curtain guarantee the international standard IEC 61508, for plant safety. So, these units have been certified to safety integrity level 3, the highest possible rating attainable for a safety light curtain. 
