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A B S T R A C T
One of the key aims of modern football shoe manufacturers is to find the balance 
between developing a shoe that improves performance but also minimises the risk of 
injury. Traction properties of the outsole play an important part in reaching this 
balance; high levels of traction are necessary to enable players to accelerate and change 
direction without slipping, but excessive traction can lead to stud fixation, a potential 
cause of injuries. The ability to accurately measure and assess the traction properties is 
essential in the design of outsoles, but appropriate test parameters need to be used in 
order for the assessment to relate back to the intended use. The purpose of the study 
was to develop a method to identify how the shoe interacts with the surface during 
realistic football movements and then to use observations from data collected to 
recommend appropriate test parameters.
A high-speed camera system was developed to capture the motion of the shoe in both a 
laboratory and natural turf environment. The cameras were calibrated using the 
checkerboard approach and filmed at 1000 Hz. Five markers positioned on the side of 
the shoe were tracked using a semi-automated algorithm developed using image 
processing techniques. Transposition matrices were used to identify the location of 
individual studs on the outsole of the shoe enabling the orientation, velocity and 
acceleration of the shoe to be calculated. Two data collection studies took place; firstly 
a single-participant study in the laboratory using a force-plate to relate kinematic results 
to kinetic information and secondly, a larger scale data collection outside on natural 
turf. Three movements representing scenarios requiring high levels of traction in 
football were assessed; acceleration, change in direction and braking. A representative 
trial for each movement was selected and full post-processing analysis was carried out. 
Information such as the orientation of the shoe on foot-strike, translation directions and 
centre of rotations during the transition phase and the number of studs in contact with 
the surface during push-off was obtained for each movement.
The period at which the player was at greatest risk of slipping was identified for each 
movement. The motion of the shoe during this period was used to suggest appropriate 
test conditions for mechanical and computational traction testing methods. The 
influence of the shoe-surface interaction on outsole design was also considered; with the 
observed translation directions and centre of rotations being used to suggest a design 
aiming to enhance translational traction, but minimise rotational resistance.
A C K N O W L E D G E M E N T S
I would like to thank Professor Steve Haake, Harald Koerger and Dr Simon Goodwill 
for their support and guidance of this project. This thanks extends to all members of the 
Centre for Sports Engineering Research at Sheffield Hallam University; in particular 
Amanda Brothwell and Carole Harris for administrative support, Terry Senior for 
technical support, Dr John Kelley for his help in proof reading this document and Dr 
Tom Allen and Leon Foster for their encouragement and enthusiasm.
I am also grateful to adidas for the sponsorship of this project. The advice and expertise 
from Dr Bob Kirk, Dr Chris Holmes and Dr Daniel Price over the three years has been 
invaluable.
Finally I would like to thank Matthew Driscoll for proof reading the final document and 
my parents and Joseph Worsnip for their continual support.
C O N TE N T S
ABSTRACT ii
ACKNOWLEDGMENTS iii
CONTENTS iv
LIST OF FIGURES viii
LIST OF TABLES xvi
NOMENCLATURE xix
1 INTRODUCTION 1
1.1 Motivation for the research 1
1.2 Aim and objectives 4
1.3 Thesis structure 4
2 LITERATURE REVIEW 5
2.1 Introduction 5
2.2 Definition of traction 5
2.3 Measurement of traction 9
2.4 Surface classification 17
2.5 Biomechanics of football 24
2.6 Motion analysis 29
2.7 Photogrammetry 37
2.8 Chapter findings 45
3 ASSESSMENT OF CURRENT TRACTION TESTING METHODOLOGIES 47
3.1 Introduction 47
3.2 Aim and objectives 47
3.3 Mechanical traction testing 48
3.4 Surface shear stress analysis (Photoelasticity) 63
3.5 Modelling techniques 80
3.6 Chapter summary 90
4 METHODOLOGY FOR MOTION CAPTURE OF STUDDED FOOTWEAR 92
4.1 Introduction 92
4.2 Aim and objectives 92
4.3 Stereo videogrammetry 93
iv
4.4 Marker selection 103
4.5 Automated tracking methodology 107
4.6 Chapter summary 113
5 METHODOLOGY FOR POST PROCESSING AND VISUALISATION OF 114 
RESULTS
5.1 Introduction 114
5.2 A im and objectives 114
5.3 Filtering techniques 115
5.4 Transformation to stud coordinates 122
5.5 Calculation of shoe orientation, velocity and acceleration 126
5.6 2D centre of rotation 132
5.7 3D helical screw axis 134
5.8 Chapter summary 135
6 VALIDATION AND ERROR ANALYSIS 136
6.1 Introduction 136
6.2 A im  and objectives 137
6.3 Reliability  137
6.4 Validation 142
6.5 Propagation of errors 146
6.6 Random errors 147
6.7 Chapter summary 148
7 TESTING PROTOCOL ------- - 149
7.1 Introduction 149
7.2 Equipment set-up 150
7.3 Definition of test movements 151
7.4 Notation 152
7.5 Indoor testing 152
7.6 Outdoor testing 153
7.7 Chapter summary 155
8 RESULTS AND ANALYSIS OF LABORATORY BASED DATA COLLECTION 156
8.1 Introduction 156
8.2 Results 157
v
8.3 D iscussion 158
8.4 Defining impact and push-off 160
8.5 Identifying variables for comparison 163
8.6 Chapter summary 163
9 RESULTS AND ANALYSIS OF DONCASTER ROVERS FC DATA 
COLLECTION
165
9.1 Introduction 165
9.2 Results 167
9.3 Statistical analysis 170
9.4 Foot placement during kicking 178
9.5 Representative player trials 180
9.6 Analysis of representative trials 182
9.7 Chapter summary 205
10 INFLUENCE OF SHOE-SURFACE INTERACTIONS ON TRACTION 
TESTING PARAMETERS
210
10.1 Introduction 210
10.2 Mechanical traction testing 210
10.3 Analytical modelling 226
10.4 Computational modelling 228
10.5 Chapter summary 234
11 INFLUENCE OF SHOE-SURFACE INTERACTIONS IN OUTSOLE DESIGN 237
11.1 Introduction 237
11.2 Influence of shoe orientation at foot-strike and push-off 241
11.3 Influence of centre of rotation 244
11.4 Influence of translation vectors 246
11.5 Design suggestion 249
12 FUTURE WORK 251
12.1 Introduction 251
12.2 3D methodology development 251
12.3 Data collection and analysis 255
12.4 Influence of results on traction test methods and outsole design 256
12.5 Chapter summary 258
vi
14 CONCLUSIONS
14.1 Assessment of current traction
14.2 Development and validation of
14.3 Data collection and analysis
14.4 Influence of results
14.5 Lim itations of the research
14.6 Future research
REFERENCES
PERSONAL BIBLIOGRAPHY
A APPENDICES
A.1 Helical screw axis
260
testing methodologies 260
3D measurement system 261
263
264
266
267
268
278
279
279
vii
L IS T  O F  F IG U R E S
Figure 2.1 Schematic illustration of an interface, showing the real areas of 7
contact (adapted from Persson 1998).
Figure 2.2 Composition of soil (adapted from Brouwer et al. 1985). 8
Figure 2.3 Causes of slips (adapted from Redfern et al. 2001). 9
Figure 2.4 Pendulum test foot in zero position (adapted from FIFA 2008) 10
Figure 2.5 Example traction curve. 11
Figure 2.6 Left: Influence of mass, radius and impact velocity on maximum force 19
in a drop test w ith force platform . Right: Maximum force with two 
different shots on three surfaces (adapted from Nigg and Yeadon 
1987).
Figure 2.7 Relationship between hardness, shoe-surface traction and other 23 
ground characteristics (adapted from Orchard 2001).
Figure 2.8 Force-plate w ith its reaction to applied force and vertical moment of 30
force (adapted from Robertson et al. 2004).
Figure 2.9 Locomotion of a running horse captured by Muybridge (Kingston 38
Museum and Heritage Service 2010).
Figure 2.10 Stroboscopic images by Edgerton, Left: “Densmore Shute bends the 39
shaft”; R ight: “P itcher” (Edgerton, M IT Museum 2011).
Figure 3.1 Stud configurations on plate, from Left to Right: Copa Mundial, 50
Pentagon, Tunit and World Cup.
Figure 3.2 Boots tested, from Left to R ight: Copa Mundial, Predator, Tunit and 50
World Cup.
Figure 3.3 Traction testing pitch locations, from Left to Right: Artificial turf 51
(adidas TestCenter), Firm ground natural turf (Scheinfeld School) 
and Soft ground natural turf (Scheinfeld Football C lub).
F igure 3.4 Investigation of testing parameters. Top left: Standard (adidas); Top 51 
right: No additional load; Bottom left: Faster translation; Bottom 
right: Longer displacement (mean ± standard deviation).
Figure 3.5 Traction force displacement graphs for Top left: Copa Mundial; Top 53 
right: Predator; Bottom left: Tunit; Bottom right: World Cup shoes on 
natural firm ground turf (mean ± standard deviation).
F igure 3.6 Force displacement plot for Copa Mundial on artificial turf. Left: 57
Studded plate. R ight: Full shoe.
Figure 3.7 C legg hammer impact testing; voltage is directly proportional to 58
impact force.
Figure 3.8 Maximum coefficient of traction (COT) against maximum torque for 60
all shoe types on natural firm and soft ground conditions (mean ± 
standard deviation).
F igure 3.9 Copa Mundial (shoe), force-displacement plot for all 5 repeats. 61
Figure 3.10 Stressed birefringent model viewed with two crossed polarisers 65
(adapted from Dally and R iley 1991).
Figure 3.11 Fringe pattern in a frozen stress disk. Left: The dark isoclinic lines 66
indicate the direction of the principal stresses. Right: The 
isochromatic fringe pattern indicates the areas over which the shear 
stress is constant. The reoccurrence of a colour or intensity can be 
used to determ ine the fringe order.
viii
Figure 3.12 
Figure 3.13
Figure 3.14
Figure 3.15
Figure 3.16
Figure 3.17
Figure 3.18
Figure 3.19
Figure 3.20
Experimental set-up in Sheffield.
Example of stress fringes generated in polyurethane using the 
studded plate.
Experimental set-up at Scheinfeld Top: Side-view; Bottom : Plan 
view (not to scale).
Image processing; the images were converted to greyscale and the 
background removed by calculation of the absolute difference 
method. The image properties were adjusted to produce a clearly 
defined stress patterns (t = 0.20 s).
T ime series of stress patterns. Heel-strike and forefoot push-off 
photoelastic images during running in studded outsoles (At = 0.04 s).
Identifying maximum shear stress using greyscale intensity profiles. 
Top left: The intensity profile indicates clear peaks for the light 
fringes (I - 255) and troughs for the dark fringes (I ~ 0); Top right: 
Processed image - focussed on lower left forefoot; Bottom left: 
Calculation of shear stress using fringe order; Bottom right: The 
contour maps of the fringes indicate the increase in maximum shear 
towards the contact zone.
Stress trajectory and side view of shoe during heel-strike and 
forefoot push-off (white arrows indicate direction of motion of studs or 
growth of fringes).
Vector plot of first fringe location at time steps 0.02 s at 30° intervals 
around stud contact.
Force data for heel-strike.
68
69
71
72
73
74
75
76
77
Figure 3.21 Tracking locations for the right foot during heel-strike. 78
Figure 3.22 Springs in series modelling a drop hammer impact w ith a stud and 82
ground.
Figure 3.23 Drop hammer soft and firm ground force deflection curves (red line) 83
indicates simulated stiffness curves.
Figure 3.24 Instron® testing of Smart stud, force deflection curve. 83
Figure 3.25 Calculation of modified boundary conditions from literature results. 85
Figure 3.26 Analytical modelling - Top: Drop hammer boundary conditions - Left: 85
Soft ground; Right: Firm ground - Bottom: Realistic loading 
conditions - Left: Soft ground; R ight: Firm ground.
Figure 3.27 Verification of model; force-displacement results for FE model and 87
Instron® testing.
Figure 3.28 Force displacement curves for drop hammer experiment and FE 88
simulation.
Figure 3.29 Illustration of stud deformation on crushable foam surface. 88
Figure 3.30 Relative deformation of stud on soft ground conditions. 89
Figure 4.1 Assessment of optimal camera angle (adapted from Chen & Davis 93
2000).
Figure 4.2 Camera position and marker visibility. 94
Figure 4.3 H igh exposure and low frame rates can lead to blurring of markers 96
during high velocity movement. Left: when the shoe is stationary the 
image is not blurred; Centre: during push-off, shoe velocity increases 
and details become blurred; Right: original heel marker shape and 
blurred marker shape could lead to error in centroid location.
ix
Figure 4.4 Aliasing of original sine waveform by sampling lower than the Nyquist 97 
frequency. Top: Sampling at 2 Hz; Bottom: Sampling at 1.5 Hz. 
(Adapted from O lshausen 2000).
Figure 4.5 Vertical displacement data sampling at 1000 Hz and 60 Hz. 98
Figure 4.6 Mosaic of checkerboard images used to define the 3D test volume. 100
Figure 4.7 Extraction of checkerboard calibration pattern using grid square 100
intersections.
Figure 4.8 P ixel re-projection error after calibration in a laboratory environment. 101
Figure 4.9 G lobal origin; participants run parallel to the y-axis, from right to left. 102
Figure 4.10 Foot anatomy and chosen shoe marker location. 103
Figure 4.11 Spherical reflective markers (R ight: image from Quintic 2011). 104
Figure 4.12 LED markers in the laboratory and outside (exposure 40ps). 105
Figure 4.13 Retro-reflective top coating (adapted from G lowtec 2011). 105
Figure 4.14 Example test shoe w ith white retro-reflective markers. 106
Figure 4.15 Labelling and tracking of white objects after conversion to a binary 108
image.
Figure 4.16 Left: Original binary image of a rectangular object 5x3 pixels; 108 
Centre: Square structuring element; R ight: D ilating image adds the 
structural element to each side of the object.
F igure 4.17 Marker dilation. From left to right: original marker; marker at next 109 
time step; dilated marker; inversed dilated marker; overlap of dilated 
and marker at next time step.
Figure 4.18 Image cropped around selected marker coordinates and converted to 109
a binary image; white objects are then labelled from left to right.
F igure 4.19 Predicting marker location using the difference between the previous 110
two marker coordinates.
Figure 4.20 D ifferences in image brightness w ith changing light levels in outdoor 111
testing.
Figure 4.21 Conversion to binary image. Top left: Dark, threshold 0.08; Top 111
centre: Dark, threshold 0.12; Top right: Dark, threshold 0.18; Bottom  
left: Light, threshold 0.18; Bottom centre: Light, threshold 0.5; Bottom  
right: Light, threshold 0.6.
Figure 4.22 Using predicted method to estimate location of marker when 112 
obscured from view.
Figure 4.23 V isualisation of the results of tracking a marker from first frame to 112
last selected frame.
Figure 5.1 Noise is amplified at each stage of differentiation. 115
Figure 5.2 Hypothetical frequency spectrum of a waveform consisting of a 116
desired signal and unwanted higher frequency noise (adapted from 
W inter 2005).
Figure 5.3 Moving average filters applied to vertical displacement data (1000 118
Hz).
F igure 5.4 P lot of the residual between a filtered and an unfiltered signal as a 119
function of the filter cut-off frequency (adapted from W inter 2005).
Figure 5.5 Left: Filtering using a Butterworth filter (85 Hz); R ight: Residual value 120
at varying cut-off frequencies.
x
Figure 5.6 Left: Filtering using a 7th order polynom ial filter; R ight: Effect of order 121
on residual.
F igure 5.7 Assessment of filtering techniques. 122
Figure 5.8 Original marker position and chosen studs for transposition. 123
Figure 5.9 Defining Euler angles. Top left: Translating S1 to origin; Top right: 126
Rotation about x axis = pitch; Bottom left: Rotation about z axis = 
yaw; Bottom right: Rotation about y axis = roll.
F igure 5.10 Schematic showing the orientation of the shoe. 128
Figure 5.11 Central differencing technique for calculating slope of curve at the Ah 129
sample point (adapted from W inter 2005).
Figure 5.12 Calculating velocity using the central differencing approach from raw 130
and filtered data (1000 Hz).
F igure 5.13 Calculation of acceleration using the central differencing technique 130
from displacement and velocity data.
Figure 5.14 P lot of displacement and velocity from simulated data. 131
Figure 5.15 Reuleaux method (adapted from Baroon and Ravani 2006). 132
Figure 5.16 Example of centre of rotation from stud positions between 0.03 and 133
0.10 s after foot-strike.
Figure 6.1 Quality of data depends on both the accuracy and consistency 136
(adapted from Maiwald 2011).
Figure 6.2 Three markers were tracked using the MAC system and sem i- 143 
automated method.
Figure 6.3 Horizontal trajectory of marker tracked using the MAC system and 145
sem i-automated method.
Figure 7.1 Camera placement and axis system in field of view at Doncaster 150
Rovers FC training ground.
Figure 7.2 Movement schematic for player testing. Left: Acceleration phase of 151
sprinting; Centre: 45° lateral side-cut; R ight: Long range kick.
Figure 7.3 Marker and axis notation. Top left: Marker positions on side of left 152
shoe; Bottom left: Stud notation, aerial view; Top right: Axis 
orientation with respect to direction of motion, side view; Bottom 
right: Axis notation aerial view.
Figure 7.4 Surface condition after testing. 154
Figure 8.1 Position history for the metatarsal-phalangeal marker (P3) during a 157
sprint movement (200 Hz).
F igure 8.2 Rotation angles for the rear-foot section during a sprint movement 157
(200 Hz).
F igure 8.3 Example force-plate data for sprint movement (1000 Hz); Fz = 157
vertical, +/- Fy = posterior/anterior, +/- Fx = medial/lateral; a = peak 
anterior force, b = peak lateral force, c = peak vertical force, d = peak 
posterior force.
Figure 8.4 Position of the metatarsal-phalangeal marker in terms of y and z 159 
displacement
Figure 8.5 Vertical displacement of marker P3, Left: Laboratory; R ight: Natural 161
turf.
F igure 8.6 Velocity and acceleration in the vertical direction (z) for marker P3, 161
Left: Laboratory; R ight: Natural turf.
xi
Figure 8.7 Using horizontal force (red) and vertical displacement (black) of 162 
marker P3 to define push-off, Left: Laboratory (push-off at 0.146 s);
R ight: Natural turf (push-off at 0.113 s).
F igure 9.1 Relative frequency of pitch angle. 172
Figure 9.2 Relative frequency of yaw angle. 172
Figure 9.3 Relative frequency of roll angle. 173
Figure 9.4 Top left: Pitch and yaw angles; Top right: Yaw and roll angles; 174
Bottom left: P itch and roll angles; Bottom right: Possible groupings.
Figure 9.5 Scatter plots of kick impact angles after cluster groupings. 175
Figure 9.6 Position of support foot during the kick; lines represent distance from 179
heel to toe studs (distance values in mm, ball centre positioned at 
0,0).
F igure 9.7 Relationship between ball launch angle and position of the support 179
foot.
F igure 9.8 V isual image of the left foot at 20% (0.03 s) intervals during the sprint 184
movement from -20 to 120% contact time (motion from right to left).
F igure 9.9 Acceleration of marker P3 used to define time of impact (green 184
marker indicates maximum vertical acceleration).
Figure 9.10 Position of marker P3 in the yz (horizontal-vertical) plane during the 185
sprint movement (1000 Hz); green to red marker = foot-strike phase, 
red to blue marker = translation phase, blue to purple marker = push- 
off phase (arrows indicate shoe motion direction, total contact time =
0.15 s).
F igure 9.11 Horizontal (y) and vertical (z) displacement of marker P3 (1000 Hz; 185 
contact time = 0.15 s).
F igure 9.12 Orientation of the shoe (200 Hz; contact time = 0.15 s). 186
Figure 9.13 Velocity and orientation of shoe on foot-strike during sprint 187
movement.
Figure 9.14 Position history of studs S3 and S11 in the yz plane during foot-strike 187
phase (0 - 0.03 s) (Green markers indicate the time of initia l foot- 
strike (0 s); red indicates 0.03 s after foot-strike; arrows represent 
stud motion direction).
F igure 9.15 Position of stud S3 in the horizontal (y) and vertical (z) directions (red 188 
markers indicate start of transition phase, 0.03 s and blue markers 
end, 0.09 s).
F igure 9.16 Relative positions of studs S11, S6 and S3 during contact phase (red 189 
markers indicates 0.03 s and blue markers 0.09 s after initia l foot- 
strike; arrows indicate stud motion direction).
F igure 9.17 Plan view (xy) of forefoot stud positions and corresponding centre of 190 
rotation during the transition phase (0.03 - 0.09 s) of the sprint 
movement (shaded circle represents ±1 SD of centre of rotation; 
arrow indicates rotation direction).
F igure 9.18 Motion path of studs S3 and S11 in the yz and xz planes (Blue 191 
marker indicates start of push-off phase, purple marker end of push- 
off phase).
Figure 9.19 Centre of rotation and resulting path of movement; blue markers 192 
indicate start of push-off (0.09 s) and purple markers end of push-off 
phase (0.15 s); dashed lines represent the motion path assuming a 
rigid system rotating about the calculated centre of rotation (red 
marker).
xii
Figure 9.20 Fixed system rotation for forefoot during sprint movement in yz plane 
(blue indicates starting position and purple represents the position at 
the end of movement).
193
Figure 9.21 Visual image of the left shoe during the side-cut movement (from -20 
to 120% contact time, at 20% (0.06 s) intervals; motion from right to 
left).
194
Figure 9.22 Orientation of the shoe during the side-cut movement (200 Hz); 
green to red markers = foot-strike phase, red to blue markers = 
transition phase, blue to purple markers = push-off phase.
195
Figure 9.23 Horizontal (y) displacement of stud S3 during the side-cut movement. 195
Figure 9.24 Vertical (z) displacement of stud S3 during the side-cut movement. 195
Figure 9.25 Horizontal (x) displacement of stud S3 during the side-cut movement. 196
Figure 9.26 Centre of rotation of the transition phase in the side-cut movement 
(shaded area indicates ± 1 SD for the calculation of the centre of 
rotation).
199
Figure 9.27 Position of studs S1, S3 and S11 in the xz and yz planes (blue 
markers indicate start of push-off (0.18 s) and purple markers end of 
push-off (0.28 s)).
200
Figure 9.28 Motion path of studs S11 and S3 during the push-off stage in the 
sprint and side-cut movements.
201
Figure 9.29 Visual image of planted left foot during the kick movement at foot- 
strike, ball contact, end of ball contact and end of movement (motion 
from right to left).
202
Figure 9.30 Pitch angle of the planted foot during kicking. 202
Figure 9.31 Summary of shoe motion during the sprint movement. 208
Figure 9.32 Summary of shoe motion during the side-cut movement. 208
Figure 9.33 Summary of shoe motion during the kick movement. 209
Figure 10.1 Percentage of absolute maximum for contributing grip factors in the 
sprint movement.
213
Figure 10.2 Resulting grip factor for the sprint movement w ith a safety factor of 2. 214
Figure 10.3 Percentage of absolute maximum for contributing factors in the 
kicking movement.
215
Figure 10.4 Resulting grip factor for kick movement w ith a safety factor of 2. 215
Figure 10.5 Slip of the planted foot during Hook's penalty kick during the Wales v 
France World Cup sem i-final, 2011 (Screen shots taken from video 
from ITV pic. 2011).
216
Figure 10.6 Percentage of absolute maximum for contributing factors in the side- 
cut movement.
217
Figure 10.7 Resulting grip factor for side-cut movement. 218
Figure 10.8 Translation of shoe testing conditions to replicate motion during 
critical slip period during sprinting.
220
Figure 10.9 Translation of shoe testing conditions to replicate motion during 
critical slip period in the kick movement.
221
Figure 10.10 Translation of shoe testing conditions to replicate motion during 
critical slip period in the side-cut movement.
222
Figure 10.11 Test parameters for pendulum device. 226
xiii
Figure 10.12 
Figure 10.13
Figure 10.14
Figure 10.15
Figure 10.16
Figure 10.17
Figure 11.1
Figure 11.2
Figure 11.3
Figure 11.4
Figure 11.5 
Figure 11.6
Figure 11.7
Figure 11.8
Figure 11.9 
Figure 11.10 
Figure 11.11 
Figure 11.12 
Figure 11.13 
Figure 11.14 
Figure 11.15 
Figure 12.1 
F igure 12.2
Figure A.1
Modified test conditions from player testing results. 226
Relative deformation of a Copa Mundial stud (10 mm forefoot, 12 227
mm heel) on firm ground conditions using input parameters derived 
from player testing of a sprint, kick and side-cut movement.
Illustration of stud penetration depth for each movement using new 228 
input parameters.
Coordinate position of stud S3 during the sprint movement (200 Hz). 230
Example boundary conditions for the foot-strike phase of the sprint 232 
movement applied to rigid body nodes on the studs S1, S2 and S3.
Position of the centre of rotation during the contact phase for a sprint 233 
trial.
Design cycle. Left: Traditional, player testing occurs after prototype 237 
development; R ight: Modified, player testing is the starting point for 
idea generation.
N ike SENSE stud technology on the medial side of the forefoot on 238 
the Mercurial Vapor Superfly III (N ike INC. 2011).
Orientation and velocity vectors of the forefoot studs on foot-strike 241 
(sprint).
O rientation and velocity vectors of the forefoot studs at push-off 242 
(sprint).
O rientation and velocity vectors of the heel studs on foot-strike (kick). 242
Orientation and velocity vectors of the heel studs on foot-strike (side- 243
cut).
Estimated centres of rotations (red markers) for the adidas F10 TRX 244 
AG outsole (adapted from adidas Group 2011); the dashed circles 
indicate the possible centre of rotation and corresponding motion 
path given the shape and orientation of the studs.
Left: Centre of rotation in sprint movement; R ight: Centre of rotation 245 
during side-cut movement w ith Copa Mundial stud configuration; red 
markers indicate the observed centre of rotation from player testing 
and the dashed lines represent the corresponding motion path for the
forefoot or heel about the calculated centre.
Position history of forefoot studs for the sprint movement. 246
Position history of all studs for the kick movement. 247
Position history of all studs for the side-cut movement. 247
Motion vectors for the sprint movement. 248
Motion vectors for the kick movement. 248
Motion vectors for the side-cut movement. 248
Outsole design suggestion. 249
Extended camera set-up for increased view ing area. 252
Use of graythresh function to identify appropriate binary conversion 253 
threshold.
Left: B isecting linear line complex; R ight: The linear line complex of 280 
path normal (adapted from Eberharter and Ravani 2006).
xiv
Figure A.2
Figure A.3 
Figure A.4
Figure A.5
Visual representation of the helical screw axis parameters; arrow 
represents the direction vector of the helical screw axis, radius of the 
cylinder relates to the angle of rotation and length of the cylinder to 
the displacement along the axis.
Helica l axis position for the sprint movement.
Helical screw axis positions throughout kick movement (kick 
positions in red).
Helica l screw axis position for side-cut movement.
283
285
287
289
xv
L IS T  O F  T A B L E S
Table 2.1 Factors influencing shoe-surface traction. 8
Table 2.2 Observations and conclusions made by Nigg (1990) in relation to the 14
traction assessment of shoes and surfaces.
Table 2.3 Soil properties (from Dixon etal. 2008). 20
Table 2.4 Proposed standards for playing performance (Canaway et al. 1990). 21
Table 2.5 Maximum perm itted rainfalls for test results to be valid (Baker 1991). 22
Table 2.6 Summary of non-optical measurement methods (Orr and Shelton 1997). 36
Table 3.1 Assessment of testing parameters. 49
Table 3.2 Shoe properties. 50
Table 3.3 Traction force values for all shoes at set displacements during 54
translation (mean ± standard error).
Table 3.4 Ranking of traction values for translation movement for shoes on all 55
surfaces (1 = highest).
Table 3.5 Tabular report of Analysis of Variance for all shoes on firm ground at 10 55
mm displacement.
Table 3.6 Tabular report of Analysis of Variance for all shoes on firm ground at 20 55
mm displacement.
Table 3.7 Tabular report of Analysis of Variance for all shoes on firm ground at 50 56
mm displacement.
Table 3.8 Mean difference analysis, * p < .05 56
Table 3.9 Assessment of differences between the plate and the shoe using f-tests 57
for artificial surface.
Table 3.10 C legg hardness values (mean ± standard error). 59
Table 3.11 S ignificance of difference between firm and soft ground conditions using 59
a Ftest.
Table 3.12 Average standard deviation in force over 50 mm displacement during 61
translation movement.
Table 3.13 Advantages and disadvantages of mechanical traction testing. 62
Table 3.14 Optical and mechanical properties of polycarbonate and urethane 67
(adapted from Dally and R iley 1991).
Table 3.15 Advantages and disadvantages of photoelastic testing. 79
Table 3.16 Advantages and disadvantages of computational (FEA) and analytical 81
modelling.
Table 3.17 Derived stiffness equations for ground and stud. 84
Table 3.18 Iterative solution to equation of motion. 84
Table 3.19 Computational stud-foam model boundary conditions. 88
Table 6.1 Sources of error. 137
Table 6.2 Assessment of error in manual tracking. 138
Table 6.3 Assessment of error in semi-automated tracking. 138
Table 6.4 Assessment of errors in manual tracking after stereo-triangulation. 139
xvi
Table 6.5 Assessment of error in sem i-automated tracking after stereo- 139 
triangulation.
Table 6.6 Significance of difference between manual and sem i-automated tracking 140 
using a t-test (mean values are used from 5 repeats of 2 markers over 
26 frames).
Table 6.7 Significance of difference between manual and sem i-automated tracking 141 
methods using results set to the origin.
Table 6.8 Assessment of reliability using t-tests (velocity in ms'1). 142
Table 6.9 Mean and standard deviation of stationary marker. 143
Table 6.10 Variation in vertical displacement of moving marker. 144
Table 6.11 Roundness metrics of marker trajectory. 144
Table 6.12 D ifference between measured and predicted stud position. 145
Table 7.1 Indoor data collection test conditions. 153
Table 7.2 Outdoor data collection test conditions. 154
Table 8.1 O rientation of the shoe on foot-strike. 163
Table 9.1 P layer and movement tria l term inology. 165
Table 9.2 Results collected from Doncaster testing. 165
Table 9.3 Results collected for complete shoe for representative player trials. 165
Table 9.4 Sprint results at foot-strike (N = 19). 167
Table 9.5 Sprint results at push-off (N = 12). 168
Table 9.6 K ick results at foot-strike (N = 34). 168
Table 9.7 S ide-cut results at foot-strike (N = 21). 169
Table 9.8 Tabular report of analysis of variance for pitch angle. 170
Table 9.9 Tabular report of analysis of variance for yaw angle. 170
Table 9.10 Tabular report of analysis of variance for roll angle. 170
Table 9.11 Mean difference analysis for pitch angle. 171
Table 9.12 Mean difference analysis for pitch angle. 171
Table 9.13 Mean difference analysis for roll angle. 171
Table 9.14 K-means cluster method groups for kick movement. 174
Table 9.15 K-means cluster method groups for sprint movement. 176
Table 9.16 K-means cluster method groups for side-cut movement. 177
Table 9.17 S ignificant relationships using Spearman's rank analysis. 178
Table 9.18 Representative players for the sprint movement. 180
Table 9.19 Student's Best results for sprint group mean and representative player 181
trial.
Table 9.20 Representative player tria l for the kick movement. 181
Table 9.21 Representative player trial for the side-cut movement. 182
Table 9.22 Position of studs S3 and S11 and orientation of the shoe at push-off 191
phase (position in mm, angle in °).
xvii
Table 9.23 Position of studs S1, S2 and S3 (in mm). 197
Table 9.24 Position of lateral (S1) and medial (S2) heel studs (in mm). 198
Table 9.25 Position of rear of forefoot (S3) and toe (S11) studs (in mm). 198
Table 9.26 Position of studs S1, S3 and S11 (in mm). 200
Table 9.27 Position of studs S1, S2 and S3 (mm). 203
Table 9.28 Orientation of the shoe (°).  203
Table 9.29 Position of studs S1, S2 and S3 (mm). 204
Table 9.30 Orientation of the shoe (°).  204
Table 10.1 Current test parameters and lim its of the adidas traction tester, total load 210 
= 69.3 kg.
Table 10.2 Test parameters for rotation of forefoot and complete shoe replicating 223 
the sprint and side-cut movements (stud positions for size UK 9.5, 
distances in mm).
Table 10.3 Five testing parameters to represent translations and rotations observed 224 
in the sprint, kick and side-cut movements.
Table 10.4 Boundary conditions of 3 rigid nodes on the outsole during sprinting 229 
(displacements in mm, time increments in s).
Table 10.5 Boundary conditions for replication of impact motion for sprint, side-cut 231 
and kick movements (orientation represents pitch, yaw and roll angles 
respectively; stud velocities represent x, y and z components).
Table 12.1 Potential variables for investigation. 255
Table A.1 Helica l screw axis parameters for the sprint movement (bold indicates 284
dom inant direction).
Table A.2 Helica l screw axis parameters for the kick movement. 286
Table A.3 Helica l screw axis parameters for the side-cut movement. 288
xviii
N O M E N C L A T U R E
A b b re v ia t io n s
ACL Anterior cruciate ligament
AFL Australian Football League
BMC Bloomfield movement classification
BW Body weight
COT Coefficient of traction
DLT Direct linear transformation
FC Football club
FG Firm ground
FIFA Federation Internationale de Football Association
fps Frames per second
GRF Ground reaction force
MAC Motion Analysis Corporation
RCOF Required coefficient of friction
SG Soft ground
SLR Single lens reflex
S ym b o ls
F Frictional force
F Coefficient of friction
R Normal reaction
3D world coordinate vector
Xlc Coordinate vector in camera reference frame
Tc Translation matrix
Rc Rotation matrix
n^n2 Principal indices of refraction
Principal stresses
c Stress-optic coefficient
A Relative angular phase shift
h Material thickness
X Wavelength
N Fringe order
xix
[N ]
[N ]
[Nm ’2]
[m ]
[m ]
fa
T-max
F
m
y
y
k
I
fs
fc
fn
(w,v)
R
X'i
P i
Si
a
P
7
V;
«i
Xi
Fx,y,z
Q
Vo
SD
SEm
SEd
df
(Six, Siy, 
Szz)
P/S,
P/K,
P/C,
Material fringe value
Maximum shear stress
Spring/mass force
Mass
Spring/mass acceleration
Spring/mass displacement
Spring stiffness
Spring/mass impulse
Sampling frequency
Highest frequency
Fourier frequency
Image coordinates
Residual
Raw data at the zth sample
Filtered data at the zth sample
Shoe markers, where /= 1-5
Stud identification, where /= 1-12
Pitch angle
Yaw angle
Roll angle
Velocity
Acceleration
D isplacement
Force in x, y or z direction
Plucker coordinate direction vector
P lucker coordinate moment vector
Standard deviation
Standard error of the mean
Standard error of the difference
Degrees of freedom
Stud coordinate position
Player /', where / = 1-8, Sprint tria l j, where j= 1-5 
P layer /, where / = 1-8, K ick tria l j, where /= 1-5 
P layer /, where /'= 1-8, S ide-cut tria l j, where j= 1-5
[Nm '1]
[Nm '2]
[N ]
[kg]
[ms'2]
[m ]
[Nm '1]
[Ns]
[Hz]
[Hz]
[Hz]
[ms'1]
[ms'2]
[m ]
[N ]
xx
1  IN T R O D U C T IO N
The following chapters contain a three year study into the development and application 
of a measurement system to identify appropriate test parameters for traction testing of 
studded outsoles.
1 .1  M o t iv a t io n  fo r  th e  re s e a rc h
Football is one of the most popular sports in the world, with approximately 270 million 
people actively involved in the game (FIFA 2007). Secondary to the ball, football shoes 
play an important and influential role in the game. For many they are perceived as a 
footballer’s tool (Torell 2011), forming the link between the ball and the player, and 
similarly between the pitch and the player. Football shoes were originally work boots, 
and although not fitted with studs, players would hammer nails or metal tacks into the 
sole of the shoe to increase the traction on the muddy pitches. By the 1920s football 
specific boot designs were being produced; for example the ‘Mansfield Hotspur’ was 
marketed as a boot offering “a rounded sole to edge preventing mud clogging and lock- 
riveted studs placed for improved grip and support” (Winner 2005). Shoe development 
progressed steadily and at the 1954 World Cup adidas gained international recognition 
with the innovation of interchangeable studs. During the final against Hungary, weather 
conditions turned causing the pitch to become muddy and waterlogged. At half time, 
the German team switched the studs on their boots to provide extra traction and went on 
to win the match whilst the Hungarian team struggled with the slippery conditions 
(adidas Group 2009). The 1954 World Cup was a wake-up call to the footwear industry 
with the notion that the design of the shoe can have a directed influence on the 
performance of players and the outcome of a game.
A wide selection of football shoes is now available on the market, targeted to meet the 
requirements of natural and artificial turf and indoor surfaces. With such a large choice 
available to consumers, pressure is on manufacturers to release innovative and exciting 
new designs. The current trend is for lightweight football shoes; during the build-up to 
the 2010 World Cup, the title for lightest football shoe changed hands four times with 
the winning shoe weighing only 150 g. Many players make a connection between the 
use of lighter shoes and the feeling of speed (Torell 2011) and lightweight shoes are 
often marketed towards fast and skilful players; starting with Ronaldo in 1998 wearing 
the Nike Air Mercurial (>200 g) and now Messi in 2011 wearing the adidas F50 adiZero
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(165 g). The reduction of weight however, comes at a price; many players have 
experienced negative health related issues due to the lack of foot support or protection 
from impacts from the lighter weight shoes (Torell 2011). In 2000, the frequency of 
football injuries was estimated to be up to 35 per 1000 playing hours, with the majority 
of injuries occurring to the lower extremities (Dvorak and Junge 2000). Lack of support 
and lacerations from other player’s studs are two potential injury causes; another 
significant contributor is stud fixation caused by excessive traction particularly during 
turning movements.
The traction between a football outsole and the surface was originally necessary to meet 
one goal; prevent the player from slipping over. If the available traction from the shoe- 
surface interaction was greater than the required traction for a particular movement, the 
player would not fall and the outsole would be deemed successful. The increase in the 
physical demands of players during a modern football game has influenced the demands 
of the outsole. Players want to be able to rapidly accelerate and quickly change 
direction meaning the required traction is greater. Stud configurations and profiles were 
changed in order to meet these demands. However, as mentioned, the increase in 
traction also has negative side-effects; improving traction to aid in acceleration may 
cause the shoe to fixate to the surface during turning movements leading to injuries.
One of the key aims of modern football shoe manufacturers is to find the balance 
between developing a shoe that improves performance but also minimises the risk of 
injury. Improvement in performance often takes the driving seat as it is can be easier to 
measure and validate biomechanically and then market to the consumers. Releasing a 
new design that claims to be safer than previous ones can often lead to the assumption 
that previous products are unsafe. The design of outsoles to reduce injuries therefore 
has to almost be unseen by the consumer, but is an important and often expensive aspect 
to consider, with the average cost for medical treatment per football injury estimated to 
be $150 (Dvorak and Junge 2000).
The ability to accurately measure and assess the traction properties of the shoes plays a 
vital role in design. Appropriate measurement of the traction can give an indication to 
the expected performance of the shoe and its susceptibility to cause or prevent injury. It 
also allows new designs to be compared to successful past designs or competitor shoes. 
Traction measurement can be done computationally, mechanically or with players.
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The sponsor of this project is the football division of adidas whose principal aim is to 
design and manufacture football shoes for both amateur and professional players. They 
use a combination of mechanical, computational and player testing to assess the traction 
of existing and prototype outsole designs.
In order for the traction assessment to bear any relevance on the intended use of the 
final product, appropriate test parameters need to be used. From the view point of the 
sponsor, ‘appropriate’ refers to the ability to produce traction results quickly and easily 
and produce results that can be compared with minimal analysis. ‘Appropriate’ also 
refers to the realism of the test parameters; the traction assessment needs to mimic the 
conditions seen by players during a game; this includes accurate kinematics and kinetics 
to represent player movements and also the use of representative test surfaces. This 
applies to all forms of traction testing.
The sponsor would like to improve the veracity of their traction assessment by 
incorporating realistic test parameters into both their mechanical and computational test 
methods. The intention of the project is to initially develop a method to identify how 
the shoe interacts with the surface during realistic football movements and then to use 
the observations to suggest appropriate test parameters. The full project aims and 
objectives are outlined below.
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1 .2  A im  a n d  o b je c tiv e s
Aim
To define appropriate test parameters for traction testing of studded footwear.
Objectives
1. To identify the advantages and disadvantages of computational and practical 
traction assessment methods.
2. To select, develop and validate an appropriate measurement system for the 
motion capture of studded footwear.
3. To use the measurement system to obtain test parameters from realistic football 
movements in a laboratory environment and on natural turf.
4. To advise on modifications to current test methods to better represent measured 
test parameters.
1 .3  T h e s is  s tru c tu re
The chapters in this thesis form three main sections; methodology, results and 
discussion. The first stage of the project is to identify an appropriate methodology to 
capture the interaction between the shoe and the surface in 3D. Validation and error 
assessment of the method is required before data collection. The method is then trialled 
using a controlled study in the laboratory and a larger sample size outside on natural 
turf. The results from the trial studies are analysed in detail to provide an example of 
the expected test parameters. Potential uses of the test parameters in traction testing and 
design are discussed in the latter part of the thesis.
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2  L IT E R A T U R E  R E V IEW
2 .1  In tro d u c t io n
The aim of the study is to identify appropriate testing conditions for the measurement of 
traction between a surface and a studded outsole with respect to football. In order for 
this aim to be fulfilled, recognition of current traction testing methods and their 
limitations is required. To identify appropriate test conditions the understanding of 
football player movement and methods of motion capture is also essential. This chapter 
provides an overview of relevant literature in the areas of traction measurement, surface 
classification, biomechanics of football and motion analysis techniques.
For consistency the following terminology will be used:
• Reports of frictional force, surface friction or resistance to sliding in relation to 
studded footwear will be described as traction.
• Cleats or traction outsoles will be referred to as studs.
• Soccer or association football will be referred to as football.
• Boots will be referred to as shoes.
• Boundary conditions or test conditions with respect to traction testing devices 
will be referred to as test parameters.
• Touchdown, impact or heel contact will be referred to as foot-strike.
• Toe-off or take-off will be referred to as push-off.
2 .2  D e fin it io n  o f  t ra c t io n
The frictional adhesion between a player’s outsole and the surface is known as traction. 
McNitt (2000) defined that with respect to shoe-surface interactions, the term friction 
applies to the interaction with smooth-soled footwear and the surface whereas traction 
applies to studded or spiked footwear. Although the classical laws of friction do not 
apply to outsoles sliding on natural or artificial surfaces (Valiant 1993), Barry and 
Milburn (1999) used research from tribology and soil mechanics to explain a 
mechanism for how traction is developed for footwear sliding on natural surfaces. The 
first stage to understanding traction is to identify the factors affecting frictional 
behaviour.
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The resistance to motion of a body on a flat surface is a result of the frictional force 
acting between the two surfaces. Early investigations into friction were carried out by 
da Vinci, Amontons and Coulomb leading to what are now known as the laws of 
friction (Muncaster 1981):
1. The frictional force between the two surfaces opposes their relative motion or 
attempted motion;
2. Frictional forces are independent of the area of contact of the surfaces;
3. For two surfaces which have no relative motion, the limiting frictional force is 
directly proportional to the normal reaction;
4. For two surfaces which have relative motion, the sliding force is directly 
proportional to the normal reaction and is independent of the relative velocity of 
the surfaces.
The final two laws can be described by the simple equation:
F  “  E q u a t io n  2 .1
where F is the frictional force, R is the normal reaction and p is the coefficient of 
friction.
When a body is placed on an inclined slope, but has no relative motion, the force that 
effectively holds the body in this position is known as the static frictional force. The 
static coefficient of friction is independent of the weight and surface area of the body. 
The dynamic coefficient of friction is the force resisting the movement of a body in 
motion (dynamic friction or sliding friction). It is generally considered that the dynamic 
coefficient of friction is lower than the static coefficient of friction. These definitions 
also apply to traction; values of dynamic coefficient of traction relate to the resistance of 
the surface when the shoe is in motion, whereas the static coefficient of traction relates 
to the resistance to motion.
For dry friction, when a body is placed on a surface, the actual area of contact is much 
smaller than the assumed surface area of the body; on a microscopic level, the surface of 
bodies are rough and consist of raised asperities. Hence, when the two surfaces are 
placed together, some regions on the surfaces will touch whilst other regions will be 
separated by a small distance (Figure 2.1).
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F ig u re  2 .1  - S c h em a t ic  i llu s tra t io n  o f a n  in te r fa c e , s h o w in g  th e  re a l a re a s  o f  c o n ta c t  
(a d a p te d  fro m  P e rs s o n  1 9 9 8 ) .
How the asperities respond to each other when sliding occurs depends on their 
respective material deformation properties (Barry and Milburn 1999). It is assumed that 
plastic deformation occurs at the junctions created by two asperities as the surfaces 
come into contact; as such, the coefficient of friction becomes the ratio of the shear 
stress to yield stress. The complex molecular interaction between the two materials 
means that a number of factors can influence the resulting coefficient of friction. 
Coulomb hypothesised five contributing factors (Persson 1998):
1. The nature of the materials in contact and their surface coatings;
2. The extent of the surface area;
3. The normal pressure (or force);
4. The length of time the surfaces remained in stationary contact;
5. Ambient conditions such as temperature and humidity.
These factors are also thought to apply to the traction between an outsole and a natural 
turf surface. Natural turf consists of a particulate structure consisting of discrete un­
bonded particles separated by pores of air or water (Figure 2.2) (Barry and Milburn 
1999). Traditionally, when playing on natural turf, players will wear studded outsoles. 
When load is applied to the natural surface through the outsole the studs and soil 
particles act as asperities and develop contact forces at the junctions. The reaction of 
the particles to the contact forces varies; the particles may slide, compress or bend. 
Barry and Milburn (1999) hypothesised that sliding was the most common mechanism 
of soils under load and as such the theory used to explain dry friction also applies to 
soils. The ability of a particle to slide depends on the friction and bonding forces 
between it and neighbouring particles.
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A ir
Natural turf is however a very complex structure consisting not only of soil, but also 
grass fibres, thatch, root zone and water pores (Mumford 2006). It is these factors and 
others (Table 2.1) that make the shoe-surface interaction a complex mechanism that is 
also highly dependent on the surface.
Influencing factors
• Grass type/species
• Thatch accumulation
• Soil texture, structure, compaction and strength
• Water content and water release characteristics
• Root growth
• Areas previously ploughed by studs
T a b le  2 .1  - F a c to rs  in f lu e n c in g  s h o e -s u r fa c e  t ra c t io n .
Traction plays an important part in the ability of a football player to perform at their 
best; a loss of traction can cause a player to slip and negatively affect their performance. 
Redfern et al. (2001) identified that in order for a person to avoid slipping due to loss of 
traction, the traction required by a person for that movement must be less than the 
traction available from the surface for that specific set of circumstances. The causes of 
the loss of traction leading to slips were identified by Redfern et al. and were said to be 
due to both environmental and human effects (Figure 2.3).
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F ig u re  2 .3  -  C a u s e s  o f s lip s  (a d a p te d  fro m  R e d fe rn  et al. 2 0 0 1 ) .
The negative connotations associated with loss in traction as well as the concerns over 
injuries caused by too much traction has meant that the measurement of the traction 
between a shoe and a surface is an area that is continually investigated. Section 2.3 
outlines the most common methods used to measure traction and the improvements that 
can be made to ensure that the shoe-surface interaction is fully understood.
2 .3  M e a s u rem e n t  o f  t ra c t io n
Traction testing measurements not only concern the shoe, but also the surface. 
Measurements can be used to compare studded outsole designs or as a classification 
measure for pitch quality. Mechanical, player and computational methods of measuring 
traction are reviewed.
2.3.1 Traction testing: Mechanical
Mechanical testing is one of the most commonly used methods to assess the traction 
between a studded plate or outsole and the surface. For evaluating a surface, a simple 
studded plate is normally used. Mechanical testing allows repeatable tests to be 
performed allowing quick assessment of the traction performance of outsoles or 
surfaces. In comparison, player testing is often found to be intrusive and suffer from 
poor repeatability, whereas mechanical testing has the advantage of being able to use 
fixed loading conditions leading to more repeatable results (Clarke and Carre 2010).
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The Federation Internationale de Football Association (FIFA) guideline for the quality 
control of football turf has two tests that relate to the traction performance of a surface; 
the first measures the linear friction stud slide value and stud deceleration value and the 
second measures the rotational resistance (FIFA 2008). The first method uses a curved 
test foot with seven plastic studs (height 13 mm) attached to a pendulum arm (Figure 
2.4). The arm is allowed to swing freely onto the surface and the peak deceleration due 
to the interaction of the studs with the surface is recorded. The second method uses a 
flat plate with six plastic studs weighing approximately 46 kg. The torque required to 
rotate the plate through 45° at 12 rev/min is recorded.
F ig u re  2 .4  - P e n d u lu m  te s t  fo o t in  z e ro  p o s it io n  (a d a p te d  fro m  F IF A  2 0 0 8 ) .
The pendulum test method is recognised by the Health and Safety executive in the UK 
(Ferry 2005) but is not often used in research; instead horizontal translation of the 
whole shoe is used to represent sliding during a push-off movement. Translational 
traction testing devices can be simple; Vachon (2005) applied a 15.9 kg vertical load to 
a range of shoes and measured the horizontal resistance to motion using a load spring. 
The uncertainty in the measurements was between 10 - 15% of the mean suggesting 
poor repeatability in the measurements. The method of measurement was also 
susceptible to human error and the load non-representative of realistic conditions. More 
sophisticated devices use a motor to either drive or pull the shoe or plate across the 
surface. Haake et al. (2004) used a sled with a load cell to pull a studded plate across an 
artificial surface. The standard deviation in the measurements was only 2% of the mean 
indicating a much higher repeatability than the manually pulled device. The advantage 
of using mechanically driven devices is that the traction force can be measured
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throughout the whole movement. Haake et al. measured the traction force at 100 Hz 
producing traction curves similar to Figure 2.5.
F ig u re  2 .5  -  E x am p le  t ra c t io n  c u rv e .
The initial peak represents the static force and the lower value the dynamic force as the 
sled begins to move. Haake et al. used the mean dynamic value for comparison 
purposes; this is one of the shortcomings of the device, with Kirk et al. (2007) arguing 
that the shoe moves less than 10 mm during realistic sprinting movements and as such, 
the measurement of traction at distances greater than this are non-representative. A 
modified version of the traction sled was used by Clarke and Carre (2010) to assess the 
traction properties of different stud designs. The traction rig consisted of a high 
pressure pneumatic ram to drive a studded plate horizontally forwards. The device was 
capable of measuring the displacement of the studded plate as well as the resistive 
traction force. Although able to produce repeatable results, the use of a plate as 
opposed to a shoe outsole was a potential area of concern. The authors noted that when 
full stud penetration into the surface was possible, the friction between the plate and the 
surface was also a contributing factor to the resulting traction force. This was also 
observed by Haake et al. (2004), theorising that the total traction measured was:
total traction = ploughing traction + plate skin friction Equ a tio n  2 .2
Consequently, if the material and area of the plate is not illustrative of a shoe outsole the 
total traction measured will also not be realistic.
Devices that are able to use full or part shoe outsoles are also used for traction testing. 
McNitt et al. (1997) developed a device to measure both the linear and rotational
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traction. A jointed leg and foot assembly capable of attaching full size football shoes 
was driven by pneumatic pistons in both rotation and translation. Although the 
movement and application of load was more representative than other devices, the 
authors acknowledged that it did not simulate actual movements. A similar device was 
developed more recently by Kuhlmann et cil. (2009) that either pulled or pushed an 
artificial jointed foot along the surface. The traction force was measured continuously 
during the movement and produced an output similar to Figure 2.5 where there was a 
distinct static and dynamic traction phase. Kuhlmann et al. (2009) used the device to 
investigate the effect of vertical load on the traction performance of a range of studded 
outsoles. The results suggested that at vertical loads of less than 888 N, it was difficult 
to distinguish any differences between the traction behaviour of the shoes tested but at 
loads greater than 1776 N, the artificial turf test surface was permanently damaged. 
This highlights the problems of testing at loads that are potentially achievable during a 
sprinting movement.
The rotational resistance of a studded plate or shoe is a popular measurement of traction 
and is used to replicate a movement most commonly associated with lower limb injuries 
in football. Although mechanical advances have been made regarding the translational 
traction testing, many studies related to rotational testing use similar devices to the 
FIFA standard test device. Livesay et al. (2006) measured the peak torque and 
rotational stiffness of a range of different shoe designs, surfaces and vertical loads. The 
device used was similar in design to the FIFA device but included a biaxial load cell 
and goniometer to measure the torque and rotation angle during the measurements. 
This enabled torque graphs to be created similar to the translational traction graphs 
(Figure 2.5) displaying a peak torque and the dynamic rotational stiffness. The results 
indicated that as the vertical load increased, both the peak torque and rotational stiffness 
increased. Livesay et al. also observed that significant differences existed between shoe 
types and surface types but that the optimum torque and rotational stiffness was still 
undetermined, and as such it was difficult to comment whether a shoe that offers a 
lower torque and rotational stiffness was preferential to one that displayed higher 
values.
Andreasson et al. (1986) carried out one of the first studies that simultaneously 
measured the torque and traction when the shoe slides on the surface. The device used 
consisted of an artificial surface fixed onto circular rotating disc which was driven by an 
electric motor. An artificial test leg and foot assembly was positioned on the rotating
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surface with a vertical force of 241 N supplied by a pneumatic cylinder. Strain gauges 
in the test leg were able to measure the torque and flexional stress, the reported value 
for comparison was the mean lever arm which was a ratio of the torque and traction. No 
degree of error or deviation of the results collected was given which means the 
repeatability of the device cannot be commented on. Although attempts were made to 
ensure that the position of the vertical centre of load of the shoe represented realistic 
conditions, the conditions were for a stationary stance and the vertical force actually 
applied had to be lower than observed due to the mechanical constraints of the test leg. 
The device allowed full outsoles to be tested but the choice of test surface was limited 
due to the fixation to the rotating disc.
Attempts to replicate realistic loading conditions have improved since the device used 
by Andreasson et al. in 1986 with the technical advancements of the test equipment 
available. Grund et al. (2007) proposed a complex list of requirements for a more 
realistic traction tester for high-risk loading scenarios:
• Replication of the full range of motion of the ankle;
• Application of forces and torques along the lower leg;
• Adjustable shoe-to-shaft positions and varying load conditions;
• Measurement of resultant forces and torques at the tibia position;
• Portable design to test the boots on different surfaces.
However, the criteria did not highlight the need for repeatable results that were also 
easy to interpret and compare. The test device developed by Grund et al. replicated the 
movement observed to cause anterior cruciate ligament (ACL) injuries and consisted of 
an artificial foot and ankle joint and shaft representing the lower leg. The movement of 
the leg was controlled by pneumatic cylinders and forces and torques around all axes of 
the leg were measured. Grund and Senner (2010) report results of the torque around the 
longitudinal axis of the lower leg for a range of different outsoles on natural turf. 
Despite the complexity of the movements performed by the test shoe on the surface, 
only two measurements were used for comparison; peak torque and effective peak 
torque. The results indicated that both the peak torque and effective torque depended on 
the loading conditions used and the outsole type. The order of the results for the 
outsoles changed depending on which loading condition was used. Although more 
representative loading conditions were used, the actual variable for comparison was still 
ambiguous and the results produced did not lend themselves to easy analysis.
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Frederick (1986) highlighted that players have been observed to modify their kinematics 
as a result to changing surface conditions; this is not possible with mechanical traction 
testing and calls into question the traction characteristics of shoes and surfaces based 
only on mechanical testing.
This concern for the validity and relevance of traction characteristics based on 
mechanical tests only was also raised by Nigg (1990). Nigg reviewed the methods and 
results of using both mechanical and player testing and observed the following:
Observation
• Traction coefficient was dependent on 
material properties;
• No correlation between rotational and 
translational traction values;
• The order of translational traction 
coefficients on a range of surfaces 
changed depending on the vertical load 
applied;
• Mechanical and player testing traction 
results correlated for 6 out of the 7 
surfaces tested.
Conclusion
• Both shoe and surface materials need to 
be representative;
• Both translational and rotational tests 
need to be performed;
• Appropriate vertical loads need to be 
used;
• Mechanical tests assess the shoe-surface 
interaction, player testing assesses the 
shoe-surface-player interaction; both are 
required to allow conclusions about the 
performance of a shoe-surface 
combination.
T a b le  2 .2  - O b s e rv a t io n s  a n d  c o n c lu s io n s  m ad e  b y  N ig g  (1 9 9 0 ) in  re la t io n  to  th e  t ra c t io n  
a s s e s sm e n t o f s h o e s  a n d  s u rfa c e s .
2.3.2. Traction testing: Player
Despite the limitations of mechanical traction testing, there are few studies that attempt 
to use participants to measure the traction force during realistic movements. This is 
partially due to the negative connotations associated with player testing; increase in 
variability and potential for subjective outcomes, but also due to the complexities of 
measuring the traction force on a variety of surfaces.
To understand the interaction between the studs and the surface during player testing 
one of the most promising developments was the development of instrumented studs by 
Garcia et al. (1999) and Gonzalez et al. (2003) at the Institute of Biomechanics of
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Valencia. Thirteen studs were instrumented with strain gauges attached to a steel spigot 
in the middle of the stud. Four gauges were positioned at 90° to each other to allow the 
measurement in the anterior-posterior and medial-lateral directions. The gauge cables 
passed through the shoe insole and were attached to an amplifier box sewn onto the side 
of the shoe. There was little data published on the results and accuracy of the system 
but initial analysis showed that significant differences can be seen between studs during 
different movements (Gonzalez et al. 2003). With the developments in wireless sensor 
technology, the disadvantages in the instrumented stud system of potentially hindering 
player performance will be minimised (Kirk 2008).
More details on player analysis techniques using force-plates, pressure insoles and high­
speed cameras are given in section 2.6.
2.3.3 Traction testing: Modelling
Modelling techniques can also be used to evaluate the interaction between the shoe and 
the surface. Modelling allows prototype shoe designs to be assessed without incurring 
manufacturing costs. However, to ensure suitable results the model needs to accurately 
represent the surface, the shoe and the interaction between the two. To do this, 
understanding of the mechanical properties of the surface and modelling techniques 
used to represent them need to be understood. Natural turf is a complex material 
consisting of both soil and grass fibres. Modelling of soils is of particular interest in 
geotechnical engineering applications from earth penetration for tunnel and mining to 
the design of earth retaining structures (Sallam 2009).
With regard to the popularity in modelling soil using finite element applications, 
Brinkgreave (2005) reviewed a range of soil models to provide guidelines on selecting 
the most appropriate model for the given application. Brinkgreave initially identified 
five aspects of soil behaviour that soil models need to be able to replicate. Soil is a 
complex material that exhibits non-linear, anisotropic and time-dependent behaviour 
with respect to stress and strains. The characteristic soil aspects highlighted were:
1. Influence of water on behaviour of the soil'. Pore pressure distribution can affect 
the total stress state in the soil.
2. Soil stiffness is not a constant'. Stiffness can be affected by stress level, stress 
path, strain level, time, density, water, over-consolidation and direction.
-15-
3. Soils irreversibly deform under loading'. Soils only have a small elastic region 
and deform irreversibly from the onset of loading, however the soil does not fail.
4. Shear strength is dependent'. Soil shear strength can be influenced by loading 
speed, duration, density, undrained behaviour, over-consolidation and 
anisotropy.
5. Soil exhibits time-dependent behaviour. Pore-pressure and swelling which can 
influence soil stiffness and strength can decay in time.
The above list of soil characteristics is not exhaustive and demonstrates the highly 
complex nature of soil. It is therefore hardly surprising that the development of a 
computational finite element model to accurately represent the characteristics of soil 
would be complicated and time consuming. Attempts have been made to develop a soil 
model to measure the interaction between a shoe and the surface (Sun et al. 2005, Kirk 
2008) however the focus has been on producing results that are able to give similar 
results to mechanical traction tests. The models also primarily represent the particulate 
nature of the soil and neglect the influence of grass fibres and root zones.
To accurately represent the interaction between the shoe and the ground, the shoe and 
human sections of the model also need to be represented. Mass-spring systems have 
often been used to model the dynamic impact between the body and the surface 
(Cavagna 1970, Blickhan 1989, Nigg and Liu 1999). The simplest model (Blickhan 
1989) consists of a single linear spring. Over time more complex models were 
developed to represent both the body and the ground; for example, Nigg and Liu (1999) 
simulated the impact force during running using a spring-damper mass model consisting 
of four masses, six springs and four dampers.
Computational models used to model traction behaviour between a shoe and a surface 
are challenging to develop, but when used successfully can be a valuable tool in outsole 
design. The fundamental part of the model is the surface; natural turf is a complex 
medium and classification using mechanical measurements is one of the first stages in 
understanding its behaviour during shoe interaction.
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2 .4  S u r fa c e  c la s s if ic a t io n
During a typical sprinting movement in football, the motion can be described in three 
stages; impact, contact and push-off. The impact phase plays an important part in 
forming the first stage in the interaction between the studded outsole and the surface. 
Penetration depth of the studs has been shown to have a direct effect on the resulting 
traction properties (Clarke and Carre 2010). Being able to estimate the expected 
penetration of the studs can help inform players on the appropriate studded outsole for 
that surface. In the UK and the majority of Europe, natural turf can be generally 
grouped into two types; firm ground and soft ground. Firm ground is typically pre­
season, end of season and the spring/summer months; soft ground usually occurs in the 
winter months (unless frozen which is then more representative of the firm ground 
hardness). However, the hardness is not the only parameter that affects the interaction 
between the stud and the ground; factors such as grass cover, root depth, moisture 
content, temperature, soil density and pitch construction all come into play (Canaway 
and Baker 1993). In winter, with soft ground conditions, it is expected that the stud 
would penetrate into the ground and thus give greater traction compared to in firm 
ground due to the enhanced contact area. However, firm ground in the spring months is 
likely to have greater grass cover and root strength, leading to improved traction 
through root-stud interaction. Completely different turf conditions are likely to be seen 
when playing in say Africa or Australasia. In essence, natural turf surfaces are 
geographically and temporally variable (Stiles et al. 2009) making categorisation of the 
surface difficult.
As described, the condition of natural turf surfaces can influence the traction properties 
of the shoe and as such it is important that when carrying out traction testing either 
mechanically or with players that the surface is appropriately classified. Stiles et al. 
(2009) defined three groups of mechanical testing methodologies that could be used to 
classify natural turf conditions:
1. Ball surface interactions;
2. Surface performance and aesthetics;
3. Player-surface interactions.
The FIFA quality concept for football turf handbook (FIFA 2008) outlines a set of ten 
tests that cover the topics suggested by Stiles et al. (2009):
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1. Football rebound;
2. Angle ball rebound;
3. Ball roll;
4. Shock absorption;
5. Vertical deformation;
6. Rotational resistance;
7. Stud slide value and stud deceleration value;
8. Surface friction and abrasion;
9. Simulated wear;
10. Simulated weathering.
The tests relating directly to traction were discussed in section 2.3. Tests relating to 
surface hardness include a measure of the force reduction or shock absorption and 
vertical deformation of the surface. The shock absorption is measured using test 
apparatus known as an “artificial athlete”. A 20 kg falling weight is guided to fall 
smoothly onto a spring, load cell and test foot resting on the surface. The spring has a 
stiffness of 2000 N/mm and together with a load cell sampling at 500 Hz rests on a 
round steel plate weighing 3 kg acting as the test foot. The percentage reduction of the 
maximum force measured on the test surface relative to the maximum force measured 
on a concrete surface is reported as the force reduction. A similar test is used to 
measure the vertical deformation of the surface.
The device used by FIFA is also known as the Berlin Artificial Athlete. A modification 
to this test procedure is the Stuttgart Artificial Athlete which has an increased drop 
weight and reduced spring stiffness leading to a slight reduction in touch down velocity 
but an increase in the contact time of the test foot (Nigg and Yeadon 1987).
Nigg and Yeadon (1987) compared three mechanical drop tests; the Berlin Artificial 
Athlete, the Stuttgart Artificial Athlete and a standard drop test where an accelerometer 
is placed in a weight and dropped from a set height. The tests were repeated on a range 
of surfaces. For all tests, the ground reaction force and surface deformation were 
dependent upon the impact velocity and the radius and mass of the drop object. A 
change in one of the parameters not only changed the maximum force recorded, but also 
changed the ranking order of the group of tested surfaces. This is shown in Figure 2.6; 
the graph shows the results for the impact force peaks measured in a drop test on three 
different surfaces. Using the shot with mass 7.3 kg and radius 6.2 cm, surface A
-18-
recorded the lowest impact forces and surface C the highest. However, using a mass of 
4 kg and radius 5.25 cm, the situation became reversed with surface C measuring the 
lowest impact forces and surface A the highest. This example highlights the need for a 
standardised method for the comparison of surfaces.
•
•
•
m = 7.3 kg
o
o
m = 4.0 kg
o
A B C
S u r fa c e
F ig u re  2 .6  - L e ft : In f lu e n c e  o f m a s s , ra d iu s  a n d  im p a c t v e lo c ity  o n  m a x im um  fo rc e  in  a  
d ro p  te s t w ith  fo rc e  p la t fo rm . R ig h t: M a x im um  fo rc e  w ith  tw o  d if fe re n t s h o ts  o n  th re e  
s u r fa c e s  (a d a p te d  fro m  N ig g  a n d  Y e a d o n  1 9 8 7 ) .
The drop test described by Nigg and Yeadon (1987) is also known as the Clegg 
hammer. The Clegg hammer or Clegg Impact Soil Tester was original designed to 
measure the suitability of soils as a base course for roads in Australia (Dr Baden Clegg 
Pty Ltd 2011) and has since been adopted by sports clubs and local councils as a 
standard test procedure for measuring the hardness of playing surfaces (Twomey et al. 
2011).
Carre et al. (2006) assessed the performance of the Clegg impact hammer and the 
findings were used to develop a novel device to assess the performance of sports 
surfaces during ball impacts. The new system was designed to give consistent and 
accurate results for the hardness of a surface. Analysis of the Clegg impact hammer 
revealed inconsistencies relating to the uncontrolled drop of the impact mass, pressure 
build up in the tube as well as friction between the mass and the tube; leading to 
standard errors up to 30% for contact velocities for the same drop height. A new system 
was designed consisting of a hemispherical drop hammer on a linear bearing rail to give 
controlled motion. Further investigation revealed that a hemispherical drop hammer 
shape better represented impacts between sports balls and surfaces and gave better 
quality raw data than flat drop hammers. The device also included adjustable feet to aid 
in level set up and an electromagnetic drop mechanism to aid in accurate drop heights.
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The new system gave standard errors of less than 5% and Carre et al. deemed that this 
was sufficiently accurate for use as a replacement for the Clegg hammer.
Despite the problems of the Clegg hammer for surface testing, it has often been used in 
research as a simple way to classify the hardness of natural turf surfaces. Dixon et al. 
(2008) investigated the loading within the shoe on a range of different surfaces. This 
required the soil surfaces to be characterised. The soil was characterised using two 
tests; the hardness was measured using a Clegg impact hammer (0.5 kg dropped from 
0.55 m height) and the peak penetration resistance was measured using a cone 
penetrometer (130 mm2 base area, 30° cone, penetration rate 30 mm/s) (Table 2.3).
Bulk density kg/m3 Hardness (g) Peak penetration (kPa)
1460 125 1200
1590 235 1500
T a b le  2 .3  -  S o il p ro p e r t ie s  ( f rom  D ix o n  et al. 2 0 0 8 ) .
Dixon et al. (2008) observed the difference in hardness to be equivalent to the 
difference between complete sinkage of the studded sole to 50% stud penetration in 
static conditions for the median participant. The two surface conditions were thought to 
be representative of typical field conditions for 'soft' and 'hard' surfaces respectively. 
These peak hardness values correspond to measurements by Kirk (2008) used in the 
vertical interaction analysis (Chapter 3.5).
Baker (1991) at the Sports Turf Research Institute also used the Clegg impact hammer 
to investigate the effect of temporal parameters on the mechanical properties of natural 
turf football pitches. The mechanical properties chosen were deemed to be 
characteristic of playing quality and consisted of a measure of hardness and traction. 
The hardness was measured using a Clegg impact hammer; 0.5 kg, 50 mm diameter, 
dropped from a height of 0.3 m. The peak deceleration upon impact with the ground 
was recorded. The traction was measured using a studded plate with a torque wrench; 
in this case the force required to initiate rotational movement of the plate was recorded; 
similar to the standard FIFA test procedure for rotational resistance. Additional 
measurements were also made to help characterise the condition of the natural turf on 
the day of testing; these were:
• grass ground cover percentage,
• gravimetric moisture content,
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• antecedent rainfall data.
Four different root-zone constructions were also used differing in the mixing ratio of 
soil to sand. Measurements were collected once a week from September 1986 to May 
1987.
Results indicated that the moisture content was strongly influenced by root-zone 
composition and was particularly high in October and December 1986 in response to 
higher than average rainfall. The author postulated that the low moisture content in 
January and February 1987 was due to the increased evapotranspiration at the end of the 
playing season. The traction was found to decrease from September 1986 to May 1987; 
with the difference in traction on the varied root-zones negligible. In contrast, the 
hardness was found to vary significantly with the root-zone mixing ratio. Baker noted 
that in wet weather the root-zones with high soil content gave lower hardness readings 
compared to the sand; this was also reversed in dry conditions. In terms of temporal 
parameters; the traction was found to have little variation on a weekly basis, but simply 
decreased throughout the season with the wear of the turf. This was to be expected as 
traction is said to be related more strongly to the amount of root material present. The 
hardness was found to be very dependent on the moisture content of the turf; and as 
such was also strongly influenced by the antecedent rainfall (Baker 1991).
Giving reference to the proposed standards for playing performance (Canaway et al. 
1990) (Table 2.4), Baker (1991) proposed grades of pitches defining under which 
circumstances they would be suitable for play. Basic grade pitches were deemed 
suitable for play in relatively dry conditions only with light rainfall expected to cause 
retention of surface water. Standard grade pitches were defined suitable under moderate 
rainfall intensities with high grade pitches expected to be playable under intense rainfall 
conditions. Baker (1991) also defined the maximum antecedent rainfall limits for 
mechanical test results to be valid (Table 2.5).
Preferred range Acceptable limits
Traction (Nm) >25 >20
Surface hardness (g) 20-80 10- 100
T a b le  2 .4  - P ro p o s e d  s ta n d a rd s  fo r  p la y in g  p e r fo rm a n c e  (C a n aw a y  et al. 1 9 9 0 ) .
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Maximum permitted rainfall in the time period before testing (mm)
Grade of pitch
1 hour 6 hours 12 hours 24 hours
Basic 2 4 6 10
Standard 5 8 12 20
High 10 15 20 30
T a b le  2 .5  - M a x im um  p e rm it te d  ra in fa lls  fo r  te s t  re s u lts  to  b e  v a lid  (B a k e r  1 9 9 1 ) .
The results from Baker (1991) highlight the effects the temporal parameters can have on 
the surface condition and consequently the traction property of the shoe-surface 
interface. Rogers and Waddington (1989) revealed that the grass height can also affect 
the hardness and traction performance of a surface. The authors used a Clegg impact 
hammer to measure the hardness of a surface over a period of a year also noting the 
grass height and moisture content of the surface. The hardness using the 0.5 kg Clegg 
hammer were shown to be sensitive to the presence of verdure (top growth remaining 
after mowing) and grass height.
Fujikake et al. (2007) reported a similar sensitivity between the hardness and the grass 
type over a period of several months. Impact hammer test and traction tests were 
performed at 13 natural turf pitches and eight artificial turf pitches in Japan. The study 
focussed on mechanical differences between artificial and natural turf pitches and more 
importantly, how the change of season affected the mechanical characteristics of the 
pitches. From the results, of particular interest was the hardness index recorded for the 
same natural turf pitch over several months. The impact drop test was performed in 
August 2003 and then January, March, May, August and October of the following year. 
The authors recorded a significant difference in the hardness of the turf in March and 
October compared to the other months. The authors report that March was a transition 
period from rye grass to Bermuda grass and October was an ‘overseeding period’ which 
meant the amount of turf was less. Combined with an aeration process to allow 
nutrients and water to penetrate into the soil, Fujikake et al. concluded that in these 
months it was likely that the ground would be softer. This study again highlights the 
effects the grass type can have on the surface condition, but also the effect of ground 
maintenance.
An alternative measure of surface hardness is surface penetration. Penetrometers are 
more commonly used on horse racing circuits with the introduction of the GoingStick in 
2006 (Brighton and Godwin 2006), they have however been extensively used by
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Orchard (2001) in his study into the causes and effects of injuries in Australian Football 
League matches. One of the initial studies by Orchard (2001) was to use an objective 
measure of ground hardness to analyse the relationship between ground conditions and 
ACL injury rates in the Australian Football League (AFL). The ground hardness was 
measured using the Penetrometer. According to Neylan and Stubbs (1998, cited by 
Orchard 2001), the Penetrometer has better correlation with track hardness and race 
times than the Clegg hammer.
AFL injury surveillance data found that ACL injuries were less likely at Victorian 
(southern) venues and in games during the winter months (later in the season). 
However, the penetrometer study was unable to specify the particular characteristics of 
grounds that are responsible for the 'northern' and 'early-season' bias for ACL injuries. 
Orchard (2001) reported a non-significant trend towards more ACL injuries on harder 
grounds, as well as a similar trend where couch grass was the predominant species.
Orchard (2001) identifies the relationship between weather variables and surface 
conditions and in turn how these may ultimately affect the shoe-surface traction of 
players (Figure 2.7).
F ig u re  2 .7  - R e la t io n s h ip  b e tw e e n  h a rd n e s s , s h o e -s u r fa c e  t ra c t io n  a n d  o th e r  g ro u n d  
c h a ra c te r is t ic s  (a d a p te d  fro m  O rc h a rd  2 0 0 1 ) .
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The range of surface measurements available together with the effect of additional 
surface conditions such as grass type, length, soil density and moisture content renders 
the task of classifying surfaces confusing and sometimes contradictory. Without 
consistency between surface measurements, a surface deemed hard by one study may be 
classed soft by another simply by using a different weight in a drop test.
2 .5  B iom e c h a n ic s  o f  fo o tb a ll
2.5.1 Biomechanics of football
One of the most comprehensive reviews of biomechanics in football was undertaken by 
Lees and Nolan (1998). They identified the biomechanical aspects of kicking, throw- 
ins and goalkeeping and also the influence of the ball, shoe and surface on player 
performance and injuries. The authors identified that ball speed could be used as a 
measure of kicking success. Using this notion, Sterzing and Hennig (2008) investigated 
the influence of the traction of the planted foot during kicking. The authors 
hypothesised that due to kinetic chain theory, the transfer of momentum to the ball is 
based on a whole sequence from foot strike of the planted foot to the end of the collision 
phase of the kicking leg, and as such, higher traction of the planted shoe will lead to an 
increased performance in ball velocity in kicking. The traction performance of four 
different studded outsoles was measured by observation of the ground reaction forces 
on impact. The ball velocity was measured using a radar gun. Player perception of 
both traction performance and ball velocity were also recorded. The results indicated 
that the shoes related to the highest ball velocity also recorded the highest maximum 
shear force and shortest reaction time. Perception ratings were variable; participants 
were able to differentiate different ball velocities but were unable to correctly rank the 
traction performance of the shoes. An interesting addition to this study would be the 
mechanical measurement of the traction values of the shoes and the comparison to 
functional performance and perception ratings.
Lees and Nolan (1998) also suggested that the placement of the planted foot during 
kicking may influence the performance. McLean and Tumilty (1993) identified for 
right foot kicks that participants (elite junior football players) positioned their support 
foot 373 ±41 mm to the side of the centre of the ball and 81 ± 53 mm behind the ball. 
This was different to left foot kicks where the support foot was 451 ±31 mm to the side
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and 39 ± 91 mm behind the ball. Lees and Nolan (1998) postulate that the anterior- 
posterior positioning of the support foot is related to the type of kick and the intended 
trajectory; however there was no evidence to suggest that positioning the foot further or 
closer to the ball will cause it to go low or high.
The use of biomechanics in football shoe design has mainly been focused on shoe 
ergonomics and reduction in injury. Johnson et al. (1976) investigated how the design 
of the shoe affected stiffness. They hypothesised that the stiffness of the shoe in 
inversion and eversion could be related to the ankle injuries in football players. In the 
1970’s, shoe designs were introduced that had significantly lower profile in the ankle 
and these were often blamed for ankle injuries during football games. Johnson et al. 
compared a high ankle profile shoe and a low cut shoe by measuring the resistance to 
rotation in inversion and eversion of a participant’s ankle while strapped in a leg brace. 
A third shoe in the low cut design but made from the same leather as the high ankle 
design was also tested. Results indicated that the high cut design was 50% stiffer than 
the new low cut shoe, but that the low cut shoe with old leather was 40% stiffer than the 
new design. The authors concluded that 80% of the differences between stiffness in 
shoe design could be attributed to a change in material rather than a change in shape. 
Lees and Nolan (1998) also identified that material selection played an important part in 
the biomechanical design of football shoes. Shoe-splitting was reported by 27% of 
professional players questioned, the authors estimated that during a game situation, the 
accumulated stress on the boot was three times greater than during training, and as such, 
the selection of material has to take into account both demands.
Sterzing et al. (2010) used player testing to evaluate a series of prototype designs 
specific for artificial turf. The study involved both biomechanical assessment and 
perception ratings from players. 47 players were asked to perform a slalom course on 
an artificial surface wearing a selection of artificial turf outsoles from a range of 
manufactures and a new prototype design. The time taken to complete the course was 
used as a comparative measure, combined with the perceived run time and traction 
rating of the shoe from the participants. Cutting and turning movements were also 
performed in the laboratory on a force-plate to measure the shear and vertical forces. 
Assessment of the prototype shoe compared to three shoes available on the current 
market revealed a faster run time round the slalom course and higher ratio of peak shear 
to peak vertical forces during the cutting and turning movements in the laboratory. 
From the results, the authors concluded that the new prototype exhibited a higher
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functional traction (defined by ratio of horizontal to vertical force) than existing 
designs. This study demonstrates how player feedback and biomechanical assessment 
can be used to evaluate traction requirements without mechanical testing.
Brizuela et al. (1998) used pressure insoles to investigate the influence of stud position 
on performance and injury prevention. Participants were asked to perform an obstacle 
course wearing five different prototype outsole designs. The first design consisted of 15 
studs distributed equally about the sole. The outsole designs were then modified by 
removing one or more studs. A final design mimicked a commercially available shoe 
with 13 studs. A goniometer was used to measure the inversion-eversion stability of the 
shoe and pressure insoles used to determine the pressure distribution under the foot 
during different movements. Player questionnaires were also used to obtain the comfort 
level of the shoe. Results indicated that stud position had a significant influence on the 
pressure distribution and stability of the shoe. Shoes with equivalent number of studs 
did not necessarily have the same comfort rating or high pressure areas indicating that 
the position of the studs is important. A more complete study would again be to 
investigate additional information such as mechanical traction values or ground reaction 
forces.
To date, the traction performance of outsoles has been highlighted as an important 
playing quality (Lees and Nolan 1998) but has predominately been investigated from 
the point of view of the surface rather than the biomechanical influence on stud design 
or configuration. Muller et al. (2010) identified that the stud configuration can 
influence the turning patterns; with players wearing an outsole with no studs displaying 
lower horizontal reaction forces compared to those wearing studded footwear. The 
observations from biomechanical studies are more commonly linked to the cause or 
reduction of injuries.
2.5.2 Injuries
The level of traction required by a player is a balance between injury prevention and 
performance enhancement; too much traction and the shoe can lock into the surface 
causing potential injuries to the lower limbs, too little traction and the player may slip 
compromising performance. The influence of traction on player injuries has always 
been a concern but has more recently been investigated with the increase in the number 
of artificial or portable grass surfaces, especially at elite competition level (Orchard et
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al. 2008). As such, research on the influence of traction on injuries has predominately 
been focussed on surface characteristics rather than outsole designs. Orchard et al. 
(2008) hypothesised that portable natural grass may be a risk factor for knee injuries. 
Portable natural grass inherently has high resistance to shearing and as such has been 
linked to ACL injuries due to excessive shoe-surface traction. Orchard et al. identified 
a number of case studies of ACL injuries on natural grass and concluded that until 
further evidence is present, excessive shoe-surface traction is a likely cause, but random 
injuries can also occur that may or may not have any relation to shoe-surface 
interactions. The authors also observed that a succession of knee injuries occurring at 
one particular ground can cause an increase in media attention even when there is no 
quantitative evidence to suggest that the surface was the influencing factor.
The negative media association to injuries does not always focus on the surface. A 
succession of injuries occurring by players wearing a particular brand or style of 
football shoe or stud design can also cause the media to speculate that the shoe is the 
cause of the injury. Modern bladed studs are a prime example of a shoe design that is 
constantly under question from the media as to its safety for football players of all 
levels. In 2005, Sir Alex Ferguson raised one of the first public concerns for bladed 
studs, calling for a complete ban after injury to Roy Keane (BBC 2005). In 2010, Steve 
Bruce called for a conference on football player footwear and pitch conditions after a 
series of injuries caused by players wearing bladed footwear (Taylor 2010). Taylor 
(2010) reported that the fashion for players to wear bladed footwear over more 
conventional round studs was causing the shoe to stick in the surface leading to ACL 
injuries. The bladed stud also received negative press with respect to injuries caused by 
stud lacerations. Hall and Riou (2004) raised concern that the blades posed a greater 
threat to laceration injuries that rounded studs and that their use in youth football should 
be monitored.
The scientific evidence to support the claims that bladed studs posed a greater injury 
risk have also had mixed results. Kirk (2008) measured the resistance to rotation of 
both bladed and conventional round studded outsoles on natural turf. The results 
indicated that the rotational torque of the bladed designs was lower than the rounded 
studs. The author however, expressed concern that the type of stud must be appropriate 
for the surface; a shoe designed for soft ground conditions (longer stud profile) may 
pose an injury risk on other surfaces. Bentley et al. (2011) measured the pressure 
distribution on the foot when wearing bladed or round studded outsoles. The results
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indicated that the pressure distribution on the lateral side of the foot during certain 
movements in the bladed shoe was significantly greater than the round studded shoe. 
This led the authors to speculate that the bladed shoe posed a greater risk to injury.
As mentioned by Kirk (2008) the players’ selection of studded footwear has significant 
influence on both their performance and susceptibility to injury. There is little 
information on the relationship between surface condition and player footwear selection 
perhaps leading to a lack of education in players on appropriate footwear. Rennie 
(2010) measured the Clegg impact hardness of the football pitch before every match and 
training session for Leicester City Football Club to investigate relationship between 
hardness and incidence of injury. The seasonal variability of pitch hardness was also 
investigated. However, the author reported that the players were not made aware of the 
pitch hardness and as such it did not influence their footwear selection. A player’s 
ability to perceive the hardness and traction properties of the surface plays an important 
role in selection of footwear and ultimate media portrayal.
2.5.3 Perception
The evaluation of player perception has always played an important part in sports shoe 
design and research. A players ability to perceive information such as surface hardness 
or traction properties can lead to a more informed selection of footwear. Muller et al. 
(2010) undertook an evaluation of player-surface interaction on artificial surfaces 
investigating both mechanical, performance and perception results. Players wore a 
range of studded outsoles and performed slalom and acceleration movements to gauge 
both the performance of the shoes and the players’ ability to perceive the traction 
performance. The perceived ranking of traction performance correlated with the course 
times used as a performance indicator. These also matched well with mechanical 
measurements taken for the traction performance of the shoes. The authors concluded 
that the combination of perception, performance and mechanical testing was a 
successful way to ensure a comprehensive understanding of the shoe-surface 
interactions.
Perception of loss of traction, or slipping has more readily been investigated with 
respect to heel slide during walking (Redfern et al. 2001, Gronqvist et al. 2001, 
DiDomenico et al. 2007). Redfern et al. (2001) stipulated that the kinematics of the 
heel as it contacts the floor has a high potential for slips; the heel rapidly decelerates just
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prior to contact and then there is a slight sliding motion along the surface at impact. 
Leamon and Li (1990, cited by Redfern et al. 2001) stated that during normal walking 
gait, it was expected for there to be some sliding observed at and just after heel contact. 
This was termed a microslip and was said to be in the order of 10 mm. A microslip 
greater than 30 mm was then termed a slip. Perkins (1978) reported that slip distances 
up to 30 mm can occur without being perceived. Information on perceived slip 
distances can affect the realism of traction testing devices. If translation distances of 
greater than 30 mm are tested, it is likely that the player would have perceived this slip 
and monitored their movement to compensate for it. This will have compromised their 
performance and as such questions the translation distances mechanical tests should 
measure to.
As suggested, players are able to adapt to the surface conditions and adjust their 
movements according to the shoe-surface interaction at the time (Hennig 2011). On a 
soft, wet surface, Hennig (2011) observed that players ran more cautiously and 
performed movements slower. Changing the footwear caused a 3% difference in 
performance whereas a change in the surface caused up to 20% difference in 
performance. The ability to observe the shoe-surface interaction and the resulting effect 
on the player performance during different movements on a range of surfaces can help 
further the understanding in traction requirements in order to improve performance but 
reduce the likelihood of injuries.
2 .6  M o t io n  a n a ly s is
Nigg (1990) stressed the importance of understanding the shoe-surface-player 
interaction as well as just using mechanical measurements to assess traction 
performance. To do this, knowledge of the loading conditions and movement of the 
shoe during motion is required. Motion analysis techniques for human movements are 
used to obtain measurements and understanding of the following areas:
• Force and pressure (loading conditions);
• Rate of movement (velocity and acceleration);
• Position: displacements and angles of an object or person.
Techniques used for motion analysis can be classified into two areas; intrusive and non- 
intrusive data collection methods.
-29-
2.6.1 Intrusive
Intrusive data collection involves making modifications to the test environment in order 
to measure the desired parameter. The changes could be major, such as moving the test 
environment to a laboratory rather than an outside playing field, or minor such as 
adding tracking markers to a player or piece of equipment (Kelley 2011).
a) Information of loading conditions
Force-plates (or platforms) are one of the most commonly used methods for obtaining 
loading information during player testing. Modern force-plates usually consist of four 
pedestals instrumented with either strain gauges or piezoelectric crystals. Each pedestal 
measures forces and bending moments that result from loading of the top plate; they are 
instrumented to measure in three directions (Figure 2.8) operating on the principle that 
no matter how many objects apply the force, there is only one resultant ground reaction 
force vector (GRF) (Robertson et al. 2004).
C e n tre  
o f p re s s u re
F ig u re  2 .8  -  F o rc e -p la te  w ith  its  re a c t io n  to  a p p lie d  fo rc e  a n d  v e r t ic a l m om en t o f  fo rc e  
(a d a p te d  fro m  R o b e r ts o n  et al. 2 0 0 4 ) .
Shorten et al. (2003) used a rubber coated force-plate to investigate the shoe-surface 
traction of American football players during cutting movements. The surface normal 
and surface tangential forces were measured for players performing 45°, 90° and 180° 
changes of direction whilst wearing rubber soled shoes. The traction requirement of the 
movement was defined as the ratio of normal to horizontal force. Shorten et al. also
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investigated the available traction and resistance to rotation of a range of studded 
outsoles on an artificial turf surface using a motor driven mechanical rig. Comparisons 
were made between available and required traction, noting that the available traction 
exceeded the 95th percentile of required traction. However, one of the major limitations 
of this study was that the required traction measurements were made on a different 
surface with flat soled shoes.
Kaila (2008) used a combination of a force-plate and gait analysis system to investigate 
the effect of different style studded outsoles on the loading of the knee during cutting 
movements. The study built on previous work by Shorten et al. (2003) by installing an 
artificial turf surface over the force-plate and test area. Although the required traction 
(ratio of vertical to horizontal) was not calculated, the results suggested that differences 
between stud types could be seen in the knee loading during cutting movements but not 
straight running. This suggests that limiting traction testing to just one movement may 
not be representative of the interactions likely to occur during football.
One of the limitations of force-plate testing is that they are often restricted to a 
laboratory. Portable force-plates are available, for example the Kistler multicomponent 
plate (type 9286B), but have a reduced measurement range and lower natural frequency 
compared to a standard embedded force-plate (type 9281E) (Kistler 2011). They also 
sit above the surface, either requiring the player to step onto the plate, or need to be 
imbedded into the test surface requiring modification to the test area.
An alternative to force-plates that allows testing away from the laboratory on realistic 
playing surfaces are pressure insoles. The use of pressure insoles as an alternative to 
force-plates was validated by Barnett et al. (2000). The study concluded that the 
accuracy of the pressure insoles was sufficient enough to warrant its use in clinical 
applications. Ford et al. (2006) used pressure insoles to compare the in-shoe loading 
patterns on natural and artificial turf. Participants performed a slalom course wearing 
studded football shoes with pressure insoles. The advantage of the pressure insoles over 
the force-plate was that the pressure could be measured for the whole course, rather than 
just in one discrete location. The results showed that the total force time integrals for 
the artificial and natural surfaces were not significantly different, but that differences 
did exist between the plantar loads at specific foot regions. During the cutting move, 
the medial forefoot region had a higher relative load on natural grass compared to the 
artificial surface. A standard force-plate would not be able to detect these differences.
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Queen et al. (2007) undertook a similar study to Ford et al. (2006) but also varied the 
outsole design as well as the surface. The experiment took place in a laboratory with 
participants wearing pressure insoles and performing a slalom style course. The authors 
concluded that significant differences existed between the forefoot loading patterns of 
different studded outsoles but that there was no conclusive evidence to suggest that 
players should select one design over another in order to minimise the risk of injury.
Pressure insoles are limited to only measuring the effect of the vertical forces. Force- 
plates have an advantage in that they are capable of measuring both the shearing and 
vertical forces, but only give the resultant force; there is no information about the 
location of forces as provided by pressure insoles. Davis et al. (1998) designed a device 
to simultaneously measure the vertical pressure and the shearing forces in the anterior- 
posterior and medial-lateral directions under the plantar surface of the foot. The device 
consisted of sixteen transducers comprised of a cylindrical column with an S-shaped 
cantilever. The column contained eight rosette strain gauges equally spread around the 
surface; these strain gauges measured the shearing forces. The S-shaped cantilever had 
four rosette strain gauges and measured the vertical forces acting on the transducer. The 
transducers were arranged in a 4 x 4 array giving a surface area of 10.5 cm x 10.5 cm. 
This area was only large enough to cover the forefoot and not the entire plantar surface 
area of the foot. The results validated well against force-plate data but were limited by 
the size of the test area. It was thought that the transducer area was likely to 
underestimate the true peak pressures. The results were able to identify areas of 
maximum shear and maximum pressure within the forefoot. The device was also 
limited to sampling at 37 Hz; coupled with the small test area this also restricted the 
range of movements that can be performed on the device.
Aside from force-plates and pressure mats, plantar foot pressure can also be measured 
by optical techniques. This is most commonly seen in the medical industry where 
optical methods are used to identify high pressure areas in the foot plantar surface of 
diabetic patients. The Pedobarograph was a major development in the field of foot 
pressure sensing (Chodera 1960, cited by Urry 1999). A Pedobarograph uses the 
principle of critical light reflection along a glass plate. The glass plate is covered with a 
thin rubber mat and illuminated from the side. When no pressure is applied to the 
rubber surface, the light is internally reflected along the glass plate. When pressure is 
applied, the rubber surface is pushed against the glass deforming the microscopic 
surface asperities (Urry 1999). This alters the critical angle and light is transmitted out
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of the glass. The higher the applied pressure, the greater the intensity of light 
transmitted. As such, when viewed from below a pressure profile is seen in which the 
pressure is proportional to the intensity of light. Although beneficial for identifying 
pressure, the Pedobarograph is unable to measure shear forces.
An alternative optical method to measure shearing forces is photoelasticity. The theory 
of photoelasticity is outlined in Chapter 3.4. The use of photoelasticity to measure foot 
pressure was first proposed by Arcan and Brull in 1976. The device was later used by 
Rhodes et al. (1988) to determine ground foot reaction forces and by Nishizawa et al. 
(2006) to investigate the contact pressure distribution in Down syndrome infants. The 
underlying method behind the device makes use of the principle of photoelasticity. 
Photoelasticity is a stress analysis technique and is commonly used to identify 
maximum shear forces in mechanical structures. The device used consisted of a sheet 
of photoelastic material on a rigid transparent support. A flexible sheet with contact 
points was on the top of the surface upon which the pressure was applied. When 
illuminated from below stress fringes were visible in the photoelastic material. The 
outer fringe of each contact point was calibrated against the applied pressure. In 
essence, a relationship was derived between the outer fringe diameter and the pressure; 
the higher the pressure, the greater the diameter of the fringe. Rhodes et al. (1988) 
indicated that the set-up produced high resolution results with a good accuracy. One of 
the problems of using a photoelastic method alone is that there is no information on the 
vertical pressure applied to the plate which can cause out-of-plane shear forces. A 
potential solution to this would be to combine the principles of the Pedobarograph and 
photoelastic methods.
b) Information of position
Optical methods
To obtain information on the position of an object or player in the test environment 
using intrusive methods requires the addition of a tracking marker. Markers can be 
passive or active:
• Passive markers reflect electromagnetic radiation;
• Active markers emit electromagnetic radiation.
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Many visual 3D motion analysis systems use passive markers; Ehara et al. (1995, 1997) 
reviewed a range of 11 commercially available systems assessing them on the 
measurement error and processing time. The position of two markers placed a fixed 
distance apart were moved around the test environment and tracked by the camera 
systems. The accuracy of the re-projection of the markers was evaluated. The most 
accurate system had a mean error of 0.53 mm and standard deviation of 0.31 s and took 
47 s to process. The least accurate system had a mean error of 18.42 mm and took 16 
min to process. The longest processing time was 28 min and the shortest only 10 s. 
The review highlighted the differences between commercially available systems in both 
the level of accuracy that can be achieved and also the time taken to process data.
Many commercially available motion analysis systems also require an external light 
source. This increases the amount of equipment necessary to collect data and can make 
test environments more complex to set up. Many laboratories have one system installed 
eliminating the need to set-up and take down the systems. To reduce the amount of 
equipment, commercially available systems that also combine the sensor and light 
source are available. The Motion Analysis Corporation system (MAC) (Motion 
Analysis Corporation 2011) uses a red light and sensor with a red light filter to detect 
passive spherical reflective markers.
Potthast (2010) used four high-speed cameras filming at 100 fps to capture the 
kinematics of the lower extremities during kicking on natural and artificial turf surfaces. 
A commercial video analysis package was used to track the marker positions and create 
an anatomical model. The data was filtered using a second order Butterworth filter with 
a cut-off frequency of 20 Hz. Two artificial turf surfaces were tested; one with sand and 
rubber infill and one with just rubber infill. Results indicated that for five variables 
evaluated (deceleration, maximum foot pronation, backwards inclination of the leg at 
impact, ball velocity and percentage of good shots) that there were significant 
differences between the artificial surfaces and the natural surface, but also between the 
two artificial surfaces. Potthast commented that these results indicated that the 
classification of pitches into just two categories: natural and artificial, is perhaps an 
oversimplification of the situation. A low sampling rate was used which could also 
affect the calculation of the angle of leg on impact.
Muller et al. (2010) investigated the lower extremity kinematics and kinetics during 
turning movements for four different studded outsole shoes. Eight high-speed cameras
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sampling at 500 fps were used to capture the reflective tracking markers on the leg and 
shoe of participants. A commercial processing package was used to filter the data 
(Butterworth 30 Hz) and generate the 3D coordinates of the markers. The foot and 
shank orientations (plantarflexion, abduction and eversion) were used as variables for 
comparison. The results indicated that the outsole with no studs was observed to show 
an increase in foot translation during contact which could increase the risk of slipping, 
but also a decrease in the turning moments at the knee and ankle joints minimising the 
risk of injuring during rotation. The increase in risk of slipping was perceived by the 
participants, with a slower approach speed and significantly reduced horizontal ground 
reaction force. Movement adaptions prior to and during landing for the three studded 
outsoles were not observed.
Although many commercially available systems include software to automatically 
detect and track the markers in the test environment they are also very susceptible to 
noise and are unable to differentiate between a marker and a rogue reflective object. 
Non-commercial systems involve the use of high-speed cameras and photogrammetry to 
identify the position of a tracking marker and generate its location with respect to a 
global axis system whether in 2D or 3D. High-speed photography, photogrammetry 
and studies using non-commercial motion analysis systems are discussed in more detail 
in section 2.7.
Non-optical methods
Orr and Shelton (1997) identified three non-optical methods that could be used to 
determine the position of a body segment or piece of equipment. The three methods 
were goniometry, accelerometry and magnetic tracking devices; the advantages and 
disadvantages of each method are highlighted in Table 2.6.
Ahmadi et al. (2010) compared the accelerations calculated by a commercial laboratory 
based optical system to those found from gyroscope sensors for a participant performing 
an overhead tennis serve. The results showed good agreement between the calculated 
and measured results, indicating that the gyroscope sensors mounted on the arm, chest 
and hand were accurate in obtaining the angular velocity required to monitor player skill 
(Ahmadi et al. 2010). This allows measurements to be taken during play in the field 
rather than being restricted to a laboratory setting.
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Method Advantages Disadvantages
Goniometry Cheap;
Lightweight;
Possible for use for remote 
activities.
Cannot make absolute
measurements;
Sensitive to mounting error;
Generally 2D;
Electronic devices require electrical 
power and cables attached to the 
participant.
Accelerometry High natural frequency;
Very sensitive;
Very accurate devices;
Velocity and position obtained by 
integration, reducing noise;
Can get 3D motion measurement.
Difficult to relate motion to global 
axis system and force-plate;
Sensitive to mounting/placement;
Delicate;
Expensive;
Suffers from drift;
Needs minimum 6 per segment;
Requires electrical power and 
cables.
Magnetic tracking Gives absolute movement of 
segments;
Gives 3D motion measurement.
Limited volume;
Needs separate unit per segment;
Sensitive to presence of some 
metals - produces artefact;
Requires electrical power.
T a b le  2 .6  -  S um m a ry  o f n o n -o p t ic a l m e a s u rem en t  m e th o d s  (O r r  a n d  S h e lto n  1 9 9 7 ) .
2.6.2 Non-intrusive
Non-intrusive motion analysis allows players to be observed in their natural 
environment without the distractions of additional markers or based in a laboratory 
setting. Non-intrusive techniques are often used for either live analysis of the game to 
provide player information to commentators, or post game analysis to aid coaches in the 
review of player performances. In football, one of the most successful match analysis 
systems is Prozone. Prozone is used by over 100 sporting organisations world-wide 
from schools to professional clubs such as Arsenal and Real Madrid (Prozone 2009). 
Prozone offers services in four areas of analysis:
1. Performance: live analysis
2. Feedback: post-match analysis
3. Evaluation: trend analysis
4. Preparation: opposition analysis
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The player tracking system provided by Prozone (PROZONE3) consists of 8 cameras 
positioned around the pitch. Di Salvo et al. (2006) validated the velocity measurement 
of players using the Prozone system against light-gate recordings. Results revealed 
good correlation between measurements, with a Pearson product moment correlation 
coefficient greater than 0.9 for all run distances trialled. The run trial that showed the 
most discrepancy was the 20 m sprint with left and right turns. One of the drawbacks of 
the system is the installation cost, estimated to be around £100 000 for a stadium system 
(Setterwall 2003). The system also requires skilled manual operators and full analysis 
of a match can be timely (Bradley et al. 2007).
Bloomfield et al. (2004) used the ‘PlayerCam’ facility provided by Sky Sports 
Interactive Service to undertake motion analysis of individual players in a game of 
football. Footage of six players tracked individually for 15 mins was analysed manually 
by eight observers. Player movement was designated using the ‘Bloomfield Movement 
Classification’ (BMC) and consisted of a behaviour and a modifier. Examples of 
behaviours ranged from sprint, fall, swerve, shoot and dribble. Modifiers were used to 
identify the direction: forwards, backwards, up, left, etc. The data entry process was 
very time consuming due to the combination of movements given in the BMC but the 
concept allows the physical demands of each player or position to be identified 
(Bloomfield et al. 2007).
2 .7  P h o to g ram m e try
Photogrammetry is the method of obtaining information from a single or series of 
photographs. Videogrammetry is an extension of photogrammetry, using recorded 
video footage to generate a series of images and then extracting the information.
Photogrammetry for motion analysis uses high-speed photography. High-speed 
photography allows information from images to be processed that are too fast for a 
human eye to register. One of the first motion sequences of animals in locomotion was 
taken by Muybridge in 1872 (Kingston Museum and Heritage Service 2010). 
Muybridge used 12 cameras activated with electro-switches and timers to capture 
images of a running horse (Figure 2.9). These images showed that photography was not 
just an art form but had the potential as a tool for scientific analysis leading to the field 
of photogrammetry.
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F ig u re  2 .9  - L o c om o tio n  o f  a  ru n n in g  h o rs e  c a p tu re d  b y  M u y b r id g e  (K in g s to n  M u s eum  
a n d  H e r ita g e  S e rv ic e  2 0 1 0 ) .
Photogrammetry can either be carried out with a single camera for 2D analysis or with 
multiple cameras for 3D analysis. Examples of both techniques being used for analysis 
of player or equipment motion are given below.
2.7.1 Single camera photogrammetry
For sports analysis, one of the most popular photogrammetry examples is the 
stroboscope. The electronic stroboscope is said to have been invented by Edgerton in 
1931; using a flash strobe light, a camera with an open shutter was used to capture 
images showing the high-speed movement of objects (MIT Museum 1998). Figure 2.10 
shows the use of stroboscopic effects to capture the swing of a golf club and the launch 
of the ball from a baseball pitcher. Stroboscopic images are often used to measure the 
characteristics of sports balls (Haake 1991, Carre et al. 1998), but there use of late has 
fallen due to the increased availability of high-speed video cameras.
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F ig u re  2 .1 0  -  S tro b o s c o p ic  im a g e s  b y  E d g e rto n , L e f t : “ D e n sm o re  S h u te  b e n d s  th e  s h a f t” ; 
R ig h t: “ P itc h e r”  (E d g e rto n , M IT  M u s e um  2 0 1 1 ) .
Kirk et al. (2007) used a single high-speed camera to observe the shoe-surface 
interaction of players on a natural turf surface. A 2 x 2 m zone was captured by the 
camera filming at 1000 fps. This frame rate was significantly higher than that used in 
other studies using commercially available systems (Muller et al. 2010, Potthast 2010). 
Tracking of the shoe was carried out manually at 500 fps using features on the shoe to 
define two rigid segments. Using a single camera, the results were susceptible to 
parallax error when the test object moved out of the plane of the camera. To ensure 
these effects were minimised, the authors positioned the camera approximately 10 m 
from the test area and used a large focal length. The velocity and orientation of the shoe 
on impact was calculated using the tracked shoe position. The results of the study were 
subject to high variability and as such no significant differences between the angle or 
velocity of the shoe during impact on different surfaces was observed. Additional 
information such as the orientation of the stud on impact was however able to be found 
from the high-speed footage. The study was also limited to movements in a single 
plane; rotations or cutting movements were not able to be investigated due to the 2D 
analysis restrictions. The author concluded that an extension of the study using 3D 
analysis techniques would be beneficial to identify potential shoe-surface interactions 
that can be replicated in mechanical test devices.
As highlighted, one of the weaknesses of single camera photogrammetry is the potential 
for high error when the tracked object moves out of plane. One solution is to use an 
additional camera and capture the movement of the object in 3D.
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2 .7 .2  Multiple camera photogrammetry
Two or more cameras can be used to obtain 3D position information about objects in the 
field of view; this is known as stereo-photogrammetry.
There have been very few studies using multi-camera non-commercial analysis systems 
to monitor player movement in football; more recent developments have been in tennis, 
using a two camera approach to identify the impact characteristics between the ball and 
racket. Choppin et al. (2011) positioned two high-speed cameras either side of the net 
line to capture a 2 x 2 x 2 m volume at the centre of the baseline. The cameras were 
calibrated using the checkerboard technique. To track the position of the racket, five 
high contrast tape markers were placed on the rim of the racket; only three markers 
were necessary to define the racket position but an additional two were added to allow 
for marker occlusion. Choppin et al. developed a MATLAB™ graphical user interface 
to digitise the marker locations in 2D, transform the data to 3D coordinates and return 
shot characteristics. The characteristics obtained were ball and racket velocity in three 
dimensions, racket angular velocity around three axes, ball-to-racket impact position 
and ball spin. The error in tracking the 3D position of the racket was ± 2.5 mm. By 
using bespoke software, the authors were able to track the position of the racket and also 
the location of the ball. The ball did not include any specific tracking markers and as 
such, is unlikely that commercial analysis programmes used to track the reflective 
markers on the racket would be able to locate the ball as well.
a) Tracking algorithms
The limitation of non-commercial tracking systems is the additional time required to 
digitise the location of the marker. Kelley et al. (2010) validated a bespoke automated 
analysis tool by using a tennis ball launcher to fire balls which were recorded by two 
high-speed cameras at 1000 fps. The cameras were positioned one in front of the other 
and the balls launched at angles of 10°, 45° and 90° to the cameras. To validate the 
software tool, the ball speed and spin rate were measured manually and then compared 
to the automated measurements. Kelley et al. used image processing techniques to 
firstly locate the ball in the test volume and then identify a marker on the ball that can 
be used to define the spin rate.
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Kelley (2011) identified five potential image processing techniques that could be used 
for object detection from high-speed video:
1. Thresholding;
2. Image differencing;
3. Morphological operators (erosion and dilation);
4. Hough transform;
5. Edge detection.
Thresholding and image differencing are two of the simplest methods to apply. 
Thersholding involves converting the image to a binary image (black and white) where 
each pixel in the original image is compared to a threshold value. If the pixel value is 
above the threshold it is assigned a value of 1 (white) and otherwise 0 (black). The 
threshold value can be modified to leave only the tracking object white and the 
background black. This technique works best when the tracking object is high contrast 
compared to the background.
Image differencing is simply the difference between two images when one is subtracted 
away from the other. This technique can be used to remove the background; if an image 
consisting only of the background and not the tracking object is subtracted from an 
image of both background and tracking object, the resulting image will contain only the 
tracking object.
Erosion and dilation can be used to make an object smaller or larger respectively. 
Erosion removes pixels from the edge of an object and dilation adds pixels. If the 
distance between tracking objects from one image to the next is small, object dilation 
can be used to increase the size of the object in the first image, and use only this area to 
locate the object in the next image. This technique can be used to minimise the search 
area of the tracking object.
The Hough transform is used to detect parametric shapes such as straight lines or 
circles. Its use in tracking can be in detecting lines on the side of the pitches or courts 
to determine the field of play or detecting the circular ball. Edge detection potentially 
has more use than the Hough transform and essentially detects sharp changes in the 
image brightness and displays them as a binary image (Kelley 2011).
Colour can also be used in image processed tracking. Agbinya and Rees (1999) used 
colour histograms to develop an object tracking programme for use in player tracking in
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a range of televised sports. The method works by first identifying the colour histogram 
of the object to be tracked, M  and then the histogram of the whole image, I. The ratio 
(M /Ii, 1) is then calculated where i denotes a particular colour. The ratio is a measure 
of how much colour i is in the image. The image is then converted to greyscale using 
the threshold scaled by the colour ratio. Objects which match the colour of the initial 
tracked object then appear brighter (white) compared to the background image. This 
technique can be used to identify players of the same team on a playing field by identify 
just one player in the first image. Agbinya and Rees investigated the success of 
tracking players from televised footage of a game of football. The success rate over 80 
frames was 88%. The limitations of the method are mostly based on object occlusion. 
If a player is partially obscured from view, for example if their colour shirt was not 
visible, they are unlikely to be identified by the tracking software.
Utsumi et al. (2002) also used colour based tracking to analyse football games from 
single camera video footage. The method firstly detected the playing field, then 
detected objects on the field, it tracked the objects and finally labelled the individual 
players and monitored their performance. The method had an overall detection rate of 
64.9% when including tracking occluded players and 94.1 % for non-occluded players.
To overcome the problems associated with player occlusion, Figueroa et al. (2006) 
developed a player tracking algorithm using multiple cameras. Image differencing and 
thresholding was used to segment the players as blobs in the image. Morphological 
filtering was then used to remove noise. Information on the size of the blobs was then 
determined by using its contour information:
• Width and height: size of the bounding rectangle of the blob;
• Area: the number of pixels in the blob;
• Perimeter: the number of pixels around the edge of the blob;
• (x,y): the coordinates of the centre of the blob.
This information was then used to split the blobs so that one blob was associated to just 
one player, and then provide information on its position on the field and its movements 
over a period of time.
Most of the image processing and tracking work in football has been on tracking the 
location of a player or ball rather than more in depth motion analysis of body segments 
or individual limbs. To derive the testing conditions for a traction tester, Grund et al.
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(2007) analysed the video footage of a player in an injury causing scenario. A 3D 
skeletal model was superimposed over the player in the video to define the body into 
distinct segments. Using the mass of the player and the acceleration of the body 
segment, the approximate reaction force during the injury time was calculated. These 
reaction forces and body segment angles were used to inform the testing conditions for 
the traction tester. This approach is a promising development towards mechanical tests 
mimicking injury scenarios but the data collection method relied on using an 
approximate model for the body segments rather than exact measurements. The data 
collection process was also lengthy, taking several months to analysis one scenario.
b) Calibration techniques
When obtaining object information using photogrammetry methods calibration of the 
cameras is required. Calibration allows 2D image coordinates to be transformed to 3D 
coordinates in the test space. Zhang (1999) identified the two types of calibration 
techniques:
1. Photogrammetric calibration: Calibration is performed by observing an object 
whose geometry in 3D space is known with accurate precision.
2. Self-calibration: Moving the camera in a static scene provides constraints on the 
cameras’ parameters.
Photogrammetric calibration is the most commonly used approach in biomechanics, and 
in most cases, the direct linear transformation (DLT) method is the preferred approach 
(Robertson et al. 2004). The DLT method was first described by Abdel-Aziz and 
Karara in 1971. The calibration involves positioning an object in the control volume 
consisting of a number of points with known relative position on the object. At least 6 
non-coplanar points are required. The 2D image coordinates of the control points, n  
from each camera are then found. From the 2D image coordinates a set of 2n equations 
are found for each camera. Solving these equations leads to 11 DLT parameters that are 
used to describe the 3D system.
An alternative method of calibration was developed by Zhang (1999). The technique 
requires the camera to view a 2D planar pattern from at least two orientations. Either 
the camera or the planar pattern can be moved. The planar pattern typically used is a 
checkerboard pattern with known number and size of grid squares. Bouguet (2010)
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developed a MATLAB™ toolbox implementing the planar calibration algorithms. The 
method works by defining a camera reference frame attached to the planar pattern in 
which the coordinates of the pattern coordinates are found. The coordinate vectors of 
the pattern in the camera reference frame (X lc) relate to the 3D world coordinate vector 
(% □ ) in the test volume through an unknown rigid motion transformation consisting of a 
translation (Tc) and rotation matrix (/?c):
= Reft +  E q u a t io n  2 .3
The unknowns are solved by matching the observed corners on the image with the final 
projection of their position using the calibration parameters.
Whyld (2004) and Choppin (2008) assessed the accuracy and ease of use of both the 
DLT method and the planar calibration technique. The methods were assessed by 
calibrating two cameras using both techniques. The positions of a set of known points 
were found using both techniques and the average and maximum error calculated. 
Whyld and Choppin concluded that the most versatile camera calibration method was 
the planar calibration technique; the errors were lower than the modified DLT method 
and only slightly greater than the standard DLT method. However the added flexibility 
of the calibration object being easy to manufacture and use gave it the advantage over 
the DLT method.
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2 .8  C h a p te r  f in d in g s
Each section can be summarised as follows:
Measurement of traction'. Mechanical traction tests provide a quick and repeatable 
assessment of the translational or rotational shoe-surface interaction but care must be 
taken over the test parameters used. They can be used to either assess the surface or the 
outsole design but changing the load or translation distance can affect the traction rating 
of the surface or shoe. The lack of bio-fidelity in mechanical traction tests has raised 
concerns over the sole use of mechanical tests to understand the shoe-surface interaction 
(Frederick 1986). Player testing has the advantage that loading conditions are 
representative, but can produce results with high variability and also can be subjective. 
Computational modelling offers scope to accurately represent the surface and the 
loading conditions but to fully develop a representative natural turf model is challenging 
and subject to many assumptions that can affect its realism. Nigg (1990) concluded that 
both mechanical and player shoe-surface measurements were needed to fully understand 
the situation.
Surface classification: Natural turf surfaces are complex and variations in hardness, soil 
composition, grass type and water content have all been shown to affect the traction 
performance (Baker 1991). Accurately classifying the test surface allows traction 
results to be compared on a more even level.
Biomechanics of football: The literature on the biomechanics of football predominantly 
focuses on the factors effecting kicking performance (Lees and Nolan 1998). Support 
foot position and traction have both been shown to relate to the ball speed (Sterzing and 
Hennig 2008). Identification of injury mechanisms related to shoe-surface interactions 
has always been an important research area with both too much and too little traction 
having the potential to cause injuries. Player testing in this area is difficult due to 
ethical reasons, but injury statistics over a playing season can be used to hypothesise 
causes of injury. In many cases, ACL or lower limb non-contact injuries were caused 
by non-related means, these however can be misinterpreted by the media leading to 
speculations over surfaces or stud designs (Orchard et al. 2008). Players have been 
shown to modify their movements to adapt to different surfaces (Hennig 2011). This 
makes player testing difficult and relevant only to the specific surface conditions. 
However, the ability of the player to perceive the surface conditions or potential of slips 
is important. Player perception of the hardness or traction properties of a surface leads
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to their choice of footwear. Incorrect perceptions can lead to unsuitable footwear being 
worn increasing the susceptibility to injury. Literature showed that humans were unable 
to perceive slip distances smaller than 30 mm, but after 30 mm are likely to make 
modification to their movements (Perkins 1978). This raises the question of how far 
should mechanical traction tests move the shoe in translation; greater than 30 mm and 
the player is likely to have modified their movement and hence compromised 
performance.
Motion analysis: Two types of motion analysis techniques were identified; intrusive 
and non-intrusive. Intrusive techniques involve modifications either to the player, 
equipment or environment. Many force sensing measurement devices require the 
testing to take place in the laboratory or use of pressure insoles. Both devices are likely 
to affect natural movement. Optical measurements are primarily used to track 
movements of equipment or body segments. Many commercial systems are available 
but generally require either use of a laboratory with external light sources, or large 
tracking markers. Non-intrusive methods have the advantage that observations can be 
made during match conditions. It is difficult to obtain accurate information of exact 
kinematic data using intrusive methods. Development of custom motion analysis 
systems allow greater control over which variable are measured and smaller markers 
can be used reducing the impediment to the players.
Photogrammetry: Photogrammetry is the use of images to obtain information on 
position or movements. 2D and 3D photogrammetry methods have been successfully 
used in sports analysis to track the movement of equipment or players (Kirk 2008, 
Choppin 2008). Custom tracking algorithms make use of image-processing techniques 
to identify the target object in the video footage. Calibration techniques used in stereo- 
photogrammetry were assessed with the planar checkerboard technique identified as 
offering both high accuracy and ease of use.
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3  A S S E S S M E N T  O F  C U R R E N T  T R A C T IO N  T E S T IN G  M E T H O D O LO G IE S
3 .1  In tro d u c t io n
Traction testing methodologies were assessed in order to highlight the problems 
associated with experimental testing. Three different methodologies were chosen; 
traditional mechanical traction testing, a new approach to identify surface shear stresses 
and a modelling method using analytical and computational techniques. The three 
methods were selected as they covered a range of the potential advantages and 
disadvantages of experimental traction testing; mechanical traction testing can be 
carried out on realistic surfaces but the movements are limited, surface shear stresses 
can use realistic movements, but the surface is not representative, and modelling uses an 
approximation of both surface and movement.
The adidas traction tester was chosen for the investigation into mechanical traction 
testing. A range of stud configurations on both shoes and studded plates were assessed 
on three different surfaces and the traction values produced were discussed. For the 
second methodology, a bespoke photoelastic experiment rig was assembled in order to 
identify and analyse the surface shear stresses generated during running. Surface shear 
stresses are rarely measured when assessing traction however they can provide more 
information on how individual studs interact with the surface. Two modelling 
techniques (analytical and finite element analysis) were used to highlight the advantages 
and disadvantages of predicting the traction computationally.
3 .2  A im  a n d  o b je c t iv e s
Aim
• To assess the methods used in experimental traction testing.
Objectives
• To test a range of methodologies including:
Mechanical traction testing;
Identification of surface shear stress;
Computational modelling.
• To identify the advantages and disadvantages of each method.
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3 .3  M e c h a n ic a l t ra c t io n  te s t in g
3.3.1 Introduction
As reported in Chapter 2 there is a range of mechanical traction testers used to either 
measure the translational or rotational resistance to movement on a playing surface. 
These devices range from a complex robotic leg said to replicate an injury loading 
movement (Grund and Senner 2010) to a simple pendulum swing test (FIFA 2008). For 
the assessment of mechanical traction testing, the adidas tester was used. The adidas 
traction tester as described by Kirk (2008) replicates the acceleration during sprinting by 
posteriorly translating the forefoot of a shoe. The traction tester can also represent a 
rotational movement of the forefoot. The traction tester consists of an electric motor 
and two separate load cells enabling the rotational and translational traction to be 
measured; rotational speeds up to 200°s~1 for a range of up to 180°, and translational 
speeds up to 300 mms’1 over a distance of 450 mm are achievable. This type of device 
was selected for assessment as it allows an easy and direct comparison of shoe designs 
and surface types.
The traction tester is compatible with both full shoes and studded plates. Studded plates 
are often used to assess new stud configurations or shapes (Clarke and Carre 2010). 
The purpose of the assessment was also to identify the limitations of the studded plate 
by testing stud configurations similar to the shoes being tested.
A range of surfaces was also tested to highlight the differences between testing indoors 
on an artificial turf sample compared to outside on firm or soft natural turf.
3.3.2 Aim and objectives
Aim
• To assess the testing properties of the adidas traction tester.
Objectives
• To assess the effect of changing the standard test parameters (load, speed and 
displacement);
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• Test a range of stud configurations using a studded plate and a selection of 
shoes;
• Test three surfaces, firm and soft natural turf and artificial turf;
- Classify the ground condition using a Clegg impact hammer.
3.3.3 Experimental procedure
The effect of load, displacement and speed on traction were assessed using the Copa 
Mundial shoe on an artificial surface (Table 3.1). Standard test parameters as used by 
adidas were:
• Translation: 50 mm at 10 mms 1
• Rotation: 60° at 12V1
• Total load: 69.3 kg
The carrier load on the traction tester was 34.3 kg; an additional 35 kg was added to the 
traction tester to increase to the standard load of 69.3 kg.
Test condition Load Displacement Speed
1 - Standard 69.3 kg 50 mm 10 mms'1
2 - Load 34.3 kg 50 mm 10 mms'1
3 - Speed 69.3 kg 50 mm 100 mms'1
4 - Displacement 69.3 kg 100 mm 10 mms'1
T a b le  3 .1  - A s s e s sm e n t o f  te s t in g  p a ram e te rs .
Four adidas shoes were used for the traction testing assessment. The Copa Mundial, 
Predator (FG), Tunit and World Cup were selected for the range in stud shape, number 
and material. Shoe (UK size 8.5) and plate configurations are shown in Figure 3.1 and 
Figure 3.2; the plate configurations matched the shoe outsole configurations as closely 
as possible. Due to the bladed profile of the Predator studs, a plate configuration was 
not designed. An additional pentagon shaped stud configuration was also tested with 
the plate. Rubber studs, 12 mm in length were used in the plate. The shoes were 
positioned with a heel angle of 18.1° to ensure only the forefoot was in contact. The 
stud configurations were tested using the standard testing parameters (total load = 69.3 
kg, translation 50 mm at 10 mms'1, rotation 60° at 12V1). Stud characteristics were 
identified as shown in Table 3.2).
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Shoe No. of studs Stud profile Stud height Stud material Surface
Copa Mundial 8 Round 10 mm Rubber FG
PREDATOR® Q Bladed 14 mm Moulded FG
Absolado TRX FG TPU
F50 i TUNiT 6 Round 10 mm Plastic SG
World Cup 4 Round 14 mm Metal SG
Plate 4-7 Round 12 mm Rubber -
T a b le  3 .2  -  S h o e  p ro p e r t ie s .
Five repeats of each test condition were carried out. This provided enough data to 
enable repeatability to be analysed, but ensured the test surface was not ‘over tested’.
F ig u re  3 .1  - S tu d  c o n f ig u ra t io n s  o n  p la te , f ro m  L e ft to  R ig h t: C o p a  M u n d ia l, P e n ta g o n , 
T u n it  a n d  W o r ld  C u p .
F ig u re  3 .2  - B o o ts  te s te d , f ro m  L e ft to  R ig h t: C o p a  M u n d ia l, P re d a to r , T u n it  a n d  W o r ld  
C u p .
Three surfaces were used for testing; artificial, natural firm ground and natural soft 
ground. The artificial turf was tested in the adidas Test Center. The firm ground was 
tested at the Scheinfeld School sports field; no additional conditioning was applied to 
the pitch. The soft ground was tested at the Scheinfeld Football Club pitch; 
approximately 1.5 I of water was added to an area of 0.25 m“ (equivalent to 6 mm of
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rain) between each shoe or plate set of tests. Pitch conditions are shown in Figure 3.3. 
Each test surface was tested with the Clegg impact hammer (0.5 kg, 0.3 m drop height, 
50 mm diameter) to provide an estimation of the surface hardness. Impact tests were 
taken before and after testing.
F ig u re  3 .3  - T ra c t io n  te s t in g  p itc h  lo c a t io n s , fro m  L e ft to  R ig h t: A r t if ic ia l tu r f (a d id a s  
T e s tC e n te r ) , F irm  g ro u n d  n a tu ra l tu r f (S c h e in fe ld  S c h o o l) a n d  S o ft g ro u n d  n a tu ra l tu r f  
(S c h e in fe ld  F o o tb a ll C lu b ).
3.3.4 Results and discussion
a) Investigation of testing parameters
F ig u re  3 .4  - In v e s t ig a t io n  o f te s t in g  p a ram e te rs . T o p  le f t: S ta n d a rd  (a d id a s ) ; T o p  r ig h t:  
N o  a d d it io n a l lo a d ; B o tto m  le f t: F a s te r t ra n s la tio n ; B o tto m  r ig h t: L o n g e r d is p la c em e n t  
(m e a n  ±  s ta n d a rd  d e v ia t io n ) .
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After reviewing the results (Figure 3.4), the standard testing parameters currently used 
by adidas produced a smooth curve with minimum variation between repeats. Although 
maximum traction may not necessarily be reached after 50 mm, results showed good 
repeatability with smaller standard deviation between repeats and allowed more results 
to be performed on the same size test section compared to other parameter 
combinations. The following observations were made from Figure 3.4.
• Using the standard testing parameters it was not possible to see whether 
maximum traction was reached after 50 mm displacement, however results 
displayed good repeatability and no oscillations during translation.
• Reducing the additional load enabled the maximum traction value to be reached 
after approximately 40 mm but it was thought that the load was not high enough 
to be representative of realistic conditions (Representing only 0.4 BW for an 80 
kg player).
• Increasing the speed of the displacement introduced oscillations in the initial 
displacement and increased the variability between results.
• Increasing the length of displacement enabled the maximum traction value to be 
reached but values after this point tended to show more variation.
• Increasing the length of displacement also increased the area required for testing.
The standard adidas test conditions were used for the next stages of testing; this also 
allowed the potential for results to be compared to previous tests carried out on the 
traction tester.
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b) Translation of shoe results
F ig u re  3 .5  - T ra c tio n  fo rc e  d is p la c em en t g ra p h s  fo r T o p  le f t: C o p a  M u n d ia l; T o p  r ig h t :  
P re d a to r ; B o tto m  le f t : T u n it; B o tto m  r ig h t: W o r ld  C u p  s h o e s  o n  n a tu ra l f irm  g ro u n d  tu r f  
(m e a n  ±  s ta n d a rd  d e v ia t io n ) .
Currently, the traction value at the end of translation (50 mm) is used for comparison 
(Table 3.3). In most cases, this is the maximum traction reading for the movement. 
However, when comparing the force-displacement curve for the translational movement 
it becomes apparent that the shoes that display the highest traction values at 50 mm do 
not always have the highest traction prior to this point.
-53-
Artificial Force (N) at 10 mm Force (N) at 20 mm Force (N) at 50 mm
Copa Mundial 374.2 ± 3.5 595.3 ±7.6 994.0 ± 20.6
Predator 415.7 ±7.7 656.9 ± 10.2 843.6 ±20.1
Tunit 359.5 ± 8.6 551.8 ±7.7 901.2 ± 17.9
World Cup 389.2 ±9.7 588.3 ±9.8 881.2 ±38,4
Firm Ground Force (N) at 10 mm Force (N) at 20 mm Force (N) at 50 mm
Copa Mundial 433.9 ±5.9 631.7 ±8.7 1005.3 ± 18.5
Predator 457.4 ± 6.4 662.0 ± 10.8 1046.2 ±22.0
Tunit 415.3 ± 12.1 586.3 ± 18.1 976.4 ±25.8
World Cup 442.9 ± 11.5 613.1 ±25.8 953.2 ±55.0
Soft Ground Force (N) at 10 mm Force (N) at 20 mm Force (N) at 50 mm
Copa Mundial 369.7 ± 9.0 548.1 ± 13.1 906.5 ± 32.3
Predator 409.1 ± 15.0 590.1 ± 17.6 930.5 ± 29.8
Tunit 390.0 ± 14.4 582.2 ± 24.2 965.7 ±52.3
World Cup 399.3 ± 2.9 579.2 ± 9.0 918.4 ±22.7
T a b le  3 .3  -  T ra c t io n  fo rc e  v a lu e s  fo r  a ll s h o e s  a t s e t d is p la c em en ts  d u r in g  t ra n s la t io n  
(m e a n  ±  s ta n d a rd  e r ro r ) .
Table 3.4 illustrates the variation between traction rankings depending upon the 
displacement value used for comparison. For all surface conditions, the ranking order at 
10 mm displacement differs from the final 50 mm displacement reading. The most 
extreme example is the Predator shoe on artificial turf; at 10 mm and 20 mm 
displacement, the shoe exhibits the highest traction force out of the 4 shoes. However, 
only using the traction value at the end of the translation (50 mm) for comparison 
causes the traction result for the Predator shoe to then be the lowest.
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Artificial Rank at 10 mm Rank at 20 mm Rank at 50 mm
Copa Mundial 3 2 1
Predator 1 1 4
Tunit 4 4 2
World Cup 2 3 3
Firm Ground Rank at 10 mm Rank at 20 mm Rank at 50 mm
Copa Mundial 3 2 2
Predator 1 1 1
Tunit 4 4 3
World Cup 2 3 4
Soft Ground Rank at 10 mm Rank at 20 mm Rank at 50 mm
Copa Mundial 4 4 4
Predator 1 1 2
Tunit 3 2 1
World Cup 2 3 3
T a b le  3 .4  - R a n k in g  o f  t ra c t io n  v a lu e s  fo r  t ra n s la t io n  m o v em e n t fo r  s h o e s  o n  a ll s u r fa c e s  
(1  =  h ig h e s t) .
An ANOVA F-test was used to see if there were any significant differences between the 
shoes on the same surface.
Source of variance Sum of squares df Mean square F P
Between groups 4660.93 3 1553.64 3.52 < .05
Within groups (error) 7065.24 16 441.58
Totals 11726.18 19
T a b le  3 .5  -  A n a ly s is  o f  V a r ia n c e  fo r  a ll s h o e s  o n  f irm  g ro u n d  a t 1 0  m m  d is p la c em en t .
Source of variance Sum of squares df Mean square F P
Between groups 15213.62 3 5071.21 3.43 <.05
Within groups (error) 23668.07 16 1479.25
Totals 38881.70 19
T a b le  3 .6  -  A n a ly s is  o f  V a r ia n c e  fo r  a ll s h o e s  o n  f irm  g ro u n d  a t 2 0  m m  d is p la c em en t .
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Source of variance Sum of squares df Mean square F P
Between groups 24165.03 3 8055.01 3.06 <.10
Within groups (error) 42050.13 16 2628.13
Totals 66215.16 19
T a b le  3 .7  - A n a ly s is  o f V a r ia n c e  fo r  a ll s h o e s  o n  f irm  g ro u n d  a t 5 0  m m  d is p la c em e n t .
Results suggested that at 10 mm and 20 mm significant differences (/? < .05) existed 
between the shoes on the same surface. To assess which shoes differ significantly, the 
raw score mean differences between each shoe were calculated for the 10 mm 
displacement.
Copa Mundial Predator Tunit World Cup
Copa Mundial 0.0 23.6 18.5 9.1
Predator 0.0 42.1* 14.5
Tunit 0.0 27.6
World Cup 0.0
T a b le  3 .8  - M e a n  d if fe re n c e  a n a ly s is , *  p <  .0 5 .
Tukey’s honestly significant difference test was used to determine which shoes were 
significantly different. Tukey’s test indicated that only the Tunit and the Predator were 
significantly different at the 10 mm displacement reading (Table 3.8). The Predator was 
the only bladed shoe tested whereas the Tunit was a round studded shoe. The Tunit also 
had fewer forefoot studs than the Copa Mundial shoe and a shorter stud height 
compared to the World Cup shoe. This combination of factors lead to the Tunit shoe 
showing the lowest traction value for 10 mm and the Predator shoe displaying the 
highest. The absence of significant differences between the World Cup and Predator 
shoe indicates that although the World Cup was targeted for soft ground conditions and 
the Predator firm ground; both display high traction values on firm ground conditions.
General observation for translation movements:
• On firm ground, the Predator and Copa Mundial displayed the highest traction 
values.
• On soft ground, the Tunit shoe displayed the highest traction value at 50 mm but 
also had the largest standard deviation between repeat testing.
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• The World Cup shoe designed for soft ground fell in the lower half of the group 
on all surfaces after 20 mm, but showed high traction results in the 0-20 mm 
range.
• The Copa Mundial shoe designed for firm ground gave high traction resistance 
on both artificial and firm ground conditions, but ranked low on soft ground turf.
• The Predator shoe, the only bladed stud outsole tested showed high traction 
values on all surfaces over the initial 0-20 mm displacement, but fell slightly 
when comparing traction values at 50 mm.
c) Plate and outsole comparison
F ig u re  3 .6  - F o rc e  d is p la c em en t p lo t fo r  C o p a  M u n d ia l o n  a r t if ic ia l tu r f. L e f t : S tu d d e d  
p la te . R ig h t: F u ll s h o e .
A plate was used as a comparison to the shoe outsole to investigate whether a plate was 
a suitable alternative to an outsole when researching the effect of stud configurations. 
The advantages of using a plate would mean easy alteration and assessment of new stud 
designs and configurations. ANOVA r-tests were used to compare the Copa Mundial 
configuration of the plate and shoe on artificial turf.
Mean (N) SD SEm se d t P
Plate at 10 mm 420.8 30.0 13.4 13.9 3.36 <.01
Shoe at 10 mm 374.2 8.0 3.6
Plate at 20 mm 656.1 61.3 27.4 28.4 2.15 <.05
Shoe at 20 mm 595.3 16.9 7.6
Plate at 50 mm 1109.1 69.8 31.3 37.3 3.08 <.01
Shoe at 50 mm 994.0 45.9 20.5
T a b le  3 .9  -  A N O V A  f- te s t a s s e s sm e n t o f  th e  p la te  a n d  s h o e  o n  th e  a r t if ic ia l s u r fa c e .
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Significant differences were seen between the plate and the shoe. The traction values 
for the plate at 10 mm and 50 mm were significantly higher (p < .01) than the shoe at 
the same position. The difference seen may be accounted for by a number of reasons:
• The plate allowed all forefoot studs to be in contact and imbedded up to the 
same depth. It was difficult to test only the forefoot of the shoe without a high 
heel angle which was not always possible without a deformable last; as such, at 
certain configurations the heel may also be in contact.
• The plate was expected to have higher traction values due to a greater surcharge 
pressure as it has a larger area.
• The plate displayed poor repeatability due to the edge of the plate interacting 
with the surface. A solution to this would be to have a curved front edge to 
mimic the toe of the shoe.
• Comparisons between rotational results cannot be drawn as the shoe and plate 
have a different point of rotation.
d) Surface hardness
The Clegg impact hammer was used to measure the surface hardness. The device was 
modified to read the voltage for the complete impact. The voltage was directly 
proportional to the force being measured (Figure 3.7).
F ig u re  3 .7  - C le g g  h am m e r im p a c t te s t in g ; v o lta g e  is  d ire c t ly  p ro p o r t io n a l to  im p a c t  
fo rc e .
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Artificial Natural firm ground Natural soft ground
80±lg 105 ±3 g 79 ±4 g
T a b le  3 .1 0  -  C le g g  h a rd n e s s  v a lu e s  (m e a n  ±  s ta n d a rd  e r ro r ) .
The artificial and soft ground conditions displayed similar maximum hardness values 
and force curves. The firm ground was approximately 25 g harder than the other 
surfaces. A r-test was used to ensure that there was a significant difference between the 
hard and soft ground surfaces.
Mean SD se d t P
Firm 105 3 1.34 2.23 11.6 <.01
Soft 79 4 1.79
T a b le  3 .1 1  - S ig n if ic a n c e  o f  d if fe re n c e  b e tw e e n  f irm  a n d  s o ft  g ro u n d  c o n d it io n s  u s in g  a  t- 
te s t .
A f-test indicated a significant difference between the firm and soft ground conditions (p  
<.01). The values of surface hardness for all three surfaces were within the upper limits 
of the guidelines issued by Canaway et al. (1990); values of 10 to 100 g were set as 
acceptable limits. This indicates that the soft ground condition, although statistically 
different from the firm ground condition, may not best represent soft surfaces.
The standard deviation of the maximum impact force for the natural turf conditions was 
greater than the artificial turf. This highlights the problems with testing natural surfaces 
due to the lack of consistency in surface properties across the test area.
e) Surface comparison
The shoes tested were marketed as being suitable for a range of surfaces; the Predator 
and Tunit were designed for firm ground conditions, the World Cup for soft ground and 
the Copa Mundial suitable on all surface conditions. The suitability of a shoe on a 
surface depends not only on the translational traction value, but also on the rotational 
traction value. The coefficient of traction (COT, traction force at 50 mm divided by 
vertical load) was calculated for each shoe on soft and firm natural ground conditions at 
50 mm displacement. The torque for each shoe was also calculated at 60° rotation. 
Figure 3.8 displays the maximum coefficient of traction (COT) value for all shoe 
configurations on both firm and soft ground conditions. The COT value is plotted
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M in  to rq u e  -  P re d a to r  S G M ax  to rq u e  -  C o p a  M u n d ia l F G
against the maximum torque for internal rotation. In previous work, Kirk (2008) 
proposed an acceptance zone of COT and torque values; values of COT between 1.35 
and 1.9 and torque between 54 and 77 Nm defined the limits of the zone. The values 
were obtained from traction assessment of the Copa Mundial shoe on dry natural turf, a 
bladed stud design on dry natural turf and the World Cup shoe on wet natural turf. 
Values above the zone were seen as extreme, and below as insufficient. Values of 
extreme torque but insufficient traction were classed as the danger zone. Although the 
exact values of acceptance cannot be used for comparison due to the differences in 
surface conditions, the concept can still be applied to Figure 3.8 using the Copa 
Mundial, World Cup and Predator shoe to define the acceptance zone.
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F ig u re  3 .8  - M a x im um  c o e ff ic ie n t o f  t ra c tio n  (C O T ) a g a in s t m a x im um  to rq u e  fo r  a ll s h o e  
ty p e s  o n  n a tu ra l f irm  a n d  s o ft g ro u n d  c o n d it io n s  (m e a n  ±  s ta n d a rd  d e v ia t io n ) .
The following observations were made from Figure 3.8:
• The World Cup shoe showed a low COT value but reasonably high torque on 
soft ground surfaces; for a shoe designed for soft ground, a higher COT would 
have been expected.
• The World Cup on firm ground was positioned at the centre of the group, with 
both moderate COT and torque.
♦  Copa
■  Predator
ATunit
• World Cup
A cc e p ta n c e  z o n e
M a x  C O T  -  C o p a  M u n d ia l F G  
♦ -------------- t -
A-
M in  C O T -W o r ld  C u p  S G
-6
■  - Firm ground 
□  - Soft ground
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• Both the Predator and Copa Mundial shoes exhibited high COT and torque 
values for firm ground conditions, but had significantly reduced performance on 
soft ground conditions.
• The COT value for the Tunit shoe did not vary between firm and soft ground 
and only exhibited a slight change in maximum torque. This could suggest that 
the Tunit is a good all round shoe, with an unchanging mid performance on both 
surfaces.
• A high standard deviation of all results was seen highlighting the problems of 
testing on natural surfaces.
f) Repeatability
F ig u re  3 .9  -  C o p a  M u n d ia l (s h o e ) , fo rc e -d is p la c em e n t p lo t fo r  a ll 5  re p e a ts .
The average standard deviation of force for five repeats over the 50 mm displacement 
ranged from 20 to 70 N. This was approximately 2-7% of the traction at 50 mm and 4- 
15% of the traction at 20 mm. All the shoe configurations on soft ground displayed 
higher standard deviations than the other surfaces. This again highlighted the 
difficulties in outdoor testing of realistic surface conditions.
Artificial (N) Firm Ground (N) Soft Ground (N)
Copa Mundial 25.3 28.9 39.3
Predator 32.4 35.6 44.6
Tunit 22.4 48.9 69.8
World Cup 42.3 54.4 28.1
T a b le  3 .1 2  -  A v e ra g e  s ta n d a rd  d e v ia t io n  in  fo rc e  o v e r  5 0  m m  d is p la c em e n t d u r in g  
t ra n s la t io n  m o v em e n t .
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3.3.5 Summary
The results provided a suitable database of traction values to use for comparison for 
either future experimental testing or to validate analytical models. Differences were 
shown between firm and soft ground conditions, but high deviations between soft 
ground repeats highlights the issues involved in testing realistic conditions.
Further research is required to find the most suitable traction values for comparison. 
Results showed that using the traction value at 50 mm was not representative as to how 
the shoe performed during the early stages of translation. A comparison at 10 or 20 mm 
may provide better indication of how the shoe will behave during the initial stages of 
slip.
The following advantages and disadvantages were identified:
Advantages Disadvantages
• Controlled, repeatable test;
• Use of standard testing protocol
allows results to be compared over
a period of time;
• Can test realistic surfaces;
• Non subjective testing.
• Non-realistic loading conditions;
• Testing on natural surfaces introduces
variability;
• Difficult to control surface
consistency;
• Use of a plate to test shoe
configurations is non-representative.
T a b le  3 .1 3  - A d v a n ta g e s  a n d  d is a d v a n ta g e s  o f m e c h a n ic a l t ra c tio n  te s t in g .
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3 .4  S u r fa c e  s h e a r  s tre s s  a n a ly s is  (P h o to e la s tic ity )
3.4.1 Introduction
In previous work, the overall resistive force (traction) between the studded outsole and 
the surface was measured by use of mechanical test equipment (traction tester). The 
limitation of this approach was that little is known about the effect the individual studs 
have on the overall traction; particularly under realistic loading conditions. One way to 
enable more information to be gathered is to analyse the shear stresses arising between 
the studded outsole and the surface. The purpose of the study was to develop a low 
cost but high resolution system to enable the shear stresses between individual studs in 
the outsole and the surface to be identified. This was done by the use of photoelasticity. 
The advantages and disadvantages of this approach were also assessed; focussing on its 
potential for repeatable testing and comparison of outsole designs.
3.4.2 Aim and objectives
Aim
• To identify the shear forces between the shoe and the surface during football 
specific movements using photoelasticity.
Objectives
• Undertake a pilot study at Sheffield Hallam University to design and make a 
small scale experiment to produce a method of displaying and measuring the 
shear forces in a polyurethane plate;
• Use the successful method on the glass force plate at the adidas test centre and 
collect photoelastic images of participants running over the plate in studded 
footwear;
• Analyse photoelastic images using image processing techniques.
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3.4.3 Theory of photoelasticity
Photoelasticity is an experimental stress analysis technique utilising the optical 
phenomenon of birefringence (or double refraction) which occurs in some stressed, 
transparent materials.
Birefringence nominally occurs in non-cubic crystals which due to their atomic 
structure are optically anisotropic. When a light ray is incident on an optically isotropic 
material, the speed of light is the same in all directions. However, when a light ray is 
incident on a birefringent material it splits into two rays; the ordinary ray and the 
extraordinary ray (Tipler and Mosca 2004). The two rays travel at different velocities, 
and depending on the orientation of the material they can also travel in different 
directions. The rays emerge with a phase difference that depends on the thickness of the 
material and the wavelength of the incident light; in essence, this results in the material 
having two refractive indices. The same phenomenon occurs in some transparent 
materials when under stress. As the material deforms the internal structure of the 
material changes and the material-light interaction alters resulting in the change in the 
refractive index (Klamecki 2001). A material that was initially optically isotropic when 
free of stress becomes optically anisotropic when stressed (Dally and Riley 1991). 
When the incident light on a stressed birefringent material is polarised, again two light 
rays emerge travelling at different velocities and perpendicular to each other but they 
are also orientated to the direction of principal stress (Strainoptics Inc. N.D.). If the 
resulting light is viewed through a second polariser orientated at 90° to the first, the 
stress patterns in the material can be seen.
The change in the indices of refraction (retardation) of a birefringent material under 
stress is linearly proportional to the loads and thus related to stresses and strains 
(Maxwell 1853). This gives rise to the stress optic law. For plane-stress situations (<73 
= 0), using the change in refractive index this can be expressed as:
n2 - Hi = cfa -  <r2) E q u a t io n  3 .1
where; n1 and n2 =  principal indices of refraction
oq and (j2 =  principal stresses
c = cr — c2=  relative stress-optic coefficient (Dally and Riley 1991)
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F ig u re  3 .1 0  -  S tre s s e d  b ire fr in g e n t m o d e l v ie w e d  w ith  tw o  c ro s s e d  p o la r is e rs  (a d a p te d  
f ro m  D a lly  a n d  R ile y  1 9 9 1 ) .
By relating the relative retardation (relative angular phase shift, A) to the change in the 
indices of refraction in a stressed material of thickness h, the stress optic law can be 
written as:
A=
27r/lC
—— Co-1 - 02) E q u a t io n  3 .2
This can be simplified to:
E q u a t io n  3 .3
where the fringe order, N:
E q u a t io n  3 .4
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and the material fringe value is:
E q u a t io n  3 .5
The maximum shear stress can be found from the difference between the two principal 
stresses;
Klf
E q u a t io n  3 .6
Hence, the maximum shear stress can be simply obtained from measuring the relative 
retardation or fringe order, N  apparent in the resulting fringe pattern.
Two fringe patterns result in the stressed birefringent material; isoclinic fringes and 
isochromatic fringes. Isoclinic fringe patterns appear as dark lines on the material, they 
are used to determine the direction of the principal stress. The isochromatic fringe 
patterns gives the lines along which the principal stress difference is equal to a constant 
(Dally and Riley 1991) and appear as coloured lines when white incident light is used. 
The colour or intensity of the isochromatic fringes is indicative of the shear stress 
present in the material. By counting the reoccurrence of a particular colour or intensity, 
the fringe order can be determined; this can be used in Equation 3.6 to calculate the 
shear stress. A quarter-wave plate can be used at 45° to the polarisers to remove the 
isoclinic fringes; this can aid in the identification of the isochromatic fringe order.
F ig u re  3 .1 1  - F r in g e  p a t te rn  in  a  f ro z e n  s tre s s  d is k . L e ft : T h e  d a rk  is o c lin ic  l in e s  in d ic a te  
th e  d ire c t io n  o f th e  p r in c ip a l s tre s s e s . R ig h t: T h e  is o c h rom a t ic  f r in g e  p a tte rn  in d ic a te s  
th e  a re a s  o v e r w h ic h  th e  s h e a r s tre s s  is  c o n s ta n t . T h e  re o c c u r re n c e  o f a  c o lo u r o r  
in te n s ity  c a n  b e  u s e d  to  d e te rm in e  th e  f r in g e  o rd e r .
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3.4.4 Method
a) Experimental design
Preliminary testing was investigated in Sheffield to find appropriate materials, apparatus 
set-up and methodology to capture the dynamic photoelastic images before transferring 
the pilot study to Germany.
An 8 mm acrylic sheet was used at the support surface and placed in a 500 x 500 x 500 
mm wooden frame. Acrylic is non-birefringent and hence provides a suitable rigid 
support surface. Two photoelastic materials were chosen for initial analysis; a rigid 
polycarbonate sheet and a flexible polyurethane sheet. A summary of the optical and 
mechanical properties of the materials are shown in Table 3.14.
Property Polycarbonate Urethane rubber
Time-edge effect Excellent Excellent
Creep Excellent Excellent
Machinability Poor Poor
Modulus of Elasticity 2480 MPa 3 MPa
Poisson’s ratio 0.38 0.46
Proportional limit 34.5 MPa 0.14 MPa
Stress fringe value 7.0 kNm 1 0.18 kNm'1
Sensitivity index 4.92 ram 1 0.78 mm'1
T a b le  3 .1 4  -  O p t ic a l a n d  m e c h a n ic a l p ro p e rt ie s  o f p o ly c a rb o n a te  a n d  u re th a n e  (a d a p te d  
f ro m  D a lly  a n d  R ile y  1 9 9 1 ) .
If the top surface of the material is reflective, a single polariser can be used; this is 
known as ‘reflective photoelasticity’ and allows the stress pattern to be viewed from the 
same side as the incident light. Silver spray paint was applied to the top surface of the 
polycarbonate providing a reflective coating when viewed from below. However, spray 
paint would not adhere to the polyurethane surface; instead an additional layer of 
polyester with silver spray was used. The photoelastic material was placed on the top 
surface of the acrylic support sheet. A polarising film and a quarter-wave plate were 
placed between the photoelastic material and the acrylic. The quarter-wave plate was 
aligned such that the isoclinic lines were removed from the image. A frozen stress disk
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was used to align the plates and confirm the polarising axis of polariser sheet (Figure 
3.11).
In order for the photoelastic image to be viewed, the material was illuminated from 
below and a camera focussed on the underside of the acrylic. Numerous lighting and 
camera set-ups were experimented with to obtain the best image for post processing. 
Reflections on the underside of the acrylic were one of the most difficult issues to 
resolve; all support frames and camera components were covered with black material to 
help reduce the problem.
A round plate with 5 rubber studs was used to localise the shear forces on the 
photoelastic material. A 30 kg load was applied to the studded plate and moved in 
translation and rotation on the surface to instigate shear forces. Figure 3.12 shows the 
final set-up system at Sheffield that provided a suitable quality image.
R e f le c t iv e  s u rfa c e  
P h o to e la s t ic  m a te r ia l 
C irc u la r  p o la r is e r
W o o d e n  fram e
B la c k  c o a t in g  
H ig h -s p e e d  v id e o  c am e ra
F lo o d lig h ts
F ig u re  3 .1 2  - E x p e r im e n ta l s e t -u p  in  S h e ff ie ld .
Using the studded plate, it was difficult to generate fringes in the polycarbonate 
material; the friction between the studs and the surface was not sufficient enough to 
create shear forces in the material. In comparison, the fringe patterns from the 
polyurethane material were clear and there were sufficient fringes outside the contact 
zone (out of plane shear fringes) to indicate shear stresses in the material (Figure 3.13).
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F ig u re  3 .1 3  -  E x am p le  o f s tre s s  f r in g e s  g e n e ra te d  in  p o ly u re th a n e  u s in g  th e  s tu d d e d  
p la te .
3.4.5 Final experimental procedure
The images obtained from the preliminary work in Sheffield gave proof that the shear 
stresses could be obtained dynamically from the photoelastic material. As such, the 
experiment was moved to the adidas Test Center in Scheinfeld. An elevated glass force 
plate was used as the support surface in replacement of the acrylic sheet. The glass 
force plate allowed the photoelastic images to be viewed but also allowed force plate 
data to be recorded in synchronism with the photoelastic work.
Again, reflections were the main problem when trying to obtain a high quality image. 
The camera had to be removed from directly under the plate and repositioned outside of 
the support frame. The camera was focussed on the photoelastic plate via a mirror 
angled at 45°. The lights used to illuminate the surface had to be cold lighting to 
prevent the glass plate from overheating and cracking. This however meant the image 
appeared very blue and washed out. This colouring was hindered further by the blue 
tint to the glass plate. These issues were overcome by adjusting the contrast, brightness 
and gamma values of the camera. Again, the support frame was covered with black 
material to prevent unnecessary reflections. Diffusers were also placed over the lights 
to soften the lighting. A high-speed camera (Photron APX-RS) was used to record the 
photoelastic images at a frame rate of 50 fps and resolution 1024 x 1024. Given the low 
frame rate, ideally an SLR camera could have been used at a higher resolution; 
however, there was no external trigger for the camera meaning the image had to be
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manually taken from under the plate at the correct time of the movement. This was 
deemed unreliable and not practical; as such the high-speed camera with external trigger 
was used.
The reflective surface, polyurethane, polariser and quarter-wave plate were layered on 
the top surface of the force plate. Another problem encountered was the fixation of the 
sheets to the glass surface. Tape was used as the fixation had to be temporary and not 
leave permanent marks on the glass. Slippage of the sheets was a problem that could 
have been overcome by an external frame supporting the polyurethane; this 
unfortunately was not possible given the time constraints.
Dynamic photoelastic images were recorded for two different loading scenarios. The 
first method made use of the adidas traction tester to horizontally move a studded plate 
and football shoes across the surface. Four stud configurations and four football boots 
were used to vary the stud placement and number. No additional load was applied to 
the traction testing given a vertical load of 34.3 kg. The studded plate and shoes were 
moved in translation 50 mm across the surface at a speed of 10 mms’1. Images were 
also recorded for rotation, 60° at 12°s’1. Photoelastic images and traction data were 
recorded for all tests.
The second loading condition aimed to replicate more realistic movements. Participants 
wearing World Cup adidas football boots with rubber studs ran across the photoelastic 
material, with the heel-strike landing in the centre of the image. The photoelastic 
camera was synchronised with the force plate and an additional camera focussed on the 
side view of the heel-strike. The second camera (VDS Vosskuhler HCC-1000) recorded 
at 200 fps and a resolution 1024 x 512 pixels. The two cameras were triggered by a 
light-gate sensor set up 2 m before the force plate and photoelastic material. The force 
plate was triggered by a falling edge trigger on impact and sampled at 1000 Hz for 0.5 s.
Shear stresses were produced in the material when the outsole came in contact. Studded 
outsoles (4 studs in the forefoot and 2 studs in the heel) were used to localise the shear 
stress and minimise the interference from out-of-plane stresses. Each foot-strike had a 
ground contact time of approximately 0.5 s, producing 25 photoelastic images. The 
start and end of contact was defined visually through the side-view images and 
validated against the force-plate results.
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F ig u re  3 .1 4  - E x p e r im e n ta l s e t -u p  a t S c h e in fe ld . T o p : S id e -v ie w ; B o tto m : P la n  v ie w  (n o t  to  
s c a le ) .
3.4.6 Image processing
Dynamic images were recorded and saved as individual image files using the Photron 
software. This allowed post-processing of the images to be carried out. The aim of the 
post-processing was to convert the images into a form from which the fringes could be 
easily counted, and the movement or growth of a fringe tracked. The image toolbox in 
MATLAB™ was used to do this. Background subtraction, histogram equalisation, 
L*a*b* K-mean clustering segmentation and contour mapping of the greyscale image 
were all investigated.
The images were initially converted into greyscale (0 - 255) and the background 
removed by the calculation of the absolute difference between the stressed image and a 
non-stressed image. Figure 3.15 shows the original and processed image captured at t =  
0.2 s during the foot-strike. The two heel studs and three of the forefoot studs were in 
contact; i.e. the foot was in transition between heel-strike and forefoot push-off. Figure 
3.15 displays the isochromatic fringes (loci of constant maximum shear stress); when
- 71 -
viewed in colour, the repetitions of green and red bands were the most prominent. 
When converting to greyscale the maximum shear stress loci become visible as bands of 
constant greyscale intensity. The green and red bands formed the lightest and darkest 
fringes respectively and it was their reoccurrence that was used to identify the fringe 
order (TV). Due to the set-up and processing, the background of the images appeared 
dark (N  = 0), as such the first fringe detected was a light fringe (N  = 1/2) and the next a 
dark fringe (N  = 1). The processed results were then used to evaluate the subsequent 
maximum shear stresses.
O r ig in a l G re y s c a le  im a b s d iff  im a d ju s t
F ig u re 3 .1 5 - Im a g e p ro c e s s in g ; th e im a g e s w e re  c o n v e r te d  to  g re y s c a le  a n d  th e  
b a c k g ro u n d rem o v e d b y c a lc u la t io n  o f th e  a b s o lu te  d if fe re n c e m e th o d . T h e im a g e  
p ro p e rt ie s  w e re  a d ju s te d  to  p ro d u c e  a  c le a r ly  d e f in e d  s tre s s  p a t te rn s  ( t  =  0 .2 0  s ) .
3.4.7 Results
Figure 3.16 shows the growth of the photoelastic fringes for the foot-strike. Upon the 
initial heel-strike, the shear stresses radiated from the stud contact points along the 
direction of motion. When the forefoot came into contact, the influence of the heel 
shear stresses decreased, and the fringes around the forefoot studs grew indicating 
maximum shear stresses acting predominately in the opposing direction to motion.
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F ig u re  3 .1 6  -  T im e  s e r ie s  o f  s tre s s  p a t te rn s . H e e l-s tr ik e  a n d  fo re fo o t p u s h -o f f  
p h o to e la s t ic  im ag e s  d u r in g  ru n n in g  in  s tu d d e d  o u ts o le s  (A t =  0 .0 4  s ) .
3.4.8 Analysis
a) Fringe identification
To identify the location of the fringes, greyscale intensity profiles were drawn radiating 
from the centre of each stud on the image. The intensity profiles showed clear peaks for 
the light fringes and troughs for the dark fringes. A contact zone directly beneath the 
stud placement was defined. This was the region in which the stresses were no longer 
directly related to out-of-plane shear stresses, and were instead a result of stresses 
arising from the normal force during contact. The contact zone produced a large 
number of fringes tightly spaced together; as such, the fringes could not be easily 
distinguished on the intensity profile and the overall zone was instead identified.
Figure 3.17 illustrates the intensity profile for one stud in the forefoot during a 
translational movement (push-off after heel-strike, t = 0.2 s). A profile line 45° to the 
direction of motion was chosen as the distinction between fringes was clearly observed.
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F ig u re  3 .1 7  - Id e n t ify in g  m a x im um  s h e a r s tre s s  u s in g  g re y s c a le  in te n s ity  p ro f i le s . T o p  
le f t : T h e  in te n s ity  p ro f i le  in d ic a te s  c le a r p e a k s  fo r  th e  lig h t f r in g e s  ( I ~  2 5 5 ) a n d  tro u g h s  
fo r  th e  d a rk  f r in g e s  ( I ~  0 ) ; T o p  r ig h t : P ro c e s s e d  im ag e  - fo c u s s e d  o n  lo w e r le f t  fo re fo o t;  
B o tto m  le f t : C a lc u la t io n  o f s h e a r s tre s s  u s in g  fr in g e  o rd e r ; B o ttom  r ig h t: T h e  c o n to u r  
m ap s  o f  th e  f r in g e s  in d ic a te  th e  in c re a s e  in  m a x im um  s h e a r  to w a rd s  th e  c o n ta c t z o n e .
The fringe orders determined in Figure 3.17 can be used to estimate the maximum shear 
stress by use of the stress-optic law (Equation 3.6). Further calibration of the material is 
required to determine the stress fringe coefficient (/o), however using an estimation of 
0.20-0.28 kNm'1 (Dally and Riley 1991, Doyle 2004), rudimentary analysis of the fringe 
pattern suggested that shear stresses of 0.12-0.16 MPa were evident in the heel-surface 
during initial impact and approximately 0.08-0.12 MPa at the forefoot-surface during 
push-off.
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b) Stress trajectories
An alternative method of analysis involves plotting the "stress trajectories" of the 
fringes. These are lines indicating the maximum distance a shear stress fringe radiates 
from the point of contact (stud). This is a useful visualisation tool as it indicates the 
direction the material is likely to fail. Figure 3.18 shows the stress trajectories for a 
heel-strike in the World Cup boot. The images are coupled with the side-view stills to 
show how the position of the boot relates to the fringe patterns.
F ig u re  3 .1 8  - S tre s s  t ra je c to ry  a n d  s id e  v ie w  o f s h o e  d u r in g  h e e l-s tr ik e  a n d  fo re fo o t p u s h -  
o ff  (w h ite  a r ro w s  in d ic a te  d ire c t io n  o f m o tio n  o f s tu d s  o r  g ro w th  o f  f r in g e s ) .
The vector plot shown in Figure 3.19 was created by tracking the growth of the first 
fringe at each time step at 30° intervals around the point of stud contact. The overall 
growth pattern suggests the direction in which the shear stresses are acting at that 
moment in time. A symmetrical vector plot suggests a predominately vertical force 
being applied, whilst one which is significantly more prominent in one direction (i.e. 
aspect ratio of horizontal to vertical diameter 1) would indicate a shear force acting in 
that direction.
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F ig u re  3 .1 9  - V e c to r p lo t o f  f ir s t  f r in g e  lo c a t io n  a t  t im e  s te p s  0 .0 2  s  a t  3 0 °  in te rv a ls  a ro u n d  
s tu d  c o n ta c t .
The vector plot indicated a shear force acting along the direction of motion upon heel- 
strike contact. This was also consistent with the force data shown in Figure 3.20; a 
noticeable force in the anterior (-Fy) direction was observed. The propulsive force on 
push-off (+Fy) was not as prominent as the impact forces. This was also seen in the 
vector plot; the vectors radiating from the forefoot studs on push-off were uniform in
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shape with no dominant shift in the aspect ratio. The force data was representative of a 
typical heel-strike run; an initial first peak in the Fz direction represents the full body 
weight being transferred to the loading in the foot and the second peak occurring at 
push-off. The net negative impulse in the Fy direction indicates a slight deceleration. It 
is anticipated that during an acceleration movement, there will be a notable shift in the 
aspect ratio of the vector pattern occurring opposite to the direction of motion on the 
forefoot studs.
F ig u re  3 .2 0  - F o rc e  d a ta  fo r  h e e l-s tr ik e .
c) Kinematic analysis
The medial heel stud (Figure 3.21) on the right foot was tracked at 200 fps using the 
footage from the side-view high-speed camera. The pixel coordinates (w, v) were 
converted to x and y coordinates using the length of the adidas stripe for calibration (1 
pixel = 0.41 ± 0.09 mm). The velocity of the heel stud was calculated using the finite 
differencing numerical method, the average for the 5 frames before impact was taken. 
The resultant velocity and the velocity vector were calculated from the u and v 
components.
The resultant velocity of the heel on impact was 2.6 ms'1 at an angle of 61° to the 
horizontal. This is similar in magnitude to the values collected by Kirk et al. (2007); 
2.90 ±0.13 ms'1. However, the velocity angle was significantly higher than Kirk et al. 
(2007); 16.81 ± 1.86°. This could be attributed to the surface the participant was 
running on; the surface was perceived to be more susceptible to slipping than a natural 
grass surface which could lead to reluctance to load the foot.
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F ig u re  3 .2 1  -  T ra c k in g  lo c a t io n s  fo r  th e  r ig h t  fo o t d u r in g  h e e l-s tr ik e .
3.4.9 Summary
The photoelastic method was suitable for obtaining dynamic photoelastic images but 
more work is required to deal with discolouration of the fringes and selection of a top 
reflective surface to provide more traction. Image processing methods were 
successfully used to identify the first fringe for tracking to produce the vector plots. 
Surface shear stresses in the material were also calculated, but further calibration of the 
material was required in order to validate the values.
During the course of the experimental testing, concerns were raised about the suitability 
of using the method for traction testing purposes:
Main concerns
• Players cannot perform realistic movements (due to surface and length of 
catwalk after force-plate);
• Difficult to distinguish out-of-plane shear contact pressure from the true shear 
stresses;
• Shear patterns around the stud on the photoelastic material is likely to be 
different to that expected in soil.
Possible solutions
• Use a stronger adhesive, such as spray rather than tape to fix the photoelastic 
material to the glass-plate. This will give a more stable surface and allow 
participants more confidence when running over the surface. An alternative 
reflective layer could also be used to give a higher friction surface. Reflective
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foils and sprays containing micro-particles of silver are available and may be a 
better solution than the polyester layer. Achieving natural movements of a 
player in any laboratory environment is difficult; but the movements performed 
by a player can also be analysed against movements undertaken in real game 
situations to assess the realism of the study.
• A calibration method similar to the work by Nishizawa et al. (2006) and Arcan 
and Brull (1976) where the outer fringe diameter was related to the normal load 
could be used to distinguish the contact stresses from the direct shear stresses. 
Once calibrated, the force plate data at each time frame could be correlated to a 
fringe diameter for the vertical load. This would provide a masking area around 
each stud, outside of which the fringe patterns could be said to be due to direct 
shearing forces only.
• It is difficult to know the exact shear patterns that occur in soil. Models have 
been presented (Godwin and Spoor 1977 cited by Kirk 2008) using the empirical 
observations of soil failure patterns; crescent failure and lateral failure. 
However, it is difficult in any model to truly replicate the soil conditions; this is 
also true for computational modelling. The photoelastic work should be treated 
as another modelling tool that gives a suggestion of the shear stresses; it may be 
possible to verify the stresses by use of a computational simulation, but even this 
would have to be based upon assumptions.
The overall advantages and disadvantages of the system with respect to traction testing 
were identified:
Advantages Disadvantages
• Realistic player movement;
• Knowledge of influence of individual
studs;
• Produces identifiable visual images.
• Non-realistic surface;
• Complex analysis is timely and not
suitable for large scale testing;
• Use of players introduces
subjectivity into results.
T a b le  3 .1 5  -  A d v a n ta g e s  a n d  d is a d v a n ta g e s  o f p h o to e la s t ic  te s t in g .
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3.5.1 Introduction
Modelling the interaction between an outsole and surface is complex and a suitable 
model is required for both the surface and the shoe. Modelling the interaction of the 
shoe and surface can be thought of as a two stage processes, first impact and penetration 
and then translation along the surface. This section introduces two techniques 
attempting to mimic the impact phase (penetration) of studs. The associated problems 
and benefits of the techniques are acknowledged.
The vertical interaction between the stud and the ground can have a significant effect on 
the level of traction provided by the shoe. Stud penetration is fundamentally dependent 
on two conditions; the stiffness of the stud and the stiffness of the surface. 
Consequently, three types of outsoles exist; soft ground, firm ground and hard ground. 
The stud material and length depends on the target ground condition. Modelling the 
predicted penetration of the stud on different surfaces types can help determine the 
suitability of the stud. To investigate the potential of analytical and computational 
modelling techniques, an adidas prototype stud known as the “Smart Stud” was used. 
The Smart Stud was an exploratory new product design that began at adidas in 2005. 
The initial concept and design stage was carried out by Kirk (2005), with preliminary 
mechanical testing and evaluation undertaken by Koerger (2007) and Price (2008). The 
principal aim of the stud was to provide a suitable level of traction on any hardness of 
playing surface. This was to be done by deforming the stud by different amounts 
dependent on the hardness of the surface; ultimately, maximising the outsole to surface 
contact area.
Two different approaches were used to model the vertical interaction between the stud 
and the ground; analytical and computational modelling. Table 3.16 summarises the 
advantages and disadvantages of each modelling approach.
3 .5 M o d e ll in g  te c h n iq u e s
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Advantages
Short run time
Computationally efficient 
Ground or stud stiffness is easily 
modified
Control over underlying maths
Disadvantages 
Stud shape not considered 
Many simplifications 
Need to tune damping coefficients
Analytical modelling Computational modelling 
Advantages
Uses correct stud geometry 
Changes can be made to the stud 
geometry
Both simple and complex analysis of
the model can be run
Can use material parameters
Disadvantages
Requires material parameters for the 
studs
Ground conditions are approximated 
Lengthy process to accurately model 
the ground
Stud is strain-rate sensitive requiring 
dynamic material analysis 
Computationally inefficient 
Long run time
Limited control over underlying 
maths
T a b le  3 .1 6  -  A d v a n ta g e s  a n d  d is a d v a n ta g e s  o f c om p u ta t io n a l (F E A ) a n d  a n a ly t ic a l 
m o d e ll in g .
3.5.2 Aim and objectives
Aim
• To evaluate the effectiveness of analytical and computational modelling using an 
adidas prototype stud design.
Objectives
• To develop an analytical model to represent the impact of a single stud with two 
surfaces (soft and firm);
• To develop a computational finite element model using accurate stud geometry 
of the impact of the stud with soft ground.
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3.5.3 A na lytical modelling
The first method was an analytical (theoretical) process and involved modelling the stud 
and ground as mass spring systems. By modelling the stud and the ground as non-linear 
springs in series (Figure 3.22), the relative deformations of the ground and the stud were 
estimated. Newton's second law was applied to give the equation of motion for 
undamped free vibration:
F = my = —ky E q u a t io n  3 .7
where k  is the spring stiffness.
For the ground, two conditions were modelled analytically using non-linear stiffness 
spring equations; k = f(y). Initially, experimental data from a hemispherical drop 
hammer test (mass 1.52 kg, kinetic energy 2.30 J), (Kirk 2008) was used to yield the 
force-displacement curves for both firm and soft ground conditions. Firm ground was 
natural turf tested in the UK in September; soft ground was created by adding 8 mm of 
water to the test area. Third order polynomial equations were fitted to the results, and 
the equations differentiated to produce stiffness curves; stiffness k = dF / dy. Both 
stiffness curves were non-linear and followed a quadratic function; k = ay2 + by + c.
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F ig u re  3 .2 3  - D ro p  h am m e r  s o f t  a n d  f irm  g ro u n d  fo rc e  d e f le c t io n  c u rv e s , re d  lin e  
in d ic a te s  s im u la te d  s t if fn e s s  c u rv e s .
A similar differential approach was used to estimate the spring constant of the stud. 
Instron® testing was used to produce the force-deflection curve for the deformation of 
the stud on a rigid metal plate. The Instron® test was displacement driven at 100 mm/s 
to a maximum compression of 4 mm. At present, one of the major drawbacks in using 
this data in conjunction with the drop-hammer results for the ground condition is that 
two different testing methods have been used to generate the initial force-displacement 
data. Again a polynomial equation was fitted to the curve; however, the curve was spilt 
into three regions and separate equations derived for each (Figure 3.24).
F ig u re  3 .2 4  -  In s tro n ®  te s t in g  o f S m a r t s tu d , fo rc e  d e f le c t io n  c u rv e .
The resulting stiffness equations (Table 3.17) for the stud and the ground were used 
with the equation of motion to estimate the relative deformation of each part when 
under load.
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Ground stiffness Stud stiffness
IFys<2.7 ks = a2y? + b2ys + c2
= aiy2g + b±yg + cx IF 2.7 <ys<  3.8 ks ~  C3
IF ys >  3.8 ks = a3y? + b3ys + c4
T a b le  3 .1 7  - D e r iv e d  s t if fn e s s  e q u a t io n s  fo r  g ro u n d  a n d  s tu d .
An iterative approach (Table 3.18) was used to solve the equation of motion for two 
non-linear stiffness terms.
i i+1
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yz
y
y
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0
0
0
0
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0
f(y2i)
dt
yi +  yidt
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+ yu
+ y2i
yi+yt+ idt
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Z(yi(i+i))
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^l(i+ l) ^2(i+ l)
ktytdt +  F t
i
T a b le  3 .1 8  - Ite ra t iv e  s o lu tio n  to  e q u a t io n  o f m o t io n .
The input variables mass (m) and initial velocity (v) were initially the same as the drop- 
hammer tests; m = 1.52 kg and v = 1.7 ms’1. Using the same iterative model, the 
boundary conditions were also modified to replicate a heel-strike during running. The 
boundary conditions were drawn from literature (Cavanagh et al. 1984); estimating that 
two studs would be in contact during a heel-strike and that the impact force would be 
evenly distributed between the two.
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F ig u re  3 .2 5  - C a lc u la t io n  o f m o d if ie d  b o u n d a ry  c o n d it io n s  from  lite ra tu re  re s u lts .
F ig u re  3 .2 6  - A n a ly t ic a l m o d e llin g . T o p : D ro p  h am m e r b o u n d a ry  c o n d it io n s  - L e ft : S o ft  
g ro u n d ; R ig h t: F irm  g ro u n d . B o tto m : R e a lis t ic  lo a d in g  c o n d it io n s  -  L e ft : S o ft g ro u n d ;  
R ig h t: F irm  g ro u n d .
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Results (Figure 3.26) showed that on soft ground, the predicted deformation of the stud 
upon impact was 4 mm and the ground 7 mm. On firm ground, the deformations were 
more equal; 4.2 mm for the stud and 4.4 mm for the ground. From the plot of the total 
displacement, it can be seen that on the soft ground the major contributing factor was 
the ground; whereas on the firm ground, both the stud and the ground deformed at 
similar rates until the stud reached maximum deformation, after which the ground 
deformed at a quicker rate. This has been termed the equilibrium point; for firm ground 
this should ideally occur early on in the interaction enabling a greater surface area of 
stud to be in contact with the ground, thus maximising traction.
For the modified boundary conditions (m = 19 kg and v = -0.7 ms'1), results predicted 
that for a heel-strike on firm ground the stud would deform 4.4 mm and the ground 6.8 
mm. This would leave a 0.8 mm sole-plate to ground clearance. For soft ground, the 
stud deformation was 4.2 mm and the ground was 10.7 mm suggesting there would be 
complete contact between the sole-plate and the ground surface.
A MATLAB™ Simulink model was developed using the iterative approach to produce 
an interactive model enabling various ground conditions and stud types to be 
interpolated and extrapolated from the existing experimental data. For example, the 
interaction between a stud and the ground condition "medium" (interpolated between 
soft and firm) could be estimated. This provides feedback into the expected stud 
deformation during vertical impact.
a) Summary analytical modelling
The analytical model was able to accurately simulate the deformation of the stud and the 
surface individually using the test load conditions. However, the combined stud and 
surface model needs further validation using appropriate loading conditions as the 
penetration between the stud and the ground can only be assumed from the relative 
deformation of each material; further experimental testing would be required to confirm 
the accuracy.
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3.5.4 Finite element analysis
The alternative approach was to use finite element analysis (FEA) and computationally 
model the interaction. A quasi-static model of the stud was produced and validated 
against experimental results. The stud comprised of five individual parts; seal, 
structure, tip, rails and base unit. The CAD files for the stud were imported into 
Hypermesh and the individual parts meshed with a 0.4 mesh size, refined to 0.3 around 
more detailed areas to avoid over-closure issues. The parts were then exported into a 
FE modelling programme, Abaqus. First order tetrahedral C3D4 elements were used. 
The material properties used were isotropic, elastic approximations for four of the five 
materials and a hyperelastic, Mooney Rivilin model for the seal. A linear step 
amplitude of 5 mm in the vertical direction was used to model the deflection of the stud. 
This was representative of the mechanical Instron® test which was used to evaluate the 
accuracy of the model.
Results (Figure 3.27) indicated that the FE model accurately represented the stud when 
loading at the same rate of compression as the Instron® testing. However, the materials 
used in the stud are strain-rate dependent; without using dynamic material models, the 
FE simulation will not reflect this.
F ig u re  3 .2 7  - V e r if ic a t io n  o f m o d e l; fo rc e -d is p la c em e n t re s u lts  fo r  F E  m o d e l a n d  In s tro n ®  
te s t in g .
The interaction between the stud and the surface was modelled by simulating the soft 
ground conditions. The drop-hammer test used to provide the force-deflection curves in 
the analytical modelling approach was again used to define the ground characteristics. 
The soil was modelled as crushable foam with initial material parameters from soil test
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data (Kirk 2008). The parameters were then tuned until the simulated drop-hammer 
force-deflection results matched those from experimentation (Figure 3.28).
F ig u re  3 .2 8  - F o rc e  d is p la c em en t c u rv e s  fo r  d ro p  h am m e r e x p e r im e n t  a n d  F E  s im u la t io n .
The quasi-static stud model and the crushable foam soft ground model were combined 
together (Table 3.19) to simulate the interaction.
Foam model Stud model Stud - foam interaction
Rigid analytical body mass 
1.52 kg
Dynamic explicit step
0.005 s
Rigid analytical body 
velocity 1.74 ms'1
Quasi-static
Smooth amplitude loading 
0.005 s
5 mm displacement of rigid 
bottom plate
Quasi-static
Smooth amplitude loading 
0.005 s
5 mm displacement of stud
Crushable foam replaces 
rigid bottom plate
T a b le  3 .1 9  - C om p u ta t io n a l s tu d -fo am  m o d e l b o u n d a ry  c o n d it io n s .
F ig u re  3 .2 9  - I l lu s tra t io n  o f s tu d  d e fo rm a t io n  o n  c ru s h a b le  fo am  s u r fa c e .
Further experimental work is required to validate the combined stud and crushable foam 
model. However, when comparing the relative deformation of the stud and the ground
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(Figure 3.30) it was seen that similar response curves were produced for both the FE 
model and the analytical approach.
F ig u re  3 .3 0  -  R e la t iv e  d e fo rm a t io n  o f s tu d  o n  s o ft g ro u n d  c o n d it io n s .
b) Summary computational modelling
The limitations of the computation modelling were similar to those expressed in the 
analytical modelling. The components used in the model are only validated individually 
and under different loading conditions. The viscoelastic behaviour of the stud and 
particulate nature of the soil do not always lead to predictable loading conditions, 
further increasing the complexity of the required model.
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3 .6  C h a p te r  s um m a ry
The results from mechanical traction testing revealed a number of findings; firstly the 
complexities of testing on natural turf conditions were highlighted, with results 
displaying a greater standard deviation in both hardness and traction readings. 
Secondly, when using a studded plate to replicate studded outsole configurations, the 
test did not produce similar results or shape of traction curve as the counterpart shoes. 
This was potentially due to the difference in orientation of the plate and shoe to the 
surface and the additional surcharge pressure from the increase in surface area of the 
plate. The final important finding was the change in traction ranking order when 
comparing the shoes at different displacements. Typically, the traction value at 50 mm 
is used for comparison, however concerns were raised that this was not representative of 
a typical movement and that traction values at lower displacements maybe more 
realistic.
Photoelasticity was used to identify the shear stresses between a surface and a studded 
outsole. Image processing techniques were successfully used to identify the individual 
fringes and show the change in position over time. Although these types of images had 
not been previously done before and they had potential to aid in stud shape design, the 
non-realistic surface restricted the use of the technique for traction analysis. Post 
processing methods were also time consuming and large sample size testing would not 
be possible using the current system. Although the system used participants to ensure 
the movements on the surface were representative, the surface may have caused 
participants to modify their movement style from that on natural turf. Full 3D 
kinematic analysis of the participant and the studded shoe on natural turf compared to 
the photoelastic surface would allow any differences in movements to be recognised.
The Simulink analytical model and the FE simulation provide a useful tool for 
estimating the likely vertical interaction between the stud and the ground during varying 
loading conditions. However, although individual sections of each model were verified 
against experimental data; namely drop hammer tests and Instron® force-displacement 
results, the complete interaction between the stud and the surface was not validated. 
The use of appropriate impact loads and velocity also needed to be validated. The 
computational models developed are also only the first stage towards developing a 
modelling tool that can be used to predict the traction between a prototype outsole and a 
range of surfaces.
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The overall observation from the range of experimental methods investigated is that 
prior knowledge of realistic testing conditions would help to provide a more detailed 
and accurate analysis of the traction interaction; with the leading question raised from 
this study being:
What are the testing parameters that can be used to develop a testing protocol to  
produce repeatable results but also remain representative of actual football 
movements?
Chapter 4 aims to address this issue by developing a test methodology to identify 
realistic test parameters from player movements.
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4  M E T H O D O LO G Y  F O R  M O T IO N  C A P T U R E  O F  S T U D D E D  F O O TW E A R
4 .1  In tro d u c t io n
In order to better understand the conditions needed for realistic testing, the behaviour of 
the shoe in contact with the surface needs to be examined. This can be achieved by 
capturing how the shoe interacts with the surface using 3D analysis.
A range of 3D motion capture techniques were outlined in Chapter 2. Stereo 
videogrammetry was highlighted as the most suitable method with its potential to be 
used both in the laboratory and outside on the field. It is also relatively easy to use and 
its results can be analysed directly, rather than relying on intermediate processing 
systems. Using a system that is self-developed enables it to be customised to suit the 
environment and applications it is designed for rather than having to make compromises 
with an existing motion capture system. A methodology review was carried out to 
ensure correct choices were made in terms of camera set-up, marker selection and 
marker tracking.
4 .2  A im  a n d  o b je c t iv e s
Aim
• To develop an experimental methodology to track the position of a shoe in 3D.
Objectives
• To develop a system that is:
- Portable,
- Of minimal intrusion to the players,
- Suitable for use in both a laboratory and outside,
- Able to achieve high marker re-projection accuracy.
• To convert the tracked image coordinates to 3D global coordinates.
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4 .3  S te re o  v id e o g ram m e try
Stereo videogrammetry or stereo photogrammetry is the technique of using two or more 
cameras to reconstruct points on an image in a 3D coordinate system. This technique 
was chosen over the more commonly used commercial motion capture systems due to 
the ease of use and versatility that enables the technique to be applied in a wider range 
of scenarios.
4.3.1 Camera placement
Stereo videogrammetry requires the use of two cameras in order to triangulate the 
position of an object in 3D. The placement of the cameras can have significant effects 
on the error present in the 3D measurements. Error can be introduced into the system 
from poor image resolution or target occlusion (Chen and Davis 2000) and it is 
important that the cameras are placed such that effects of these are reduced. 
Considering only image resolution, Chen and Davis (2000) found that the optimal angle 
between the cameras was 90°, with acceptability between 40 and 140°. Camera angles 
of less than 40° or greater than 140° tended to greatly increase the uncertainty in the 3D 
measurement (Figure 4.1).
F ig u re  4 .1  -  A s s e s sm e n t o f  o p t im a l c am e ra  a n g le  (a d a p te d  fro m  C h e n  &  D a v is  2 0 0 0 ).
When target object occlusion was considered, the optimal camera placement was when 
they were orientated to be facing each other as this increased the likelihood that at least 
one camera was seeing the target object (Chen and Davis 2000). The markers used on 
the tracking shoe were positioned on one side of the shoe only so it was anticipated that 
an angle between cameras of 0° would in fact be optimal when considering marker 
occlusion. Static marker occlusion can be compensated for before filming by adjusting
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the angle of the cameras in order to ensure that both cameras were able to see all the 
markers on the shoe during the likely range of motion of the foot. To assess this, two 
cameras were originally set at 90° focussing on a stationary shoe. The shoe was rotated 
and the number of markers visible in the left and right cameras was recorded. The angle 
between the cameras was then adjusted in order to find the optimal angle in which all 
five markers could be seen for the greatest range of rotation.
At an angle of 90° between cameras, the markers were occluded at shoe rotation angles 
of 30°. Reducing the angle to 70° enabled the markers to remain visible until 45° 
rotation of the shoe. Further reducing to 50° and the markers became excluded from the 
right camera at internal angles of over 60°. This indicated that an angle of 50 to 70° was 
suitable to reduce the influence of marker occlusion, yet still remain in the range for low 
error due to resolution.
4.3.2 Camera properties
The quality of the recorded images can directly influence the accuracy of the calibration 
and final data collection. Two high-speed Phantom v4.3 video cameras were used to 
form the basis of the stereo videogrammetry technique. It is important that the camera 
settings do not change between calibration and data collection and so an optimum 
setting to satisfy both requirements is needed. Camera settings that were adjusted were:
• Focus and zoom level
• Resolution
• Exposure
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• Synchronisation
• Frame rate
a) Focus and zoom level
The size of both the squares on the checkerboard and the markers to be tracked affect 
the accuracy of the results. As such, an appropriate zoom level was needed to ensure 
they filled the maximum possible field of view of the cameras. However, due to the 
inherent variability in foot placement during participant data collection, a sizable 
volume was required. A volume 1.5 x 1.5 x 1 m was chosen for calibration. At this 
size, the markers occupied 1-2% of the volume size. Although small, they could easily 
be detected at this size and eccentricity effects were minimised.
The focus of the camera was important for calibration in order to successfully identify 
the intersection between grid squares. A poorly focussed image increased the re­
projection error of the intersections.
b) Resolution
The image resolution influenced both the level of detail detectable in the image and the 
computational efficiency of the data capture. For player testing, it was important that 
the files could be quickly saved and the next data capture started to ensure the 
participants were not kept waiting. The time to save compared to reduction in image 
size was assessed and a resolution of 512 x 386 selected. The files took between 15 and 
20 s to save and required approximately 85 MB for 400 frames.
c) Exposure
The exposure time or shutter speed controls the amount of light allowed to enter the 
captured image. For high-speed video work, a high exposure or long shutter speed can 
result in blurring in the captured image leading to error and inaccuracies in tracking the 
target markers. Ideally, the exposure needed to be as low as possible in order to 
improve the quality of the tracked markers. The contrast of the markers and the level of 
lighting on the test area therefore influenced the exposure setting. The test system was 
designed to work both in the laboratory under artificial lighting and outside with natural 
lighting. In the outside environment, additional lighting sources were avoided as it
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increased the complexity of the testing system. In the laboratory, additional lighting 
was readily available and could be used to reduce the camera exposure. The level of 
exposure was also dependent on the frame rate. Testing both in the laboratory and 
outside suggested that an exposure time of 70 pis at 1000 fps was suitable to avoid 
blurring, show the markers clearly and also show image background details that may be 
required in subsequent analysis.
F ig u re  4 .3  - H ig h  e x p o s u re  a n d  lo w  fram e  ra te s  c a n  le a d  to  b lu r r in g  o f m a rk e rs  d u r in g  
h ig h  v e lo c ity  m o v em e n t . L e ft : w h e n  th e  s h o e  is  s ta t io n a ry  th e  im ag e  is  n o t b lu r re d ;  
C e n tre : d u r in g  p u s h -o f f , s h o e  v e lo c ity  in c re a s e s  a n d  d e ta ils  b e c om e b lu r re d ; R ig h t:  
o r ig in a l h e e l m a rk e r s h a p e  a n d  b lu r re d  m a rk e r s h a p e  c o u ld  le a d  to  e rro r in  c e n tro id  
lo c a t io n .
d) Synchronisation
The two cameras were synchronised so one camera triggered internally and the other 
externally. A remote manual trigger was used to activate the internal camera when the 
player entered the filming zone. Automated triggering options such as light-gates were 
considered but complications arose when capturing different player movements. In the 
laboratory, the cameras were triggered from a falling edge trigger on activation of a 
force-plate in the filming zone.
e) Frame rate and sampling theorem
The frame rate of the cameras determines how many images can be captured during the 
movement; it essentially sets the resolution for the smallest detectable movement. 
Using a set of data captured at 1000 Hz the Nyquist sampling theory was applied to 
assess the lowest frame rate that could be used. The Nyquist sampling rate theory states
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that the process signal must be sampled at a frequency at least twice as high as the 
highest frequency present in the signal itself (Winter 2005). Expressed mathematically 
as:
fs > 2fc  E q u a t io n  4 .1
where fs is the sampling frequency and fc is the highest frequency expressed in the 
sample (Olshausen 2000).
This concept is clearly illustrated in the sampling of a standard sine wave of frequency 1 
Hz (Figure 4.4).
F ig u re  4 .4  - A lia s in g  o f o r ig in a l s in e  w a v e fo rm  b y  s am p lin g  lo w e r th a n  th e  N y q u is t  
f re q u e n c y . T o p : S am p lin g  a t 2  H z ; B o tto m : S am p lin g  a t 1 .5  H z . (A d a p te d  fro m  O ls h a u s e n  
2 0 0 0 ) .
Sampling at 2 Hz or greater as indicated by the Nyquist theorem is sufficient to capture 
the signal, but sampling lower, at 1.5 Hz not only misses important information from 
the original signal, but also creates an entirely new waveform (Olshausen 2000).
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This theory is easy to apply when sampling simple waveforms, but as the signal 
becomes more complex, identifying the Nyquist frequency also becomes more difficult. 
One solution is to consider the Fourier theory, in that any signal can be recreated from a 
series of sine and cosine waveforms of varying frequencies (Manal and Buchanan 
2004). Fourier transformations of periodic signals can be used to identify the 
frequencies present in the signal. This approach can be easily applied using the fast 
Fourier transform (FFT) function in MATLAB™. However, real movement data as 
collected from the marker coordinates is non-cyclic and therefore does not satisfy the 
FFT conditions.
The principle that any signal can be comprised of sine and cosine waveforms gives rise 
to the Fourier series equation:
Ih(f) = a0 + [bn cos(2?rfnt) + cn cos(27r/nt)] E q u a t io n  4 .2
This was applied to a set of coordinate data for the sprint movement in the z axis, 
sampled at 1000 Hz. A Fourier order of 6 was required to fit a curve with an R value 
of 0.98 to the raw data set. The minimum frequency was 4.7 Hz (/t) and the maximum 
was 28.3 Hz (/6). This suggests that the Nyquist sampling frequency needs to be 
greater than 60 Hz (2/6).
F ig u re  4 .5  - V e r t ic a l d is p la c em en t  d a ta  s am p lin g  a t 1 0 0 0  H z  a n d  6 0  H z .
Figure 4.5 illustrates the resulting data set from sampling at the Nyquist frequency of 60 
Hz compared to 1000 Hz. The primary shape of the data curve is the same for both 
sampling rates suggesting that a sampling rate of 60 Hz may be sufficient for that 
example. However, slight differences are evident approaching 0.05 s; this is near the 
point of contact and hence it is important the detail is correct at this time. The Fourier
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approach will also produce varying frequencies for each set of coordinate data (x, y and 
z) and to sample at different frequencies for each is not possible. Analysis of pilot study 
data shows that in the running direction, a displacement of 5 mm was seen over a time 
of 0.045 s. This indicates that in 0.009 s, the shoe moved 1 mm. Setting 1 mm as the 
smallest displacement resolution, this means a frequency of over 100 Hz is required.
In the past, the Nyquist sampling frequency was necessary to allow data to be collected 
at the lowest sampling rate possible but yet still maintain accurate results. This was due 
to the high computational and operational requirements of recording at higher sampling 
rates. With the increase in computer performances and the availability of high-speed 
video cameras, sampling up to or over rates of 1000 Hz is no longer considered 
unachievable. Filming at a rate higher than the Nyquist sampling rate also allows more 
advanced filtering techniques to be used without running the risk of masking important 
details in the data.
A sampling rate of 1000 Hz was chosen for the high-speed video capture with a 
minimum tracking sample rate of 200 Hz. Both are sufficiently above the Nyquist 
frequency and allow further filtering methods to be used to reduce the effect of noise.
4.3.3 Calibration
After reviewing potential calibration techniques, the planar (checkerboard) approach 
was chosen. This method has been shown to work well by Choppin (2008) in 
calibrating a large volume on a tennis court. The advantages of the checkerboard 
technique, as outlined in Chapter 2 were that a large volume can be defined and it is 
inexpensive and easy to carry out.
a) Image collection
In order to reduce the error in the calibration 15 or more images of the checkerboard are 
required (Zhang 1999). The checkerboard needs to occupy as much of the image as 
possible so that it is composed of more pixels and it is easier to resolve the intersections 
(Choppin 2008). Twenty images of the checkerboard were collected at a range of 
angles from both cameras, defining a volume approximately 1.5 x 1.5 x 1 m\
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F ig u re  4 .6  -  M o s a ic  o f  c h e c k e rb o a rd  im ag e s  u s e d  to  d e f in e  th e  3 D  te s t  v o lu m e .
b) Camera parameters
The MATLAB™ camera calibration toolbox (Bougeut 2010) was then used to extract 
the grid corners. For both the left and the right cameras, the four corners of the 
checkerboard are selected, and the individual grid squares are identified by interpolating 
along black or white interfaces.
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F ig u re  4 .7  - E x tra c t io n  o f c h e c k e rb o a rd  c a lib ra t io n  p a t te rn  u s in g  g r id  s q u a re  
in te rs e c t io n s .
600
- 100-
Distortion factors can be applied if the grid square corner location does not match the 
exact image. Once this process is repeated for each checkerboard image, the calibration 
parameters are generated. Calibration produces first a set of intrinsic parameters that 
relate the individual cameras to the calibrated volume, and secondly a set of extrinsic 
parameters that describe the relationship between the two cameras. The intrinsic 
parameters are (Bougeut 2010):
• Focal length
• Principal point
• Skew coefficient
• Distortions
The extrinsic parameters are:
• Translation matrix
• Rotation matrix
The intrinsic parameters can be used to re-project the grid coordinates back onto the 
original checkerboard images. The re-projection error is calculated from the distance 
between the re-projected grid coordinate and the original point extracted. The error 
indicates the accuracy of the calibration and the detected intersection points (Choppin 
2008). If the re-projection error appears to be large, further distortion factors can be 
applied to reduce the error.
Reprojection error (in pixel)
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F ig u re  4 .8  -  P ix e l re -p ro je c t io n  e r ro r  a f te r  c a lib ra t io n  in  a  la b o ra to ry  e n v iro nm e n t .
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c) Origin definition and stereo-triangulation
The calibration procedure automatically produces a coordinate system relative to the left 
camera. However, for the purpose of analysing the position of the shoe in 3D, a global 
origin position is advantageous. To define the new axis system, the checkerboard was 
laid flat in the calibrated volume, with one edge aligned in the running direction of the 
participants. The edge at 90° was aligned away from the cameras. The third, vertical 
axis is created from the cross-product of the two axes.
F ig u re  4 .9  -  G lo b a l o r ig in ; p a r tic ip a n ts  ru n  p a ra lle l to  th e  y -a x is , f ro m  r ig h t  to  le ft .
The camera parameters are then used with the global origin position to generate a 
transformation matrix used to convert image coordinates from the left and right views 
into 3D coordinates.
4.3.4 Summary
The methodology review indicated that just two Phantom v4.3 high-speed video 
cameras could be used to capture a 1.5 x 1.5 x 1 m volume on a natural turf football 
pitch and in a laboratory environment. The volume was sufficient enough to capture the 
inbound and outbound foot trajectory with compensation for differences in foot-strike 
location. To ensure the shoe was visible throughout a range of movements within the 
test volume, the optimal camera placement in terms of marker occlusion and 3D 
reconstruction errors was approximately 5 m perpendicularly away from the foot-strike 
zone at an angle of 70° to each other. The checkerboard technique can be successfully 
used to calibrate the cameras; using approximately 20 images of a checkerboard from 
the left and right cameras to determine both intrinsic and extrinsic camera parameters. 
Camera settings of 1000 fps for 0.6 s at a resolution of 512 x 382 pixels and a low 
exposure of 70 ps were chosen to reduce save time but allow high quality images to be 
recorded.
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4 .4  M a rk e r  s e le c t io n
Copa Mundial football shoes (sizes UK 8-11) were used for testing. The Copa 
Mundial shoe has 6 moulded studs on the forefoot and 4 on the heel. The Copa Mundial 
was first released in 1979 but is still considered one of the most popular football shoe 
designs more than 30 years on. It is also considered a suitable stud configuration for 
natural turf on the firm to soft hardness borderline as anticipated at the time of testing 
(October, early season in UK).
Five markers were required on the left shoe. The markers were used to define two rigid 
bodies representing the rear-foot and forefoot sections of the shoe. The differences 
between markers on the shoe and on the foot has been well researched (Robertson et al. 
2004) and marker placements have to be carefully considered so not to introduce 
unnecessary errors into the system. The natural pivot point of the foot is thought to be 
near the metatarsal-phalangeal joint and as such, a marker (P3) was placed as close to 
this location as possible. Two further markers were used to form the rear-foot section; 
one near the heel (Pl) and one near the ankle (P2). Markers on the upper forefoot (P4) 
and toes (P5) were used to define the forefoot section.
N a v ic u la r
F o re fo o t  R e a r -fo o t
F ig u re  4 .1 0  - F o o t a n a to m y  a n d  c h o s e n  s h o e  m a rk e r lo c a t io n .
Requirements for the system were that it could be used for outside testing; thus in 
potentially long grass environments. The selection of the type of marker used on the 
side of the shoe was important in order to have a marker that could be easily tracked 
(high visibility), have low re-projection error (centre easy to find) and was of minimum 
intrusion to the players. To minimise the image processing required to identify the 
marker from the background, the marker also needed to be high contrast. This also 
allowed a lower camera exposure to be used, improving the quality of the image and 
allowing a lower frame rate to be used, thus reducing memory requirements.
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4.4.1 Spherical markers
Spherical reflective markers are typically used in biomechanical motion capture and are 
attached to the tracking object with adhesive tape. Due to their spherical shape they are 
easily tracked as the centre of the marker can always be found regardless of the 
orientation to the camera. However, after trialling the markers on the shoe, a number of 
limitations were found:
• They sit off the surface of the shoe which was intrusive to the players,
• They had difficulty staying attached during high velocity movements,
• They were easily knocked off or moved when the shoe was in contact with long 
grass or artificial fibres.
F ig u re  4 .1 1  - S p h e r ic a l re f le c t iv e  m a rk e rs  (R ig h t: im ag e  fro m  Q u in t ic  2 0 1 1 ) .
4.4.2 LEDs
Electronic active markers were investigated to see if the gain from the high contrast 
marker outweighed the limitations of requiring an external power source. A strip of 
LEDs were tracked both in the laboratory and outside in natural light. The camera 
exposure was adjusted until only the LEDs were visible; reducing the image processing 
required to extract the markers from the background during the analysis stage.
An exposure of 40 ps was required both in the laboratory and outside compared to 70 ps 
required using retro-reflective markers. Despite the advantages gained from the high 
contrast markers, it was thought that the limitations were still too great to use this 
method. A power source would have to be worn on the top of the shoe and a series of 
wires would have to run to each LED. This would be very intrusive for the player and 
likely to impede their performance.
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«F ig u re  4 .1 2  - L E D  m a rk e rs  in  th e  la b o ra to ry  a n d  o u ts id e  (e x p o s u re  4 0 p s ) .
4.4.3 2D white circles
The third type of tracking marker tested was a simple 7 mm white circle painted onto 
the shoe using white oil based gloss paint. To increase the visibility of the markers a 
retro-reflective top coating (Glowtec 2011) was applied over the white paint. Retro- 
reflective surfaces return light directly to the source reducing the scattering effect 
(Figure 4.13).
Em b e d d e d  g la s s  m ic ro b e a d s
R e f le c t iv e  to p  c o a t  
W h ite  g lo s s  la y e r  
O r ig in a l s u r fa c e
F ig u re  4 .1 3  - R e tro -re f le c t iv e  to p  c o a tin g  (a d a p te d  fro m  G lo w te c  2 0 1 1 )
The advantages of these markers were that they were applied directly to the shoe and 
were not able to be displaced during movement of the shoe. The markers were also of 
negligible mass and as such, not intrusive to the players.
Most 3D marker systems use spherical markers as the centre of the marker is 
independent to the viewing direction. The problem of the 2D circular markers is that 
the marker appears elliptical in all viewing planes with the exception of an image plane 
that is directly parallel to the camera viewing plane. The ellipse centre differs from the 
centre of the projected circle depending on the angle and the displacement between the 
circle surface and the image plane; this effect is known as eccentricity (Bobrowitsch et
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al. 2011). However, the eccentricity error is typically less than the image measurement 
accuracy (Ahn et al. 1999) for small circles. The pixel diameter of the markers in the 
image to be tracked is approximately 6 pixels in an image size of 512 x 384 pixels. The 
marker therefore comprises less than 1-2% of the total image size and as such, it is 
expected that the error from eccentricity will be negligible.
4.4.4 Summary
Despite the potential error due to eccentricity, a simple white painted circle was chosen 
over the spherical markers due to its robustness in natural turf, ease of tracking and lack 
of intrusion to the players. A retro-reflective coating was applied over the white circles 
to increase the contrast in directional light conditions. This specifically applied in the 
laboratory where additional light sources positioned behind the cameras could be used. 
This increased the contrast of the markers compared to the base shoe, and allowed a 
lower camera exposure to be used. Applying the markers directly to the surface of the 
shoe with a permanent paint eliminated the likelihood of the markers moving with 
respect to the surface of the shoe during testing, and also between testing during 
transportation of the equipment. The markers added negligible mass to the shoe, and as 
such were of minimum intrusion to the participants.
F ig u re  4 .1 4  - E x am p le  te s t  s h o e  w ith  w h ite  re tro -re f le c t iv e  m a rk e rs .
- 106-
4 .5  A u tom a te d  tra c k in g  m e th o d o lo g y
A semi-automated tracking method was developed to allow fast and efficient acquisition 
of results. For each trial captured, approximately 400 frames required analysis. 
Obtaining the 3D coordinates from each marker thus required 2000 data points to be 
gathered per camera, per trial; the intention of the automated process was to speed up 
the data processing. Manual digitisation methods that have been previously used for 
similar applications (Choppin 2008) were available, but to manually select 2000 points 
for each trial would be very time consuming.
The MATLAB™ image processing toolbox was used to develop an algorithm that can 
automatically return the image coordinates of a selected marker. Three methods were 
trialled to assess their ease of use, accuracy and efficiency. For all methods, the first 
stage was to convert the video file created by the high-speed Phantom (v4.3) cameras to 
.avi files which could then be read into MATLAB™. The first and last frames to be 
analysed were then defined and the section of the video file between these frames 
converted to individual images. This allowed each time frame to be analysed 
sequentially using a loop function to move through the frames. The methods are 
described as follows.
a) Object labelling method
Each frame was converted to a binary black and white image with the threshold 
dependent on the light level of the image. Noise was removed using the bwareaopen  
function. This function removes objects from a binary image that have less than a 
chosen number of pixels. A successful resulting image contained only the five markers 
to be tracked (Figure 4.15).
The white objects (markers) remaining in the image were then labelled from left to right 
(bw labeV). A separate tracking loop for each marker was defined, and the coordinates of 
the centroid (centre of mass) of the white object were returned as marker coordinates 
using the regionprops function.
The success of the tracking was highly dependent on the quality of the thresholding and 
amount of noise remaining in the converted image. If noise was detected as a valid 
object, the numbering order of the markers changed and the tracked trajectory shifted to 
the new object location. Using a predicted trajectory based on previous marker position,
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it was possible to re-allocate the trajectory to the correct marker position, but this 
required user intervention and increased the complexity of the automated approach. 
The advantage of this system was that when successful, it was able to track all five 
markers simultaneously.
F ig u re  4 .1 5  - L a b e llin g  a n d  tra c k in g  o f  w h ite  o b je c ts  a f te r  c o n v e rs io n  to  a  b in a ry  im ag e .
b) Object dilation method
Since the success of the object labelling method was highly dependent on the noise 
removal, modifications were made to the technique in order to improve the accuracy. 
The modified algorithm used the same steps as the object labelling method, using 
bw label to identify objects in the image. The object number of the marker to be tracked 
was selected and its coordinates returned. The selected marker was then dilated using 
imdilate with a square shaped structuring element (streb) (Figure 4.16).
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F ig u re  4 .1 6  - L e ft : O r ig in a l b in a ry  im ag e  o f a  re c ta n g u la r o b je c t 5 x 3  p ix e ls ; C e n tre :  
S q u a re  s tru c tu r in g  e lem en t; R ig h t: D ila tin g  im ag e  a d d s  th e  s tru c tu ra l e lem e n t to  e a c h  
s id e  o f  th e  o b je c t .
The dilated marker image was then inverted; for binary images the zero value pixels 
become value 1. The inversed dilated marker image was then subtracted from the next 
frame leaving the marker that was overlapped by the original marker (Figure 4.17).
-108 -
F ig u re  4 .1 7  - M a rk e r  d ila t io n . F rom  le ft  to  r ig h t : o r ig in a l m a rk e r ; m a rk e r  a t n e x t t im e  s te p ;  
d ila te d  m a rk e r ; in v e rs e d  d ila te d  m a rk e r ; o v e r la p  o f d ila te d  a n d  m a rk e r  a t n e x t t im e  s te p .
This method was computationally time consuming and success depended on the size of 
the marker after conversion to a binary image. If the marker decreased in size due to a 
change in viewing angle or if an external object was masking the marker, the dilated 
marker was also smaller. This reduced the likelihood of the markers overlaying in the 
next time frame.
c) Tracking window method
The third automated method used a tracking window to reduce the search area of the 
target marker. Rather than using the object labelling function to select the marker to be 
tracked, the method allowed the user to select in the first frame, the location of the 
marker. The pixel coordinates were then returned and an area 20 x 20 pixels was 
cropped about the centre of the marker (approximately four times marker diameter) in 
the next image frame. The cropped area was then converted to a binary image and noise 
removed. The white objects remaining in the cropped image were then labelled (Figure 
4.18).
< 1
F ig u re  4 .1 8  - Im ag e  c ro p p e d  a ro u n d  s e le c te d  m a rk e r  c o o rd in a te s  a n d  c o n v e r te d  to  a  
b in a ry  im a g e ; w h ite  o b je c ts  a re  th e n  la b e lle d  f ro m  le f t  to  r ig h t .
An if loop was then used to identify which object was the marker. If more than one 
object was identified, the difference between the centroid of the objects and the
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predicted marker location was calculated. The predicted marker location was calculated 
using the previous marker position and the expected trajectory (Figure 4.19).
F ig u re  4 .1 9  - P re d ic tin g  m a rk e r  lo c a tio n  u s in g  th e  d if fe re n c e  b e tw e e n  th e  p re v io u s  tw o  
m a rk e r  c o o rd in a te s .
The object with the minimum difference between the centroid and the predicted marker 
location was selected. If no objects were detected due to the marker not being visible in 
the image frame, the predicted marker location was used. The image coordinates of the 
new marker were then converted from the cropped coordinates to the original image 
coordinates. The process was then repeated about the new marker position until the end 
frame. The complete marker coordinates were displayed after the last frame allowing 
the final trajectory to be checked. At each stage an image was saved showing the 
cropped marker position for both the original and binary image. This allowed the user 
to check the algorithm was returning coordinates for the marker, and not noise.
The advantage of returning both the original and binary cropped image was that the 
threshold conversion to binary can be easily modified by the user if the lighting 
conditions change during filming. This is especially important when testing outside as 
changing light conditions due to cloud cover and time of day can affect the contrast of 
the markers. This could be overcome by changing the exposure of the cameras, but 
compensation during the post processing enables the capture method to remain simple. 
Figure 4.20 shows the differences in images during one day of testing outside; during 
sunny intervals, a binary threshold of 0.5 was used to identify the markers, whereas 
during times of cloud cover, a higher threshold of 0.08 was needed. Using a too high or 
too low threshold can affect the quality of the converted image and decrease the success 
of tracking the markers (Figure 4.21). The highest threshold used for the dark image to
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identify the heel marker was 0.18. When this threshold was used on the sunlight 
images, the markers were not distinguishable from other white objects in the image.
F ig u re  4 .2 0  - D if fe re n c e s  in  im ag e  b r ig h tn e s s  w ith  c h a n g in g  lig h t le v e ls  in  o u td o o r  
te s t in g .
J!
F ig u re  4 .2 1  -  C o n v e rs io n  to  b in a ry  im ag e . T o p  le f t : D a rk , th re s h o ld  0 .0 8 ;  T o p  c e n tre : D a rk , 
th re s h o ld  0 .1 2 ; T o p  r ig h t : D a rk , th re s h o ld  0 .1 8 ; B o tto m  le f t: L ig h t , th re s h o ld  0 .1 8 ; B o ttom  
c e n tre : L ig h t , th re s h o ld  0 .5 ; B o ttom  r ig h t : L ig h t , th re s h o ld  0 .6 .
Using the predicted marker position during frames where no marker was detected 
worked well when the marker became obscured for short periods of time. An example 
of this is when the markers are being tracked outside on natural turf Figure 4.22). Soft 
ground conditions and long grass can cause the markers nearer the sole of the shoe to 
become obscured when in contact with the ground. However, during this time little 
movement of the marker is expected enabling the predicted position to keep the search
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area in the same location until the shoe moves vertically upwards and the marker 
becomes visible again.
F ig u re  4 .2 2  - U s in g  p re d ic te d  m e th o d  to  e s t im a te  lo c a tio n  o f m a rk e r  w h e n  o b s c u re d  fro m  
v iew .
4.5.1 Summary
The chosen tracking algorithm used the self-windowing technique and appeared to be 
able to track the markers effectively (Figure 4.23). The advantages of using the tracking 
window were that there was a reduced search area to find the next marker location and it 
was not influenced by the level of noise outside the tracking window. The threshold 
level for conversion to a binary image allowed the markers to be identified in 
changeable light conditions without the need to adjust the exposure of the cameras.
F ig u re  4 .2 3  -  V is u a lis a t io n  o f  th e  re s u lts  o f  t ra c k in g  a  m a rk e r  f ro m  f irs t  f ram e  to  la s t  
s e le c te d  fram e .
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4 .6  C h a p te r  s um m a ry
The methodology review revealed that two Phantom v4.3 filming at 1000 Hz with a 
resolution of 512 x 386 pixels was appropriate for capturing a 3D volume in both a 
laboratory and on a natural turf football pitch. Calibration by the checkerboard 
technique was selected as the most appropriate for the size of volume and ease of use.
The most suitable marker in terms of ease of tracking, robustness in natural turf and of 
minimal intrusion to the players was a white retro-reflective circle painted on the shoe. 
Due to the size of the marker in the test volume, potential errors due to eccentricity that 
do not occur with spherical markers are negligible.
The self-windowing technique was chosen as the tracking algorithm as the reduced 
search area made it computationally more efficient and accurate than other methods 
trialled.
The above method allows the shoe to be tracked and image coordinates of the chosen 
markers to be returned with minimal user involvement. The image coordinates can be 
converted to 3D coordinates of a global coordinate system predefined in the calibration 
procedure. The 3D coordinates are then suitable for post processing techniques in order 
to better understand the interaction of the studs with the surface.
Chapter 6 details the validation and error propagation of the proposed 3D measurement 
system.
-113-
5  M E T H O D O LO G Y  FO R  P O S T  P R O C E S S IN G  A N D  V IS U A L IS A T IO N  O F  
R E S U L T S
5 .1  In tro d u c t io n
The analysis of 3D motions can generate large amounts of data; visual interpretation is 
often seen as the most appropriate way to convey the most important aspects of the 
results. Visual interpretation can range from a simple series of 2D images such as those 
created by Marey or Muybridge, to a more complex representation of the instantaneous 
helical screw axis (Keefe et al. 2008). When working with industrial sponsors 
visualisation of the results is important in order for the results from the study to be 
easily understood and interpreted. This has particular significance when transferring the 
results to other test forms such as mechanical traction testing or finite element 
simulations. This chapter outlines the post processing techniques used to analysis the 
3D coordinate data obtained from stereo videogrammetry.
5 .2  A im  a n d  o b je c tiv e s
Aim
• To develop a range of post processing techniques to aid in the understanding of 
results collected.
Objectives
• To select a suitable filter reduce the influence of noise;
• To identify features on the shoe that are compatible with other systems and to 
determine their position from 3D data;
• To use the tracked 3D results to determine the orientation, velocity and 
acceleration of the shoe;
• To identify methods to describe the movement of the shoe.
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5 .3  F ilte r in g  te c h n iq u e s
Systematic and random errors in the extraction of the 3D coordinate position ultimately 
results in a level of noise present in the raw data. If the raw displacement data was used 
unprocessed to calculate the velocity and acceleration, at each calculation, the level of 
noise would be amplified and the true results would be difficult to identify (Figure 5.1). 
Consequently, before further analysis of the raw data occurs, it must be first smoothed 
to reduce the level of inherent noise.
F ig u re  5 .1  - N o is e  is  am p lif ie d  a t  e a c h  s ta g e  o f d if fe re n t ia t io n .
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Filters can be used to reduce the effect of noise and smooth the data signal. Care has to 
be taken when choosing a filter as they can either reveal the true signal by suppressing 
noise or distort the true signal by altering or eliminating important information. The 
quality of the original signal also affects the success of the filter; if the data has not been 
captured at a high enough sample rate, the filter is more likely to have a negative affect 
and mask important information.
5.3.1 Digital filters
Filtering techniques typically fall into two classes:
1) Analogue filters
2) Digital filters
Analogue filters such as resistors and capacitors are applied to the input signal to filter it 
before it is recorded. Digital filters comprise of the mathematical procedures that are 
applied after data collections.
Digital filters primarily work by analysing the frequency spectrums of both the signal 
and the noise (Winter 2005). Figure 5.2 illustrates the overlap between the true signal 
and the noise. The role of a filter is to reject the frequencies of the noise, or to attenuate 
the frequency of the signal. The cut-off frequency of the filter is the overlap between 
the signal and the noise, fc this is also the highest frequency seen in the signal, i.e. half 
the Nyquist sampling frequency.
A m p litu d e
F ig u re  5 .2  - H y p o th e t ic a l f re q u e n c y  s p e c tru m  o f a  w a v e fo rm  c o n s is tin g  o f  a  d e s ire d  
s ig n a l a n d  u n w a n te d  h ig h e r  f re q u e n c y  n o is e  (a d a p te d  from  W in te r  2 0 0 5 ).
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Digital filters were needed to smooth the results from the marker coordinate data before 
further processing to velocity or acceleration. Three types of filters were selected for 
analysis:
1) Moving averages
2) Butterworth
3) Polynomial
Their ease of use, accuracy, aliasing and suitability were assessed with the final filtering 
technique used on the collected 3D coordinate data. For each filter type, the z axis 
positional data from the maker P3 during a sprint movement was used for analysis. The 
data was collected using the semi-automated tracking method at 1000 Hz.
The residual fit of the smoothed data to the original data was calculated using:
R = E q u a t io n  5 .1
where X t is the raw data at z'th sample and is the filtered data at the zth sample 
(Winter 2005).
a) Moving averages
A moving average filter is one of the most basic digital filters and is often considered 
more of a smoothing tool than a digital filter. The advantages of the technique are that 
it is very easy to implement, especially on large data sets and it can be effective in 
smoothing noisy signals. However, the moving average filter is not able to distinguish 
signals from noise and by the nature of the technique, is strongly influenced by noisy 
signal values (Robertson et al. 2004).
A 5 point moving average is found by replacing each value Xt, with X- :
x't = jO i-2 + xi.1 + xt + xi+1 + %i+2) E q u a t io n  5 .2
Using this technique there will be undefined results at the start and end of the data 
series. This can be compensated for by collecting a larger data set than required.
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F ig u re  5 .3  - M o v in g  a v e ra g e  f i lte rs  a p p lie d  to  v e r t ic a l d is p la c em e n t d a ta  (1 0 0 0  H z ) .
The moving average filter is easy to apply using Excel™ and can be applied directly to 
the raw collected data without any prior processing. Figure 5.3 shows the effect of the 
filter applied to the vertical displacement data collected at 1000 Hz. As the number of 
points used increases, the signal becomes smoother, but it begins to lose some of the 
details of its original shape. A 5-point moving average filter with this set of data 
smoothed the noise whilst maintaining the shape of the data curve.
b) Butterworth filter
The Butterworth filter is one of the most widely used filters in biomechanical studies 
and is essentially regarded as a sophisticated moving average filter. Butterworth filters 
can be low-pass, high-pass or band-pass filters. A low-pass filter attenuates high 
frequency noise but passes the low frequency signal unattenuated (Winter 2005). 
Conversely, a high-pass filter passes high frequencies unchanged but removes low 
frequency noise. A band-pass filter either passes or rejects frequencies between two 
cut-off frequency values.
The noise present in movement data is typically high frequency compared to the 
underlying signal; as such, a low-pass Butterworth filter is required. A low-pass 
Butterworth filter takes the format:
X'(nt) = a0X(nt) -1- arX(jit — t) + a2X(nt — 2t) + — t) + b2X '(nt —  2t)
E q u a t io n  5 .3
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where the filter coefficients a0, ...,b2, ... depend on the order of the filter, the sampling 
frequency, fs and the cut-off frequency, fc (Winter 2005). The order of the Butterworth 
filter also defines the sharpness or how much the signal is attenuated in the region of the 
cut-off frequency (Manal and Buchanan 2004).
The filter coefficients can be found from:
a,c = tan(^)
Ki = 'J2a>c, K2 = a)},
K 2
a°~a2~  l + /fl + /f2' 
b± = -2a0 + K3, b2 = 1 - 2a0 - K3
The cut-off frequency, fc is sensitive to the input signal and although can be estimated 
from the Nyquist frequency, it is best found by assessing the residuals between the raw 
data and the Butterworth filter at varying cut-off frequencies.
CL-i — 2a,
R e s id u a l
F ig u re  5 .4  - P lo t o f  th e  re s id u a l b e tw e e n  a  f i l te re d  a n d  a n  u n f i lte re d  s ig n a l a s  a  fu n c t io n  o f  
th e  f i l te r  c u t -o ff  f re q u e n c y  (a d a p te d  fro m  W in te r  2 0 0 5 ) .
Butterworth filters cause phase distortion on the filtered data; the smoothed data shifts 
right. This could affect timings of events concluded from the data so is important that 
this is compensated for. One approach is to cancel the shift by back filtering in the 
opposite direction (Seeley 2009). This effectively converts a 2nd order filter into a 4th 
order, but does prevent the data from shifting.
-119-
A 2nd order Butterworth filter was applied to the raw data over a range of cut-off 
frequencies (250 Hz to 25 Hz). The cut-off frequency is typically less than one quarter 
of the sampling rate giving the highest cut-off frequency assessed as 250 Hz. The 
Butterworth filter was applied in MATLAB™ using the butter function.
[b, a] = butter  fn , a)^
filt = filter(b, a ,seriesl)
where n is the order of the low-pass filter and a)n is the normalised cut-off frequency 
ranging from 0 to 1 where 1 is the Nyquist frequency in n radians per sample. The 
Butterworth filter was then applied again in the opposite direction to reduce the shifting, 
but converting the filter to a 4th order.
F ig u re  5 .5  - L e f t : F ilte r in g  u s in g  a  B u tte rw o r th  f i l te r  (8 5  H z ) ; R ig h t: R e s id u a l v a lu e  a t  
v a ry in g  c u t-o ff  f re q u e n c ie s .
The residual limit from the intercept on the vertical axis in Figure 5 is approximately 
0.4. This is achieved by using a cut-off frequency of 85 Hz. This value is slightly 
higher than the Nyquist limit found from Fourier analysis but still well below half the 
sampling frequency.
The Butterworth filter is straightforward to apply using a MATLAB™ function but the 
selection of the cut-off frequency may vary depending on the data collected.
c) Polynomial filter
Polynomial filters are also known as curve fitting techniques and are based on the 
notion that any set of n data points can be fitted with a polynomial of degree n - 1 of the 
form:
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Qq  + CL^t +  d2^ 4” ^ 3 ^ 4 " ” * 4 "  Ctn-±t E q u a t io n  5 .4
This polynomial will go through each of the n data points with no smoothing 
(Robertson et al. 2004).
Smoothing can be applied by removing the higher order terms, restricting the 
polynomial to lower frequency changes. The coefficients are typically found using a 
least-squares method. The polyfit function in the curve-fitting toolbox in MATLAB™ 
was used to assess the residuals of a series of polynomials ranging from 4th to 9th order. 
It is thought that data from movement analysis can be described by polynomials of the 
order 9th or lower (Robertson et al. 2004).
2.8 t  
2.4 - 
2 ■
0.8 - x x x
0.4 -
0 -1--------------------------- t -------------------------------------------
0 5 10
P o ly n om ia l o rd e r
F ig u re  5 .6  - L e f t : F ilte r in g  u s in g  a  7 th  o rd e r p o ly n om ia l f i lte r ; R ig h t: E f fe c t o f  o rd e r  o n  
re s id u a l.
The 7th order polynomial provided the best fit in terms of smoothing but yet still 
maintaining the integral shape of the original data curve.
Polynomial fits have the advantage that the resulting equation can be used to calculate 
the derivative for velocity and then acceleration. However, it is unlikely that these 
would be very accurate (Seeley 2009). There is also little control on the amount of 
smoothing, especially if only one region of the graph is complex.
5.3.2 Summary
For the first stage of smoothing the raw displacement data, the Butterworth filter and 
moving average technique produce very similar results (Figure 5.7). The polynomial 
filter excessively smoothed the results and was the most complex to apply requiring a 
new polynomial function for each set of data. The moving average filter could easily be
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applied to large data sets in Excel™ which was the primary source for data storage. The 
Butterworth filter required MATLAB™ and although was simple to apply, the 
coefficients of the filter were thought to be sensitive to the signal data. A different set 
of coefficients may be necessary for the x, y and z components of the displacement data. 
In light of this, the first choice for filtering the data was the 5-point moving average 
filter.
F ig u re  5 .7  -  A s s e s sm e n t o f  f i l te r in g  te c h n iq u e s .
5 .4  T ra n s fo rm a t io n  to  s tu d  c o o rd in a te s
The marker locations on the side of the shoe were specifically chosen to aid in tracking 
and to ensure two distinct rigid bodies could be defined. However, it is difficult to 
accurately pin-point their position when moving to different shoe sizes. The stud 
positions on the outsole of the shoe scale accurately between shoe sizes, therefore the 
three studs on the outsole of the shoe were chosen as comparable locations. The studs 
selected (lateral posterior heel, SI, medial posterior heel, S2 and lateral metatarsal- 
phalangeal joint, S3) also form a right-angled triangle on the outsole of the shoe (Figure 
5.8). By knowing the position of the studs during the movement, the number and 
location of the studs in contact with the surface can also be inferred. This is not 
possible from direct observation of the video footage as the studs are often obscured 
from view in the grass.
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y  F o re fo o t  R e a r- fo o t
F ig u re  5 .8  - O r ig in a l m a rk e r p o s it io n  a n d  c h o s e n  s tu d s  fo r  t ra n s fo rm a t io n .
A transformation matrix consisting of a translation and three rotation matrices was used 
to convert the marker coordinates obtained from tracking to stud coordinates used for 
analysis. All 12 studs on the outsole can be located using the following method, 
although for ease of explanation, only the three target studs have been described.
The following method was used:
1) The coordinates of the markers and studs were measured by positioning the shoe on 
a flat surface with a coordinate system such that stud S1 was at the origin, S2 was 
on the x axis and S3 was on the y axis. This was termed the “neutral” position of 
the shoe. The respective coordinates were measured using digital callipers.
2) The transformation matrix required to translate marker Pl to the origin, rotate 
marker P3 to lie on the y axis and rotate marker P2 to lie on the xy plane from the 
neutral position was defined.
3) The transformation matrix was applied to the neutral stud coordinates to determine 
the transformed stud position.
Steps 1-3
Neutral marker and stud  positions:
P lx P2x P3x'
P ly
; P2 = P2y ; P3 = P3y
P lz  
. 1 .
P2z
. 1 .
i-
-
-
-
-
-
-
-
-
-
I—
1
 
0
0
 
N
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Six'
Sly
■  S2 =
'S2x
S2y
; S3 =
'S3x'
S3y
Slz S2z S3z
. 1 . . 1 . . 1 .
a) Translate to set P l to origin:
10 0 -Plx 
0 10 —Ply 
0 0 1 -Plz
.0 0 0 1 .
Pla = T * Pl; P2a = T* P2 ; P3a = T*P3
b) Rotate so P3 lies on the xy plane, rotation about x:
a = atan2 (P3 az, P3 ay)
R1 =
0
cos a
0 0 
sin a 0
0 —sin a cos a 0
Lo 0 lJ0
Plb = R1 * Pla ; P2b = R1 * P2a ; P3b = R1 * P3a
c) Rotate so P3 lies on the yz plane (y axis), rotation about z:
P = atan2(P3hx,P3hy)
R2 =
cosp — sin/ ? 0 0
sin p cos POO
0 0 10
L 0 0 0 1.
Pic = R2 * Plb ; P2c = R2 * P2b ; P3c = R2* P3b
d) Rotate so P2 is on the xy plane, rotation about y:
y = atan2(P2cz,P2cx)
R2 =
cosy 0 siny 0 
0 10 0
— siny 0 cosy 0 
0 0 0 lJ
Pld = R3 * Pic ; P2d = R3 * P2c ; P3d = R3 * P3c
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e) Transformation matrix:
M  = R3 * R2 * R1 * T
f) Stud  position after transformation:
SIM  = M * SI ; S2M  = M  * S2 ; S3M  = M  * S3
4) A new transformation matrix was generated for each time step from the tracked 
marker coordinates.
5) The inverse transformation matrix was multiplied by the stud positions to determine 
the new stud coordinates.
Steps 4 and 5
g) Input coordinate data  from  tracking of markers for each time-step, i:
'Plx(i)' P2x(i)' 'P3x(i)‘
Ply(i) ; P2{i} = P2y(i) ; P3{i} = P3y(i)
Plz(i) P2z(i) P3z(i)
- 1 - ■ 1 - . 1 .
h) Repeat steps a-e as above for each time-step generating new transformation  
matrices:
M {i] = R3[i} * R2{i} * R l[i} * T{i}
i) Calculate new stud coordinates using the inverse transformation matrix and  
stud  positions from  step  f:
Slnew{i} =  * SIM
S2new{i} = M {i}~r * S2M
S3new{i} =  * S3M
A MATLAB™ program was written to run the above calculations using the marker 
coordinate data from the semi-automated tracking program. The program outputted the 
3D stud coordinate data in Microsoft Excel™ format.
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5 .5  C a lc u la t io n  o f s h o e  o r ie n ta t io n , v e lo c ity  a n d  a c c e le ra tio n
The stud coordinates were then used to define the orientation, velocity and acceleration 
of the shoe.
5.5.1 Orientation
The orientation was defined using the local axis system on the shoe set by the three stud 
positions (Figure 5.8).
The three Euler angles (pitch, yaw and roll) were used to determine the orientation of 
the shoe at any given time step. Initially a direction cosine matrix was defined, this 
performs the coordinate transform of the stud vectors onto the x, y and z axes. As the 
studs formed a right-angled triangle, three rotations were required. The first rotated the 
shoe about the x axis through the pitch angle (a), second a rotation about the z axis 
through the yaw angle (P) and lastly, a rotation about the y axis through the roll angle 
(y); giving order of rotation XZY.
F ig u re  5 .9  - D e f in in g  E u le r  a n g le s . T o p  le f t: T ra n s la t in g  S 1  to  o r ig in ; T o p  r ig h t : R o ta tio n  
a b o u t x  a x is  =  p itc h ; B o tto m  le f t : R o ta tio n  a b o u t z  a x is  =  y aw ; B o ttom  r ig h t: R o ta tio n  
a b o u t  y  a x is  =  ro ll.
Two sets of Euler angles can be defined due to the fact there is always more than one 
sequence of rotations about the three principal axes that results in the same orientation 
of an object (Slabaugh 1999). In the case where the yaw angle is equal to 90° the angle 
of pitch and roll become linked. This phenomenon is known as Gimbal lock. In this
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instance the foot has to be in either internal or external rotation of 90°. Although not 
unusual for this to occur in rotation movements in football, it was thought unlikely it 
would occur during sprinting, lateral side-cut or on the planted foot in kicking. A range 
of -7t < a, y < 7t was also assumed. The calculation of Euler angles can therefore be 
simplified to obtaining just one solution (Slabaugh 1999).
The following steps were taken to generate the Direction Cosine Matrix:
Stud  positions derived  from  marker coordinates
Sinew =
'Slnewx' 'S2newx~ S3newx'
Sinewy
; S2new = S2newy ; S3new = S3newy
Slnewz S2newz S3newz
. 1 . 1 . . 1 .
a) Translation to set Sinew  to the origin
"10 0 —Slnewx'
„ _ 0 1 0 —Sinewy
0 0 1 —Slnewz
.0 0 0 1 .
Sla = T * Sinew  ; S2a = T * S2new ; S3a = T * S3new
b) Rotate so S3 lies on the xy plane, rotation about x (pitch):
a = atan2(S3az, S3ay)
"1 0 0 0"
D _ 0 cos a  sin a 0
TiX r\ • r\
0 — sin a  cos a  0
.0 0 0 1.
Sib = Rx * Sla  ; S2b = Rx * S2a ; S3b = Rx * S3a
c) Rotate so S3 lies on the yz plane, rotation about z (yaw):
p = atan2(S3bx, S3by)
"cos f3 — sin/? 0 0"
D _ sin/? cos/? 0 0
Rz- 0 0 10
.0 0 0 1.
Sic = Rz * Sib ; S2c = Rz * S2b ; S3c = Rz * S3b
d) Rotate so S2 is on the xy plane, rotation about y (roll):
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y = atan(S2cz/S2cx)
’ cosy 0 siny O'
D 0 10 0
— siny 0 cosy 0 
.0 0 0 1.
Sid = Ry * Sic ; S2d = Ry * S2c ; S3d = Ry * S3c
e) Euler angles
(pitch, yaw ,roll) = (a,(3,y)
The pitch of the forefoot was calculated using the change in angle between marker Pl 
and marker P5 about marker P3. The yaw and roll were assumed to remain the same for 
the forefoot and rear-foot section.
The pitch, yaw and roll angles are non-commutative and must be applied in that order. 
In biomechanics terms, the pitch, yaw and roll can be thought of as:
+/- Pitch = Toe-up/Toe-down
+/- Yaw = Toe-in/Toe-out
+/- Roll = Inward roll/Outward roll
-  Y aw  =  T o e -o u t+  Y aw  =  T o e -in
+  P itc h  =  T o e -u p
- R o ll =  In w a rd
- P itc h  =  T o
+  R o ll =  O u tw a rd
F ig u re  5 .1 0  -  S c h em a t ic  s h o w in g  th e  o r ie n ta t io n  o f th e  s h o e .
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5.5.2 Velocity and acceleration
a) Velocity
Provided the displacement data has been suitably smoothed, the velocity and 
acceleration can be calculated using the central differencing technique. Differencing 
over just two consecutive time steps gives the velocity at a point in between time steps 
which can lead to errors when matching the timing of events from velocity and 
displacement data. The central differencing technique uses the preceding and following 
data values and as such has the advantage that the velocity is given at exact time steps 
using the average of the preceding and following values:
X/+1 %i—l
V; = ----------------- Equatio n  5 .5
1 2kt
This approach assumes the slope of the line connecting the two displacement values is 
the same as the slope of the tangent (Figure 5.11).
F ig u re  5 .1 1  - C e n tra l d if fe re n c in g  te c h n iq u e  fo r  c a lc u la tin g  s lo p e  o f c u rv e  a t  th e  Z th  
s am p le  p o in t (a d a p te d  fro m  W in te r  2 0 0 5 ) .
If there is still some degree of noise present in the smoothed displacement data, the 
central differencing technique can be applied over a greater range of time steps, 
essentially reducing the sampling frequency of the displacement data. For example, 
central differing over five time steps gives:
Xj + 2 •£/—2 _
Vi = ----------------- E q u a t io n  5 .6
1 4At
Central differencing calculations were applied to the raw and filtered displacement data 
to evaluate which approach yielded the best results in terms of accuracy and noise 
reduction. Both the 5-point moving average and Butterworth filters were evaluated.
-129 -
500
T im e  (s )
F ig u re  5 .1 2  - C a lc u la t in g  v e lo c ity  u s in g  th e  c e n tra l d if fe re n c in g  a p p ro a c h  from  ra w  a n d  
f i lte re d  d a ta  (1 0 0 0  H z ) .
b) Acceleration
The acceleration values can either be calculated from the velocity or the displacement 
data:
CLi =
l-l
CL; —
xi+1 - 2Xj +  
At2
E q u a t io n  5 .7Vj+i - r,-
2At
For our data set, the importance of obtaining the acceleration data is to be able to 
identify the peak acceleration which occurs on impact of the shoe with the surface. This 
was then used to normalise all the data sets from different trials and enables the contact 
time to be calculated. The acceleration values calculated using both the velocity and 
the displacement data were evaluated.
T im e  (s )
F ig u re  5 .1 3  - C a lc u la t io n  o f  a c c e le ra tio n  u s in g  th e  c e n tra l d if fe re n c in g  te c h n iq u e  f ro m  
d is p la c em e n t a n d  v e lo c ity  d a ta .
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The filtering and central differencing techniques were also demonstrated on a set of 
simulated data at 1000 Hz where artificial random noise was added. The simulated 
displacement data represents a quadratic curve, consequently giving predictable velocity 
and acceleration curves in the further analysis.
F ig u re  5 .1 4  - P lo t o f  d is p la c em en t a n d  v e lo c ity  f ro m  s im u la te d  d a ta .
The simulated signal (Figure 5.14) demonstrates that as the smoothing level increases, 
the signal better represents the quadratic signal before the addition of noise. However, 
if the original shape of the signal is unknown as in the coordinate data, it is important 
not to smooth the data too far for fear of missing important features.
5.5.3 Summary
The final velocity of the shoe was derived using the central differencing method over 
five time steps. The velocity data was then smoothed using a 5-point moving average. 
Acceleration was then found from the un-smoothed velocity data using a 3-point central 
differencing method. These techniques were found to best represent the underlying data 
without losing the original features of the data.
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5 .6  2 D  c e n tre  o f  ro ta t io n
During contact of the forefoot with the ground the foot can be seen to move in 
translation and rotation. When the movement of the shoe is purely in rotation, the 
location of the centre of rotation is of interest in defining the test parameters for 
mechanical traction testing. The rotation of the shoe plays an important role in limiting 
the injury to the knee, when the traction between the shoe and the surface is too high 
and the foot becomes locked in place and rotation instead occurs at the knee joint. On 
the other hand, if the traction is too low, the player will not get any purchase off the 
rotation movement and could slip. As such, an acceptance level was described by Kirk 
(2008) in which the resistive torque to rotation should lie.
Mechanical traction testing methods use the centre of the forefoot as the centre of 
rotation but the exact location of the rotation has not previously been accurately 
measured. Using the stud positional data obtained from 3D tracking of the shoe, an 
estimate of the centre of rotation over consecutive time steps can be found.
5.6.1 Reuleaux method
The approach to find the centre of rotation is based upon the Reuleaux method. The 
displacement of any rigid body in 2D using two points from Pi to Pi’ and P2 to P2’ can 
be carried out with a rotation of angle a about the pole of displacement, I (Eberharter 
and Ravani 2006) (Figure 5.15).
F ig u re  5 .1 5  - R e u le a u x  m e th o d  (a d a p te d  fro m  B a ro o n  a n d  R a v a n i 2 0 0 6 ) .
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The eight forefoot studs were assumed to form a rigid body lying on the x-y plane. 
Time steps at 100 Hz (0.01 s) were used to ensure there was sufficient rotation to 
evaluate. The Reuleaux method over one time step was applied using a MATLAB™ 
program in the following stages:
1) Determine the equation of the line connecting the original (S) and displaced (S’) 
stud positions (repeat for all studs).
2) Calculate the equation of the perpendicular bisector between S and S’.
3) Find the intersection of all the perpendicular bisectors.
4) Calculate the standard deviation and 95% confidence interval and remove values 
outside the interval.
5) Determine the mean value of intersection points and new standard deviation.
The method produces a common point of rotation for all forefoot studs as well as an 
assessment on the accuracy using the standard deviation (Figure 5.16).
F ig u re  5 .1 6  - E x am p le  o f c e n tre  o f ro ta t io n  f ro m  s tu d  p o s it io n s  b e tw e e n  0 .0 3  a n d  0 .1 0  s  
a fte r  fo o t -s tr ik e .
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5 .7  3 D  h e lic a l s c re w  a x is
One of the assumptions in calculating the 2D centre of rotation is that the displacement 
in the z-direction is assumed to be zero. This is obviously not always the case. During 
the sprint movement, the shoe is observed to both rotate and translate. This movement 
can be described using a helical screw analysis. The helical screw motion is a method 
of describing the motion of a rigid body from one point to another in 3D. The helical 
screw axis itself represents the line in space in which the rigid body simultaneously 
rotates around and translates along (Baroon and Ravani 2009). The motion can be 
defined by a rotation matrix and a translation vector, or by the position of the screw 
axis, the angle of rotation about the axis and the translation along the axis; also known 
as the screw parameters (Spoor and Veldpaus 1980).
Defining motion of a rigid body using the helical screw axis is an elegant solution for 
movements that undergo significant amounts of rotation and translation and where the 
motion path of the rigid body is not important. For this reason, the helical screw axis 
method is well suited to defining joint moments where certain degrees of freedom limit 
the motion of the body (Keefe et al. 2008). However, for describing the motion of the 
shoe during different movements, the helical screw axis parameters can vary 
significantly at each time-step. This is partially due to the anticipated small changes in 
displacement and rotation which can lead to errors in the helical screw parameter 
calculations (Robertson et al. 2004). An example helical screw axis was calculated for 
each movement (Appendix A.l).
The resultant helical screw axes allowed comparisons of each movement to be made, 
but were limited in terms of use for visualisation and aiding in understanding on the 
shoe motion due to the fact that the shoe does not actually follow the motion path of the 
helical screw axis. The parameters described by the helical screw axis as such do not 
always relate to a representation of shoe motion that is meaningful, but is more suited as 
a way to describe the new coordinate position of a rigid body with respect to its 
previous location. As such, full details on the calculation and application of the helical 
screw axis analysis on the movement data is given in Appendix A. 1 but have not been 
included in the description of shoe-surface interactions for each movement (Chapter 9).
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5 .8  C h a p te r  s um m a ry
The first stage of the post processing is to filter the results in order to reduce the 
amplification of noise when performing further calculations. The 5-point moving 
average filter was chosen as it was easy to apply and did not require prior calculation of 
filter coefficients.
Using the filtered marker positions, the coordinates are transformed to the stud 
positions. A transformation matrix consisting of a translation and three rotation 
matrices for each time step is derived and used with the shoe geometry to give the 
coordinates of the 12 outsole studs.
A similar rotation matrix approach is used to define the orientation of the shoe. The 
pitch, yaw and roll angles for the rigid rear-foot section of the shoe can be found at each 
time step representing the rotation about the x, z and y axis respectively.
The final velocity of the shoe was derived using the central differencing method over 
five time steps. The velocity data was then smoothed using a 5-point moving average. 
Acceleration was then found from the un-smoothed velocity data using a 3-point central 
differencing method.
The Reuleaux method was used to find the 2D centre of rotation of the shoe. The 
intersection of the perpendicular bisectors of the displacement of the studs from one 
time position to another gives rise to the centre of rotation. The approach can be used to 
show how the centre moves over time and where it is positioned in relation to the shoe.
The post processing methods outlined in this chapter will enable the results to be 
visualised and graphically represented. The next stage is to validate and quantify the 
accuracy and reliability of the proposed 3D measurement system and analysis tools.
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6  V A L ID A T IO N  A N D  E R R O R  A N A L Y S IS
6 .1  In tro d u c t io n
The quality of collected data can be assessed by considering its validity and reliability; 
essentially how accurate are the results and how consistent is the measurement method. 
The dartboard analogy (Figure 6.1) demonstrates how data can be consistent but not 
accurate, or accurate but not consistent and as such, the importance of being able to 
quantify both aspects of quality.
A c c u ra te  a n d  c o n s is te n t N o t a c c u ra te  b u t c o n s is te n t
A c c u ra te  b u t n o t c o n s is te n t N o t a c c u ra te  a n d  n o t c o n s is te n t
F ig u re  6 .1  -  Q u a lity  o f  d a ta  d e p e n d s  o n  b o th  th e  a c c u ra c y  a n d  c o n s is te n c y  (a d a p te d  fro m  
M a iw a ld  2 0 1 1 ) .
Systematic measurement errors introduced into the system affect the accuracy of the 
results whilst random errors influence the reliability. Identification of these errors can 
help in increasing the quality of the data.
The validity or accuracy of the measurement method can be assessed by comparing the 
results collected to those obtained using a ‘gold standard’ technique. The reliability can 
be evaluated by investigating how repeatable each stage of the method is. The 
magnitude of the error and how it propagates in further calculations is also considered.
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6 .2  A im  a n d  o b je c t iv e s
Aim
• To assess the validity and reliability of the proposed 3D measurement system.
Objectives
• To identify potential sources of error;
• Assess the error involved in tracking the markers;
• Quantify the reliability error;
• Validate the method by comparison to a ‘gold standard’ technique;
• Quantify the effect of error propagation in further processing steps;
• Identify sources of random error and suggest ways to minimise their effect.
6 .3  R e lia b il i ty
6.3.1 Sources of error in determining marker location and stud position
The error in determining the position, angle and velocity of the studs on the shoe were 
thought to arise from the following sources:
Source Method Systematic error Random error
D
a
ta
c
o
lle
c
tio
n
Tracking of 
markers in left and 
right images.
Camera set-up 
and calibration; 
MATLAB™;
Check3D.
Calibration;
Camera position; 
Marker eccentricity; 
Marker tracking (in 
pixels).
Change of shoe 
shape and thus 
marker location due
to foot distortion; 
Changes in camera 
position post 
calibration;
Incorrect shoe size
used in
transformation of 
markers to studs;
Out of plane 
movement of 
participant.
D
a
ta
 
pr
o
c
e
ss
in
g
Conversion to 
global 3D 
coordinates.
MATLAB™. Propagation to 
position error (mm)
Transform to stud 
positions.
MATLAB™;
Manual 
measuring of 
studs.
Error in measurement 
of stud position 
relative to markers; 
Error propagated 
from marker position.
Calculation of
Euler angles and 
velocities.
MATLAB™. Propagation from 
previous steps
T a b le  6 .1  -  S o u rc e s  o f  e rro r .
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6.3.2 Error in tracking of markers
The sources of errors in tracking the markers arose from error in the calibration of the 
cameras, eccentricity error and error in the determination of marker location (either 
manually or automated). Choppin (2008) assessed the error in the software calibration 
point selection to be ± 0.1 mm.
The human error in manual tracking was obtained from tracking two points on the shoe 
over 26 frames and repeating five times for both the left and right camera images. The 
standard deviation between the five repeats before stereo-triangulation was averaged to 
give the mean standard deviation in pixels.
U-Coordinate V-Coordinate Mean
Mean standard deviation 0.33 0.32
Maximum standard deviation 0.71 0.62 0.32 pixels
Minimum standard deviation 0.00 0.00
T a b le  6 .2  -  A s s e s sm e n t o f  e r ro r  in  m a n u a l t ra c k in g .
The overall error due to human marker tracking was concluded to be ± 0.5 pixels.
A similar approach was used for the semi-automated tracking method using the same 
images; two markers were tracked over 26 frames and repeated five times.
U-Coordinate V-Coordinate Mean
Mean standard deviation 0.26 0.23
Maximum standard deviation 0.66 0.61 0.24 pixels
Minimum standard deviation 0.16 0.14
T a b le  6 .3  -  A s s e s sm e n t o f  e r ro r  in  s em i-a u to m a te d  tra c k in g .
The overall error due to semi-automated marker tracking was concluded to be ± 0.25 
pixels.
The error in human marker tracking was higher than in semi-automated tracking. The 
only error introduced in the semi-automated tracking was from the initial selection of 
the starting marker.
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a) Propagation of error after stereo-triangulation
The stereo-triangulation values used in the conversion to 3D global coordinates are 
dependent upon the calibration of the two cameras, and thus their position relative to the 
shoe. The location of the cameras relative to the filming area was approximately the 
same throughout all tests, although some variability is inevitable due to the non­
permanent set-up.
The sets of marker image coordinates were converted to 3D global coordinates using the 
stereo-triangulation method. The manual tracking method used the Check3D program; 
this had an inbuilt conversion to 3D global coordinates using the data obtained from 
calibration. The same approach was used in MATLAB™ to convert the semi­
automated marker image coordinates to 3D global coordinates. The standard deviation 
of the x, y and z-coordinate data was then analysed to give the propagated error in mm.
X-Coordinate Y-Coordinate Z-Coordinate Mean
Mean standard deviation 0.89 0.48 0.42
Maximum standard . ... ___ ___
deviation 1.49
0.89 0.80 0.60 mm
Minimum standard ___ „ .. ~ .
deviation
0.33 0.11 0.14
T a b le  6 .4  - A s s e s sm e n t o f  e r ro rs  in  m a n u a l t ra c k in g  a f te r  s te re o - tr ia n g u la tio n .
The ± 0.5 pixel error in manual tracking propagated to an error of ± 0.6 mm. The error 
was greatest in the x-direction. This was to be expected as it is the axis heading away 
from the camera and is the most difficult to obtain in a 3D system.
X-Coordinate Y-Coordinate Z-Coordinate Mean
Mean standard deviation 0.72 0.36 0.29
Maximum standard . .. ___ „ . „
deviation
1.40 0.81 0.49 0.46 mm
Minimum standard ___ ___ ~
deviation
0.38 0.23 0.13
T a b le  6 .5  - A s s e s sm e n t o f  e r ro r  in  s em i-a u to m a te d  tra c k in g  a f te r  s te re o - tr ia n g u la t io n .
The ± 0.25 pixel error in semi-automated tracking propagated to an error of ± 0.5 mm.
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b) Comparison between manual and automated tracking
The 3D global coordinates of the two marker points from each of the 5 repeats were 
averaged for each frame for both the manual and semi-automated tracking results. The 
averages from the manual and semi-automated methods were then compared. The mean 
absolute difference between the manual and semi-automated method was 3.3 mm.
A t-test was used to determine whether this difference was significant.
Mean SD SEm se d t P
Manual -152.04 0.595 0.266 0.344 10.8 <.01
Automated -154.36 0.242 0.204
T a b le  6 .6  -  S ig n if ic a n c e  o f  d if fe re n c e  b e tw e e n  m a n u a l a n d  s em i-a u to m a te d  tra c k in g  u s in g  
a  f - te s t (m e a n  v a lu e s  a re  u s e d  fro m  5  re p e a ts  o f  2  m a rk e rs  o v e r  2 6  f ram e s ) .
The r-test indicated that the difference between the manual and the semi-automated 
tracking method was significant at p < .01.
This suggests that results obtained from tracking manually cannot be directly compared 
to those tracked using the semi-automated method, as any differences that arise may be 
due to the change in method. However, the significance of a 3 mm difference in terms 
of a percentage of each coordinate depends on the position of the origin. Setting marker 
1 to be 1 m away from the origin would suggest a 3 mm difference was equivalent to a 
0.3% change between the manual and the semi-automated method. Alternatively, 
setting marker 1 to be 1 mm away from the origin yields a 300% change between the 
two methods. However, the important feature being measured from the results is not 
always where the marker is in space, but how far it moves between frames. The 
movement between frames is used to calculate the velocity of the marker as well as 
determine if there is any slippage during the ground contact phase of the movement.
To assess the accuracy in the movement of the marker, the origin (0, 0, 0) was set to the 
marker position in the first frame of each result set. The difference between the marker 
positions at each frame was then calculated.
The absolute mean difference between the manual and the semi-automated tracking 
method after resetting the origin was reduced to 1.2 mm. Again a r-test was used to 
assess the significance of this difference.
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Manual -2.09 0.85 0.38 0.54 1.97 <.10
Automated -2.83 0.83 0.37
T a b le  6 .7  -  S ig n if ic a n c e  o f  d if fe re n c e  b e tw e e n  m a n u a l a n d  s em i-a u to m a te d  tra c k in g  
m e th o d s  u s in g  re s u lts  s e t to  th e  o r ig in .
The f-test indicated that the difference was significant at the p = .10 level. Taking all 
coordinate results into consideration rather than using the average of each marker at 
each frame, an co test was used to determine the importance of the mean difference and 
the f-test result. This test is often used when the number of results is large and the 
standard deviation for each method is small and statistical significance is found using 
the f-test when the means are close in value.
The co2 value was 0.16. This indicates that 16% of the differences between the manual 
and the semi-automated method is due to the change in method, whilst 84% is due to 
unidentified factors and error of measurement.
The comparative analysis of results from the manual and semi-automated tracking 
methods suggests that after stereo-triangulation, differences do occur between the two 
methods, but their statistical significance is small (p < .10). To minimise the chances 
that the differences between data sets are due to the tracking method rather than other 
effects, comparative result sets will either be tracked using the semi-automated or the 
manual method exclusively. In the situation where comparisons need to be made 
between two sets of data tracked using different methods, before a f-test is used to 
analyse the differences between results, the mean absolute difference after the origin is 
reset must be greater than 1.5 mm. This control value has been chosen from the mean 
absolute difference between the manual and the semi-automated method assessed 
above.
Mean SD  SEM SED t P
6.3.3 Re pea tability study
To assess the error arising from changes in test conditions, camera position and 
participant repeatability, a reliability study was carried out over two separate days. The 
same participant was used for both tests wearing Team Mundial shoes with three 
markers defining the rear-foot section. The participant performed 5 sprint movements 
in the laboratory on a carpet surface with artificial turf on the test area. The same
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cameras were used for testing and although the camera position was approximately the 
same, they were not constant between the two test days. This was deliberate to assess 
the reliability of changes in camera set-up which will occur when testing in different 
locations. The tests were performed at 10 am on both days and the participant was 
given a 10 min warm-up period before testing.
The velocity of the marker P3 (metatarsal-phalangeal) in the z direction at foot-strike 
was used as a comparison variable. Foot-strike was defined as the point where the 
acceleration of marker P3 was at a maximum (Chapter 8). Marker P3 was used as the 
participant landed forefoot first in all trials. A r-test was used to compare the two sets 
of data (Table 6.8). Results from the t-test indicated that there was no significant 
difference between the impact velocity at the p = .10 level. The absolute difference 
between the two mean values was 0.18 ms1.
Mean SD SEm se d t P
Day 1 -0.76 0.19 0.087 0.098 1.89 >.10
Day 2 -0.58 0.08 0.047
T a b le  6 .8 - A s s e s sm e n t o f re lia b il ity  u s in g  f - te s ts  (v e lo c ity  in  m s ’1 ) .
The slight difference that did occur may be due to the differences in the camera set up, 
or the participant was more accustomed to the technique required - indicating that more 
repeats or a longer warm-up period is required. Changes in participant fitness, climatic 
conditions and camera set-up can all lead to differences arising between test results 
when staged over two separate days. However, results indicated that the differences 
were not statistically significant (/? >.10).
6 .4 V a lid a t io n
6.4.1 3D marker position
To validate the 3D global coordinates produced from stereo-triangulation after tracking, 
three markers were initially tracked using the Motion Analysis Capture (MAC) system. 
The MAC system is considered to be the ‘gold standard’ in marker tracking in 
biomechanical analysis. A whirly-gig device was used to move three markers about the 
image frame with a constant rotational velocity. The reflective markers were tracked 
with the MAC system using infrared cameras. The same markers were tracked using the
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semi-automated method with the same global coordinate system. The coordinates 
provided by the MAC system were then compared to the results obtained from the semi­
automated tracking method after stereo-triangulation.
F ig u re  6 .2  -  T h re e  m a rk e rs  w e re  t ra c k e d  u s in g  th e  M A C  s y s tem  a n d  s em i-a u to m a te d  
m e th o d .
One of the markers tracked was stationary throughout the movement. The consistency 
of the returned coordinates of this marker was evaluated over 500 frames for both the 
MAC system and semi-automated tracking. The mean marker position and standard 
deviation was obtained along with the difference in means (Table 6.9).
X(mm) Y (mm) Z (mm)
MAC -11.79 ±0.464 -11.61 ±0.352 333.87 ±0.082
Automated -12.10 ±0.568 -9.74 ± 0.793 335.38 ±0.402
Difference in means 0.31 1.87 1.51
T a b le  6 .9  - M e a n  a n d  s ta n d a rd  d e v ia t io n  o f s ta t io n a ry  m a rk e r .
The semi-automated tracking method displayed slightly higher deviation over the 500 
measurements (maximum standard deviation of 0.793 mm compared to 0.464 mm) but 
the difference in mean values between both measured values was less than 2 mm for all 
three coordinate directions.
Both of the other markers moved around the centre of the object with a circular 
trajectory of fixed radius and fixed vertical displacement. The variation in the vertical 
displacement of the markers measured with both the MAC system and the semi­
automated method was calculated.
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MAC Automated Difference
Mean (mm) 334.93 336.05 1.12
Standard deviation (mm) 2.23 1.49
T a b le  6 .1 0  -  V a r ia t io n  in  v e r t ic a l d is p la c em en t  o f m o v in g  m a rk e r .
Table 6.10 shows that the absolute difference between means was 1.12 mm but the 
standard deviation in the vertical displacement measured by the MAC system was 
greater than that obtained from the semi-automated tracking method.
The circular trajectory of the moving marker was assessed by measuring the radius of 
the trajectory and circle roundness metric. The tracked horizontal coordinates were 
used to find the circumference of the trajectory and area bound within it. The roundness 
metric was calculated using the following equation:
47rA
M e tr ic  = —  E q u a t io n  6 .1
where A  is the area and was calculated using the MATLAB™ function polyarea and C  
is the circumference and was found using the sum of the difference between adjacent 
values. The radius was then found from the calculated value of the area.
MAC Automated
Roundness metric 0.997 0.991
Radius (mm) 398.72 397.16
T a b le  6 .1 1  - R o u n d n e s s  m e tr ic s  o f m a rk e r  t ra je c to ry .
Both roundness and radius values were less than 1% away from their true roundness 
values; the semi-automated value was slightly further from the true value than the MAC 
system (difference of 1.5 mm).
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500
F ig u re  6 .3  - H o r iz o n ta l t ra je c to ry  o f m a rk e r  t ra c k e d  u s in g  th e  M A C  s y s tem  a n d  s em i ­
a u tom a te d  m e th o d .
6.4.2 Stud position
The matrix transformation from marker location to stud position was validated by using 
an image in which the three reference studs were visible as were the three rear-foot 
markers. The 3D coordinates of the studs were obtained from manual selection of the
studs using Check3D and
transformation.
compared to the predicted coordinates from matrix
Six Sly Slz S3x S3y S3z
Measured -301.6 325.3 36.4 -337.5 313.7 13.0
Predicted -303.7 321.9 36.8 -335.2 313.9 15.3
Difference 2.1 3.4 0.4 2.3 0.2 2.3
T a b le  6 .1 2  - D if fe re n c e  b e tw e e n  m e a s u re d  a n d  p re d ic te d  s tu d  p o s it io n  (m m ).
The average absolute difference between the measured and predicted stud position was
1.8 mm.
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6 .5 P ro p a g a t io n  o f e r ro rs
6.5.1 Propagation of errors to stud position
In the first stage of transforming the marker coordinates to stud coordinates, the stud 
position relative to the marker position was measured when the shoe was in a neutral 
position. Stud SI (lateral rear heel) was positioned at the origin of a measuring grid. 
Stud S2 (medial rear heel) was positioned on the x-axis and stud S3 (lateral metatarsal- 
phalangeal) on the y-axis. The remaining studs and markers were measured relative to 
the measuring grid. The measurements were considered accurate to ± 1 mm.
The neutral stud positions were then used to determine the stud position after the initial 
matrix transformation. These values were used with the raw 3D global coordinate 
marker data to calculate the position of the studs at each time-step.
The sources of error in this step of the process occurs firstly from the measurements of 
the neutral stud positions (± 1 mm) and secondly from the marker tracking (± 0.5 mm).
Using the Taylor (1997) method for propagation of errors, the combined effect of the 
errors arising from the measurements of the stud location and uncertainties in marker 
tracking lead to a maximum error of ± 2.2 mm. If a more conservative assessment of 
the measurement error of 2 mm is used, the maximum propagated error is 3.3 mm.
Using the Taylor (1997) method, the resulting propagated error is dependent upon the 
initial global coordinates of the tracked markers and as such will vary for each time- 
step. The closer the marker is to the set origin, the smaller the propagated error. The 
maximum propagated error of ± 2.2 mm was calculated when the marker Pl was at a 
distance of 250 mm from the origin in all dimensions. This was considered to be the 
furthest from the origin that it would be necessary to track a marker given that the origin 
is reset to the point where the marker first contacts the ground. The propagated error at 
the origin was ±1.6 mm.
6.5.2 Propagation of errors to Euler angle and velocity calculations
Using the Taylor (1997) method for propagation of errors arising from the errors in stud 
transformation; the systematic errors in the angle and velocities were calculated to be:
Stud position = ± 2.2 mm
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• Pitch = ± 2.7°
• Yaw = ±1.5°
• Roll = ± 3.8°
• Velocity = ± 0.3 ms"1
These errors were calculated for the upper limit of the results expected. Again, given 
the nature of the Taylor (1997) method, the closer the stud to the origin, the closer the 
angle to 0° or velocity to 0 ms"1, the smaller the propagated error becomes. The above 
were calculated for the most extreme scenario at angles of 60° and a velocity of 5 ms"1. 
Using a more conservative velocity of 2 ms"1 the propagated error is only 0.05 ms"1 
(approximately 0.25%). Similarly, selecting only an initial pitch angle of 30° reduces 
the error to only ± 1.3°.
6 .6  R a n d om  e r ro rs
Random errors in the results were thought to arise from:
• Change of shoe shape and thus marker location due to foot distortion.
• Changes in camera position post calibration.
• Incorrect shoe size used in transformation of markers to stud position.
• Out of plane movement of participant.
The error due to an out of plane movement in the sprint was reduced by advising 
participants to run alongside a set of cones parallel to the global axis. Results were 
rejected from further analysis if it was noticeable that the participant was moving out of 
plane. The error due to out of plane movement in a 3D camera system is not as 
significant as in a 2D system. It was further reduced by ensuring the two cameras were 
at an angle of approximately 90° to each other. The effect of a change in camera 
position was minimised by recalibrating midway through testing. The cameras were 
also fenced off with warning cones to reduce the risk of them being accidently knocked.
The three markers on the side of the shoe were assumed to form a rigid body. However, 
as with any marker system on the human body, deformation between markers is 
expected. To assess the degree of deformation, the vector length between marker Pl 
and P2 and marker Pl and P3 was calculated over a series of 230 frames. The standard 
deviation between the vector lengths was 1.1 mm. This was considered small when 
taking into account the systematic error of ± 0.5 mm in 3D global coordinate data.
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However, if due to deformation the marker positions changed by 2 mm, this would 
propagate to an error in the stud position of 6 mm. The standard deviation of the vector 
lengths over each result set will therefore be used as a control to limit the effect of shoe 
deformation. If the standard deviation is greater than ± 2mm, the data set will be 
excluded from further analysis.
The use of the wrong shoe size in the stud transformation calculations was minimised 
by creating individual MATLAB™ files for each shoe size. The vector distances 
between the studs in each result set were also compared to those of the shoe size worn 
by the participant. If there was a significant difference, the transformation was carried 
out again.
6 .7  C h a p te r  s um m a ry
The 3D measurement system and tracking algorithm were assessed in terms of 
reliability and validity. The reliability was an assessment of the consistency of the 
results; the semi-automated tracking method (± 0.24 pixels) was shown to be more 
consistent than the previously used manual tracking method (± 0.32 pixels). The 
repeatability was assessed by performing the same trial with the same participant on two 
separate days. A Z-test was used compare the vertical velocity of the P3 marker from 
each trial. Results from the Z-test indicated that there was no significant difference 
between the impact velocity at the p = .10 level. The method was validated by 
comparison with the MAC system. The difference in means of a tracked object was less 
than 2 mm although the MAC system displayed a slightly lower standard deviation.
The errors identified in the reliability and validity analysis were propagated using the 
Taylor (1997) method to give a stud position error of ± 2.2 mm for the most extreme 
scenario. Random errors were reduced by careful selection of testing equipment and 
using known distances between markers or studs as a verification check.
The 3D measurement system was concluded to have suitable levels of accuracy and 
reliability compared to a commercial system allowing test data on the shoe-surface 
interface to be collected. Two data collection approaches were identified; firstly a small 
controlled study based in the laboratory and secondly a larger participant group on a 
natural turf surface. The next chapter details the testing protocol used for both data 
collection studies.
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7  T E S T IN G  P R O TO C O L
7 .1  In tro d u c t io n
Two data collection studies were identified to demonstrate the use of the 3D 
measurement system in analysing the shoe-surface interaction within different 
environments. The first study was a controlled test using a single participant in a 
laboratory environment. The second study expanded the data set using a cohort of eight 
youth team players from Doncaster Rovers FC. The reasoning behind the two data 
collection studies were:
1. Laboratory study: Using a single participant allowed the testing to be more 
controlled without the organisation and time pressure of working with a larger 
group. More time could be allocated to testing to ensure that every trial 
collected met the testing criteria. The surface used was not representative of a 
natural playing surface but was consistent between tests. The size of the 
laboratory restricted the movements that could be performed without impedance 
but had the advantage that the climate and light conditions were constant. The 
laboratory also had the benefit that a force-plate could be used to allow 
simultaneous collection of visual 3D information and force data. One of the 
aims of the laboratory study was to use the force data information to identify 
events within the movements that could then be determined using the visual 
information when the force-plate was not available.
2. Doncaster Rovers study: A larger group size potentially led to more variability 
within the results but allowed a wider range of player types to be studied. The 
natural surface was representative of a match and training situations but was 
inherently more variable and difficult to characterise. Testing outside provided a 
larger environment for the players to warm-up while testing was taking place. 
No confinement on space also gave more freedom on the movements analysed 
and provided a natural environment for the participants to minimise the 
influence of performance changes when being observed. A larger group size 
placed more pressure on the time allocated to each player for data collection in 
order for all results to be collected in one session to minimise the impedance to 
the players’ schedules. The sample size was not large enough to represent the
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population, but provided an indication on the type of data that can be collected 
and analysed in the future.
Full institutional ethics approval from Sheffield Hallam University was granted for the 
use of participants in experimental testing.
7 .2  E q u ip m en t  s e t -u p
Two Phantom v4.2 high-speed video cameras were used to capture a 1.5 x 1.5 x 1 m 
volume both in a laboratory and on a natural turf football pitch. The volume was 
sufficient enough to capture the inbound and outbound foot trajectory with 
compensation for differences in foot-strike location. The cameras were placed 5 m 
perpendicularly away from the foot-strike zone at an angle of approximately 75° to each 
other. Using this orientation of cameras, the shoe was visible throughout all three test 
movements. The cameras filmed at 1000 fps for 0.6 s at a resolution of 512 x 382 
pixels and a low exposure of 70 ps. These settings were chosen to reduce download 
time but allow high quality images to be recorded. The cameras were synchronised and 
triggered manually when the participant entered the filming zone, or triggered externally 
by the force-plate when testing in the laboratory. The checkerboard technique was used 
to calibrate the cameras. The checkerboard was positioned flat in the foot-strike zone 
and was used to define the origin and global axis system. The same camera 
arrangement and calibration procedure was used in both the laboratory and outside 
testing.
F ig u re  7 .1  - C am e ra  p la c em e n t a n d  a x is  s y s tem  in  f ie ld  o f  v iew  a t D o n c a s te r  R o v e rs  F C  
t ra in in g  g ro u n d .
F ie ld  o f  v ie w
L e ft c am e ra R ig h t c am e ra
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7 .3  D e fin it io n  o f  te s t m o v em e n ts
Three movements were selected to represent scenarios that required high levels of 
traction; acceleration, change in direction and braking. The transition between a jog and 
a sprint was used to represent an acceleration movement; with the emphasis on a 
forefoot propulsion during the sprint phase. A 45° lateral side-cut was used to represent 
a change in direction; before testing it was unknown whether players would land in a 
toe-down or toe-up position and if they would rotate the forefoot during the movement. 
The planted foot during a right-footed long range kick was used to represent a braking 
movement. It was anticipated that players would land heel first in contrast to the sprint 
movement.
J o g  6  m
S p r in t  6  m
.a
*
P la y e r d e c id e s  
a p p ro a c h  ro u te
▲
*
▲
▲
▲
K ic k  w ith  
r ig h t fo o t
▲
▲
F ig u re  7 .2  - M o v em en t s c h em a t ic  fo r  p la y e r  te s t in g . L e f t : A c c e le ra t io n  p h a s e  o f s p r in t in g ;  
C e n tre : 4 5 °  la te ra l s id e -c u t ; R ig h t: L o n g  ra n g e  k ic k .
The sprint consisted of a 6 m jog followed by a 6 m sprint; the filming zone was at the 
transition between jog and sprint. For the 45° side cut, participants first undertook a 45° 
medial side-cut before undertaking the lateral side-cut in the filming zone. The kick 
was a stationary long-range kick where participants were asked to aim at a target 50 m 
away. Participants took a free run-up to the kick from any location and at their choice 
of trajectory. Cones were set-up within the test area to mark the sprint distance, side-cut 
course and approximate film location.
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7 .4  N o ta t io n
The following figures illustrate the terminology used for the axis directions, marker 
notation and stud notation.
S 7 S 3  S 4 S 1
F ig u re  7 .3  - M a rk e r a n d  a x is  n o ta t io n . T o p  le f t : M a rk e r p o s it io n s  o n  s id e  o f le f t s h o e ;  
B o ttom  le f t : S tu d  n o ta t io n , a e r ia l v iew ; T o p  r ig h t: A x is o r ie n ta t io n  w ith  re s p e c t to  
d ire c t io n  o f m o t io n , s id e  v iew ; B o tto m  r ig h t : A x is  n o ta t io n  a e r ia l v iew .
7 .5  In d o o r  te s t in g
One player participated in the laboratory study. The high-speed cameras were set up as 
described in section 7.2 with the addition of a force-plate. The test conditions are 
described in Table 7.1. The participant wore Copa Mundial football boots and 
performed the acceleration phase of sprinting (6 m jog, 6 m sprint) onto the force-plate 
covered with artificial turf. The force-plate was triggered by a falling edge signal on 
foot-strike. The trigger from the force-plate was used to activate the two synchronised 
cameras. This allowed timings of events to be matched from force-plate and video data. 
The participant was made aware that the left foot needed to land onto the force-plate; 
but was given sufficient practice time to ensure that this movement was natural.
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Participant:
Movement:
Footwear:
Surface:
Camera:
Force-plate:
Ex-academy level football player
Acceleration phase of sprinting, five repeats
Copa Mundial, size UK 8.5
Carpet with artificial turf covering the force-plate (0.6 x 0.4 m area) 
Phantom v4.3
Recording frame rate = 1000 fps
Analysis frame rate = 200 fps
Exposure = 50 ps
Resolution = 512 x 256 pixels
Sample rate = 1000 Hz
Trigger above level
10% pre trigger
Shear range = 1331 N
Vertical range = 5246 N
T a b le  7 .1  - In d o o r  d a ta  c o lle c t io n  te s t c o n d it io n s .
The laboratory study was used as an example of the level of detail that can be gained 
from the position history of the shoe markers combined with force-plate data. Features 
in the results that will enable a larger data set to be analysed were highlighted. Using 
the force-plate data, key timings such as foot-strike and push-off were identified, and 
compared to events in the position history to allow results to be normalised to aid in 
post processing.
7 .6  O u td o o r  te s t in g
A cohort of 8 Youth Team players participated in the study. Participants were given a 
selection of Copa Mundial football shoes (sizes UK 8 - 11) and asked to pick the size 
they would chose for a regular training session. Participants were given a 30 minute 
warm-up period to become accustomed to the footwear. All of the three movements 
were tested; sprint, long range kick and 45° side-cut. Before testing began participants 
were given practice attempts at each movement until they felt confident. Five repeats 
were made of each movement.
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Participants: Doncaster Rovers Youth Team
16.6 ± 0.5 years
3 x Midfield, 3 x Forward, 1 x Defence, 1 x Keeper
Movements: Acceleration phase of sprinting
Long range kick
45° lateral side-cut
Footwear: Copa Mundial
2 x UK 8, 2 x UK 8.5, 3 x UK 9.5, 1 x UK 10.5
Surface: Natural turf, 40% FIFA rebound
Camera: Phantom v4.3
Recording frame rate: 1000 fps
Analysis frame rate: 1000 fps and 200 fps
Exposure = 70 ps
Resolution = 512 x 384 pixels
T a b le  7 .2  -  O u td o o r  d a ta  c o lle c t io n  te s t  c o n d it io n s .
Testing took place at the Doncaster Rovers FC training ground in October 2010. The 
surface was a natural turf of fibre length approximately 40 mm. A FIFA standard ball 
bounce test was performed on the surface prior to and after testing. The rebound height 
was 40% of the initial drop height; this value was within the accepted hardness range 
(20 - 50%) as identified by Canaway et al. (1990).
F ig u re  7 .4  - S u r fa c e  c o n d it io n  a f te r  te s tin g .
The test area was moved half way through testing to ensure the grass condition did not 
deteriorate significantly between participants.
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Weather information was obtained for the week before testing from the Doncaster 
weather station, approximately 4 miles from the test location (Doncaster Weather 
Station 2010). An average temperature of 12°C and humidity of 22% was recorded on 
the day of testing which was consistent with the previous 7 days. No rainfall was 
recorded over this period.
7 .7  C h a p te r  s um m a ry
Two data collection studies were carried out to obtain information on the shoe-surface 
interaction within a controlled laboratory environment and outside on natural turf. The 
primary aim of the two studies was to provide an example of the type of results that can 
be collected using the proposed 3D measurement system. In both studies the left shoe 
(Copa Mundial) was filmed using two high-speed video cameras using the stereo- 
videogrammetry method and analysed using the bespoke marker tracking tool.
In the first study, data collection of a single participant in a laboratory was carried out. 
The participant was asked to perform the acceleration phase of sprinting movement on 
an artificial turf surface. The filming zone coincided with a force-plate allowing both 
visual and force data to be collected.
For the second study, a larger sample size of 8 participants was undertaken at Doncaster 
Rover’s training ground on a natural turf pitch. The participants performed three 
movements, sprint, kick and side-cut with five repeats of each movement.
Using the data collected, the next stage of both studies was post processing of the 
results to provide an example of how the shoe-surface interaction can be analysed.
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8  R E S U L T S A N D A N A L Y S IS O F LA B O R A TO R Y B A S E D D A TA  
C O L L E C T IO N
8 .1  In tro d u c t io n
The aim of the player based data collection studies was to initially evaluate the 3D 
measurement system developed in Chapter 4 and to use the results to provide an 
example of the level of detail that can be obtained to aid in the understanding of the 
shoe-surface interaction. The first study looked to address the initial aim, using a single 
participant in a laboratory environment. The controlled nature of the study hinders the 
realism of the results collected, but allows the measurement system to be assessed with 
the aid of additional force-plate data.
An ex-academy level football player performed the acceleration phase of sprinting onto 
a force-plate covered with artificial turf. Five repeats of the movement were captured 
after a sufficient warm-up period. Two high-speed video cameras were synchronised 
with a force-plate and triggered by a falling edge trigger when the participant made 
contact with the force-plate. The cameras filmed at 1000 fps. A five-point moving 
average filter was used to smooth the results before velocities and accelerations were 
calculated. For the initial stage of testing, the position history of marker P3 placed near 
the metatarsal-phalangeal joint was used. Additional information using the force-plate 
data was also found, with the intention to identify features in the results that could help 
classify event timing without the use of a force-plate. Variables that could aid in 
improving the efficiency of analysis of a larger sample size were also investigated.
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8 .2 R e s u lts
-0.05 0.05 0.1
T im e  (s )
F ig u re  8 .1  - P o s it io n  h is to ry  fo r  th e  m e ta ta rs a l-p h a la n g e a l m a rk e r  (P 3 ) d u r in g  a  s p r in t  
m o v em e n t (2 0 0  H z ) .
T im e  (s )
F ig u re  8 .2  - R o ta t io n  a n g le s  fo r  th e  re a r - fo o t  s e c t io n  d u r in g  a  s p r in t  m o v em e n t (2 0 0  H z ) .
F ig u re  8 .3  -  E x am p le  fo rc e -p la te  d a ta  fo r  s p r in t m o v em e n t (1 0 0 0  H z ); F z  =  v e r t ic a l, + /- F y  
=  p o s te r io r /a n te r io r , + /- F x  =  m e d ia l/la te ra l; a  =  p e a k  a n te r io r  fo rc e , b  =  p e a k  la te ra l fo rc e , 
c  =  p e a k  v e r t ic a l fo rc e , d  =  p e a k  p o s te r io r  fo rc e .
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8 .3  D is c u s s io n
For this participant, notable yaw angles (toe-out) of the foot prior to and during foot- 
strike was observed from the recorded video footage. During the movement the foot 
rotated approximately 5°. This gave rise to a peak lateral force of -232 ± 37 N occurring 
0.04 ±0.01 s after impact (Figure 8.3 point b). This indicated that the foot was still 
rotating upon foot-strike. Results indicated that the metatarsal-phalangeal joint (P3) 
was moving posteriorly prior to foot-strike (seen in the negative y displacement gradient 
prior to t = 0 s in Figure 8.1). For the preceding 0.02 s prior to foot-strike as triggered 
from the force-plate, the P3 marker travelled an additional 5 mm in advance of the 
impact point. After foot-strike, the P3 marker continued to travel posteriorly for 0.15 s 
until moving anteriorly. The total posterior movement during surface contact was 4.8 ± 
0.4 mm. A large net impulse in the posterior direction was also seen in Figure 8.3 
indicating the participant was accelerating away from the force-plate with little energy 
wasted on the transfer between impact and push-off. Slower or less successful 
acceleration movements are expected to display a more neutral net impulse with equal 
impact to push-off phases.
The posterior motion of the P3 marker was due to the rotation of the foot about the 
ankle joint. The increase in pitch angle (rotation about the x-axis) suggested that the 
foot was moving from a slight toe-up position during transition through the air to a toe- 
down position at foot-strike. The rotation of the P3 marker about the ankle joint 
without a substantial increase in the y displacement caused the P3 marker to move 
posteriorly relative to its initial position. This was seen in Figure 8.4 which shows the 
relative position of the P3 marker in terms of the y and z position.
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F ig u re  8 .4  - P o s it io n  o f  th e  m e ta ta rs a l-p h a la n g e a l m a rk e r  in  te rm s  o f  y  a n d  z  
d is p la c em e n t .
The maximum vertical force occurred 0.103 ± 0.002 s after foot-strike (Figure 8.3 point 
c); this did not relate to maximum vertical displacement of the P3 marker which 
occurred at 0.021 ± 0.005 s after foot-strike. The maximum vertical force occurred 
during the push-off stage of the sprint movement. The maximum vertical displacement 
of the P3 marker occurred when the foot was transitioning between the foot-strike and 
the push-off stage. The maximum horizontal force (in the y direction) occurred during 
the push-off at 0.144 ± 0.002 s after foot-strike (Figure 8.3 point d). This coincided 
with the moment at which the P3 marker ceased to travel posteriorly and instead moved 
anteriorly. This was considered the peak push-off time.
Calculation of the ratio of horizontal to vertical force showed that it was greatest at the 
end of the sprint movement, occurring 0.199 ± 0.001 s after foot-strike. At this 
moment, only the very tip of the shoe was in contact with the ground. This highlighted 
the possible need for an additional stud at the tip of the forefoot, as during this time 
period, no studs were in contact with the ground. Upon impact with the ground, the foot 
was at an angle of 7.2 ± 0.3° to the horizontal. An additional stud on the tip would not 
affect the traction properties of the shoe upon foot-strike.
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At foot-strike the resultant velocity of the P3 marker was 1.18 ± 0.02 ms’1 (averaged 
over the preceding 0.012 s). The marker at this instance was moving posteriorly, as 
such the velocity along the y-axis was -0.12 ± 0.02 ms’1. The z-axis motion was the 
most dominant with a velocity of -1.01 ± 0.03 ms’1. There was also significant motion 
in the x-axis as indicated by the yaw angle (toe-out) of the foot in Figure 8.2; a velocity 
of 0.56 ± 0.04 ms’1 was calculated.
During the study the participant communicated that they felt safe running in the 
footwear on the chosen surface. A posterior movement of the metatarsal-phalangeal 
joint marker of 4.8 ± 0.4 mm was observed during the movement. It is difficult to tell 
whether this was caused by the foot slipping, or by the rotation of the rear-foot about the 
metatarsal-phalangeal joint as the participant transitioned between foot-strike and push- 
off. During normal walking, a heel slide of greater than 30 mm occurring at and after 
heel-strike is considered a slip (McGorry et al. 2007). Below this 30 mm threshold it is 
considered to be a microslip and often occurs without being perceived (Perkins 1978). 
As such, a displacement of 4.8 ± 0.4 mm would not be considered a slip and therefore 
the traction requirement of the participant on that surface was achieved.
8 .4  D e f in in g  im p a c t a n d  p u s h -o f f
Data collection in the laboratory had the advantage that the cameras could be triggered 
from activation of the force-plate. This enabled the video footage to be synchronised 
with the force-plate data, allowing time dependent information such as time of foot- 
strike, time of push-off and length of surface contact to be easily identified. When 
testing outside on natural turf, this information cannot be gained from force data and 
therefore had to be inferred from the results of the stereo-videogrammetry. 3D 
positional data from a sprint movement was collected both in the laboratory and outside 
on natural turf. The laboratory data set was synchronised with the force-plate and time 
of foot-strike was set to 0 s, as triggered from the force-plate. The laboratory data was 
compared to the natural turf data in order to identify features in the data set that can be 
used to identify foot-strike and push-off.
The vertical displacement of the impacting marker, P3 was examined in Figure 8.5.
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100
L a b o ra to ry
100
F ig u re  8 .5  -  V e rt ic a l d is p la c em en t o f m a rk e r P 3 , L e f t : L a b o ra to ry ; R ig h t: N a tu ra l tu r f .
In both cases, P3 travelled downwards at a constant rate until contacting the surface. 
After initial foot-strike on to the soft ground, P3 continued to travel downwards, 
compressing or penetrating into the surface. Both surfaces showed a distinct change 
after the initial period of constant rate of displacement where the shoe is travelling 
through the air; calculation of velocity and acceleration was used to help identify this 
feature.
F ig u re  8 .6  - V e lo c ity  a n d  a c c e le ra t io n  in  th e  v e r t ic a l d ire c t io n  (z )  fo r  m a rk e r P 3 , L e f t :  
L a b o ra to ry ; R ig h t: N a tu ra l tu r f .
Both the laboratory and natural turf acceleration results showed a peak in acceleration at 
the time of foot-strike. For the laboratory results, foot-strike was defined from the
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force-plate with a 5 N threshold trigger. The confirmation between force-plate defined 
foot-strike and acceleration results suggested that it was appropriate to use the peak 
acceleration of the impacting marker in the vertical direction to define the time of 
impact when force-plate data is not available. This approach was also used by Hreljac 
and Marshall (2000) in determining event timing during walking using kinematic data.
At time of foot-strike, the coordinates of the impacting marker were set to the origin 
(0,0,0) and time set to 0 s.
For the sprint movement, time of push-off was also required. Using the laboratory data, 
time of push-off was defined as the time of maximum horizontal force in the posterior 
direction. The vertical displacement of marker P3 during the contact phase was different 
depending on the surface. As mentioned, the softer natural turf allowed the shoe to 
deform the surface and continue to travel vertically down after the time of impact. This 
did not occur on the hard laboratory surface as surface deformation was not possible.
F ig u re  8 .7  -  U s in g  h o r iz o n ta l fo rc e  (re d )  a n d  v e r t ic a l d is p la c em e n t (b la c k ) o f m a rk e r P 3  to  
d e f in e  p u s h -o f f , L e f t: L a b o ra to ry  (p u s h -o f f a t 0 .1 4 6  s ); R ig h t: N a tu ra l tu r f (p u s h -o f f a t  
0 .1 1 3  s ) .
Push-off for non-force data was defined as the time at which marker P3 moved above 
the previously defined origin level (P3z > 0).
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8 .5  Id e n t ify in g  v a r ia b le s  fo r  c om p a r is o n
To improve the efficiency of the first stages of analysis when working with a larger 
sample size, the level of detail of the results needs to be reduced. From the case study 
(five repeats) the orientation of the shoe at foot-strike was calculated (Table 8.1).
Pitch Yaw Roll
Mean ± 1 SD -10.7 ±2.1° 25.2 ±2.5° 16.3 ± 1.4°
T a b le  8 .1  - O r ie n ta tio n  o f  th e  s h o e  o n  fo o t-s tr ik e .
The maximum standard deviation of ± 2.5° was similar to the mean propagated error of 
± 2.7°. As such, the pitch, yaw and roll at foot-strike were chosen as distinguishing 
variables for the larger set of results. It was anticipated that changing the movement 
(sprint, kick and side-cut) would change the orientation of the shoe on foot-strike.
8 .6  C h a p te r  s um m a ry
The limitations of the laboratory study were:
• A limited data set;
• A non-realistic surface;
• Restricted room for other movements;
• Additional external lighting sources required to lower the camera exposure;
• In a laboratory environment so subject to inherent change in participant 
movement due to testing conditions (i.e. non-realistic movement).
However, the reason the laboratory study was undertaken was to make use of the force- 
plate data to highlight event timings in the visual data. The study revealed that the peak 
acceleration of the impacting marker could be used to identify the time of foot-strike 
when force data is not available. The pitch, yaw and roll angles of the shoe at foot- 
strike were selected as the variables that could be used to differentiate between different 
movements; with the standard deviation of one participant being the equivalent to the 
maximum measurement error of the system after validation. Further advantages of the 
laboratory study were:
• Single participant allowed more in-depth analysis of results;
• More flexibility in time and duration of testing;
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• No influence or restrictions of climatic conditions;
• No change to surface during testing;
• Force-plate also allowed cameras to be externally triggered reducing user error.
The laboratory study also provided information on the length of time to collect data 
from a single participant. This aided in planning the larger data collection study. 
Further information such as a detailed check-list of equipment required and time need to 
set-up and take down equipment was also fine tuned to allow more efficient data 
collection at Doncaster Rovers FC.
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9  R E S U L T S  A N D A N A L Y S IS O F D O N C A S T E R R O V E R S FC D A T A  
C O L L E C T IO N
9 .1  In tro d u c t io n
Using the information gained from the controlled study in the laboratory, a larger data 
collection study was undertaken at Doncaster Rovers FC. Eight participants from the 
youth team (17.1 ± 0.5 years) performed the sprint, kick and side-cut movements on a 
natural turf surface as detailed in Chapter 7. The study was undertaken to provide an 
example of how the proposed 3D measurement system can be used to obtain 
information on the shoe-surface interaction in an outdoor environment. The movements 
tested were similar to those performed in a warm-up drill before a game or training 
session. Testing took place mid-week on a low intensity training day for the players. 
Approximately five trials were obtained from each player for each movement.
The following terminology was used to designate a player number and movement trial 
number to the data collected (Table 9.1):
Example Player, i Movement Trial,;
P,S, i = 1 to 8
S = Sprint, K = Kick,
C = Side-cut j = 1 to 5
e.g. P3C4 Player 3 Side-cut Trial 4
T a b le  9 .1  - P la y e r  a n d  m o v em e n t t r ia l te rm in o lo g y .
From the trials collected, the rear-foot section (three markers, P1-P3) was tracked. A 
trial was deemed successful if all three markers were visible throughout the desired 
frames. For the sprint movement, only forefoot strikers were considered for analysis 
(80% of trials). The number of successful trials for each movement and subsequent 
number of markers tracked is shown in Table 9.2.
Movement Trials Successful Frames Total markers tracked
Sprint 46 19 260
Kick 40 34 40 23,520
Side-cut 42 22 70
T a b le  9 .2  - R e s u lts  c o lle c te d  fro m  D o n c a s te r  te s t in g .
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Post-processing analysis was then carried out on the results, primarily using the filtering 
techniques highlighted in Chapter 5. For each successful trial, the orientation of the 
rear-foot section, velocity and acceleration of the markers was determined. For 
comparison purposes, the time of initial foot-strike was chosen as a common reference 
point by resetting the time to zero at this event. Time of foot-strike was defined from 
the acceleration of the marker touching the ground first. In the case of the sprint, with 
forefoot landing, a notable change in the acceleration of marker P3 was used to define 
foot-strike. For the side-cut and planted foot in kicking, marker Pl was used. The 
controlled study results in Chapter 8 were used to verify the suitability of using this 
approach.
Statistical analysis was then used to determine if any outliers were present or further 
dichotomisation of the results was necessary. From the final set of results, a 
representative player trial for each movement or group was chosen. The representative 
player trial was selected by calculating the average absolute difference between the 
group mean and the trial value.
Marker P4 on the front of the foot was tracked in addition to the rear-foot markers for 
the representative player trials to enable the pitch of the forefoot and position of the 
forefoot studs to be determined. Table 9.3 shows the number of additional markers 
tracked and the resulting number of stud positions derived.
Trials Frames Markers Stud coordinates
3 260 3,120 9,360
T a b le  9 .3  - R e s u lts  c o lle c te d  fo r  c om p le te  s h o e  fo r  re p re s e n ta t iv e  p la y e r  t r ia ls .
A more detailed analysis of the shoe-surface interaction for the representative trials was 
then undertaken using the visualisation and interpretation techniques described in 
Chapter 5.
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9 .2  R e s u lts
9.2.1 Orientation and velocity
The orientation of the shoe was calculated using the Euler method outlined in Chapter 5. 
The velocity of the shoe was derived from the smoothed displacement data using the 5- 
point central differencing method. The mean value, standard deviation and range 
(maximum and minimum values) for the orientation and velocity of the shoe for each 
movement at the time of initial foot-strike were calculated. For the sprint movement, 
shoe orientation and velocity at the time of peak push-off were also calculated.
The following terminology was used:
• +/- y = Anterior/Posterior
• + y = Direction of motion
• +/- x = Medial/Lateral
• +/- z = Vertical
• +/- Pitch = Toe-up/Toe-down
• +/- Yaw = Toe-in/Toe-out
• +/- Roll = Outward roll/Inward roll
a) Sprint results at foot-strike
Pitch
(°)
Yaw
(°)
Roll
(°)
dxpj/dt
(ms’1)
dypi/dt
(ms’1)
dzpi/dt
(ms’1)
Resultant
(ms’1)
Mean -15.0 -22.0 6.9 -0.44 0.27 -1.10 1.38
Standard deviation 5.7 8.3 8.0 0.58 0.46 0.38 0.50
Maximum -4.6 2.8 23.2 0.68 1.11 -0.60 2.35
Minimum -25.5 -29.3 -10.9 -1.76 -0.96 -1.75 0.73
T a b le  9 .4  - S p r in t  re s u lts  a t  fo o t -s tr ik e  (N  =  1 9 ) .
The shoe was found to land in a toe-down and toe-out position (negative pitch angle, 
negative yaw angle) with outward roll (positive roll angle). Only participants landing 
forefoot first were included in the results (80%) giving the smaller standard deviation in 
pitch compared to the other angles. For the yaw and roll angles, only one participant 
landed in the opposite rotation to the rest of the data set. This led to the higher range for
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the yaw and roll angles compared to the pitch. Further filtering of the data will help 
identify outliers and reduce the standard deviation and range seen in the results.
b) Sprint results at push-off
Pitch
(°)
Yaw
(°)
Roll
(°)
dxpi/dt
(ms')
dypj/dt
(ms1)
dzpj/dt
(ms'1)
Resultant
(ms1)
Time
(s)
Mean
Standard
-49.0 -27.2 18.9 -0.06 0.29 1.38 1.55 0.15
deviation
12.1 8.4 8.9 0.55 0.42 0.72 0.74 0.03
Maximum -27.7 -14.7 31.8 1.16 1.12 2.71 2.84 0.21
Minimum -71.9 -39.2 4.4 -1.09 -0.41 0.58 0.58 0.11
T a b le  9 .5  -  S p r in t  re s u lts  a t p u s h -o f f (N  =  1 2 ) .
At the time of peak push-off the shoe had further rotated about the x-axis to a higher 
pitch angle of 49°. The yaw and roll angles also increased, suggesting that participants 
pushed-off from the lateral side of the shoe. A higher standard deviation was seen 
compared to the results at foot-strike. This was possibly due to the potential errors in 
selecting the time of peak-push off, although a small standard deviation was seen in 
terms of movement time from initial foot-strike to peak push-off (0.15 ± 0.03 s). A 
greater velocity in the z-axis direction was seen compared to initial contact (in the 
opposite direction) giving rise to a slightly higher resultant velocity. This suggested 
that the participants were accelerating, with the shoe leaving the surface at a greater 
velocity than before initial contact.
c) Kick results at foot-strike
Pitch
(°)
Yaw
(°)
Roll
(°)
dxpj/dt
(ms1)
dypj/dt
(ms1)
dzpi/dt
(ms1)
Resultant
(ms'1)
Mean 21.1 -29.1 31.5 1.27 2.76 -1.74 3.66
Standard deviation 7.0 7.7 5.6 0.56 1.08 0.48 0.74
Maximum 35.9 -10.8 42.7 2.18 4.67 -0.71 5.21
Minimum 6.0 -40.4 18.7 0.13 0.23 -2.54 1.65
T a b le  9 .6  -  K ic k  re s u lts  a t fo o t -s tr ik e  (N  =  3 4 ) .
All participants during the kick movement landed with the planted foot heel first in a 
toe-up position. Greater yaw and roll angles were seen compared to the sprint
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movement, suggesting that the shoe was landing on the rear lateral studs of the heel 
with the toe externally rotated. A high range for all orientation angles was seen 
suggesting that further groupings may exist within the data set. The shoe was landing 
with a higher resultant velocity compared to the sprint movement, with a high velocity 
seen in the y-axis (i.e. in the dominant direction of travel).
d) Side-cut results at foot-strike
Pitch
(°)
Yaw
(°)
Roll
(°)
dxpi/dt
(ms'1)
dyPI/dt
(ms1)
dzpj/dt
(ms'1)
Resultant
(ms1)
Mean 13.6 -22.3 -39.4 -1.53 0.03 -0.62 1.68
Standard deviation 6.4 10.6 8.2 0.56 0.25 0.39 0.64
Maximum 30.4 -7.1 -23.9 -0.33 0.73 -0.04 2.85
Minimum 3.9 -43.4 -54.1 -2.48 -0.26 -1.52 0.34
T a b le  9 .7  -  S id e -c u t re s u lts  a t  fo o t -s tr ik e  (N  =  2 1 ) .
Similarly to the kick movement, all participants landed heel first in a toe-up position 
although the pitch angle was lower indicating the shoe was impacting the surface at a 
flatter angle compared to the kick movement. A high inward roll angle was observed 
suggesting the shoe landed with the medial side of the shoe in contact first. This was 
different to the other movements where the lateral side was seen to contact first. A 
greater velocity was seen in the x-axis with an almost negligible velocity seen in the y- 
axis. This highlights the different movement directions experienced by the side-cut 
compared to the sprint movement.
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9 .3  S ta t is t ic a l a n a ly s is
Statistical analysis was firstly carried out on the largest data set, the kick movement, to 
determine if significant differences existed between participant results and if the kick 
movement could be divided into further groups. Similar analysis was then applied to 
the sprint and side-cut movement groups, although as the data sets were smaller, 
identification of outliers was the priority rather than further dividing into groups.
9.3.1 Kick analysis
The range of angles for pitch, yaw and roll orientations (30°, 29° and 24° respectively) 
were considered large in comparison to the mean value (Table 9.6). The analysis of 
variance (ANOVA) statistical test was used to distinguish if there were any significant 
differences between participants that might indicate that further dichotomisation of the 
data was required to best represent the boundary conditions.
Sum of squares df Mean square F P
Between groups 324.8 26 12.5 14.86 <.01
Within groups (error) 1299.9 7 185.7
Totals 1624.8
T a b le  9 .8 - T a b u la r  re p o rt  o f  a n a ly s is  o f  v a r ia n c e  fo r  p itc h  a n g le .
Sum of squares df Mean square F P
Between groups 383.0 26 14.7 15.27 <.01
Within groups (error) 1574.1 7 224.9
Totals 1957.0
T a b le  9 .9  -  T a b u la r re p o r t  o f  a n a ly s is  o f  v a r ia n c e  fo r  y a w  a n g le .
Sum of squares df Mean square F P
Between groups 486.3 26 18.7 4.26 <.01
Within groups (error) 558.2 7 79.7
Totals 1044.5
T a b le  9 .1 0 -  T a b u la r re p o r t  o f  a n a ly s is  o f  v a r ia n c e  fo r  ro ll a n g le .
Results from the ANOVA test indicated that there were significant differences (p c.Ol) 
between participant results in all three angles analysed from the kick movement. A
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Scheffe’s confidence interval test was used to determine which participants varied 
significantly.
Pl P2 P3 P4 P5 P6 P7 P8
Pl 0.00 10.23 11.91* 18.10** 0.95 12.31* 11.05 8.85
P2 0.00 1.68 7.87 11.18 2.08 0.82 1.38
P3 0.00 6.19 12.86** 0.39 0.86 3.06
P4 0.00 19.05** 5.80 7.05 9.25
P5 0.00 13.26** 12.00* 9.81
P6 0.00 1.26 3.45
P7 0.00 2.20
P8 0.00
T a b le  9 .1 1  - M e a n  d if fe re n c e  a n a ly s is  fo r  p itc h  a n g le . N o te : *  p  <  .0 5  * *  p  < .0 1
Pl P2 P3 P4 P5 P6 P7 P8
Pl 0.00 3.83 7.91 0.64 5.69 10.61 10.83 9.59
P2 0.00 4.08 4.46 1.86 6.78 14.65** 5.77
P3 0.00 8.54 2.22 2.70 18.74** 1.69
P4 0.00 6.32 11.24 10.19 10.23
P5 0.00 4.92 16.51** 3.91
P6 0.00 21.43** 1.01
P7 0.00 20.42**
P8 0.00
T a b le  9 .1 2  - M e a n  d if fe re n c e  a n a ly s is  fo r  y a w  a n g le . N o te : *  p <  .0 5  * *  p <  .0 1
Pl P2 P3 P4 P5 P6 P7 P8
Pl 0.00 0.27 0.16 7.25 5.22 2.50 5.41 4.60
P2 0.00 0.10 7.51 4.96 2.23 5.67 4.86
P3 0.00 7.41 5.06 2.33 5.57 4.76
P4 0.00 12.47 9.74 1.84 2.65
P5 0.00 2.73 10.63 9.82
P6 0.00 7.90 7.09
P7 0.00 0.81
P8 0.00
T a b le  9 .1 3  - M e a n  d if fe re n c e  a n a ly s is  fo r  ro ll a n g le . N o te : *  p  <  .0 5  * *  p <  .0 1
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From this analysis it was clear that there were significant differences (p <.O1) between 
player 5 and players 3, 4 and 6 for the pitch angle, although these differences were not 
evident in either the yaw or roll angle. With the yaw angle, player 7 differed from the 
other players by the highest degree. No significant differences between individual 
participants were evident for the roll angle when using the Scheffe’s test. Using this 
approach alone it was difficult to identify whether there are clear differences between 
participants for all three angles that might benefit from further dichotomisation. A 
frequency plot of all participant results was used to assess the style of distribution and 
whether any groups within the results were evident.
F ig u re  9 .1  - R e la t iv e  f re q u e n c y  o f p itc h  a n g le .
F ig u re  9 .2  - R e la t iv e  f re q u e n c y  o f  y a w  a n g le .
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0.14
F ig u re  9 .3  - R e la t iv e  f re q u e n c y  o f ro ll a n g le .
All frequency curves (Figure 9.1 - 7.3) were slightly platykurtic in shape (i.e. kurtosis < 
0) although not significantly so (-2 < Zkurt < 0). The yaw angle results displayed a 
slight positive skew (ZSkew = 1 -70), although again not significant (0 < ZSkew < 2). Due to 
the slight positive skew in the yaw angle data, it was thought that 2 groups of high yaw 
angle (yaw < -28°) and low yaw angle (yaw > -28°) may better represent the data set. 
The pitch and roll angles displayed a more normal distribution shape (ZSkew = 0.10 and 
0.08 respectively), and as such it was harder to identify distinct groups within the 
individual angle sets. However, it was thought that there may be sets of results which 
display both higher pitch angles and higher roll angles.
Scatter plots of pitch-yaw, pitch-roll and yaw-roll data sets were used to identify any 
groupings between angles. Two potential groups for each angle combination were 
drawn by observation of the scatter plots.
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010 20 30
P itc h  a n g le  (°)
40
1) Low pitch, low yaw
2) High pitch, high yaw
3) Low roll, low yaw
4) High roll, high yaw
5) Low pitch, low roll
6) High pitch, high roll
0
F ig u re  9 .4  -  T o p  le f t: P itc h  a n d  y aw  a n g le s ; T o p  r ig h t: Y aw  a n d  ro ll a n g le s ; B o tto m  le f t :  
P itc h  a n d  ro ll a n g le s ; B o tto m  r ig h t : P o s s ib le  g ro u p in g s .
From the groupings observed in the scatter plots it was hypothesised that two groups of 
all three angles existed:
1) Low pitch, low yaw, low roll
2) High pitch, high yaw, high roll
The K-means clustering method was used to identify the centroids of the two groups 
and which results lay in them. The starting centroids were selected from the scatter 
plots and an iterative approach used to find the final centroid value. The following 
groups were formed:
Group 1 Group 2
Centroid (Pitch, Yaw, Roll) (15°, -21°, 27°) (24°, -33°, 33°)
Standard deviation (± 5°, ±7°, ±5°) (± 6°, ±5°, ±5°)
P2K2
P4K1, P4K?, P4K3, P4K4, P4K5
p7k i ? p7k 2, p7k 3, p7k 4, p7k 5
P,Kb P,K2, P,K3, P,K4, p ,k 5 
p2k 3, p2K4, p2k 5
Participant trials
p3k ,, p3k 2, p3k 3, p3K4 
p5k ,, p5k 2, p5k 3, p5k 6 
p6k ,, p6k 2,p6k 3 
p8k ,, p8k 2, p8k 3, p8K4, p8k 5
T a b le  9 .1 4  - K -m e a n s  c lu s te r  m e th o d  g ro u p s  fo r  k ic k  m o v em e n t .
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With the exception of player 2, all participants fell exclusively into either group 1 or 2. 
Players 4 and 7 formed group 1, with the remaining players 1, 3, 5 and 6 forming group 
2. This suggested that the individual players naturally displayed either high or low 
pitch, yaw and roll angles on foot-strike. The standard deviation of the pitch, yaw and 
roll angles when considering all results together were ± 7°, ± 6°, ± 8° respectively; 
however the new standard deviations of the two groups were only slightly lower for 
each angle. If strong groupings existed, it was expected that the new standard 
deviations would be significantly lower than when considering all results combined. As 
this was not the case, a decision had to be made whether to represent the kick results as 
one data set, or as two sets of high and low angles. The scatter plots of pitch-yaw, pitch- 
roll and yaw-roll were redrawn using the new groupings (Figure 9.5).
• Group 2 
x  G roup 1
F ig u re  9 .5  - S c a t te r  p lo ts  o f k ic k  im p a c t a n g le s  a f te r  c lu s te r  g ro u p in g s .
The problem with the K-means cluster method used above is that the number of groups 
and the starting centroid positions is very user subjective. It is possible that 
dichotomising the data into 3 or 4 groups may better represent the data set. This 
however may lead to the danger of forming a group that has a limited number of results 
that may, by other means, be considered as outliers rather than a group. The range of
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the new groups has decreased ((17°, 20 °, 15 °) and (22 °, 18 °, 28 °) respectively) which 
suggests a better distribution compared to using the complete data set.
9.3.2 Sprint analysis
Due to some data sets for participants only having one successful sprint trial, the 
ANOVA test could not be used to identify if any significant differences existed between 
participants. Instead, the K-means cluster analysis was used to see if the data set could 
be divided into smaller groups that reduced the range and standard deviation of the 
results.
The following groups were formed:
Group 1 Group 2
Centroid (Pitch, Yaw, Roll) (-17°, -26°, 4°) (-11°,-13°, 12°)
Standard deviation (± 5°, ±2°, ±7°) (± 5°, ± 10°, ±9°)
Participant trials
P3S2
P5S1, P5S2, P5S3, P5S6
PfiS], P6S7, P6S3, P6S4
P8S2, P8S4, P8S5, P8^6
PjS], P1S2, P1S3, P1S4
P2S5
P5S5
T a b le  9 .1 5  - K -m e a n s  c lu s te r  m e th o d  g ro u p s  fo r  s p r in t m o v em en t .
The centroid values of group 1 were close to the original mean values of the complete 
data set, but showed a reduced standard deviation. In contrast, group 2 centroid values 
for the pitch and yaw angles were lower than the original data set and the standard 
deviation for the yaw and roll angles was greater. Group 2 consisted primarily of the 
trials by player 1 and the single trial by player 2. With the exception of player 5, 
participants fell exclusively to either group 1 or 2. Due to the increased standard 
deviation and small group number of group 2, it was decided that group 2 would be 
considered as an outlier, and group 1 used to represent the sprint data set.
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9.3.3 Side-cut analysis
The K-means cluster analysis method was used to identify outliers in the side-cut data 
set. The following groups were formed:
Group 1 Group 2
Centroid (Pitch, Yaw, Roll) (12°, -22°, -40°) (29°,-17°, -38°)
Standard deviation (± 4°, ± 12°, ±8°) (± 1°, ±9°,±2°)
Participant trials Pb P3, P5, P7, ?8 P1C3, P1C5
T a b le  9 .1 6  - K -m e a n s  c lu s te r  m e th o d  g ro u p s  fo r  s id e -c u t m o v em en t .
The notable outliers after this form of analysis were two trials by player 1 which 
displayed higher pitch angles on initial contact compared to the rest of the data set. 
Removing these two results left group 1 which has a slightly smaller standard deviation 
than the original data set.
9.3.4 Analysis of relationships
Using the reduced data sets, further statistical analysis by means of the Spearman’s rank 
correlation was carried out to investigate potential relationships that exist within the 
data sets. Results for each variable were ranked in value order and relationships 
between sets of ranked variables were assessed using the Spearman’s rank correlation 
coefficient, rs:
_ 6'£ld  E q u a t io n  9 .1
n(n2 - 1)
where d  is the difference between ranked values.
The following variables were assessed:
• Pitch, yaw and roll angles at foot-strike;
• Resultant shoe velocity;
• Contact time between impact and peak push-off (sprint only);
• Ball velocity (kick only).
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The ball velocity was calculated by tracking the centre of the ball in 3D coordinates and 
then using the central differencing method. The variables were assessed between 
movements and also between individual participants.
The following correlations were found to be significant using the Spearman’s rank 
analysis:
Movement First variable Second variable Level of significance
Sprint Low pitch angle High resultant shoe velocity p<.01
Sprint Low pitch angle Shorter contact time pc.Ol
Kick Low pitch angle High ball velocity pc.Ol
Kick High yaw angle High ball velocity p < .05
Side-cut High pitch angle High roll angle p < .05
T a b le  9 .1 7  - S ig n if ic a n t re la t io n s h ip s  u s in g  S p e a rm a n 's  ra n k  a n a ly s is .
No correlation was found between foot angles of players across different movements; 
for example, players that displayed high yaw angles on contact for the sprint movement 
did not necessarily show higher yaw angles for the kick or side-cut movement.
9 .4  F o o t p la c em en t d u r in g  k ic k in g
Additional information about the position of the shoe during kicking can also be gained 
from the 3D positional data. The literature review of biomechanics in football (section 
2.5) identified that Lees and Nolan (1998) postulated that the placement of the planted 
foot during kicking may influence the performance. Using the same approach as 
McLean and Tumilty (1993), the position of one third the distance from heel to toe of 
the support foot at the moment of impact between the kicking foot and the ball was 
calculated for each of the kick trials (Figure 9.6).
The median position for the support foot during the kick was 39 ± 9 cm medially and 0 
± 6 cm posteriorly to the centre of the ball. McLean and Tumilty (1993) reported for a 
similar demographic that for right foot kicks the support foot was positioned 37 ± 4 cm 
medially and 8 ± 5 cm behind the ball. Similar results were observed for the medial 
position of the support foot but differed slightly on the anterior-posterior positioning.
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F ig u re  9 .6  - P o s it io n  o f s u p p o rt  fo o t d u r in g  th e  k ic k ; l in e s  re p re s e n t  d is ta n c e  f ro m  h e e l to  
to e  s tu d s  (d is ta n c e  v a lu e s  in  m m , b a ll c e n tre  p o s it io n e d  a t 0 ,0 ) .
Lees and Nolan (1998) also hypothesised that the anterior-posterior positioning of the 
support foot is related to the type of kick and the intended trajectory. The ball trajectory 
and velocity was also observed for each kick trial but no relationship was apparent 
(Figure 9.7).
F ig u re  9 .7  - R e la t io n s h ip  b e tw e e n  b a ll la u n c h  a n g le  a n d  p o s it io n  o f th e  s u p p o r t fo o t .
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9 .5  R e p re s e n ta t iv e  p la y e r  t r ia ls
Representative player trials were selected for further analysis rather than averaging the 
complete data set as it was thought that averaging would potentially mask small levels 
of detail that may be important in describing the motion of the shoe.
The player trials that best represented each movement were selected using the absolute 
mean difference between the trial results for all three angles and the movement group’s 
mean values. The trials were then ranked in order of smallest absolute difference to 
largest for each angle. The rank orders were then summed and ranked again. The 
player trial with the smallest final ranking number was selected as the player trial that 
best represented the mean of the group.
The limitation of using one trial is that it although the trial was selected to best represent 
the group there was still the possibility that the motion of the shoe during the interaction 
with the surface was unique to the participant. However, by using a single trial a 
thorough evaluation of the interaction could be undertaken in the same time period. The 
analysis of the representative player trial was used to provide an example of the level of 
detail that can be obtained from the 3D measurement system. The results from the 
analysis of each trial, although not statistically representative of the population, could 
be used to speculate how the shoe-surface interaction may influence traction testing 
procedures or the design of studded outsoles.
9.5.1 Representative sprint trial
After the cluster analysis, results from player 1 were removed as outliers. Table 9.18 
shows the remaining data set, from which trial 2 of player 6 (P6S2) was chosen as the 
representative sprint trial.
Pitch
(°)
Yaw
(°)
Roll
(°)
dxpj/dt
(ms1)
dypi/dt
(ms'1)
dzpVdt
(ms'1)
Resultant
(ms'1)
Group Mean -16.1 -25.6 5.6 -0.54 0.39 -1.01 1.32
Standard deviation 5.2 2.8 7.3 0.57 0.32 0.32 0.49
Representative 
trial (P6S2) -18.3 -25.4 4.2 -0.46 0.68 -1.38 1.60
T a b le  9 .1 8  - R e p re s e n ta t iv e  p la y e rs  fo r  th e  s p r in t  m o v em e n t .
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The pitch of the representative trial is slightly lower than the mean value but the yaw 
and roll angles are very similar. A student’s t test was used to evaluate the suitability of 
using the representative player, where p indicates the representative value:
t ~ E  E q u a t io n  9 .2
SEm
where SEm is the standard error of the mean (X) from the complete data set.
Angle Group mean Representative mean t value Significance
Pitch -16.1 -18.3 1.53 p>.10
Yaw -25.6 -25.4 -0.26 p>.10
Roll 5.6 7.0 0.69 p>.10
T a b le  9 .1 9  - S tu d e n t 's  t te s t  re s u lts  fo r  s p r in t  g ro u p  m e a n  a n d  re p re s e n ta t iv e  p la y e r t r ia l.
There was no significant difference between the group mean and the representative 
player trial mean. It was therefore concluded that P6S2 could be used to represent the 
sprint movement.
9.5.2 Representative kick trial
A representative player trial was chosen for the kick movement in a similar fashion to 
the sprint group using group 2 identified through the K-means clustering. Group 2 was 
best represented by player 2 trial 3 (P2K3):
Pitch (°) Yaw (°) Roll (°)
Centroid of Group 2 23.8 -32.8 33.4
Standard deviation ±6 ±5 ±5
Representative trial (P2K3) 25.0 -33.4 31.9
T a b le  9 .2 0  - R e p re s e n ta tiv e  p la y e r  t r ia l fo r  th e  k ic k  m o v em e n t .
The representative player trial closely matched the centroid values for each group; the 
maximum absolute difference between group mean and representative angles was 1°.
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9.5.3 Representative side-cut trial
After the cluster analysis, trials were removed as outliers leaving a group size of 19. 
The representative player trial, P2C4 was chosen from the new group.
Pitch (°) Yaw (°) Roll (°)
Group mean 11.8 -21.7 -39.6
Standard deviation 4 11 9
Representative trial (P2C4) 12.6 -20.7 -36.3
T a b le  9 .2 1  -  R e p re s e n ta t iv e  p la y e r  t r ia l fo r  th e  s id e -c u t  m o v em e n t .
The pitch and yaw angles of the representative trial closely matched the group mean 
(absolute difference of less than 1°). The roll angle showed a slightly larger difference 
3°, but the standard deviation for the group for the yaw and roll were higher suggesting 
greater variability in these orientations.
9 .6  A n a ly s is  o f re p re s e n ta tiv e  t r ia ls
The player trials selected to best represent the three movements were analysed using the 
visualisation techniques described in Chapter 5. The motion of the shoe during each 
movement was divided into three phases:
• Foot-strike
• Transition
• Push-off
For the sprint and side-cut movements, these phases were clearly defined with distinct 
transitions between each stage. For the kick movement, less emphasis was placed on 
the push-off stage and instead focus was placed on the motion of the shoe during ball 
impact. This was considered important as loss of traction during contact with the ball 
could affect the intended ball trajectory or speed.
For the transition phase, two types of shoe motion were selected as being significant to 
the traction behaviour of the shoe-surface interaction; the translation and rotation of the 
shoe. Changes in translation of the shoe when in contact with the surface could indicate 
that the shoe was slipping and that insufficient traction was available. This could 
compromise performance and in the most severe case lead to injury by the player
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falling. The consequence of a slip is dependent upon the time at which it occurs during 
the movement and the distance of the slip. It has been hypothesised that the slip 
distance a human is able to perceive is > 30 mm (Gronquest et al. 2001). McGorry et 
al. (2007) classified slip distances into the following categories:
• Non-slip < 4 mm;
• 4 mm < Micro-slip < 30 mm;
• 30 mm < Slide < 93 mm;
• Slip > 93 mm.
Mechanical traction testing devices typically move the shoe in translation in a posterior 
direction to simulate slipping during the acceleration phase of sprinting. The standard 
protocol at adidas uses the coefficient of traction value during the dynamic phase of the 
translation; i.e. when the shoe is already slipping for outsole comparisons.
To characterise slip in the results collected, the movement of the shoe in the direction of 
motion can be used. Slip can be thought to occur when there is significant motion in the 
horizontal direction but no motion in the vertical or no change in the pitch angle; this 
eliminates the change in the horizontal motion being caused by the shoe lifting off the 
surface. For the side-cut and kick movements, slip in the medial/lateral direction is also 
significant although not often tested by traction testing methods.
The second motion that is regularly assessed during traction testing is the rotation of the 
shoe. Rotations during shoe-surface contact are more complex and can either be 
encouraged or prevented. Encouraging rotation could potentially help reduce ACL 
injuries suggested to be caused by the shoe locking into the surface and transferring the 
point of rotation to the knee. An alternative view-point is that rotations of the shoe 
during certain movements may compromise performance by reducing the efficiency of 
the movement. Whichever approach is used, the point of rotation is important and can 
influence traction testing procedures and shoe design. The Reuleaux method was used 
for each movement to determine where the centre of rotation was positioned for each 
time step, and if a common centre existed about which a significant degree of rotation
occurs.
For each movement, the motion of the shoe during each phase was investigated as well 
as an overview of the complete shoe-surface interaction.
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9.6.1 Sprint analysis
The sprint trial P6S2 was selected to best represent the data set based on the orientation 
of the shoe at foot-strike. The player landed with the forefoot first and as such, marker 
P3 (metatarsal-phalangeal) was initially used to assess the motion of the shoe. The 
coordinates of marker P3 were set to the origin (0, 0, 0) at the time of foot-strike as 
defined from the peak acceleration (Figure 9.9). The position of marker P3 and the 
orientation of the shoe were used to identify the three phases; foot-strike, transition and 
push-off.
<--------------------------------><--------------------- ><------------------------ >
P u s h -o ff  T ra n s it io n  F o o t-s tr ik e
F ig u re  9 .8  - V is u a l im a g e  o f  th e  le f t  fo o t  a t  2 0%  (0 .0 3  s ) in te rv a ls  d u r in g  th e  s p r in t  
m o vem en t  f rom  -2 0  to  1 2 0%  c o n ta c t t im e  (m o t io n  from  r ig h t  to  le f t) .
T im e  (s )
F ig u re  9 .9  - A c c e le ra t io n  o f m a rk e r P 3  u s e d  to  d e f in e  t im e  o f im p a c t (g re e n  m a rk e r  
in d ic a te s  m a x im um  v e r tic a l a c c e le ra t io n ) .
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160
direction of
F ig u re  9 .1 0  - P o s it io n  o f m a rk e r P 3  in  th e  y z  (h o r iz o n ta l-v e rt ic a l)  p la n e  d u r in g  th e  s p r in t  
m o v em e n t (1 0 0 0  H z ); g re e n  to  re d  m a rk e r =  fo o t-s tr ik e  p h a s e , re d  to  b lu e  m a rk e r =  
t ra n s is t io n  p h a s e , b lu e  to  p u rp le  m a rk e r =  p u s h -o f f p h a s e  (a r ro w s  in d ic a te  s h o e  m o t io n  
d ire c t io n , to ta l c o n ta c t t im e  =  0 .1 5  s ) .
F ig u re  9 .1 1  -  H o r iz o n ta l (y ) a n d  v e r t ic a l (z )  d is p la c em en t o f m a rk e r P 3  (1 0 0 0  H z ; c o n ta c t  
t im e  =  0 .1 5  s ) .
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0F ig u re  9 .1 2  -  O r ie n ta tio n  o f  th e  s h o e  (2 0 0  H z ; c o n ta c t  t im e  =  0 .1 5  s ) .
The position of marker P3 in both the vertical and horizontal directions was used to 
identify the initial foot-strike, transition and push-off phases. During 20 to 60% contact 
time, both the horizontal and vertical motion appeared to remain constant; small 
changes in shoe orientation were also seen during this time period. The following 
phases were defined:
• Foot-strike = 0 to 20%
• Transition = 20 to 60%
• Push-off = 60 to 100%
a) Foot-strike
The participant landed in a toe-down position with a pitch angle of 16.2°. There was 
also slight toe-out rotation with a yaw angle of 24.8°. The roll angle was minimal (0.6°) 
suggesting the medial and lateral sides of the shoe came into contact with the surface at 
the same time. From time of initial foot-strike to 0.03 s (20%) after impact there was 
little change in the orientation of the shoe as seen in Figure 9.8. The pitch angle 
reduced slightly to 14.9°, yaw angle to 23.0° and roll angle to 1.0°. The change in the 
vertical position of marker P3 was more substantial; from 0 to 0.03 s there was a change 
of 14.8 mm. The motion in the horizontal (y) was more complex, with marker P3 first 
moving anteriorly to the point of first contact by 5.4 mm at 0.011 s (7.33%) and then 
posteriorly to be positioned 1.8 mm behind the point of first contact at 0.03 s. This was 
similar to the motion observed in the controlled participant study (Chapter 8).
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The shoe impacted the surface with a resultant velocity of 1.53 ms'1. The components 
of the velocity were: vx = -0.24 ms'1, vy = 0.81 ms'1, vz - -\.Y1 ms'1. Figure 9.13 
illustrates the shoe orientation and velocity in the dominant yz plane.
F ig u re  9 .1 3  - V e lo c ity  a n d  o r ie n ta t io n  o f  s h o e  o n  fo o t -s tr ik e  d u r in g  s p r in t m o v em en t .
The location of the forefoot studs was found by additionally tracking the toe marker 
(P5). The positions of stud S3 located near the metatarsal-phalangeal joint and stud Sil 
at the toe end of the forefoot were also analysed. To normalise the data, stud S11 was 
set to the origin (0, 0, 0) at time of foot-strike (0 s).
F ig u re  9 .1 4  - P o s it io n  h is to ry  o f s tu d s  S 3  a n d  S 1 1  in  th e  y z  p la n e  d u r in g  fo o t-s tr ik e  p h a s e  
(0  -  0 .0 3  s ) (G re e n  m a rk e rs  in d ic a te  th e  t im e  o f in it ia l fo o t -s tr ik e  (0  s ) ; re d  in d ic a te s  0 .0 3  s  
a fte r  fo o t -s tr ik e ; a r ro w s  re p re s e n t s tu d  m o tio n  d ire c t io n ) .
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Figure 9.14 illustrates that the toe studs were first to contact the surface and throughout 
the foot-strike phase due to the forefoot pitch angle of approximately 5° the toe studs 
remained approximately 10 mm deeper into the surface than the rear forefoot studs.
b) Transition phase
The transition phase was selected to be 20 - 60% contact time; for the sprint trial this 
was 0.03 to 0.09 s after initial foot-strike. During this phase, all forefoot studs were in 
contact with the surface. The first interaction investigated was whether the shoe was 
observed to slip during the transition phase. The position of stud S3 was initially 
analysed.
F ig u re  9 .1 5  - P o s it io n  o f s tu d  S 3  in  th e  h o r iz o n ta l (y ) a n d  v e rt ic a l (z )  d ire c t io n s  (re d  
m a rk e rs  in d ic a te  s ta r t  o f  t ra n s it io n  p h a s e , 0 .0 3  s  a n d  b lu e  m a rk e rs  e n d , 0 .0 9  s ) .
Shortly after the start of the selected transition phase, stud S3 reached maximum 
vertical displacement (at 0.04 s) travelling approximately 0.8 mm after the start of the 
transition. After reaching maximum vertical displacement, the shoe then travelled 7.4 
mm vertically upwards until 60% contact time (0.09 s). During this time period the 
shoe also moved 9.2 mm posteriorly (-ve y direction) and 8.4 mm medially (+ve x 
direction). The pitch angle of the forefoot during this time period changed from 3.8 to 
16.6°, giving an overall change in pitch of approximately 12.8°. Since a change in pitch 
angle affects the vertical position of stud S3 it was difficult to identify whether the 
horizontal displacement was due to a translation along the surface (slip) or simply the 
pitch rotation of the shoe. The position of the toe stud, S11 was additionally analysed 
was observed to move by the following amount during the transition phase:
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• 3.9 mm medially (+ve x)
• 13.5 mm posteriorly (-ve y)
• 13.2 mm vertically down (-ve z)
Less medial movement of the toe stud was observed compared to the rear of the forefoot 
(S3). However, maximum vertical position was not reached until 0.115 s (76.7%) after 
contact resulting in the vertical downward displacement of 13.2 mm.
The posterior motion of the toe stud was greater than the rear of the forefoot stud 
suggesting that the horizontal movement of the forefoot may not be wholly attributed to 
the change in pitch angle of the forefoot. Figure 9.16 illustrates the respective yz plane 
motion of the toe, mid-forefoot and rear of forefoot.
F ig u re  9 .1 6  - R e la t iv e  p o s it io n s  o f s tu d s  S 1 1 , S 6  a n d  S 3  d u r in g  c o n ta c t p h a s e  (re d  
m a rk e rs  in d ic a te s  0 .0 3  s  a n d  b lu e  m a rk e rs  0 .0 9  s  a f te r in it ia l fo o t -s tr ik e ; a r ro w s  in d ic a te  
s tu d  m o tio n  d ire c t io n ) .
The motion paths of the three forefoot markers differed distinctly in the yz plane due to 
the change in the x position during the time period. Only a 1° change in yaw angle was 
observed during the contact phase suggesting that the shoe maybe translating rather the 
rotating to produce the change in x position.
The centre of rotation of the forefoot during the transition phase was calculated using 
the Reuleaux method. For this calculation an assumption was made that there was no 
movement of the stud in the vertical direction.
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F ig u re  9 .1 7  -  P la n  v ie w  (x y ) o f fo re fo o t s tu d  p o s it io n s  a n d  c o rre s p o n d in g  c e n tre  o f  
ro ta t io n  d u r in g  th e  t ra n s it io n  p h a s e  (0 .0 3  -  0 .0 9  s ) o f th e  s p r in t m o v em en t (s h a d e d  c irc le  
re p re s e n ts  ±  1 S D  o f c e n tre  o f ro ta t io n ; a rro w  in d ic a te s  ro ta t io n  d ire c t io n ).
The centre of rotation for the overall transition phase was positioned on the medial side 
of the shoe and anterior of the toe studs. The mean standard deviation of the 
intersection of the perpendicular bisectors was 5.8 mm. This was considered a 
reasonably small standard deviation suggesting good agreement on the centre of 
rotation. The angle of rotation of the centre stud, S8 about the centre of rotation was 
3.8°. However, the change in pitch angle and vertical displacement of the shoe during 
the contact phase causes the centre of rotation to be only an estimate; i.e. shoe motion is 
occurring in all planes (3D) not only in the xy plane (2D approximation). The validity 
of the centre of rotation improves when the change in pitch or vertical displacement is 
minimal and motion of the shoe can be represented in 2D.
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c) Push-off phase
The final push-off phase was selected as 60 - 100% movement time; representing 0.09 s 
to 0.15 s for trial P6S2. Studs Sil and S3 were selected for further analysis representing 
the toe end and the rear end of the forefoot respectively.
Time Sllx Slly Sllz S3x S3y S3z Pitch Yaw Roll
60% -11.4 74.4 -32.1 3.7 -12.8 -6.2 -30.1 -24.1 8.0
100% -2.2 57.6 12.8 1.3 13.1 93.6 -76.8 -14.0 18.0
A 9.2 -16.8 44.9 -2.4 25.9 99.8 -46.7 10.1 10.0
T a b le  9 .2 2  - P o s it io n  o f s tu d s  S 3  a n d  S 1 1  a n d  o r ie n ta t io n  o f  th e  s h o e  a t p u s h -o f f p h a s e  
(p o s it io n  in  m m , a n g le  in  °) .
F ig u re  9 .1 8  - M o t io n  p a th  o f  s tu d s  S 3  a n d  S 1 1  in  th e  y z  a n d  x z  p la n e s  (B lu e  m a rk e r  
in d ic a te s  s ta r t  o f p u s h -o f f p h a s e , p u rp le  m a rk e r  e n d  o f p u s h -o ff  p h a s e ) .
The position of the studs S3 and S11 relative to each other combined with the change in 
pitch and yaw angles suggested that the shoe was both rotating in the yz plane but also a 
small rotation in the xy plane causing stud SI 1 to move medially and stud S3 to move 
laterally. The pitch angle of the forefoot at the start of the push-off phase was 16.6° 
(toe-down). By the end of the movement the pitch angle had increased to 52.1°. This 
signified a rate of change in pitch angle of approximately 710°s'1 (12.4 rads1). The 
change in pitch angle also affected the number of studs in contact with the surface. As
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the pitch angle increased, the number of studs decreased until at 95% contact time, just 
the front two toe studs were in contact.
Observing the motion of the studs during the selected time period (Figure 9.18), the 
dominant motion appeared to be a rotation in the yz plane with the centre of rotation 
nearer the toe end of the forefoot, causing the rear of the forefoot (S3) to rise of the 
surface at a greater rate than the toe of the forefoot (SI 1). This was expected during a 
natural push-off movement. There was also movement in the xz plane caused by the 
change in yaw and roll of the shoe.
For the motion in the yz plane, the centre of rotation was calculated using the 2D 
Reuleaux method detailed in Chapter 5. This approach assumes that the movement in 
the x direction was negligible. The centre of rotation was calculated from the start of 
push-off (0.09 s) to the end of push-off (0.15 s).
F ig u re  9 .1 9  - C e n tre  o f ro ta t io n  a n d  re s u lt in g  p a th  o f m o v em en t; b lu e  m a rk e rs  in d ic a te  
s ta r t o f p u s h -o f f (0 .0 9  s ) a n d  p u rp le  m a rk e rs  e n d  o f p u s h -o ff  p h a s e  (0 .1 5  s ) ; d a s h e d  lin e s  
re p re s e n t  th e  m o t io n  p a th  a s s um in g  a  r ig id  s y s tem  ro ta t in g  a b o u t th e  c a lc u la te d  c e n tre  
o f ro ta t io n  (re d  m a rk e r ) .
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P o in t  o f  
ro ta t io n
F ig u re  9 .2 0  -  F ix e d  s y s tem  ro ta t io n  fo r  fo re fo o t  d u r in g  s p r in t  m o v em en t in  y z  p la n e  (b lu e  
in d ic a te s  s ta r t in g  p o s it io n  a n d  p u rp le  re p re s e n ts  th e  p o s it io n  a t  th e  e n d  o f m o v em en t) .
Figure 9.19 shows the centre of rotation for the push-off stage of the movement. The 
resulting motion path is also shown assuming a fixed system (Figure 9.20). As shown, 
for the rear forefoot stud (S3), the motion path resulting from a fixed centre of rotation 
provides a good match for the measured motion path. However, the toe stud (Sil) 
resulting path does not follow the exact shape of the measured path; whilst it appeared 
that the rear of the forefoot was rotating, the toe end of the forefoot potentially also 
underwent posterior translation which modified the curvature of the path in the yz plane.
One of the assumptions made using this approach was that the studs only moved in the 
yz plane; there was however 9.2 mm lateral and 2.4 mm medial of movement in the x 
direction seen in the rear forefoot (S3) and toe end of the forefoot (SI 1) respectively. 
The x displacement was approximately one third of the movement seen in the y and z 
directions.
The distance between studs S3 and Sil in 3D was 91.9 ± 0.2 mm and in 2D in the yz 
plane 91.2 ± 0.2 mm. A difference of 0.7 mm was seen between the actual 3D position 
and the 2D approximation. This difference was considered negligible compared to the 
potential propagated error inherent in the stud position calculation (maximum ± 2.2 
mm) suggesting that the dominant motion occurred in the yz plane.
A concern when observing the movement of the shoe during the push-off phase was that 
excessive flexion of the mid-foot could introduce error into the derivation of the 
forefoot stud positions. The distance between the marker P3 and P5 on the side of the 
shoe was calculated at each time step to ensure that the shoe was not flexing. The 
distance was 82.8 ± 3.1 mm (± 1SD). The standard deviation was approximately 3.6%
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of the distance between the markers. This deviation was not deemed large enough to 
suggest that the shoe was flexing excessively during the movement.
The shoe left the surface with a resultant velocity of marker P3 of 3.37 ms'1. The 
components of the velocity were: vx = -0.12 ms'1, vy = 1.57 ms'1, vz - 2.98 ms1. The 
anterior-posterior and vertical velocity components were greater than those observed on 
impact. This could suggest that the acceleration was observed with the shoe leaving the 
surface at a greater velocity to impact.
9.6.2 Side-cut analysis
Player 2 side-cut trial 4 (P2C4) was chosen as the representative player for the side-cut 
movement. The vertical acceleration of marker Pl was used to identify the time of 
initial foot-strike. Initial foot-strike was in a toe-up position, predominantly on the 
lateral side of the shoe. After foot-strike, full shoe contact was observed until the 
participant had changed direction and underwent the push-off phase in a similar style to 
the sprint movement. For this reason, the position of stud S3 was used to identify the 
three stages of motion; foot-strike, transition and push-off as it was in contact with the 
surface for longer. Similar to the sprint movement, the orientation and position of the 
shoe was used to identify the phases.
F ig u re  9 .2 1  -  V is u a l im a g e  o f  th e  le f t s h o e  d u r in g  th e  s id e -c u t  m o v em e n t ( f ro m  -2 0  to  
1 2 0%  c o n ta c t  t im e , a t  2 0%  (0 .0 6  s ) in te rv a ls ; m o t io n  fro m  r ig h t  to  le f t ) .
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T im e  (s )
F ig u re  9 .2 2  - O r ie n ta t io n  o f th e  s h o e  d u r in g  th e  s id e -c u t m o v em e n t (2 0 0  H z ) ; g re e n  to  re d  
m a rk e rs  =  fo o t-s tr ik e  p h a s e , re d  to  b lu e  m a rk e rs  =  tra n s it io n  p h a s e , b lu e  to  p u rp le  
m a rk e rs  =  p u s h -o f f p h a s e .
T im e  (s )
F ig u re  9 .2 3  - H o r iz o n ta l (y ) d is p la c em e n t o f  s tu d  S 3  d u r in g  th e  s id e -c u t m o v em en t .
T im e  (s )
F ig u re  9 .2 4  - V e r t ic a l (z )  d is p la c em e n t o f  s tu d  S 3  d u r in g  th e  s id e -c u t  m o v em e n t .
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T im e  (s )
F ig u re  9 .2 5  - H o r iz o n ta l (x ) d is p la c em en t o f  s tu d  S 3  d u r in g  th e  s id e -c u t m o v em e n t .
The yaw and roll angle changed at a near constant rate during the movement whereas 
the pitch angle was observed to lessen the rate of change during the time phase 20 to 
60% contact time. During this time there was also a decrease in the rate of change in 
the vertical direction of stud S3. Consequently, the following phases were identified:
• Foot-strike = 0 to 20%
• Transition = 20 to 60%
• Push-off = 60 to 100%
These are the same percentage contact time as the sprint movement. However, the 
duration of contact time for the side-cut movement was doubled; with the side-cut trial 
having a movement phase of 0.3 s compared to 0.15 s for the sprint trial (P6S2).
a) Foot-strike
The shoe initially landed in a toe-up position with a pitch angle of 14.3°. The shoe was 
also externally rotated with a yaw angle of 21.4° (toe-out) and an inward roll angle of 
37.6°. The high inward roll angle resulted in the medial sided studs impacting the 
ground first. During the selected foot-strike phase, the pitch angle reduced to 4.9° and 
the roll angle reduced to 24.9° causing the shoe to be at a flatter angle on the surface, 
although still predominately on the medial side. The yaw angle increased during the 
foot-strike phase, further increasing the external rotation by 6.3°.
The shoe impacted the surface with a resultant velocity of 1.43 ms'1. The components 
of the velocity were: vx = -1.38 ms'1, vy = 0.15 ms'1, vz - -0.33 ms'1. This differed
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significantly from the sprint movement with the dominant velocity component acting in 
the lateral (-ve x) direction as opposed to anteriorly (+ve y).
As the shoe impacted first on the medial side, stud S2 was the first stud to contact the 
surface. The motion of studs SI, S2 and S3 representing the lateral and medial sides of 
the heel and the lateral rear of the forefoot respectively, during the initial stages of foot- 
strike were analysed.
Time Six Sly Slz S2x S2y S2z S3x S3y S3z
0% 0 0 0 26.5 15.5 -18.7 -51.0 126.1 32.1
20% -11.3 1.5 -4.7 17.6 17.8 -18.5 -76.4 125.0 5.9
A -11.3 1.5 -4.7 -8.9 2.4 0.2 -25.4 -1.1 -26.2
T a b le  9 .2 3  - P o s it io n  o f s tu d s  S 1 , S 2  a n d  S 3  ( in  m m ).
Over the 0.06 s of the initial foot-strike phase, the heel studs S1 and S2 moved less than 
5 mm in the vertical (z) direction. Movement in the anterior-posterior (y) direction was 
similarly small. In comparison, significant motion was observed in the lateral (-ve x) 
direction. At 0.06 s after foot-strike, both studs SI and S2 reach maximum lateral 
displacement. The rear of forefoot (S3) also had substantial lateral motion but also 
showed large displacements in the z direction. This was primarily due to the change in 
pitch angle of the shoe. The difference in vertical displacement between the medial stud 
(S2) and lateral studs (SI, S3) is likely to have occurred due to the change in roll angle 
of the shoe (-12.7°). In comparison to the changes in pitch and roll angles, the change 
in yaw angle was small (+6.3°) and although may contribute to the differences in lateral 
displacement of the studs it is unlikely to be the sole contributor. Stud S2 has very little 
motion in any direction other than laterally. This suggests that the shoe is slipping on 
the surface as it undergoes a change in orientation. The potential slip distance of the 
shoe was 8.9 mm. Using the McGorry et al. (2007) classification, the slip is described 
as a micro-slip but is unlikely to have been perceived by the participant. The speed of 
the slip was approximately 150 mms'1. The lateral displacement of the heel studs is 
very rarely assessed when undergoing traction testing but slipping at the early stage in 
the side-cut movement could affect performance or injury.
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b) Transition phase
The transition phase of the side-cut movement was selected to be 20 - 60% movement 
time (0.06 - 0.18 s after impact). During this time period there was little change in the 
pitch or yaw angles of the shoe (-6.5° and 5.6° respectively). There was however 
notable change in the roll angle of the shoe, reducing from 24.9° to 12.4°. The position 
of studs SI, S2, S3 and Sil, representing the lateral and medial heel, rear of forefoot 
and toe respectively, were analysed to determine whether the shoe was slipping or 
rotating during the transition phase.
Time Six Sly Slz S2x S2y S2z
20% -11.3 1.5 -4.7 17.6 17.9 -18.5
60% -5.8 -1.0 -3.9 23.5 18.0 -12.1
A 5.5 -2.5 0.8 5.9 0.1 6.4
T a b le  9 .2 4  - P o s it io n  o f la te ra l (S 1 )  a n d  m e d ia l (S 2 ) h e e l s tu d s  ( in  m m ).
Time S3x S3y S3z Sllx Slly Sllz
20% -76.4 125.0 5.9 -90.1 210.0 -7.4
60% -82.7 115.9 -7.1 -106.9 200.8 -11.5
A -6.3 -9.1 -13.0 -16.8 -9.2 -4.1
T a b le  9 .2 5  - P o s it io n  o f re a r  o f  fo re fo o t (S 3 ) a n d  to e  (S 1 1 ) s tu d s  ( in  m m ).
The greater change in the vertical position of the medial heel stud compared to the 
lateral side emphasises the change in roll angle of the shoe. The forefoot studs 
displayed a greater vertical displacement than the heel studs which could be caused by 
the small change in pitch angle of the shoe. Very little change in the anterior-posterior 
direction was seen for either heel stud. However, both the forefoot and toe studs 
showed a displacement in the posterior direction of approximately 9 mm. All studs 
displayed a medial-lateral displacement, with the heel studs moving medially and the 
forefoot studs laterally. The toe stud (Sil) also showed greater lateral displacement. 
Despite the small change in yaw angle of the shoe, the differences in medial-lateral 
position of the heel and forefoot studs suggested the shoe may be rotating. The 
observation of the greater lateral displacement at the toe end of the forefoot and the 
inverse in medial-lateral displacement between the heel and the forefoot suggested that 
the point of rotation may be situated nearer the heel.
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Shoe rotation was therefore investigated in the xy plane assuming no vertical 
displacement; the centre of rotation was found using the Reuleaux method.
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F ig u re  9 .2 6  -  C e n tre  o f ro ta t io n  o f th e  t ra n s it io n  p h a s e  in  th e  s id e -c u t m o v em e n t (s h a d e d  
a re a  in d ic a te s  ±  1 S D  fo r  th e  c a lc u la t io n  o f  th e  c e n tre  o f ro ta t io n ) .
The centre of rotation was located on the medial side of the heel as anticipated. The 
standard deviation of the intersection of the perpendicular bisectors was ± 18.0 mm. 
This is greater than the standard deviation seen in the location of the centre of rotation 
in the sprint movement, but still only represents 8% of the distance from the rear heel to 
the front toe stud. Typically during traction testing, the centre of rotation is positioned 
in the middle of the forefoot, rotating about the heel is again not a movement often 
considered.
c) Push-off phase
The push-off phase was the final 60 - 100% movement time. During this stage, similar 
motion to the push-off phase in the sprint movement was observed. There was little 
change in the yaw and roll angles of the shoe (+1.8° and -4.8°) but notable change in the 
pitch angle of the shoe (49.1°) to a toe-down position. During this stage of the 
movement, the heel rotated off the surface leaving only the forefoot studs in contact. 
Table 9.26 and Figure 9.27 outline the change in position of the heel, rear of forefoot 
and toe studs (SI, S3 and Sil respectively).
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Time Six Sly Slz S3x S3y S3z Sllx Slly Sllz
60% -5.8 -1.0 -3.9 -82.7 115.9 -7.1 -106.9 200.8 -11.5
100% -15.1 48.9 152.8 -88.1 134.2 69.7 -109.4 197.3 11.0
A -9.3 49.9 156.7 -5.4 -18.3 76.8 -2.5 3.5 22.5
T a b le  9 .2 6  - P o s it io n  o f s tu d s  S 1 , S 3  a n d  S 1 1  ( in  m m ).
F ig u re  9 .2 7  - P o s it io n  o f  s tu d s  S 1 , S 3  a n d  S 1 1  in  th e  x z  a n d  y z  p la n e s  (b lu e  m a rk e rs  
in d ic a te  s ta r t  o f p u s h -o f f (0 .1 8  s ) a n d  p u rp le  m a rk e rs  e n d  o f p u s h -o f f (0 .2 8  s ) ) .
The dominant displacement was in the yz plane similar to the sprint movement. Figure 
9.28 shows the difference in the motion paths of studs S3 and Sil during the push-off 
phase (60 - 100%) for each movement. The yaw position of the shoe was different for 
each movement (24.1° for the sprint and 33.3° for the side-cut) leading to potential 
discrepancies in the motion paths. However, despite the difference in yaw angle, the 
motion path of the rear of forefoot stud S3 was similar for both movements. The sprint 
movement started in a toe-down position, with the shoe in the side-cut movement being 
at a more neutral angle at the start of push-off. The most notable difference was in the 
motion path of the toe stud Sil. The sprint movement showed a clear posterior 
translation of the shoe which also acted vertically downwards at the commencement of 
push-off. This was not as notable in the side-cut movement and could indicate that the 
slight posterior slip of the toe was seen in the sprint movement. The resultant direction 
in the sprint movement was also in the anterior-posterior direction whereas the side-cut 
intended trajectory was at 45° to this. However, small translations in the lateral 
direction of the forefoot studs were seen (> 5 mm) as noted in the sprint movement.
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F ig u re  9 .2 8  - M o t io n  p a th  o f  s tu d s  S 1 1 a n d  S 3  d u r in g  th e  p u s h -o f f s ta g e  in  th e  s p r in t  a n d  
s id e -c u t m o v em en ts .
The shoe left the surface with a resultant velocity of marker P3 of 2.24 ms1. The 
components of the velocity were: vx = 0.14 ms'1, vy - 1.55 ms1, vz - 1.61 ms'1. The 
horizontal velocity components were similar to the sprint push-off movement, with the 
lower resultant velocity caused by a significantly lower vertical component. This 
suggests that during the push-off movement, the participant was not accelerating away 
from the surface with the same emphasis as seen in the sprint movement.
9.6.3 Kick analysis
A representative trial (P2K3) from the larger group was selected for the kick movement. 
The shoe was observed to land in a toe-up position, as such, marker Pl was used to 
identify the time of initial foot-strike using the vertical acceleration. The kick 
movement differed from both the sprint and the side-cut movement as there was no 
defined time of push-off. During the kick movement, the important stage was during 
ball contact with the kicking foot. Slipping or loss of traction of the planted foot during
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this time phase could affect the final trajectory or speed of the ball. Figure 9.29 
illustrates the planted foot position at foot-strike, ball contact and end of the movement.
F ig u re  9 .2 9  -  V is u a l im a g e  o f p la n te d  le ft  fo o t d u r in g  th e  k ic k  m o v em e n t a t  fo o t -s tr ik e , 
b a ll c o n ta c t , e n d  o f b a ll c o n ta c t a n d  e n d  o f m o v em e n t (m o t io n  fro m  r ig h t  to  le f t ) .
For this trial, ball contact occurred at 0.127 s after impact (49% movement time). The 
pitch orientation of the shoe prior to this time was used to define the transition between 
the foot-strike phase and ball contact phase (Figure 9.30).
T im e  (% )
F ig u re  9 .3 0  - P itc h  a n g le  o f  th e  p la n te d  fo o t d u r in g  k ic k in g .
During the time period 25 - 65% contact time, a change in pitch angle of only 8.9° was 
observed as the shoe moved from 1.1° (toe-up) to -7.8° (toe-down). Ball contact 
occurred at approximately 50% movement time where the shoe was at a pitch angle of - 
-3.9° (toe-down). The change in pitch angle during this time was minimal compared to 
the initial change in pitch angle from 0 to 25% contact time (17.9°) and as such, the 
following phases were defined:
• Foot-strike = 0 to 25%
• Ball contact = 25 to 65%
• End phase = 65 to 100%
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The initial foot-strike phase and ball contact phase were further analysed to investigate 
the interaction between the shoe and the surface for this movement.
a) Foot-strike
Similarly to the side-cut movement, the shoe was observed to land in a toe-up position, 
although at a slightly higher angle (19.0°). A toe-out position of the shoe was also seen 
with a yaw angle of 32.1°. The orientation of the shoe differed from the side-cut 
movement with the lateral side of the shoe coming into contact first with a roll angle of 
29.8° (outward roll).
The shoe impacted the surface with a resultant velocity of 2.64 ms'1. The components 
of the velocity were: vx = 1.47 ms'1, vy = 2.00 ms'1, vz - -0.91 ms'1. This was the 
highest resultant velocity seen out of the three movements analysed with significant 
influencing components in the medial and anterior directions.
During the selected foot-strike phase (0 - 25%) the shoe underwent changes in pitch, 
yaw and roll and in all three displacement directions. Table 9.27 and Table 9.28 
highlight the difference in orientation and position of the lateral heel (SI), medial heel 
(S2) and rear forefoot (S3) during the selected time period.
Time Six Sly Slz S2x S2y S2z S3x S3y S3z
0% 0 0 0 26.4 9.8 22.3 -74.4 111.6 38.3
25% 42.3 24.6 -22.4 73.0 42.0 -14.9 -26.9 146.3 -20.0
A 42.3 24.6 -22.4 46.6 32.2 -37.2 47.5 34.7 -58.3
T a b le  9 .2 7  - P o s it io n  o f  s tu d s  S 1 , S 2  a n d  S 3  (m m ).
Time Pitch Yaw Roll
0% 19.0 -32.1 29.8
25% 1.1 -29.7 11.4
A 17.9 2.4 18.4
T a b le  9 .2 8  -  O r ie n ta tio n  o f th e  s h o e  (°) .
The most dominant displacement direction was medially with the shoe moving
approximately 45 mm. Significant motion was also observed in the anterior direction
with 25 - 35 mm of displacement recorded for the heel and forefoot studs respectively.
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Vertical displacement of 22.4 mm was observed for the lateral heel stud, the vertical 
displacement of the medial stud was greater at 37.2 mm. This difference in vertical 
position between the medial and lateral heel studs is represented in the high outward roll 
angle observed on impact. By 25% movement time, the roll angle had lessened, 
reducing the medial-lateral heel difference to less than 10 mm. The forefoot stud 
showed a vertical change in position of 58.3 mm. This was notably greater than either 
of the heel studs. The difference in vertical motion of the forefoot and heel is due to the 
change in pitch angle of the shoe. Very little change in yaw angle was observed during 
the impact phase.
The consistency of horizontal displacement in both the medial and anterior directions of 
both medial and lateral heel studs and the forefoot stud suggests that although the shoe 
was undergoing changes in pitch and roll angle, it was also translating in a medial- 
anterior direction, predominantly on the lateral side of the shoe. This angle of shoe and 
translation direction is again a scenario rarely tested in traction assessments.
b) Ball contact
The motion of the planted foot during ball contact could influence the trajectory and 
resultant speed of the ball. For the selected trial, ball contact with the kicking foot 
occurred at 0.127 s (50%) after impact. The movement time 25 to 65% was analysed to 
assess for changes in orientation or shoe position of the planted foot.
Time Six Sly Slz S2x S2y S2z S3x S3y S3z
25% 42.3 24.6 -22.4 73.0 42.0 -14.9 -26.9 146.3 -20.0
50% 39.5 26.8 -12.0 71.4 43.0 -7.8 -22.9 151.9 -20.6
65% 31.8 24.0 -4.5 64.4 39.3 -2.2 -26.1 150.3 -21.9
T a b le  9 .2 9  - P o s it io n  o f s tu d s  S 1 , S 2  a n d  S 3  (m m ).
Time Pitch Yaw Roll
25% 1.1 -29.7 11.4
50% -3.9 -26.5 8.5
65% -7.8 -24.5 7.0
T a b le  9 .3 0  -  O r ie n ta tio n  o f th e  s h o e  (°) .
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From end of foot-strike (25%) to ball contact (50%) the most dominant displacement 
change was in the vertical direction. Approximately 2 mm of movement was seen in 
the horizontal directions compared to just less than 10 mm in the vertical motion of the 
heel. This suggests that as the kicking foot moved from behind the body to in line with 
the planted foot, the transfer of weight caused the planted foot to compress further into 
the surface. From the start to the end of the ball contact phase (50 - 65%) displacement 
in the horizontal direction was greater, but not notably so.
Throughout the ball contact phase, the pitch angle changed by 8.9° as the foot moved 
from a toe-up to a toe-down position. This change was minimal and together with the 
greater vertical displacement of the heel compared to the forefoot suggested the weight 
was being transferred from the heel to the forefoot as the kicking leg swung through. 
The yaw angle changed by 5.2° and the roll angle by 4.1°. Both changes were small 
compared to the initial change in angle during the impact phase.
Although slight translations and change in orientation were observed throughout the ball 
contact phase, the overall motion of the shoe was minimal suggesting that for this trial, 
the planted foot remained stable throughout the movement.
9 .7  C h a p te r  s um m a ry
Data collection
Approximately 60% of the trials captured using the Doncaster Rovers Youth team were 
suitable for tracking, resulting in over 23,000 marker coordinates. Post processing was 
then carried out on the tracked markers to give stud coordinates, shoe orientation and 
velocity at each time step (at 1000 fps). The acceleration of the impacting marker was 
used to normalise the time and marker coordinates were set to the origin at this time.
Statistical analysis
The orientation and velocity on foot-strike and push-off (sprint only) were identified for 
each successful trial. These values were then used as variables for comparison. 
Statistical analysis was performed on each group to identify outliers or further 
groupings. Due to the sample size for the sprint and the side-cut, only outliers were
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identified. K-means cluster analysis on the kick results suggested that the data could be 
split into groups of high or low impact angles.
Movement analysis
Representative player trials for each movement were selected. The trial closest to the 
mean for all three angles was chosen. The representative player trial was then used in 
the next stage of post processing; visualisation and informatics. For each movement 
trial, the motion was divided into distinct stages based on the position and orientation of 
the shoe. For the sprint and side-cut movement, foot-strike, transition and push-off 
phases were highlighted. For the kick movement, the important phase was considered 
to be when the kicking foot made contact with the ball contact and so two phases, foot- 
strike and ball contact were selected. Particular attention was taken on the translation 
and rotation of the shoe during the transition stage; with changes in translation being 
early indicators of the shoe slipping during contact with the surface. The following 
conclusions were drawn for each movement.
During the sprint movement the shoe initially landed in a toe-down position. 
Immediately after foot-strike, there was slight posterior motion of the shoe but also 
change in yaw and roll angles lessening the significance of any displacement. The 
change in medial-lateral displacement during the transition phase was partially 
attributed to a rotation of the forefoot about a point positioned anterior of the medial toe 
studs. During the push-off phase a potential micro-slip of 16.8 mm of the toe studs was 
observed. During this phase the shoe was rotating in the yz plane causing the rear of the 
forefoot to rise at a greater rate than the front. Using the Reuleaux method, the centre of 
rotation was estimated to be slightly above the toe. The motion path of the rear of 
forefoot studs matched the predicted path using a fixed system about the calculated 
centre of rotation. However, the motion path for the front toe stud differed from the 
predicted path implying that the toe may be susceptible to posterior slip during this 
phase. In the final moments of push-off only the front two toe studs were in contact 
with the ground. The potential slip during this period could indicate that additional 
studs or a change in stud orientation is required to improve the traction performance.
For the side-cut movement the shoe was observed to land in a toe-up position with 
slight yaw (toe-out) and significant roll (inward) angles. This caused the medial side of 
the shoe to come into contact with the surface first. During the initial stages of foot-
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strike significant motion in the lateral direction was seen (8.9 mm). Although the lateral 
motion was accompanied by a change in roll angle of the shoe, the displacement 
occurred predominantly on the medial side of the shoe. This is a direction and shoe 
orientation rarely assessed in traction testing but slip during this early stage in the side- 
cut movement could potentially cause injury or impede performance. During the 
transition phase, a greater medial-lateral displacement of the forefoot studs compared to 
the heel studs indicated that the shoe was rotating. The centre of rotation was estimated 
to be positioned on the medial side of the shoe, near the front heel stud. The standard 
deviation of the intersection of the perpendicular bisectors was 18.0 mm. This suggests 
that the centre of rotation is subject to some error due to the change in orientation of the 
shoe during this stage. It does however indicate a potential rotation configuration that 
again is not assessed in traction testing. The push-off phase of the side-cut movement 
was very similar to the sprint movement. The side-cut motion did not however display 
the posterior slip of the toe studs heightening the importance of that motion in the sprint 
movement.
The planted foot during kicking was also observed to land in a toe-up position with a 
notable yaw angle (toe-out). But for the kick movement, the shoe landed with outward 
roll rather than inward roll as observed in the side-cut. This lead the lateral heel studs to 
come into contact with the surface first. The resultant velocity on foot-strike was 
greatest for the kick movement and acted predominantly in the medial direction. During 
the initial stages of foot-strike, the pitch and roll angles reduced causing the shoe to be 
at a flatter angle to the surface with both the forefoot and heel in contact. During the 
phase leading to and directly following ball contact with the kicking foot, no notable 
movement of the planted foot occurred. Slight changes in pitch angle and vertical stud 
position were observed but attributed to the change in centre of mass as the kicking leg 
swung through.
The following figures summarise the motion of the shoe for each of the three 
movements.
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S p r in t m o v em e n t
F o o t-s tr ik e T ra n s it io n P u s h -o f f
Time (%  contact):
Dom inant movement 
direction:
Centre of rotation:
Orientation at start 
of phase:
Change in  
orientation:
0-20%
Posterior
N/A
(-16.2°,-24.8°, 0.6°)
Reduction in pitch
(+2°)
20 - 60%
Posterior & medial
Medial forefoot
(-14.9°, -23.0°,-1.0°)
Increase in pitch (- 
15°), increase in roll 
(+9°)
60- 100%
Posterior
N/A
(-30.1°, -24.1°, 8.0°)
Increase in pitch (- 
47°), decrease in yaw 
(+10°), increase in 
roll (+10°)
F ig u re  9 .3 1  - S um m a ry  o f s h o e  m o tio n  d u r in g  th e  s p r in t  m o v em e n t .
S id e -c u t
m o v em e n t
F o o t-s tr ik e T ra n s it io n P u s h -o f f
Time (%  contact):
Dom inant movement 
direction:
Centre of rotation:
Orientation  at start 
of phase:
Change in  
orientation:
0 - 20%
Lateral
N/A
(14.3°,-21.4°, -37.6°)
Decrease in pitch 
(-5°), increase in yaw 
(-6.3°), decrease in 
roll (+12.7°).
20 - 60%
External rotation
Medial heel
(4.9°, -27.7°, -24.9°)
Decrease in roll 
(+12.5°).
60- 100%
Posterior
N/A
(-1.6°, -33.3°,-12.4°)
Increase in pitch 
(-43°).
F ig u re  9 .3 2  - S um m a ry  o f  s h o e  m o tio n  d u r in g  th e  s id e -c u t m o v em e n t .
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F o o t-s tr ik e
K ic k  m o v em e n t
B a ll c o n ta c t
25 - 65%Time (%  contact):
Dom inant movement 
direction:
Centre of rotation:
Orientation at start 
of phase:
Change in  
orientation:
0-25%
Anterior & medial
N/A
(19.0°,-32.1°, 29.8°)
Decrease in pitch (- 
18°), decrease in roll
Stationary
N/A
(1.1°, -29.7°, 11.4°)
Minimal, slight 
decrease in pitch 
(-8.9°)
Anterior
N/A
(-7.8°, -24.5°, 7.0°) 
Increase in pitch.
(-18°)
F ig u re  9 .3 3  - S um m a ry  o f  s h o e  m o tio n  d u r in g  th e  k ic k  m o v em e n t .
The next stage of the study would be to expand the data collection to include a wider 
population with a range of different shoes, surfaces and movements. However, the 
intention of the study at this level was to provide an example of how the 3D 
measurement system can be used to aid in the understanding of the shoe-surface 
interaction. The results can have an implication on both the approach used in traction 
testing methodologies and in outsole design. The next chapter speculates on what these 
implications might be using the data collected at Doncaster Rovers FC as an example.
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1 0  IN F L U E N C E O F S H O E -S U R FA C E IN T E R A C T IO N S O N TR A C T IO N  
T E S T IN G  P A R A M E T E R S
1 0 .1  In tro d u c t io n
Although the data set collected at Doncaster Rovers FC was limited in both sample size 
and test variables, the in depth analysis of the three representative movement trials was 
successfully used to give an indication on the level of detail available by using the 3D 
measurement system. The post processing analysis of the 3D marker coordinates 
enabled information on stud position and velocities to be obtained even though the studs 
were not visible due to penetration into the surface. This provided further 
understanding into the shoe-surface interaction giving rise to detailed information on 
possible translations and rotations during the foot-strike, transition and push-off stages 
in each movement.
The knowledge gained from the data collected to date was used to lay the foundations 
on how further understanding the shoe-surface interaction can influence the test 
parameters used in assessing the traction performance of outsoles. Three traction 
testing methodologies evaluated in Chapter 3 were further investigated in light of the 
results from player testing.
1 0 .2  M e c h a n ic a l t ra c t io n  te s t in g
The adidas traction testing device was used as an example mechanical test method as 
detailed information on the current testing procedure and limits of the device were 
available (Table 10.1).
Test distance Maximum distance Test speed Maximum speed
Translation 50 mm 450 mm 10 mms 1 300 mms'1
Rotation 60° 180° 12°s'‘ 200°s'1
T a b le  1 0 .1  - C u r re n t te s t  p a ram e te rs  a n d  lim its  o f  th e  a d id a s  t ra c t io n  te s te r , to ta l lo a d  =  
6 9 .3  k g .
A fixed last with shoe angle 18.1° (pitch) was used for the collection of data in Chapter
3. No set shoe angle is defined in the standard test procedure which can lead to 
inconsistencies within test repeats. A shoe angle of 18.1° generally enabled only the
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forefoot of the shoe to be in contact with the surface, however, on softer ground or with 
shoes with longer stud length, the heel studs also came into contact. This again can 
cause differences between tests.
Two options present themselves when considering the realism of the current mechanical 
traction testing device and how the observations of the shoe-surface interaction during 
football related movements may influence the testing parameters:
1) Modification of the test parameters of the existing device to better suit the 
actual rotation and translation distances and speeds;
2) Redesign of the device to better mimic the complete shoe motion.
Both approaches were considered.
10.2.1 Recommendations for existing traction testing device
The current test set-up allows the shoe to be moved in translation or rotation. The angle 
of the shoe can be modified to account for different shoe orientations, although the shoe 
angle must remain fixed during testing. To ensure a full range of boundary conditions 
are tested, all three movements (sprint, kick and side-cut) need to be taken into 
consideration. Analysis of each movement showed that the motion of the shoe was 
complex and to fully replicate complete motion, changes in orientation and position 
must be applied simultaneously. This is not possible using the current traction tester 
and therefore the movement needed to be simplified. To do this, the critical time period 
was identified where it was estimated that the participant was at most at risk of slipping. 
The motion of the shoe during this time period was assessed and suitable 
approximations for the translation and rotation of the shoe were made. Loads were 
estimated from the force-plate data obtained in Chapter 8.
a) Selection of critical slip time
The first stage in identifying appropriate test parameters was to identify the time during 
each movement where the player was thought to be at greatest risk of slipping. This 
assessment can be very subjective and is strongly dependent on surface conditions and 
selection of footwear. The following approach used the single participant test data 
collected on a force-plate in the laboratory with artificial turf (Chapter 8).
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Identifying risk factors
The following factors were selected as being influential on the likelihood of slipping:
1. Ratio of horizontal to vertical force;
2. Magnitude of horizontal force;
3. Magnitude of horizontal velocity;
4. Number of studs not in contact with the ground.
The ratio of horizontal to vertical force is often referred to as the required coefficient of 
friction (RCOF). As the required coefficient of friction becomes close to or greater than 
the available coefficient of friction (traction) the risk of slipping increases. However, as 
both the vertical and horizontal force approach zero (occurring on foot-strike and the 
later stages of push-off) the ratio increases rapidly, tending to infinity. This can mask 
other areas of importance during the movement. To overcome this, the magnitude of 
the horizontal force is also taken into consideration, with the hypothesis that the greater 
the horizontal force, the greater the risk of slipping. The ratio of horizontal to vertical 
force has been used in literature to indicate periods requiring high traction requirements 
(Shorten et al. 2003, Luo and Stefanyshyn 2011).
The horizontal velocity was included to incorporate the movement of the shoe during 
contact. If the horizontal velocity on foot-strike is greater than on push-off, this could 
indicate that the foot-strike has a greater risk of slipping than push-off. Slipping during 
surface contact would also be registered with an increase in velocity. The number of 
studs not in contact with the surface is an important consideration; ideally, to increase 
the level of traction, all available studs should be in contact.
Each factor was calculated as a percentage of the absolute maximum seen during the 
movement. For the side-cut and the planted foot in kicking, the number of studs not in 
contact was not included as it was not possible to see the studs due to the camera angles. 
For these two movements, the horizontal force and velocity in the medial-lateral 
direction in addition to the anterior-posterior direction was included.
Each risk factor was examined and an overall grip factor given by calculating the 
normalised mean of all contributors. A high grip factor indicated a high level of 
traction was required during the selected phase of the movement.
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Sprint grip factor
For the sprint movement, the following were assessed:
• Horizontal force in the running direction;
• Ratio of horizontal to vertical force;
• Velocity of the lateral metatarsal-phalangeal stud in the running direction;
• Number of studs not in contact with the surface.
F ig u re  1 0 .1  - P e rc e n ta g e  o f  a b s o lu te  m a x im um  fo r  c o n tr ib u t in g  g r ip  fa c to rs  in  th e  s p r in t  
m o vem e n t .
The horizontal force reached a maximum at 70% contact time. This was previously 
termed time of peak push-off and corresponds to the time the foot is rotating with the 
forefoot in contact and the heel pitch angle increasing. The peak of the vertical force 
occurred earlier than this, leading to the later peak in the ratio of horizontal to vertical 
force (at 80%). There was also a peak in RCOF at the beginning of the movement when 
both horizontal and vertical forces were small. The velocity decreased from 20% of 
maximum to near stationary at 10% contact time but rapidly increased at the peak push- 
off (70 - 80% contact time). Similarly, as the heel pitch angle increased the number of 
studs in contact with the surface reduced; at the last moments of push-off, only the two 
toe studs were in contact.
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An overall grip factor for the sprint movement was calculated from a normalised mean 
of the above contributors with equal weighting for each. Using a safety factor of 2 (i.e. 
grip factor of 0.5) the period most at risk from slipping was 60 - 100% contact time 
(Figure 10.2).
F ig u re  1 0 .2  -  R e s u lt in g  g r ip  fa c to r  fo r  th e  s p r in t m o v em e n t w ith  a  s a fe ty  fa c to r  o f  2 .
The resulting grip factor indicated that the push-off phase of the sprint movement 
potentially required a higher level of traction than the initial foot-strike phase. The 
consequence of slipping during this time period could result in the player unable to 
accelerate to their full potential, or slip forwards onto the surface if their body weight 
was already committed to the movement.
Planted kicking foot grip factor
For the kick movement, the medial/lateral (x) force was also included as a contributing 
factor allowing two force ratios to be calculated, i.e. RCOFx = Fx/Fz and RCOFy = 
Fy/Fz. Unlike the sprint movement, the kick movement displayed a high velocity in the 
medial direction on foot-strike. The velocity in the anterior direction was also high on 
foot-strike, but also showed a peak towards the end of the movement as the foot began 
to move off the surface. The anterior-posterior force reached a peak at 40% of the 
movement time, whereas the medial-lateral force peaked slightly earlier at 20% 
movement time. However, despite the early peaks in horizontal force, the ratio of 
horizontal to vertical was greatest at the latter stages of the movement. The normalised 
mean of the contributing factors was again calculated to see which stage was potentially 
at greatest risk of slipping.
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F ig u re  1 0 .3  - P e rc e n ta g e  o f a b s o lu te  m a x im um  fo r  c o n tr ib u tin g  fa c to rs  in  th e  k ic k in g  
m o v em e n t .
F ig u re  1 0 .4  - R e s u lt in g  g r ip  fa c to r  fo r  k ic k  m o v em e n t w ith  a  s a fe ty  fa c to r  o f  2 .
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Figure 10.4 shows that the time of greatest risk of slipping was between 5 and 25% of 
contact time. This highlights that the important stage in terms of ensuring there is 
sufficient traction in the kick movement is on foot-strike, whereas for sprinting the 
push-off is potentially more important. For the kick movement, ball impact occurred at 
approximately 47% of contact time. This falls after the selected critical period but 
previous analysis of shoe motion during kicking indicated that minimal shoe motion 
was observed after 25% contact time (Chapter 9).
The consequence of slipping during the highlighted time period could affect the player’s 
kicking performance as slip occurs before contact with the ball. A change in the 
positioning of the support foot could affect the trajectory and placement of the ball; this 
was most recently shown during the Wales v France Rugby World Cup 2011 semi-final 
where James Hook’s planted foot slipped during the penalty kick causing the ball to go 
wide. A ‘greasy’ surface caused by a short rain shower before the game was primarily 
blamed for Hook’s slip (Rugby World 2011). Figure 10.5 illustrates the high outward 
roll angle seen on foot-strike causing the traction requirements to be heavily weighted 
on the lateral side of the shoe. Using the diameter of the ball as a point of reference, an 
estimate on the slip distance of the planted foot was made. The foot was observed to 
slip approximately 24 cm in a medial-anterior direction; this was much higher than any 
translation distance observed during player testing, highlighting the effect of surface 
conditions on the shoe-surface interactions.
F ig u re  1 0 .5  -  S lip  o f  th e  p la n te d  fo o t d u r in g  H o o k 's  p e n a lty  k ic k  d u r in g  th e  W a le s  v  
F ra n c e  W o r ld  C u p  s em i- f in a l, 2 0 1 1  (S c re e n  s h o ts  ta k e n  fro m  v id e o  fro m  IT V  p ic . 2 0 1 1 ) .
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Side-cut grip factor
For the side-cut movement, the force and velocity in the medial-lateral direction (Fx) as 
well as anterior-posterior direction (Fy) were also included.
F ig u re  1 0 .6  - P e rc e n ta g e  o f  a b s o lu te  m a x im um  fo r  c o n tr ib u tin g  fa c to rs  in  th e  s id e -c u t  
m o v em e n t .
The magnitude of the force acting in the anterior/posterior direction (Fy) was less 
consistent than for the other movements. The medial/lateral force (Fx) shape was very 
similar to the kick movement, reaching a peak at approximately 40% contact time. The 
required coefficient of friction in the anterior/posterior direction was greatest at the 
beginning of the movement, whereas in the medial/lateral direction the RCOF remained 
at a level of 40% for the majority of the movement, with a minimum dip at the
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beginning and a maximum rise at the end of the movement. This suggested that the 
motion in the medial/lateral direction is an important feature of this movement. The 
normalised mean of the contributing factors was calculated and is shown in Figure 10.7.
F ig u re  1 0 .7  -  R e s u lt in g  g r ip  fa c to r  fo r  s id e -c u t m o v em en t .
Using this approach, for the side-cut movement no clear time period of greatest risk was 
identified. Both the foot-strike and the push-off stage require a grip factor greater than 
0.50. Chapter 9 identified the side-cut movement as showing the greatest amount of 
translation of the shoe during the contact period. The consequence of slipping at any 
selected time period is also an important consideration. The latter stages of the side-cut 
movement display a propulsive push-off similar to the sprint movement, slipping at this 
time period would compromise acceleration and stability in the anterior direction. 
Chapter 9 highlighted that the foot-strike motion of the shoe was unique to the side-cut 
movement, players were observed to land on the medial side of the shoe in a toe-up 
position. Slipping during this stage could cause the player to potentially fall on their 
medial side. During the transition phase, the shoe was observed to translate in the 
posterior-lateral direction. Slipping during this phase could lead to instability in the 
anterior-medial direction. Slipping during any of the aforementioned stages could 
compromise performance and potentially lead to injury by falling. The push-off phase 
was similar to the sprint critical time period. As such, two critical time periods for the 
side-cut movement were chosen: initial foot-strike (0 - 20%) and the transition phase 
(20 - 60%).
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b) Traction testing parameters
The current traction testing device is limited to replicating the translation and rotation of 
the shoe independently. The orientation of the shoe during the motion cannot change. 
For each movement, the motion of the shoe during the aforementioned critical slip 
period was assessed only in terms of translation or rotation.
Translation
For the sprint movement, the final stages of push-off (60 - 100%) were considered the 
critical slip period. During this stage, the shoe appeared to pivot about a point just 
above the toe of the shoe, rotating in the yz plane. This rotation matched the rear of the 
forefoot motion well, but was unable to mimic the slight posterior translation of the toe 
that also occurred. Rotation of the shoe in the yz plane is not possible using current test 
procedures. The pitch angle of the forefoot increased from 16.6° to 52.1° and the y 
position of the toe stud, SI 1 moved 17.4 mm posteriorly. The vertical change in the toe 
stud was also 17.4 mm. To ignore the change in pitch angle and vertical position 
change in the forefoot would not be fully representative of actual shoe motion; however, 
analysis of the critical slip factors indicated that if the participant were to slip during the 
sprint, the later stages of the push-off would potentially have the most consequences.
Taking the mean pitch angle during the critical time period and assuming no change in 
vertical motion, an approximation of the translation of the shoe was made giving the 
following test parameters:
• Shoe orientation: Pitch = 35°, Yaw = 0°, Roll = 0°
• Translation distance in y direction: 20 mm (posteriorly)
• Translation speed: 350 mms'1
• Load: 1.2 BW for 80 kg male = 96 kg
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> ->  2 0  m m  a t  3 5 0  m m s 1
9 4 0  N
F ig u re  1 0 .8  -  T ra n s la t io n  o f s h o e  te s t in g  c o n d it io n s  to  re p lic a te  m o t io n  d u r in g  c r it ic a l s lip  
p e r io d  d u r in g  s p r in t in g .
For the kick movement, the initial foot-strike phase was selected as the critical slip 
period. During this time, the shoe underwent changes in pitch, yaw and roll angles. 
The translation of the shoe was in both the anterior and medial direction. The shoe was 
in a toe-up position meaning that the heel studs were primarily in contact during this 
phase of the movement; this was significantly different to the sprint movement where 
the heel studs were rarely in contact with the surface. Similar to the sprint movement to 
estimate the test parameters, the pitch, yaw and roll angles were kept constant and the 
mean shoe angle throughout the critical time period was used. The resultant 
displacement direction was calculated from the medial and anterior displacement of the 
shoe; the orientation of the shoe was reset in order for the resultant direction to be 
represented by the translation of the traction tester.
• Shoe orientation: Pitch = 0°, Yaw = 105° (toe-out), Roll = 20° (outward roll)
• Translation distance in y direction: 15 mm (anteriorly)
• Translation speed: 300 mms'1
• Load: 2.1 BW for 80 kg male = 168 kg
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A1 6 5 0  N
F ig u re  1 0 .9  -  T ra n s la t io n  o f s h o e  te s t in g  c o n d it io n s  to  re p lic a te  m o tio n  d u r in g  c r it ic a l 
s lip  p e r io d  in  th e  k ic k  m o v em e n t .
For the side-cut movement two important time periods were selected; the foot-strike and 
transition phases. During the foot-strike phase, the shoe was observed to land in a toe- 
up and toe-out position with notable inward roll. This caused the medial studs to come 
into contact with the surface first. The predominant translation direction was laterally, 
with the heel studs displacing 8.9 mm during the 0.06 s of the impact phase. During 
this phase changes in pitch, yaw and roll were observed. To simplify the movement, the 
average orientation was used giving the following test parameters:
• Shoe orientation: Pitch = 10° (toe-up), Yaw = 65° (toe-in), Roll = 30° (inward 
roll)
• Translation distance in y direction: 10 mm (anteriorly)
• Translation speed: 150 mms’1
• Load: 0.9 BW for 80 kg male = 72 kg
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A▼
7 1 0  N
F ig u re  1 0 .1 0  -  T ra n s la t io n  o f  s h o e  te s t in g  c o n d it io n s  to  re p lic a te  m o tio n  d u r in g  c r it ic a l 
s lip  p e r io d  in  th e  s id e -c u t m o v em e n t .
Rotation
The second transition phase (20 - 60%) of the side-cut was also considered a period at 
high risk of slipping. During this time, the pitch and the yaw angles remained 
approximately level but notable change in the roll angle was observed. Greater 
translation of the forefoot studs compared to the heel studs implied that the shoe may be 
rotating during this phase. Rotation of the forefoot was also observed in the contact 
phase of the sprint movement; the centre of rotation of the two movements differed 
significantly suggesting that two rotation tests may be required to best represent realistic 
conditions. The rotation of the shoe during this phase is as equally as important as the 
motion of the shoe during the critical slip period; excessive shoe traction during rotation 
can lead to a greater risk of ACL knee injuries.
The following test parameters were derived from using the Reuleaux method to assess 
the centre of rotation for the sprint and side-cut movements.
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Sprint rotation Side-cut rotation
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0 50 100
Centre of rotation: 
Orientation:
Angle of rotation: 
Speed of rotation:
Load:
X(68.2, 165.2) 
Forefoot only 
12° (externally)
nov1
1.7 BW = 135 kg
Centre of rotation 
Orientation
Angle of rotation 
Speed of rotation
Load
X (30.5, 49.1) 
Complete shoe 
6° (externally) 
60°s'1
1.7 B\V= 135 kg
T a b le  1 0 .2  -  T e s t p a ram e te rs  fo r  ro ta t io n  o f  fo re fo o t  a n d  c om p le te  s h o e  re p lic a t in g  th e  
s p r in t  a n d  s id e -c u t m o v em en ts  (s tu d  p o s it io n s  fo r  s iz e  U K  9 .5 , d is ta n c e s  in  m m ).
Summary of test parameters
From the assessment of the motion of the shoe during the critical slip time periods for 
the three movements, five test scenarios were suggested. The translations of the shoe 
represent the push-off stage during sprinting, and the initial foot-strike phase for the 
kick and side-cut movements. The translation testing recommendations included 
posterior motion of the forefoot, anterior-lateral movement of the complete shoe and 
anterior-medial movement predominantly on the heel. The rotations represent the 
transition phase in both the sprint and the side-cut movements. For the sprint 
movement, the centre of rotation was situated near the medial side of the forefoot and 
included only rotation of the forefoot studs. For the side-cut rotation, the complete shoe 
was in contact and the point of rotation was situated on the medial side of the heel. 
Table 10.3 describes the test parameters for each of the five test scenarios.
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1 2 3 4 5
Orientation (35°:0°:0°) (0°:105°:20°) (-10°:-65°:-30°) Forefoot Complete
Distance/Angle - 20 mm + 15 mm + 10 mm + 12° + 6°
Speed 350 mms’1 300 mms'1 150 mms 1 170°s'' 60°s"1
Load 1.2 BW 2.1 BW 0.9 BW 1.7 BW 1.7 BW
Note: Orientation of the shoe = (P itch:Yaw:Roll), , +/- P itch = Toe-down/Toe-up, +/- Yaw = Toe-out/Toe-in, 
+/- Roll = Outward roll/lnward roll, +/- D isplacement = Anterior/Posterior.
T a b le  1 0 .3  - F iv e  te s t in g  p a ram e te rs  to  re p re s e n t  t ra n s la t io n s  a n d  ro ta t io n s  o b s e rv e d  in
th e  s p r in t , k ic k  a n d  s id e -c u t  m o v em e n ts .
From the three proposed translation tests, only the replication of the sprint movement 
translates the shoe in the same direction as the original test parameters. A smaller 
displacement distance is however recommended (20 mm instead of 50 mm). This is 
below the perceived slip distance of 30 mm (Perkins 1978). From assessment of the 
traction device in Chapter 3, the traction ranking of the shoes at 10, 20 and 50 mm was 
recorded. Out of the 12 trials tested (artificial, firm ground and soft ground with 4 
shoes), between 10 and 20 mm 50% of the rankings had changed; primarily a switch of 
2nd and 3ld place. Between 10 and 50 mm, 92% of the rankings had changed, and in 
some cases, switching from 1st to 4th place. Testing to 20 mm as proposed better 
represented the early traction rating of the shoe during translation.
One of the initial concerns about implementing realistic test conditions into the current 
traction testing device is for the speed of translation necessary to replicate the shoe 
motion. Assessment of the device in Chapter 3 revealed that as the speed increased 
above 100 mms1 the amount of noise present in the results also increased. This was 
potentially due to vibrations of the test device. Before fully adopting the modified test 
parameters, a full assessment of the repeatability of the results would need to be 
completed.
10.2.2 Suggestions for new traction testing device
One of the problems of the existing traction testing device was that it is limited to either 
a translational or rotational movement and during that movement, the orientation of the 
shoe remains fixed. Although suggestions were made on how more realistic test 
parameters could be used with the existing device; the advised parameters were still 
only an approximation and motion of the shoe was often simplified in order to meet the
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test device constraints. An alternative method may be to design a new traction testing 
device based on the knowledge gained from player testing analysis. A potential 
approach is outlined below with further considerations to developing a new traction 
testing device detailed in Chapter 12.
a) Pendulum device
Pendulum type devices are one of the original traction testing methods and is still set as 
one of the FIFA test procedures and also employed by the UK Health and Safety 
Executive (Ferry 2005). They are however rarely used in research with many favouring 
the horizontal translation of the shoe to represent sliding during a forefoot push-off 
movement. The concept however is perhaps not as far from being representative of 
realistic movement as many critiques have stipulated. During the critical slip period in 
the sprint movement, a rotation of the forefoot in the yz plane was observed. Using the 
toe and rear of forefoot studs, the centre of rotation for the motion was calculated. 
Assuming a fixed system, Chapter 9 highlighted slight differences in the motion path 
for the toe stud, SI 1, but the motion path for stud S3 was very similar. This motion was 
also observed during the push-off phase in the side-cut movement where the toe stud 
better followed the predicted motion path of the fixed system.
A potential suggestion for a simple traction testing device to mimic the forefoot push- 
off movement is a pendulum device where the resistance to rotation can be used as a 
measure of traction. The point of rotation for the shoe motion studied in Chapter 9 was 
approximately 40 mm above and 20 mm in front of the toe stud. The positioning of a 
complete shoe with upper to fit with the centre of rotation may not be possible, and 
instead an additional plate with only the forefoot studs may be required. Figure 10.11 
illustrates the potential test parameters for a pendulum traction testing device.
-225 -
F ig u re  1 0 .1 1  - T e s t p a ram e te rs  fo r  p e n d u lu m  d e v ic e .
1 0 .3  A n a ly t ic a l m o d e ll in g
In Chapter 3 an analytical model was developed to estimate the likely interaction 
between a prototype stud and different hardness ground conditions. The impact 
conditions were initially the same as the drop hammer test used to define the ground 
condition (m = 1.52 kg and v = -1.7 ms'1). Modified boundary conditions were also 
used to attempt to replicate realistic loading conditions (m = 19 kg and v = -0.7 ms’1). 
Using the data collected in Chapter 9 a more detailed assessment of the modified 
boundary conditions can be made.
The impact velocity of the shoe in each of the three movements was calculated from the 
displacement data using the central differencing method. The impulse of the initial 
impact force collected in Chapter 8 was used with the vertical impact velocity and the 
number of studs in contact with the surface during the initial foot-strike phase to give an 
estimate on the weight of the mass (calculation described in Chapter 3).
Movement Mass Velocity
Sprint 1.4 kg -1.27 ms’1
Kick 20.2 kg -0.91 ms'1
Side-cut 44.5 kg -0.33 ms'1
F ig u re  1 0 .1 2  - M o d if ie d  te s t c o n d it io n s  f ro m  p la y e r te s t in g  re s u lts .
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The initial modified conditions tested were calculated from literature with the intention 
to replicate a kick movement. The modified test conditions from player results for the 
kick movement were similar to the original estimation. For the sprint movement, more 
studs came into contact with the surface during the initial foot-strike phase, reducing the 
effective stud mass; the resulting boundary conditions were very similar to the drop 
hammer conditions. The side-cut movement displayed the lowest vertical component of 
velocity due to the lateral movement of the shoe.
Using the same approach as used in Chapter 3 to model the Smart Stud, a Copa Mundial 
stud was modelled using force-deflection data from Instron® testing. A non-linear 
equation for spring stiffness was defined and used with the original stiffness data for 
firm ground conditions to estimate the deformation of the stud and the surface for each 
of the three movements.
F ig u re  1 0 .1 3  - R e la t iv e  d e fo rm a t io n  o f a  C o p a  M u n d ia l s tu d  (1 0  m m  fo re fo o t , 1 2  m m  h e e l)  
o n  f irm  g ro u n d  c o n d it io n s  u s in g  in p u t p a ram e te rs  d e r iv e d  from  p la y e r  te s t in g  o f  a  s p r in t , 
k ic k  a n d  s id e -c u t m o v em e n t .
Sprint Kick Side-cut
Stud l .5 mm 4.3 mm 2.3 mm
Ground 4.0 mm 8.0 mm 5.2 mm
Time 6.4 ms 19.9 ms 33.1 ms
Sole
clearance
4.5 mm -0.3 mm 4.5 mm
The time to maximum deformation for each movement predicted by the analytical 
model was notably less than the impact phase defined in Chapter 9. However, the 
comparative ratio of impact time for each movement was similar. The analytical model
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predicts that on firm ground conditions the Copa Mundial stud would not fully penetrate 
the surface in the sprint and side-cut movements, leaving a surface to sole-plate 
clearance of 4.5 mm for both studs due to the difference in height between the forefoot 
and heel studs (10 and 12 mm respectively).
S p r in t  K ic k  S id e -c u t
F ig u re  1 0 .1 4  - I l lu s tra t io n  o f s tu d  p e n e tra t io n  d e p th  fo r  e a c h  m o v em e n t u s in g  n ew  in p u t  
p a ram e te rs .
Some of the limitations of the model described in Chapter 3 have not been overcome, 
such as using a stud stiffness derived from Instron® testing at controlled conditions. 
The use of realistic boundary conditions improves the model and also provides further 
information on potential Instron® test criteria for studs for future work.
1 0 .4  C om p u ta t io n a l m o d e ll in g
Finite element modelling provides the freedom to replicate the exact motion of the shoe 
during all three movements. One of the limitations of developing a finite element 
model is the feasibility of replicating the surface conditions. However the ability to 
accurately predict the exact traction force between the shoe-surface interactions is not 
necessarily required. An alternative approach is to ensure that the predicted traction 
ranking between shoe configurations is representative; for example, the traction results 
from mechanical testing can be used to rank the traction performance of a set of shoe 
configurations.
Using the data collected in player testing there are a number of potential options 
available to impart realistic shoe motion into a finite element model:
• Drive complete motion using stud coordinates;
• Model individual foot-strike, transition and push-off phases;
• Replicate mechanical traction testing test parameters.
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10.4.1 Modelling complete shoe motion
The shoe motion can be driven by coordinate time-steps of three points on the shoe 
defining a rigid body section. The coordinate inputs can be taken directly from the 
difference between smoothed stud positional data at each time step. For example, Table
10.4 illustrates the boundary conditions required to mimic the motion of the shoe during 
the sprint movement at 0.01 s time steps.
Step Six Sly Slz S2x S2y S2z S3x S3y S3z Increment
1 -2.71 -0.10 -8.11 -2.60 -0.27 -7.85 -1.82 0.94 -5.94 0.01
2 -4.19 -3.66 -5.27 -4.06 -4.10 -5.68 -2.97 -2.74 -3.98 0.01
3 -1.74 -2.33 -1.90 -1.53 -2.69 -1.39 0.11 -1.76 -2.87 0.01
4 0.23 -0.81 1.40 0.33 -0.96 1.57 0.95 -1.10 -0.80 0.01
5 2.62 -0.02 3.72 2.31 0.50 3.16 0.00 -2.14 0.77 0.01
6 3.89 0.68 6.25 3.67 1.26 6.46 2.23 -1.92 0.96 0.01
7 3.35 0.92 7.82 3.29 1.25 8.48 3.21 -1.70 1.38 0.01
8 1.10 1.50 8.71 1.08 1.65 9.23 1.90 -1.34 1.65 0.01
9 -0.37 2.68 9.73 -0.44 2.93 10.02 0.11 -1.00 2.65 0.01
10 -3.27 4.13 12.80 -3.08 3.71 12.78 -0.08 -0.66 3.07 0.01
11 -3.47 7.97 17.79 -3.33 7.72 18.31 0.89 0.52 5.67 0.01
12 -6.07 12.68 23.07 -5.92 12.28 22.81 -1.91 1.03 9.75 0.01
13 -8.15 19.25 30.80 -7.76 17.96 29.37 -4.09 3.42 17.55 0.01
14 -3.83 27.97 38.73 -3.78 27.58 37.98 0.10 9.20 27.73 0.01
15 -0.75 33.26 44.76 -0.99 33.66 44.09 2.64 12.34 36.02 0.01
T a b le  1 0 .4  - B o u n d a ry  c o n d it io n s  o f  3  r ig id  n o d e s  o n  th e  o u ts o le  d u r in g  s p r in t in g  
(d is p la c em e n ts  in  m m , t im e  in c rem en ts  in  s ) .
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100 -
F ig u re  1 0 .1 5  -  C o o rd in a te  p o s it io n  o f s tu d  S 3  d u r in g  th e  s p r in t m o v em e n t (2 0 0  H z ) .
Traction performance could be measured from the horizontal reaction force on the studs 
when in contact with the surface. This approach is valid when the surface and shoe 
interaction exactly replicates that seen in the field. The boundary conditions suggested 
represent one particular shoe-surface interaction and the resulting motion of the shoe is 
a consequence of the conditions at the time of testing. However, the intention of the FE 
model is to be able to make changes to the outsole configuration or surface conditions 
and estimate the influence on the traction behaviour. It logically follows that changing 
the conditions of the interaction would influence the motion of the shoe; for example 
reducing the stiffness of the surface could potentially cause the shoe to slip. This slip 
would not be seen in the FE simulation as the motion of the shoe is controlled and only 
a potential change in the horizontal reaction force would be seen.
Using the stud position to drive the motion of the shoe has limitations in the fact that the 
model would never reach equilibrium; the influence of changing shoe or surface 
conditions could only be measured by the reaction forces between the studs and the 
surface, the point at which this is measured is subjective and is depended on the stud 
configuration. Changing the stud configuration essentially changes the location where
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the reaction force is being measured and can cause conflict between different outsole 
designs.
An alternative approach is to use the velocity and mass of the shoe to drive the motion 
and use the resulting trajectory as a measure of the traction performance as discussed 
below.
10.4.2 Modelling individual stages
Three distinct stages were identified in Chapter 9 for the sprint and the side-cut 
movement; foot-strike, transition and push-off. For the kick movement, a foot-strike 
and ball contact phase was identified. During the foot-strike phase, the resulting 
displacement of the shoe when in contact with the surface can be modelled by inputting 
the shoe velocity at the start of the phase and allow the model to reach equilibrium. The 
distance the shoe travels when in contact with the surface is effectively a measure of the 
traction performance of the shoe-surface interaction. This approach is similar to the 
analytical model, where the vertical velocity of the shoe was used to predict the 
penetration depth for each movement on impact. The advantage of using finite element 
analysis is that motion in three directions can be assessed and the orientation of the 
studs to the surface can be set to represent that observed in player testing.
Using the velocity of three studs on the shoe to ensure shoe rotation is also represented 
and the maximum vertical load from player testing, the following boundary conditions 
for the foot-strike stage of all three movements are shown in Table 10.5. Figure 10.16 
illustrates the velocity boundary conditions applied to a Copa Mundial outsole for the 
impact phase of the sprint movement.
Sprint Side-cut Kick
Orientation (-16.2°:-24.8°:-0.6°) (14.3°:-21.4°:-37.6°) (19.0°:-32.1°: 29.8°)
Velocity SI (-0.22, 0.26, -0.88) ms'1 (-0.97, -0.09, -0.43) ms'1 (1.32, 1.60,-1.22) ms'1
Velocity S2 (-0.21,0.25, -0.83) ms'1 (-0.84, -0.17,-0.32) ms'1 (1.37, 1.81,-1.40) ms'1
Velocity S3 (-0.13, 0.34, -0.74) ms'1 (-1.26, 0.08,-1.43) ms'1 (1.44,2.00, -2.21) ms'1
Load 1600N 1375 N 1965 N
T a b le  1 0 .5  - B o u n d a ry  c o n d it io n s  fo r  re p lic a t io n  o f im p a c t m o t io n  fo r  s p r in t, s id e -c u t a n d  
k ic k  m o v em en ts  (o r ie n ta t io n  re p re s e n ts  p itc h , y aw  a n d  ro ll a n g le s  re s p e c t iv e ly ; s tu d  
v e lo c it ie s  re p re s e n t x , y  a n d  z  c om p o n en ts ) .
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F ig u re  1 0 .1 6  - E x am p le  b o u n d a ry  c o n d it io n s  fo r  th e  fo o t -s tr ik e  p h a s e  o f  th e  s p r in t  
m o v em e n t a p p lie d  to  r ig id  b o d y  n o d e s  o n  th e  s tu d s  S 1 , S 2  a n d  S 3 .
During the transition phase for the sprint and side-cut movements the shoe was 
observed to rotate in the xy plane. For the sprint movement, only the forefoot studs 
were in contact with the surface and the resulting centre of rotation was situated on the 
medial side of the forefoot. For the side-cut movement, the heel and forefoot studs were 
in contact, with the centre of rotation on the medial side of the heel. Rotations can also 
be modelled using FE with boundary conditions similar to those recommended for 
mechanical traction testing (Table 10.2).
Using one set centre of rotation may however not be fully representative of the complete 
shoe motion. Analysis of sprint trial P5S1 which was observed to undergo a significant 
change in yaw angle during the contact phase revealed that the centre of rotation moved 
over each time-step (Figure 10.17).
The centre of rotations tended to lie on the medial side of the shoe, slightly outside of 
the forefoot. Over a duration of 0.09 s, the centre of rotation moved from the rear of the 
forefoot to the front. This suggests that at the beginning of the movement the forefoot is 
rotating about a point nearer to the ankle, but by the end of the movement, the heel and 
leg are rotating about a point near the forefoot which is fixed to the surface. This is 
potentially the mechanism that can cause ACL type injuries if the forefoot is unable to 
rotate.
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F ig u re  1 0 .1 7  - P o s it io n  o f th e  c e n tre  o f ro ta t io n  d u r in g  th e  c o n ta c t p h a s e  fo r  a  s p r in t  t r ia l .
Bladed stud designs were initially heavily criticised in the press because of their 
inability to allow the foot to rotate when in contact with the surface (BBC 2005). 
Designs have since improved and tend to orientate the studs about a centre of rotation 
situated in the centre of the forefoot. Results from player testing suggested that a single 
centre of rotation may not exist but instead moved throughout the movement. It could, 
however be argued that the stud configuration and not the player motion controls the 
location of the centre of rotation. As such, orientating the studs about one centre of 
rotation will inherently cause the foot to rotate about that point. Whether this is 
desirable is a potential subject for further investigation but also highlights that a range 
of centre of rotations should be modelled. If design is based around a centre of rotation 
on the forefoot, the implications on the resistance to rotation about alternative points 
should be investigated with the concept of an acceptance zone to ensure rotation values 
do not get too high and cause a risk of injury.
10.4.3 Modelling mechanical test parameters
To validate an FE model the test parameters recommended for traction testing could be 
used. These can aid in developing a surface medium that is representative, if not 
realistic, of natural or artificial turfs. The traction ranking of a selection of outsoles
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could be obtained for each test parameter using the mechanical traction tester. The 
same movement could be replicated using the FE model and the horizontal reaction 
force used to again rank the outsoles. An ideal solution would be for the traction force 
to be equal in both mechanical and FE modelling. This is a long term goal and an 
intermediate step would instead be to ensure that the traction ranking of the outsoles 
was consistent.
1 0 .5  C h a p te r  s um m a ry
Mechanical traction testing - modified test parameters
Five suggestions were made for test parameters for the current traction testing device 
that represented the three movements analysed; sprint, kick and side-cut. Initially, 
assessment of the time period during the movement where the player was considered to 
be most at risk of slipping was carried out. Factors such as ratio of horizontal to vertical 
force, number of studs in contact with the surface and velocity of the shoe were all 
taken into account. For the sprint movement, the final push-off phase was selected as 
the critical slip period; during this time, only the toe studs were in contact with the 
surface but a high ratio of horizontal to vertical force was observed. Analysis of shoe 
motion during this period suggested that the shoe was rotating in the yz plane about a 
point close to the toe. During the rotation, the toe studs were observed to undergo 
greater posterior translation than predicted by a fixed rotation point. This suggested 
that the toe studs were also sliding during push-off. The posterior translation was 
modelled to provide traction test parameters by assuming a fixed shoe position. A 
posterior translation of 20 mm at a pitch angle of 35° was recommended. For the kick 
movement the initial foot-strike phase was highlighted as the critical slip time period. 
The shoe was observed to land in a toe-up and toe-out position with notable outward 
roll. This lead to the lateral heel studs coming into contact with the surface first. The 
shoe motion was simplified to recommend translational test parameters; translation in 
the medial direction was observed. Similarly the foot-strike phase for the side-cut 
movement was analysed. Again the shoe was observed to land in a toe-up position, but 
with substantial inward roll causing the medial heel studs to land first. The shoe was 
then observed to translate approximately 10 mm laterally giving the translation test 
parameters. The translation directions identified in the kick and side-cut movements are 
not traditionally tested in traction assessment. The posterior motion of the forefoot
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during sprint is more commonly assessed, although the high pitch angle causing only 
the toe studs to be in contact with the surface is an important modification, highlighting 
the limited number of studs in contact with the surface during a potentially high-risk 
motion. The new speeds of translation are higher than originally tested; the speed could 
cause additional problems when implementing the new test parameters due to excessive 
vibration of the device. The rotation of the shoe during each movement was also 
analysed. Two sets of test parameters were derived to represent the forefoot rotation 
during the sprint movement and the complete shoe rotation during the side-cut 
movement. The rotation angles were smaller than originally tested (12° compared to 
60°) but speeds of rotation were similar (60°s '). The point of rotation was found using 
the Reuleaux method; for the sprint forefoot rotation it was calculated to be on the 
medial side of the forefoot, and for the side-cut rotation, on the medial side of the heel. 
Both were rotation centres not normally assessed in traction testing. Implementation of 
the new recommended test parameters needs to be done with care; ensuring that the 
original test requirements of high repeatability, low standard deviation and clearly 
comparable results can still be achieved.
Mechanical traction testing - new device
An alternative to using the player testing results to modify the original traction tester is 
to instead develop a new test device to better represent shoe motion. The current 
traction testing device is limited to only translation and rotational movements and 
required the shoe orientation to be fixed throughout the motion. As observed in Chapter 
9, this is not always the case; changes in pitch, yaw and roll were seen during impact, 
contact and push-off stages in all three movements. Using a concept often used to 
assess the frictional properties of two surfaces, a pendulum style device was 
recommended. This device aims to mimic the push-off stage in the sprint movement, 
where the dominant motion was a change in the pitch angle of the shoe. The resistance 
to rotation of the forefoot stud configuration on the surface could be used as a measure 
of the traction performance. More complex traction testing designs are introduced in 
Chapter 12.
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Analytical modelling
An analytical model based on two non-linear springs in series was developed in Chapter 
3 to predict the relative deformation of the stud and the surface leading to an estimate of 
penetration depth. The original test parameters for the mass-spring model were based 
on results from literature on the impact velocity (Kirk 2008) and impact force 
(Cavanagh et al. 1984) during a heel-strike in running. The results from player testing 
were instead used to estimate the stud penetration depth on impact during the sprint, 
kick and side-cut movements. Although the model requires further development to 
calculate the stud and surface spring stiffness during realistic load conditions, using 
representative test parameters suggested that the studs would not completely penetrate 
the surface during the sprint and side-cut movements on a firmer surface. This 
effectively reduces the contact surface area as sole-plate interaction would not occur, 
thus reducing the traction performance of the shoe.
Finite element modelling
Three approaches were identified for finite element modelling of the shoe-surface 
interaction; complete shoe movement, shoe movement during foot-strike, transition and 
push-off stages and shoe movement using mechanical test parameters. One of the 
limitations of using the complete trajectory to control the motion of the shoe is that the 
trajectory may be specific to the shoe-surface conditions at the time of testing. 
Developing a finite element model to follow the trajectory of the shoe and then 
changing the stud configuration or surface properties but maintaining the same 
trajectory would no longer be valid as the model would not reach equilibrium. A better 
approach may be to break the motion down into stages, use initial velocities and loads 
to set the boundary conditions for the movement, but use the resulting trajectory as a 
measure of traction. Replicating the test parameters recommended for mechanical 
traction testing would allow the model to be validated using the mechanical test results. 
Developing a realistic surface model is highly complex but ensuring that the same 
traction ranking is achieved between outsole configurations in both the finite element 
model and mechanical traction testing is an important intermediate step.
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1 1  IN F L U E N C E O F S H O E -S U R F A C E IN T E R A C T IO N S IN O U T SO L E  
D E S IG N
1 1 .1  In tro d u c t io n
A review of current literature (Chapter 2) revealed that there is very little published 
work available on the design of football boots, particularly the influence of player 
movement on outsole configurations. There have however been extensive studies into 
the measurement of traction to both classify surface conditions and rate outsole 
configurations. Attempts have been made to improve the realism of the measurement 
devices using biomechanical analysis, yet to date, the results have not been fully used to 
suggest outsole design modifications to enhance player performance or minimise the 
risk of injury.
When designing new outsole configurations player testing is normally performed after a 
prototype shoe has been developed (Figure 11.1). It is often considered the final stage 
before the shoe goes to market and can be used to gain feedback on comfort and 
performance. An alternative suggestion is to use the player testing to inform the initial 
idea conception; observations from the shoe-surface interaction under different 
conditions provide information on stud penetration angles or points of rotation.
Id e a
g e n e ra tio n
P la y e r
te s tin g
P ro to ty p e
d e v e lo pm e n t
M e c h a n ic a l
te s tin g
P la y e r
te s t in g
Id e a
g e n e ra t io n
M e c h a n ic a l P ro to ty p e
te s t in g d e v e lo pm e n t
F ig u re  1 1 .1  - D e s ig n  c y c le . L e ft :  T ra d it io n a l, p la y e r  te s t in g  o c c u rs  a f te r  p ro to ty p e  
d e v e lo pm e n t; R ig h t: M o d if ie d , p la y e r  te s t in g  is  th e  s ta r t in g  p o in t  fo r  id e a  g e n e ra t io n .
The two main factors in traction assessment are movement in translation and rotation. 
These also form the primary design considerations. Current trends to meet the 
translational traction requirements are to increase the area of contact between the 
outsole and the surface; either through increasing the number of studs or increasing the
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depth of penetration. Longer stud lengths do not necessarily lead to increased traction; 
sole plate interaction is also important helping to increase the contact area between the 
outsole and the surface (Clarke and Carre 2010). As such the selection of stud length 
for the surface condition is important; a long stud length on a hard surface will 
potentially display less traction than a shorter stud length due to the incomplete 
penetration and lack of sole-plate interaction. A range of stud profiles are available to 
suit varying pitch conditions; typically marketed as firm ground, soft ground and 
artificial turf outsoles. Soft ground studs are typically removable longer length studs 
made of metal. Firm ground and artificial turf outsoles often have a moulded sole with 
shorter, rubber studs. Interchangeable studs are still popular and allow players to keep 
the same shoe upper, but ensure that their stud selection is best matched to the ground 
conditions at the time. One of the latest innovations in stud technology to reach the 
market was the Nike pressure activated SENSE stud. The concept is similar to the 
adidas prototype Smart Stud, introduced in Chapter 3, whereby the stud length adjusts 
according to the surface hardness. This theoretically ensures that complete stud 
penetration, and hence maximum traction is achieved even when the surface conditions 
change during a match, or location on the pitch. This also eliminates the player decision 
making process required to select a suitable stud configuration and places the resulting 
traction performance in the hands of the manufacturer, not the player.
F ig u re  1 1 .2  - N ik e  S E N S E  s tu d  te c h n o lo g y  o n  th e  m e d ia l s id e  o f  th e  fo re fo o t o n  th e  
M e rc u r ia l V a p o r S u p e r f ly  I I I (N ik e  IN C . 2 0 1 1 ) .
Despite manufacturers recognising the importance of maximising translational traction, 
the availability of published work on the biomechanical validity behind the outsole 
designs is non-existent. This may in part be due to the confidentiality surrounding 
product generation but is also likely to be due to the considerable amount of time and 
resources required to conduct large scale player studies to obtain biomechanical data.
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Kirk et al. (2007) used results from tracking the motion of the shoe in 2D during a heel- 
strike in low speed running 2D to suggest a change in stud design to increase 
penetration and surface area in contact. The suggested stud geometry aligned the 
central axis of the stud with the impacting velocity vector. This effectively improves 
the penetration of the stud, but the author noted that once penetrated, the depth of the 
stud is significantly reduced compared to if it was vertical, potentially reducing the 
translational traction. The author also expressed concerns over the effects of the 
modified stud geometry on other movements. The study was also limited by only being 
able to calculate stud angles in a 2D plane. The notion of using observations from 
player testing to influence design is important. Further knowledge on the interaction of 
all studs during a range of movements can help develop a wider picture on how player 
testing can influence design.
Rotational traction is also an important consideration and is more commonly associated 
with reducing injuries than improving performance. The influence of the shoe-surface 
interaction on lower limb injuries has been well researched; with Orchard et al. (2008) 
concluding that excessive traction between the shoe and the surface is one of the likely 
causes of ACL injuries. One of the earliest design suggestions resulting from 
assessment of player performance and injuries was by Cameron and Davis (1973). The 
authors developed a studded swivel plate attached to the outsole to allow the shoe to 
rotate about the studs when fixed into the surface. The design was based on 
biomechanical analysis from laboratory based player testing and observation of injuries 
to American Football players over a six year period. The resulting design was capable 
of turning 360° in either direction but required 10 lb torque to initiate the movement. 
The swivel shoe was trialled on a sample of 466 high school players over a complete 
football season. Results from 2373 players wearing conventional studded outsoles were 
also gathered. The results indicated that only 5% of the swivel shoe wearing players 
recorded an injury to the knee or ankle compared to 16% of the players wearing 
conventional shoes. This lead the authors to conclude that at the time, the most 
effective method of reducing injuries caused by stud fixation is to wear a shoe with 
swivel studs and a stud-less heel. The design however has never made it to mass 
manufacture and the concept of swivel studs has been outweighed by the drive to have 
lightweight shoes.
Despite the knowledge that excessive rotational traction can lead to lower limb injuries 
(Cameron and Davis 1973), the 1990’s saw the introduction of the first bladed stud 
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designs. The outsoles typically had wedge shaped studs orientated along the length of 
the shoe increasing the surface area for improved translational traction. These initial 
designs were not portrayed favourably by the press, with reports of calls to ban the 
design at both school and professional levels (BBC 2005).
More recently, bladed designs have curved or tapered studs orientated about the centre 
of the forefoot (Figure 11.7). These designs are in some ways taking note of the results 
from the study by Cameron and Davis (1973) but instead of having a swivel sole, the 
studs are orientated so to minimise rotation of the forefoot. Both the modern designs 
and the swivel plate shoe suggest that the centre of rotation of the lower limbs is about 
the centre of the forefoot. Chapter 9 identified the centre of rotation for two different 
movements performed wearing Copa Mundial shoes on natural turf. The centre of 
rotation for the sprint movement was identified to be on the medial side of the forefoot, 
with only the forefoot studs in contact, and for the side-cut movement, the centre of 
rotation was further back on the medial side of the heel, with the complete outsole in 
contact. The questions raised from this study and from reviewing relevant literature are: 
is the centre of rotation just an artefact of the stud position and which drives which? 
Should the natural centre of rotation be used to influence the stud configuration or 
should the stud configuration be designed to control the centre of rotation? Further 
work is required to answer the proposed questions, starting with an investigation to see 
how the centre of rotation changes depending on the choice of footwear. More details 
are outlined in Chapter 12.
An intermediate step is to use the knowledge gained from the player testing studies to 
suggest how the shoe-surface interaction may influence outsole designs. Understanding 
how the studs interact with the surface with a known stud configuration (Copa Mundial) 
can help to play an important part in the future design of outsoles. Both observations of 
the centre of rotation and translation direction vectors during the football specific 
movements can be used to aid in outsole design. The former being used to minimise 
rotational traction and reduce the risk of injury, and the latter to improve translational 
traction and increase player performance. The foot-strike and push-off shoe orientations 
are also analysed, building on the notion raised by Kirk et al. (2007) that improving the 
stud angle may improve penetration and hence increase traction. The proposed ideas 
are a suggestion on how biomechanical analysis can be incorporated in outsole design.
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1 1 .2  In f lu e n c e  o f s h o e  o r ie n ta t io n  a t  fo o t -s tr ik e  a n d  p u s h -o f f
The results from tracking the stud position and shoe orientation also allow the angle of 
stud on impact to be determined even though it is not visible from the video footage. 
This information could help answer question such as are additional studs needed on the 
tip of the toe or what angle should the studs be to improve traction on impact. Kirk et 
al. (2007) alluded to this when investigating the 2D forefoot angle on impact. The 
authors suggested a modified stud geometry to align the stud along the velocity vector. 
The results from player testing (Chapter 9) of three movements can be used to expand 
this idea in 3D to cover a wider range of scenarios. The orientation and velocity vector 
direction of the shoe and studs during impact and push-off for the sprint, kick and side- 
cut were investigated.
11.2.1 Sprint movement
During the foot-strike stage of the sprint movement, the shoe landed in a toe-down 
position with the forefoot coming into contact with the surface first. The pitch angle on 
foot-strike was 16.2° with a yaw (toe-out) angle of 24.8° while at push-off the angles 
were 30.1° and 24.1° respectively. Figure 11.3 and Figure 11.4 illustrate the orientation 
of the studs on foot-strike and push-off.
F o o t-s tr ik e  -  S p r in t
F ig u re  1 1 .3  -  O r ie n ta tio n  a n d  v e lo c ity  v e c to rs  o f  th e  fo re fo o t s tu d s  o n  fo o t-s tr ik e  (s p r in t ) .
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F ig u re  1 1 .4  -  O r ie n ta tio n  a n d  v e lo c ity  v e c to rs  o f  th e  fo re fo o t s tu d s  a t p u s h -o f f (s p r in t) .
7 7.2.2 Kick movement
For the kick movement, all participants landed heel first in a toe-up and toe-out 
position. The shoe was also slightly outward rolled suggesting that the first studs to 
contact the ground were the lateral studs on the heel. Figure 11.5 illustrates the 
orientation of the heel studs on foot-strike.
F ig u re  1 1 .5  -  O r ie n ta tio n  a n d  v e lo c ity  v e c to rs  o f  th e  h e e l s tu d s  o n  fo o t -s tr ik e  (k ic k ).
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11.2.3 Side-cut movement
During the side-cut movement, the shoe was also observed to land in a toe-up and toe- 
out position but with substantial inward roll. As such, the medial heel studs were 
observed to come into contact with the surface first. Figure 11.6 illustrates the 
orientation of the heel studs on foot-strike.
F o o t-s tr ik e  -  S id e -c u t
P itc h  =  1 4 °,  Y aw  =  -2 4 °,  R o ll =  -3 8 ° ' \
F ig u re  1 1 .6  -  O r ie n ta t io n  a n d  v e lo c ity  v e c to rs  o f  th e  h e e l s tu d s  o n  fo o t-s tr ik e  (s id e -c u t ) .
11.2.4 Summary of shoe orientation
During foot-strike and push-off for the sprint movement, the resulting velocity vectors 
acted in opposing directions. Aligning studs to meet both requirements would be 
conflicting as in both cases it is the front forefoot studs that are predominantly involved 
in the interaction. The critical slip assessment of the sprint movement indicated that the 
latter moments of push-off were at a greater risk of slipping than the initial time of 
impact. It is therefore perhaps more important for the stud design to focus on the push- 
off angle and direction. Figure 11.4 illustrates that the toe area is the last point of 
contact with the surface. For the Copa Mundial outsole, no additional traction elements 
are present near the toe; future designs may either need additional studs or the use of 
surface texture to increase the traction in this zone.
For the heel plant during kicking, the shoe landed on the lateral edge, with substantial 
pitch (toe-down) and outward roll angles. The resultant velocity vector acted in an 
anterior-medial direction. Stud angle for the rear heel studs could be aligned along this
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velocity vector to increase penetration during the initial contact stages. However, for 
the side-cut movement, the medial side of the shoe landed first and the resultant velocity 
vector predominantly acted in the lateral direction. The optimum alignment of studs for 
the side-cut movement would therefore be acting in the opposite direction to the kick 
movement. A potential solution would be to have opposing stud alignments on the 
medial and lateral sides of the heel. A side-effect of this design may be that the 
opposing stud may not penetrate the surface and instead lead to an increased roll angle. 
A compromise could be to lessen the alignment angles giving an improvement in 
penetration but also with consideration to other movements.
1 1 .3  In f lu e n c e  o f c e n tre  o f  ro ta tio n
The position of the centre of rotation can influence the stud shape and position on the 
outsole. Traditionally the centre of rotation is assumed to be in the centre of the 
forefoot for the forefoot studs and in the centre of the heel for the heel studs. Figure
11.7 illustrates the 2011 adidas F10 TRX AG outsole configuration; four centres of 
rotations are identified following the curvature and position of the forefoot and heel 
studs. Figure 11.8 shows the position of the calculated centre of rotation for the sprint 
and side-cut movements.
F ig u re  1 1 .7  - E s t im a te d  c e n tre s  o f ro ta t io n s  (re d  m a rk e rs ) fo r th e  a d id a s  F 1 0  T R X  A G  
o u ts o le  (a d a p te d  fro m  a d id a s  G ro u p  2 0 1 1 ); th e  d a s h e d  c irc le s in d ic a te  th e  p o s s ib le  
c e n tre  o f ro ta t io n  a n d  c o r re s p o n d in g  m o t io n  p a th  g iv e n  th e  s h a p e  a n d  o r ie n ta tio n  o f th e  
s tu d s .
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F ig u re  1 1 .8  - L e ft : C e n tre  o f ro ta t io n  in  s p r in t m o v em e n t; R ig h t: C e n tre  o f ro ta t io n  d u r in g  
s id e -c u t m o v em e n t w ith  C o p a M u n d ia l s tu d  c o n f ig u ra t io n ; re d  m a rk e rs in d ic a te th e  
o b s e rv e d  c e n tre  o f ro ta t io n  fro m  p la y e r te s t in g  a n d  th e  d a s h e d  lin e s re p re s e n t th e  
c o r re s p o n d in g  m o tio n  p a th  fo r  th e  fo re fo o t o r  h e e l a b o u t  th e  c a lc u la te d  c e n tre .
Figure 11.8 illustrates that during the sprint movement, studs should be orientated to 
reduce rotational resistance about a point on the medial side of the forefoot. Only the 
forefoot studs are influenced by this centre of rotation. However, for the side-cut 
movement, the complete outsole is in contact and the centre of rotation located on the 
medial side of the heel. This could cause conflict between the rotation directions for the 
forefoot studs. A shape that allows a reduced rotational resistance along both rotation 
paths would be the optimal solution although could pose additional problems with 
regards translational traction.
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1 1 .4  In f lu e n c e  o f  t ra n s la t io n  v e c to rs
The translation of the shoe during each movement was assessed using the positional 
data of the studs on the outsole of the shoe. Results suggested that the shoe did not slip 
such that it would have been perceived by the participants, but that the motion of the 
shoe for each of the three movements was distinctive for that movement. The sprint 
movement caused the shoe to move posteriorly after impact whereas the kick movement 
showed anterior and medial motion and the side-cut movement displayed both lateral 
and posterior motion. The movement directions of the studs when in contact with the 
ground could be used to aid in stud positioning and shape design. If the posterior slide 
during sprinting was deemed undesirable, a stud profile to enhance traction in that 
direction could be beneficial. However, other motions of the shoe aside from posterior 
sliding also occurred during the sprint movement; significant external rotation of the 
heel was also observed prior to the push-off stage. A stud profile that prevented 
posterior sliding would also need to allow for foot rotation to prevent the potential of 
knee or ankle injuries.
The stud translation vectors for each movement were created from the position history 
of the studs. The position history data was available for all the studs which also allowed 
the location of the studs at 0.02 s time intervals during contact with the ground to be 
viewed. Only the movement in the xy plane was investigated.
F ig u re  1 1 .9  - P o s it io n  h is to ry  o f  fo re fo o t s tu d s  fo r  th e  s p r in t  m o v em e n t .
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80
• Os 0.02 s 0.04 s 0:06 s *0.08 s *0.10 5 *0.12 s *0.14 s
y  p o s it io n  (m m )
F ig u re  1 1 .1 0  - P o s it io n  h is to ry  o f  a ll s tu d s  fo r  th e  k ic k  m o v em e n t .
F ig u re  1 1 .1 1  - P o s it io n  h is to ry  o f  a ll s tu d s  fo r  th e  s id e -c u t m o v em e n t .
The dominant change in position of the studs was used to create motion vectors for the 
shoe for each movement. The vector arrow represents the average displacement of the 
studs from foot-strike to the initial stages of push-off.
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Figure 11.12 to Figure 11.14 illustrate the different stud motion pattern for the three 
movements. For the sprint movement, the dominant stud displacement was in the 
posterior direction, with only the forefoot studs in contact. During the kick movement, 
the complete outsole was in contact, but the heel motion was primarily in the medial 
direction and the forefoot also showing slight anterior motion. The side-cut dominant 
motion was in the lateral direction with the heel showing slight anterior sliding on 
impact and the forefoot dominant motion was slightly posterior but still acting laterally. 
To prevent potential sliding during contact, the stud surface area in the direction of 
motion needs to be maximised to increases translational traction. The conflicting 
motion vectors for each movement indicate that a conventional bladed stud with only 
one long axis would not be adequate. Circular studs may offer the optimum solution or 
triangular studs as long as care was taken to reduce sharp corners that could cause 
lacerations.
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1 1 .5  D e s ig n  s u g g e s t io n
R u b b e r  d ire c t io n a l s c a le s  
o n  to e  a re a  to  in c re a s e  
t ra c t io n  d u r in g  p u s h -o f f .
S u r fa c e  a re a  in c re a s e d  in  
a n te r io r -p o s te r io r  
d ire c t io n  to  im p ro v e  
t ra n s la tio n a l t ra c t io n .
F o re fo o t s tu d s  o r ie n ta te d  
to  re d u c e  ro ta t io n a l 
re s is ta n c e  d u r in g  s p r in t 
m o v em e n ts .
S tu d  c o rn e rs  ro u n d e d  to  
re d u c e  r is k  o f la c e ra t io n s .
R e a r  fo re fo o t s tu d  s h a p e d  
to  h a v e  re d u c e d  ro ta t io n a l  
re s is ta n c e  f ro m  b o th  
fo re fo o t a n d  h e e l c e n tre  
o f ro ta t io n s .
M e d ia l h e e l s tu d s  
o r ie n ta te d  to  re d u c e  
ro ta t io n  d u r in g  s id e -c u t  
m o v em e n ts .
P ro fi le  o f la te ra l h e e l s tu d  
a n g le d  to  in c re a s e  
p e n e tra t io n  d u r in g  h e e l 
p la n t fo r  k ic k in g .
F ig u re  1 1 .1 5  -  O u ts o le  d e s ig n  s u g g e s t io n .
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The above observations were then combined to develop an example outsole design 
(Figure 11.15) that combines the influences of the shoe-surface interactions from 
realistic football movements on natural turf. The translation vectors were used to shape 
the studs to increase the surface area in the direction of motion. Theoretically this 
should increase translational traction performance. The centre of rotation was taken 
into consideration to ensure that the studs were also positioned to reduce rotational 
resistance. It is hoped that this will minimise the risk of ACL injuries caused by 
excessive stud fixation. The orientation of the shoe on impact was used to change the 
profile of the studs to aid in penetration into the surface. The shoe orientation on push- 
off during the sprint movement highlighted that the tip of the toe was the last point of 
contact with the surface; this gave rise to the suggestion of additional toe traction 
elements.
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1 2  F U T U R E  W O R K
1 2 .1  In tro d u c t io n
There are three main areas for continued research resulting from the outcomes of the 
study:
• 3D methodology
• Data collection
• Implication of results
Each section has arisen from the progression of the study; from initial development of a 
3D measurement system, evaluation of the system and collection of example data, to 
analysis of results and implications for testing and design. The following 
recommendations for future developments range from small modifications to the 
measurement system to improve efficiency and accuracy of data collection to the 
suggestion of new studies to answer longer term research goals.
1 2 .2  3 D  m e th o d o lo g y  d e v e lo pm e n t
The aim and objectives of the 3D measurement system was to develop a method of 
obtaining the position of a shoe using a system that was portable, of minimal intrusion 
to the players, suitable for use both in a laboratory and outside and ultimately able to 
achieve high marker re-projection accuracy. Post processing methods were then 
developed to track the markers and obtain kinematic information. The main aims and 
objectives were achieved and the system successfully used to obtain shoe data from a 
single participant in the laboratory and from a larger sample size outside on natural turf. 
There are still however potential areas for development, namely to improve the 
efficiency of the data collection, speed of analysis and accuracy of re-projection. The 
following section outlines how the method can be developed for use in future research.
One current limitation of the measurement system is the small test viewing area. 
Players were required to place their left foot (tracked shoe) within aim zone for all 
three movements; after practice trials, for many players this was not an issue, but for 
some, their approach run was affected and additional repeats were necessary to ensure 
the shoe was within the filming zone. The viewing area was selected by assessing the
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level of zoom, image size (in pixels) and resulting marker size. A larger test area could 
be generated by reducing the camera zoom and reducing the tracking marker size. 
Increasing the resolution would ensure that an adequate number of pixels remained in 
the marker to allow a high level of tracking accuracy. This however, would increase 
download time between repeats. An alternative approach would be to increase the 
number of cameras being used. One of the advantages of the measurement system 
developed was that only two high-speed cameras were required to tracked the shoe in 
3D. With unlimited resources on equipment, additional cameras could be placed along 
the same plane as the original cameras to increase the viewing plane in the yz axis. 
Using additional cameras on the opposing side of the player would allow either the 
other shoe to be tracked, or the same shoe but through a greater range of motions. 
Figure 12.1 illustrates a modified camera set-up to capture wider viewing zone. This 
camera set-up is more representative of traditional laboratory based motion capture 
systems (Robertson et al. 2004) and in itself will have further limitations; for examples 
additional costs, extra cabling and more data to analyse. Increasing the viewing angle 
would also help identify markers when high roll or yaw angles obscured them from 
view.
□ &
y
* 0 <►
F ig u re  1 2 .1  - E x te n d e d  c am e ra  s e t-u p  fo r  in c re a s e d  v ie w in g  a re a .
The time required to analyse the recorded video footage to obtain marker coordinates 
was reduced by the development of a semi-automated tracking algorithm. The 
algorithm was implemented in MATLAB™; the first step was to convert the .cin files 
saved by the Phantom camera software to .avi files. This step was time consuming and 
performed outside of MATLAB™. To increase the efficiency of the algorithm, the raw 
video files could be read directly into MATLAB™ using the cineread function. At the 
time the original tracking algorithm was developed, this function was not available but 
could be now used to improve the analysis efficiency (Phantom Zone 2010).
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To identify the marker the image was converted to a binary image using a user defined 
threshold. This allowed the threshold to be modified depending on the light conditions 
of the image to be tracked. Testing outside in natural light gave varying light levels due 
to cloud cover or change in time. The same tracking algorithm needed to be used for all 
images. The manual adjustment of the conversion threshold potentially increased the 
analysis time for each video. The function graythresh could be used on the cropped 
image before conversion to obtain the global threshold of the image.
O r ig in a l L e v e l =  0 .4 Lev e l =  0 .3 Lev e l =  0 .2 Lev e l =  0 .1 Lev e l =  0 .1 3 5 3
F ig u re  1 2 .2  -  U s e  o f  graythresh fu n c tio n  to  id e n t ify  a p p ro p r ia te  b in a ry  c o n v e rs io n  
th re s h o ld .
The original image in Figure 12.2 is darker than average due to increased cloud cover, 
the standard threshold conversion of 0.4 is too high and the markers are not detected, 
reducing the threshold detects the markers, but the selection of the optimal threshold is 
experimental. The graythresh function selects the threshold to minimise the intraclass 
variance of the black and white pixels and reduces the manual input of the semi­
automated tracking algorithm. The function can be applied at each loop to account for 
changing light during video capture; this will increase the computational requirements, 
but improve efficiency.
One of the greatest errors in propagation of marker coordinates to stud coordinates was 
obtained from measuring the relative stud location to marker position. An accuracy of ± 
1 mm was estimated, this propagated to a maximum error of ± 2.2 mm. Alternative 
methods of obtaining the relative marker and stud positions are:
• 3D laser scanner
• CAD geometry
• 3D motion capture systems
Using CAD geometry was not possible at the time of testing, as the markers were 
positioned onto the shoe manually. If the markers were printed onto the shoe during the 
manufacturing process, the location of the markers relative to the stud geometry would 
be known as a full 3D CAD model would be produced. A 3D motion capture system
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was used to validate the stud transformation calculation. To use the system to identify 
the marker and stud coordinates, the shoe would need to be mounted in the viewing 
plane allowing all markers and studs to be viewed from two or more cameras. The 
accuracy of measurements would then be as reliable as the measurement system. 
Commercially available biomechanical measurement systems are often used to obtain 
the relative coordinate locations of markers on the human body. The systems are 
typically electromagnetic and can achieve a root mean square error of less than 1 mm 
when measuring stationary markers (Richards 1999). This is similar to the estimated 
accuracy of the manual method, but would potentially be more time efficient and show 
greater reliability. 3D laser scanners can achieve similar results with a quoted accuracy 
of 15 pm available on the more advanced scanners (Nicon Metrology NV 2011).
A potential source of random error in the measurement system arose from the flexion of 
the shoe changing the distance between markers. Two rigid bodies were defined on the 
shoe, and the distance between markers assessed to ensure that the shoe did not flex 
excessively during the movements. Increasing the number of markers and as such, the 
number of rigid bodies defining the shoe could reduce this potential error. Measuring 
the relative marker and stud position when the foot was in the shoe in both a neutral and 
flexed position could help quantify the potential error in assuming rigid body segments.
A long term goal of the study is to capture data in a real game scenario; reducing the 
need to have separate test days, the impedance on the players and influence on the test 
environment. In 2010 Sky Sports launched a dedicated 3D channel, with the 
broadcasting of top Premiership games being the main focus. The games were filmed 
using 3D cameras, and although the frame rate may not be high enough to obtained 
detailed information, the technology is a step towards being able to use TV footage to 
gather data. In order for the data collection to be remote, the shoe needs to be tracked 
without additional markers. The markers chosen for the current study were selected for 
their lack of impedance to the players and ease of tracking due to the high-contrast 
colour and shape. The markers were also positioned to define two rigid bodies on the 
shoe. Without additional markers, the shoe could be tracked using logos or designs 
already on the shoe. Knowing the location of the logo or design from the make, model 
and size would potentially allow the shoe to be tracked. In order for orientation of the 
shoe to be obtained, three markers defining a rigid body would be required. On some 
shoe designs this may be possible (for example, the three adidas stripes) but on others 
this is not possible without additional markers.
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1 2 .3  D a ta  c o lle c t io n  a n d  a n a ly s is
Using the existing 3D measurement system and analysis tools or a future developed 
version, one of the long term goals of the study is to be able to populate the table of 
results on shoe-surface interactions by including a wider range of participants and test 
variables. Table 12.1 includes potential variables such as changing surfaces or player 
level to ensure that the full potential of the shoe-surface interaction is investigated. The 
results from these additional studies could be used to answer further research questions; 
such as, do female players require specific outsole configurations?
Test parameter Potential variables
• Surface • Natural turf (firm and soft), artificial, wet, dry
• Players • Male, female, youth, professional, amateur, on 
pitch position
• Shoes • Range of studded and non-studded outsole designs
• Movements • Acceleration, braking, rotations (internal and 
external), cutting
• Sports • Any, not restricted to those that wear studded 
footwear
• Location • Countries - soil type, temperature, humidity, 
rainfall
T a b le  1 2 .1  - P o te n t ia l v a r ia b le s  fo r  in v e s t ig a t io n .
An additional study raised from the discussion on the centre of rotation of the shoe is 
whether the centre of rotation is influenced by the stud configuration, and which should 
be the driving factor. Using a range of stud configurations, included a no stud profile 
shoe, the centre of rotation from repeats of a set series of movements could be used to 
provide more information to help answer the research question.
One of the limitations of the data collected was that participants were not observed to or 
perceived that they were slipping during any of the movements tested. This indicates 
that the limits of the shoe configuration were not tested; small displacements during 
contact were instead used to extrapolate potential slip directions. Kinematic and kinetic 
information of the movements performed on a force-plate were then used to estimate the 
period of time though to be at greatest risk of slipping. To fully validate this estimate 
and the potential slip directions, a controlled study using a support harness should be
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undertaken, gradually reducing the coefficient of traction between the outsole and the 
surface until the participant slips.
For each set of data collected, the surface conditions need to be classified to allow 
further conclusions to be drawn from the results. Classification could be through means 
of a Clegg hammer drop test, or replication of the standard FIFA surface test 
procedures.
To ensure that any additional data collected is a valid representation of the population, 
Cochran’s (1977) equation can be used to estimate the required sample size given 
unlimited resources for player recruitment and time available for data collection.
E q u a t io n  1 2 .1
where z =  confidence interval, o = estimate of standard deviation, d =  margin of error.
Using the mean standard deviation from the Doncaster Rovers FC test results for the 
pitch, yaw and roll angles on impact from all three movements (± 8°), a margin of error 
of ± 1° and a 95% confidence interval, the recommended sample size is approximately 
250.
The analysis tools developed in Chapter 5, 8 and 9 can be used to analyse the results 
from further data collection to obtain the following information:
• Stud location through matrix transformation;
• Shoe velocity and acceleration using central differencing;
• Shoe orientation (pitch, yaw and roll);
• Time of impact from acceleration of impacting marker;
• Centre of rotation using the Reuleaux method;
• Helical screw axis parameters.
This level of information will then provide a greater understanding on the shoe-surface 
interaction for a range of different test conditions allowing a more informed decision on 
resulting mechanical test parameters or potential designs.
-256-
1 2 .4  In f lu e n c e  o f re s u lts  o n  t ra c t io n  te s t m e th o d s  a n d  o u ts o le  d e s ig n
12.4.1 Traction testing
The results from each study variable can be used to identify potential test parameters for 
mechanical traction testing devices. The new testing parameters could be used to 
recommend modifications to the existing traction testing device, as suggested in 
Chapter 10. The increased sample size and range of variables would ensure that the 
new test parameters best represent the range of scenarios likely to be experienced by a 
player wearing the shoes to be tested. The test parameter for the existing traction testing 
device might also be dependent on the outsole being tested and the intended conditions 
of use. For example, statistical analysis can be used to identify if significant differences 
exist between the test parameters selected for natural turf to those for artificial turf. If 
differences exist the most appropriate test parameters for the intended surface of use 
should be used.
Alternatively a new traction device could be developed to replicate a range of motions. 
The limitation of the existing traction testing device is that simultaneous changes in the 
position and orientation of the shoe are not possible. A new traction testing device 
could be designed to overcome this. When designing a new traction testing device, it 
should:
• Represent realistic movements;
• Produce results that are easy to compare;
• Produce results with a high repeatability;
• Be portable for use in different test environments (laboratory and outside);
• Have a short test time;
• Be easy to use.
This ensures that the device is applicable to traction assessment for manufacturers and 
also researchers.
One method to obtain both rotation and translation is to use a robotic arm with shoe 
attached on the end. To control a rigid body with six degrees of freedom (translation 
and rotation) either requires input data of nine coordinates of three points on the rigid 
body, or the helical axis parameters (Pliicker coordinates, translation displacement and 
angle of rotation). The use of helical axis parameters in robotic motion and
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computational animations is becoming more popular due to the reduced number of input 
parameters required to describe the motion (Murray et al. 1994). Appendix A describes 
the helical screw axis parameters used to define the motion of the shoe through the 
sprint, kick and side-cut movements.
The potential limitation of this type of device is that the motion being represented by the 
shoe may only be specific to one particular scenario. Analysis of the extended data 
collection could be undertaken to deduce the effect of changing the shoe or surface 
conditions on the resulting shoe motion. The use of risk ratings to identify the time 
during the motion the participant is at most risk of slipping could be used to break the 
movement down into smaller motions. Assessment of only these motions instead of the 
complete movement may help reach the design goals of the new traction tester.
12A.2 Outsole design
In Chapter 11, an example of how further information on the shoe-surface interaction 
could be used to influence the design of outsoles. Using the additional information 
gained from the extended data collection, outsoles unique to specific conditions could 
be designed. For example, an outsole suited to attacking players on a natural grass 
surface may require greater influence on translational traction.
Further considerations on the designs of outsoles are:
• The location of the flex point on sole; this can influence metatarsal injuries and 
is often governed by the stud configuration and outsole design.
• Influence of plantar pressure; stud positions have been shown to influence the 
pressure points on the sole of the foot and are a prime factor in injuries or 
perceived comfort.
• Clogging; ploughing effects created by certain stud configurations and outsole 
materials may be more resistant to clogging than other designs; mechanical 
traction testing methods could be used to evaluate this.
• Weight: lightweight shoes are becoming more popular, the number and size of 
the studs and material selection of the outsole can affect the overall shoe weight.
Rapid manufacture can be used to produce prototype designs which can be mounted to 
lasts for mechanical traction testing using the realistic test parameters. The designs can 
then be developed into a test shoe for biomechanical assessment.
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1 2 .5  C h a p te r  s um m a ry
Further work relating to the 3D measurement system, data collection approach and 
potential use of results was discussed leading to the identification of three main 
projects:
1. Fine tune the test protocol: improve viewing area and speed of analysis.
2. Undertake a large scale data collection: more variables, increased sample size.
3. Develop a new traction testing device: use new test parameters.
The projects outline the long term goal of the study; to develop or modify a traction 
testing device to fully replicate movements seen in match play situations. Short term 
projects can be carried out using the existing measurement system and analysis tools. 
An intermediate step in terms of current traction testing may be to assess the 
implications of modifying the test parameters to meet those recommended in Chapter 
10.
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1 4  C O N C L U S IO N S
This final chapter summarises the major findings from the research undertaken in this 
project. The aim of the project was to identify appropriate test parameters for traction 
testing of studded footwear. In order to fulfil this aim, the first stage of the project was 
to review current traction testing methods and define the requirements for appropriate 
test parameters. To identify the test parameters a 3D measurement system was 
developed to capture the shoe-surface interaction. A series of post processing steps 
were established to infer the shoe orientation, kinematics and kinetics. Data collection 
was undertaken both in the laboratory and outside on natural turf. The results from the 
data collection were used to provide an example of how appropriate test parameters can 
be obtained. Implications for traction testing and outsole design were discussed.
1 4 .1  A s s e s sm e n t o f c u r re n t t ra c t io n  te s t in g  m e th o d o lo g ie s
A selection of traction testing methodologies was assessed to identify the advantages 
and disadvantages of experimental testing. Mechanical traction testing, identification of 
surface shear stresses and two modelling techniques were investigated to cover a range 
of the potential drawbacks of experimental testing; namely the use of non-representative 
movements and non-representative surfaces.
The adidas mechanical traction tester was used to investigate the translational and 
rotational traction values of a range of studded outsoles and a studded plate on natural 
and artificial turf. The following conclusions were made:
• The first advantage of mechanical testing was that the tests were controlled and 
repeats were easy to conduct.
• The device was also portable allowing realistic surfaces to be tested; soft and 
firm natural turf and an artificial turf were assessed.
• Although the surfaces were thought to be representative, one of the first findings 
from the study was the complexity of testing natural surfaces; a greater standard 
deviation in both traction and hardness readings was found compared to artificial 
surfaces.
• A plate with similar stud configurations to a range of outsoles was also tested to 
investigate the use of a plate to test experimental new stud configurations. 
However, the resulting traction value and traction curve for the plate was not
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similar to the counterpart shoe. The primary reason for this was the additional 
surcharge pressure applied from the increased surface area of the plate. The 
orientation and centre of rotation of the plate and shoe also differed.
• One of the most important findings from the study was the change in traction 
ranking of the shoes when comparing the value at different displacements.
A photoelastic device was developed to identify the shear stresses between a studded 
outsole and the surface. Participants wearing studded footwear ran across a glass force- 
plate with photoelastic material on the surface. A high-speed camera was used to 
capture the dynamic photoelastic shear stress patterns; image processing was then used 
to identify the individual fringes and estimate the resulting shear stress. The images 
provided a visual aid for identifying the interaction between the surface and the studs. 
Although the movements of the participants were intended to be representative, the non- 
realistic surface raised concerns that participants were unable to move naturally. The 
non-realistic surface also limited the use of the technique for traction analysis.
Analytical and computation models were developed to provide a tool to estimate the 
vertical interaction between a stud and a surface. This was the first stage to developing 
a model that can represent the full shoe motion included translation. Both models 
were able to estimate the relative deformation of the stud and the surface, providing a 
prediction on the likely depth of penetration. The main limitation of the approach was 
that although individual sections of the model were validated against mechanical test 
results, the complete model under actual test loading conditions was not validated.
The main finding from the assessment of the three techniques was that in all 
approaches, prior knowledge of realistic test parameters would help improve the validity 
of the results and their suitability for traction measurements.
1 4 .2  D e v e lo pm e n t a n d  v a lid a t io n  o f 3 D  m e a s u rem en t s y s tem
The first aim for the project was to develop and validate a 3D measurement system to 
capture the shoe-surface interaction during realistic football movements. A self- 
developed measurement system was chosen over commercially available motion 
capture packages as it allowed the system to be customised to suit the demands of the 
test environment and its intended application. The following system was developed:
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• Two high-speed Phantom v4.3 cameras were chosen, filming at 1000 Hz with a 
resolution of 512 x 386.
• The cameras were calibrated using the checkerboard approach.
• Five white retro-reflective markers were painted onto the side of a Copa 
Mundial shoe to represent two rigid bodies (forefoot and rear-foot).
• A semi-automated tracking algorithm was developed using the self-windowing 
and image processing techniques to identify the markers in each frame.
• The consistency in locating the marker using the semi-automated algorithm 
was ± 0.24 pixels.
• The marker image coordinates were converted to global 3D coordinates using 
stereo-triangulation with the origin set near the centre of the filming zone (± 
0.5 mm).
• The mean difference in mean position of an objected tracked using the 
developed 3D measurement system and a commercially available system was
1.2 mm but the standard deviation of the developed system was lower.
• The marker coordinates were filtered using a 5-point moving average filter to 
reduce the influence of noise.
• A transformation matrix was used to convert the marker positions to stud 
coordinates (maximum propagated error ± 2.2 mm).
• The stud coordinates were then used to calculate the kinematics and orientation 
of the shoe.
• Matrix transformation was used to calculate the pitch, yaw and roll angles of 
the shoe at each time step (mean maximum propagated error ± 2.5°).
• The velocity was calculated using a 5-point central differencing method and 
then smoothed using a 5-point moving average filter (maximum propagated 
error ± 0.3 ms’1).
• The acceleration was found from the pre-filtered velocity data using the 3-point 
central differencing method.
• The Reuleaux method was used to identify the 2D centre of rotation of the shoe 
when in contact with the surface using the intersection of the perpendicular 
bisectors from two consecutive time steps.
The 3D measurement system was concluded to have suitable levels of accuracy and 
reliability compared to commercial systems. The post processing techniques identified
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allowed results to be analysed in depth to aid in understanding the shoe-surface 
interaction.
1 4 .3  D a ta  c o lle c tio n  a n d  a n a ly s is
Two data collection studies were carried using the developed 3D measurement system. 
The primary aim of the data collection process was to provide an example of the level of 
detail that could be obtained on the shoe-surface interaction and suggest how these 
results can be used to identify appropriate test parameters to meet the sponsors 
requirements.
The first data collection study took place in the laboratory using a single participant. 
This allowed more time to be taken over the data collection and the additional use of a 
force-plate was also available. The following findings were made:
• Using only one participant allowed a detailed discussion of the shoe kinematics, 
specifically identifying the changes in orientation of the shoe during impact.
• Force-plate data was used to compare shoe kinematics to kinetic information to 
help identify key event timings during the movement.
• The peak acceleration of the impacting shoe marker coincided with the 
activation of the force-plate identifying the time of initial foot-strike.
• The pitch, yaw and roll angles of the shoe were selected as variables that could 
be used as the first stage of larger sample size data analysis.
Using the knowledge gained from the controlled laboratory study, a larger cohort of 
eight youth team players from Doncaster Rovers FC participated in the study on a 
natural turf surface. The participants were asked to perform three movements 
(acceleration phase of sprinting, 45° lateral side-cut and a long range kick) five times. 
Only 60% of the trials collected were suitable for analysis. The following points 
summarise the data collected:
• Each trial was normalised setting the time of the peak acceleration of the 
impacting marker to zero.
• Statistical analysis was performed on each movement group to identify outliers 
or potential further groups.
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• For the kick movement, K-means cluster analysis indicated that the group could 
be divided into two; a group with high pitch, yaw and roll angles, and one with 
low angles.
• A representative player trial was selected from each movement group using the 
minimum difference between the pitch, yaw and roll angles of each trial and the 
mean of the group. Full post processing analysis was carried out on each 
representative trial.
• Each movement was divided into three phases: foot-strike, transition and push- 
off.
• During the sprint movement, the shoe landed in a toe-down position, and 
immediately after foot-strike there was slight posterior motion and a change in 
the yaw and roll angles of the shoe. During the transition phase, change in the 
yaw angle related to the shoe rotating in the xy plane. The centre of rotation was 
calculated to be on the outer medial side of the forefoot. During push-off, the 
toe studs were observed to slip 16.8 mm posteriorly.
• During the kick movement, the planted foot landed in a toe-up and toe-out 
position, with substantial outward roll. As such, the lateral heel studs contacted 
the surface first. The resultant velocity on foot-strike acted in the medial 
direction. During transition, the pitch and roll angles reduced causing the shoe 
to be at a flatter angle to the surface; increasing the number of studs in contact. 
At the time of ball contact with the opposing foot, the planted foot was not 
observed to be in motion.
• During the side-cut movement, the shoe also landed in a toe-up position, but 
with inward roll. This caused the medial heel studs to contact the surface first. 
During initial foot-strike, lateral motion of 8.9 mm was observed. Full shoe 
rotation was observed during the transition phase, with the centre of rotation 
located on the medial side of the heel.
1 4 .4  In f lu e n c e  o f re s u lts
The findings from both data collection studies were used to identify potential test 
parameters for mechanical, analytical and computational traction testing methods.
For the mechanical traction tester, the shoe motion for each movement needed to be 
simplified to a translational or rotational movement. To identify which time period
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during the movement should be represented, the critical slip time was estimated. This 
was found using the ratio of horizontal to vertical force, the velocity of the studs and the 
number of studs in contact with the surface during each movement. The normalised 
magnitude of each contributing factor was combined to identify the time at which the 
participant was thought to be at greatest risk of slipping. The following five sets of key 
test parameters were identified:
1. Posterior translation of 20 mm at 350 mms'1 w ith a pitch angle of 35°: The final 
push-off phase was selected as the critical slip time for the sprint movement. 
During this time the shoe rotated in the yz plane about a point close to the toe. 
A potential slip of the toe when in contact was the surface was observed; this 
posterior slip was selected as the key motion for the sprint movement.
2. Anterior translation of 15 mm at 300 mms1 w ith a pitch angle of 0°, yaw angle 
of 105° and roll angle of 20°: For the kick movement, the initial moments of 
foot-strike were selected as the critical slip time. The shoe landed with lateral 
heel studs first and was observed to translate in a medial-anterior direction.
3. Anterior translation of 10 mm  at 150 mms'1 w ith a pitch angle of-10°, yaw  angle 
of -65° and roll angle of -30°: The foot-strike phase for the side-cut movement 
was also selected as the critical slip time. The shoe landed with substantial 
inward roll and was observed to move approximately 10 mm laterally.
4. External rotation of 12 (> at 170°s'1 about the medial side of the forefoot (forefoot 
studs onlyf. During the transition phase of the sprint movement, the centre of 
rotation of the change in yaw (toe-out) angle of the shoe in the xy plane was on 
the medial side of the forefoot.
5. External rotation of 6° at 60°s'1 about the medial side of the heel (complete  
shoe): The centre of rotation during the transition phase of the side-cut 
movement was close to the medial side of the heel.
The direction and orientation of the shoe during the kick and side-cut movements is one 
of the key findings from the results collected. The translation direction is rarely tested 
in traction assessment, yet is representative of the movement of the shoe during the time 
at which the player is at greatest risk of slipping.
For the analytical model, the velocity and effective mass of the stud on impact with the 
surface was calculated for each of the movements tested. The modified test parameters 
were applied to the existing analytical model and the predicted penetration depth
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estimated. Results suggested that on a firmer surface the stud during the side-cut and 
sprint movements would not fully penetrate the surface during initial impact; this 
effectively reduces the contact area as the sole-plate is not in contact and potentially 
reduces the resulting traction.
To integrate the test parameters into a finite element model, three potential approaches 
were identified:
1. Mimic the complete motion of the shoe for each movement;
2. Use the motion of the shoe during the foot-strike, transition and push-off stages 
individually;
3. Replicate the test parameters identified for mechanical traction testing.
Each approach has its advantages and disadvantages. Using the complete trajectory of 
the shoe ensures that the movement is representative; but is specific only to one shoe- 
surface combination. The displacement of the shoe would be used to drive the model, 
preventing natural equilibrium from being reached; the effect of changing the stud 
configuration or surface conditions would be harder to identify. Using the individual 
stages improves the functionality of the model; the velocity of the shoe could be used 
instead of the displacement to drive the model. This would mean the resulting 
movement of the shoe into the surface would represent the traction properties. Using 
the same test parameters as the mechanical test device allows the finite element model 
to be validated but does not make use of the models ability to simultaneously change the 
orientation and position of the shoe during the movement; one of the limitations of the 
mechanical traction tester.
The observation of the shoe-surface interaction can also play a part in the future design 
of outsoles. Knowing the translation directions and the centre of rotations allows the 
studs to be shaped and positioned to enhance translational traction but minimise 
rotational resistance. In theory, this will help meet the balance for improving 
performance but minimising the risk of injury.
1 4 .5  L im ita t io n s  o f  th e  re s e a rc h
The following limitations were stated throughout the research:
• The shoe was approximated to two rigid bodies (forefoot and rear-foot).
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• Circular tracking markers were used and have the potential to introduce 
eccentricity errors.
• The use of two cameras reduced the viewing area and restricted the range of 
rotational motion that could be tracked.
• Calculation of the 2D centre of rotation assumed no movement occurred in the 
other plane.
• A limited sample size was used for event detection (definition of time of foot- 
strike and push-off) which was applied to all collected data.
• A representative player was chosen for the in-depth analysis in Chapter 9; as 
such all conclusions drawn in further chapters relate only to that player trial.
• The results are representative only for the shoe-surface combination tested.
1 4 .6  F u tu re  re s e a rc h
Three main projects were identified as long term research goals from the assessment of 
the development and application of the 3D measurement system and analysis of the 
results collected:
1. Improvements to the measurement system;
2. Large scale collection of results;
3. Implement data in traction testing devices and outsole design.
The main improvements in the measurement system involved the efficiency of the semi­
automated tracking algorithm. Additional functions could be applied to aid in image 
processing and ultimately the effectiveness of the tracking ability. Using either the 
existing measurement system or a modified version of, large scale data collection 
studies could be undertaken to investigate a wider range of variables with a statistically 
significant sample size. Using the post processing and analysis techniques employed in 
this thesis, appropriate test parameters for a new traction tester could be identified for 
each of the variables collated.
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A . A P P E N D IC E S
A .1 H e lic a l s c re w  a x is
The helical screw axes were analysed for each movement to investigate whether they 
aided in the understanding of the shoe-surface interaction. The Euler angle approach 
used to define the orientation of the shoe could also be used, but the helical screw axis 
has the advantage that it lends itself well to animations which is an important aid to 
visualisations. The helical screw axis also eliminates the problem of Gimbal lock and is 
less prone to error when rotations are small. However, the downsides are that is it is 
sensitive to noisy data and does not directly represent anatomical features (Robertson et 
al. 2004).
A method of calculating the helical screw axis from positional data over a series of 
time-steps needed to be implemented in order to apply it to the motion of the shoe. 
Various approaches have been developed to find the screw parameters from only three 
points; the most frequently used methods are the least squares technique, Rodrigues’ 
formula and Begg’s method of solving a set of simultaneous equations (Fenton and Shi 
1990). The bisecting linear line complex method was chosen for its computational 
efficiency and similarities with the 2D Reuleaux method.
A. 1.1 Linear line complex
A computational method for identifying the screw parameters was developed based on 
the linear line complex solution outlined by Baroon and Ravani (2009). A linear line 
complex is a set of lines in space intersecting at a common line (Stein and Shashua 
1999). Figure A.l shows two positions of a rigid body (F, F’); there always exists a 
shortest helical screw displacement between these two positions (axis, A) (Eberharter 
and Ravani 2006). Computing the midpoint, Mi between two points in the first and 
second positions (F„ F,’) allows lines incident with the midpoint and orthogonal to the 
connecting line (Gz) to define a bisecting plane. The union of these lines on the 
bisecting plane is a linear line complex (C:(c,c)) (Eberharter and Ravani 2006).
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F ig u re  A .1  - L e f t : B is e c t in g  lin e a r  l in e  c om p le x ; R ig h t: T h e  lin e a r  l in e  c om p le x  o f p a th  
n o rm a l (a d a p te d  fro m  E b e rh a r te r a n d  R a v a n i 2 0 0 6 ) .
Helical screw axes are typically given in terms of Plucker coordinates. Plucker 
coordinates are used as a way to specify a line in a 3D space using the direction of the 
line and a vector direction from the origin to the nearest point on the line. A Plucker 
coordinate is written as Q\ (q ; q0) where
p  is a point on the line
q  is the direction vector to the line
and q$ = p x q is the moment vector; this gives the six Plucker coordinates (Mason 
2011).
The following method was used to calculate the helical screw axis and parameters:
a) R igid body points before and after displacement
P i =
Pi*'
P iy ; P2 =
p2x-
Pzy ; P3 =
p3X-
Pay
LPi^J \.P2Z\ LPa^J
'Pi*' ■ Pl*' ' Pa*'”
Piy' ; P2' = P2y' ; P3 = Pay'
-P iz' - -P2Z' - .Pa<
a) Define m idpoints between original and displaced  points
(P i + Pi')IT) = ------------
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b) Define connecting vector line between original and displaced  points
9i =  Pi ~  Pi
c) Every m idpoint of a pair w ith its connecting line forms a null plane of the 
bisecting linear line complex; C  = (c,c)
-l
'm i ■  g±-
c = — m2 ™2-92
.m3. m3 ■  g3_
d) The direction vector, c of the bisecting linear line complex is  found  from
'9i x mf 1[Q/i + c)'5i
c = g2 x m2 (.92 + c) • g2
_#3 X ^3.
.(93 + c) • g3
e) P itch of bisecting linear line complex
c ■  c
Pbllc =
cL
f) The line part of the screw axis of the helical motion between two positions is 
the line of the bisecting linear line complex axis. The P liicker coordinates of 
the helical axis are A = (a,a)
—c
i rI—c|
_ _ PbUc *C -C  
I II-c|
g) The translation distance along the axis is
d = (Pi ~P i)-a
h) The angle of rotation around the axis is
i) The pitch of the screw  axis displacement is
d
P = -  
<P
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Once the helical screw parameters have been identified, a visual representation of the 
helical screw motion can be obtained. To plot the screw axis, a point lying on the axis 
is first found, I. Projecting the vectors between points onto one plane and applying the 
2D Reuleaux method can be used to define the location of I. Using the knowledge that 
a = a x I (Eberharter and Ravani 2006), product identities can be used to solve for I.
j) Poin t on helical screw  axis
(ax a)
(a ■  a)
The calculations in the methodology were validated using the following example in the 
literature (Eberharter and Ravani 2006):
T '4' 7 '
Pl = 1
.7.
7’
; p2 = 7
.1.
'3'
; Ps = 10
10.
10’
Pl' = 1
.7.
; p2' = 9
.6.
; Ps' = 10
.13.
The computational method gives a helical axis with Pliicker coordinates, A : (0.57735 : 
0.57735 : 0.57735 ; 0.0 : 0.0 : 0.0), a displacement angle of (p = 60.0° and translation of 
d = 3.4641 giving a pitch of P = 3.308. These parameters are in agreement with the 
values given by Eberharter and Ravani (2006). The helical axis also passes through the 
origin, I = (0, 0, 0).
The results produced by the described methodology were validated by comparison with 
the Rodrigues’ method outlined by Spoor and Veldpaus (1980) where
<pQ = a tan —
2
Pi - P2 - Pl + P2 = X (pi - P2 + Pl - Pz)
Pl - P3 * Pl + P3 = X (Pl - P3 + Pl - Pz)
Using the results from the previous example (<p = 60.0°), the value for Q was calculated. 
Using this, the values of both the left and the right-hand side of equation 5.9 were then
E q u a t io n  A .1
E q u a t io n  A .2
E q u a t io n  A .3
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determined. The values were found to be equal and thus, the results from the described 
methodology were shown to be the same as other methods.
Errors can arise from using the helical screw axis method when either the angle of 
rotation or displacement distance are small. To check that the helical screw axis 
generated for each set of data was appropriate, the distances of the 3 points before and 
after displacement from the helical axis were calculated. The consistency of the 
distances before and after displacement gave indication to the suitability of the helical 
axis position.
To graphically view the change in helical screw axis parameters over series of time 
steps; an approach similar to Keefe et al. (2008) was chosen. The helical screw axis 
direction vector is represented by an arrow originating from position I. A cylinder 
around the direction vector symbolises the helical axis parameters; the length of the 
cylinder corresponds to the displacement and the radius of the cylinder represents the 
angle of rotation (Figure A.2).
6
5.
F ig u re  A .2  - V is u a l re p re s e n ta t io n  o f h e lic a l s c re w  a x is  p a ram e te rs ; a r ro w  re p re s e n ts  th e  
d ire c t io n  o f th e  h e lic a l s c re w  a x is , ra d iu s  o f th e  c y lin d e r re la te s  to  th e  a n g le  o f ro ta t io n  
a n d  le n g th  o f c y lin d e r  to  th e  d is p la c em e n t a lo n g  th e  a x is .
This approach is well suited to computational methods, whereby the movement of a 
rigid body can be described by its helical screw axis parameters reducing the number of 
input variables.
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A. 1.2 Helical screw axis for the sprint movement
The helical screw axis parameters were derived for the sprint movement PeS? for 0.01 s 
before to 0.15 s after impact at 0.01 s intervals using the three markers on the side of the 
shoe. Table A.1 shows helical screw parameters at each time step. The direction of the 
helical axes varied throughout the movement but tended to be predominately in the 
anterior-posterior direction during the early stages of the movement and in the medial- 
lateral direction towards the latter. From time impact to 0.04 s after, the helical axis 
was mostly in the anterior-posterior direction. During this time frame, the rotations 
about the axis were small, and although translation distances are not large, they suggest 
that the shoe is predominantly moving in the anterior-posterior direction. Towards the 
end of the movement (0.11 to 0.14 s after impact), the helical screw axis was principally 
in the medial-lateral direction. Rotations during this time period were significantly 
larger than the rest of the movement. This suggests the shoe was rotating in the yz 
plane; as expected during the push-off phase of the movement. Figure A.3 illustrates 
the position of the helical axis relative to the shoe during the sprint movement.
Time step (s) a (direction vector) d  (mm) <P(°) Pitch(mm/rad)
-0.01 -0.00 0.803 -0.400 -0.441 0.54 -0.19 -167.88
0.00-0.01 -0.046 0.975 -0.218 -1.88 1.01 -106.89
0.01-0.02 0.352 -0.930 -0.105 3.70 1.92 110.64
0.02 - 0.03 -0.282 0.756 -0.591 1.41 -1.53 -52.95
0.03 - 0.04 -0.413 -0.871 0.266 0.02 0.03 28.73
0.04 - 0.05 -0.695 0.603 0.391 -0.48 1.67 -16.33
0.05 - 0.06 -0.454 -0.112 0.884 3.35 3.06 62.78
0.06 - 0.07 -0.266 -0.946 -0.184 -4.17 12.22 -19.53
0.07 - 0.08 -0.676 -0.453 0.582 2.13 4.91 24.82
0.08 - 0.09 -0.997 0.025 -0.072 1.01 2.39 24.34
0.09-0.10 -0.811 -0.584 0.023 -0.74 -1.41 30.00
0.10-0.11 -0.638 -0.770 -0.012 -3.22 4.27 -43.17
0.11 -0.12 -0.969 0.225 -0.106 7.85 10.34 43.52
0.12-0.13 -0.876 -0.474 0.093 -1.94 8.86 -12.55
0.13-0.14 -0.945 -0.195 -0.261 -8.11 11.33 -41.02
0.14-0.15 -0.854 -0.273 0.443 7.97 10.87 42.02
T a b le  A .1  - H e lic a l s c re w  a x is  p a ram e te rs  fo r  th e  s p r in t m o v em e n t (b o ld  in d ic a te s  
d om in a n t d ire c t io n ) .
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F ig u re  A .3  - H e lic a l a x is  p o s it io n  fo r  th e  s p r in t m o v em e n t .
A. 1.3 Helical screw axis for the kick movement
The helical screw axis parameters were found for time steps of 0.01 s for 0.02 s before 
to 0.24 s after impact.
The helical screw axis was predominantly in the medial-lateral direction throughout the 
majority of the kick motion. Screw axis parameters were more varied compared to the 
sprint movement and in some case extremely small displacements and rotations were 
observed. The accuracy of the helical screw axis is compromised when displacements 
and rotations are small which questions its validity at a number of time steps during the 
kick movement.
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Time step (s) a (direction vector) d  (mm) . <P(°) Pitch(mm/rad)
-0.02--0.01 -0.278 -0.719 -0.637 -18.3 15.1 -69.1
-0.01 -0.00 -0.859 0.491 0.148 -1.1 -66.0 1.0
0.00-0.01 0.886 -0.206 0.416 21.8 18.5 67.5
0.01-0.02 0.958 0.265 0.113 9.8 94.4 5.9
0.02 - 0.03 -0.819 0.547 -0.172 -1.1 -18.6 3.5
0.03 - 0.04 -0.882 -0.196 -0.428 4.1 -40.0 -5.8
0.04 - 0.05 0.566 0.694 0.444 2.4 1.2 114.6
0.05 - 0.06 -0.780 -0.609 -0.149 -1.2 0.6 -125.0
0.06 - 0.07 0.625 -0.551 -0.553 -1.8 1.8 -55.1
0.07 - 0.08 0.996 0.089 0.006 -0.3 -16.9 0.9
0.08 - 0.09 -0.827 0.563 0.000 2.1 13.2 9.1
0.09-0.10 -0.962 -0.272 -0.022 -0.8 18.0 -2.6
0.10-0.11 -0.482 0.875 -0.054 0.0 0.0 5.8
0.11-0.12 -0.875 0.403 0.270 1.9 0.2 531.8
0.12-0.13 -0.737 0.079 -0.671 1.0 1.1 50.9
0.13-0.14 -0.946 -0.313 0.086 1.4 51.3 1.6
0.14-0.15 -0.779 0.628 -0.010 1.8 2.7 39.2
0.15-0.16 -0.052 -0.998 -0.039 -1.3 1.9 -39.1
0.16-0.17 -0.910 -0.138 -0.391 0.0 -1.0 1.5
0.17-0.18 -0.880 0.091 0.467 7.7 38.2 11.5
0.18-0.19 -0.925 0.056 0.375 7.9 29.1 15.6
0.19-0.20 -0.861 0.321 0.394 11.6 28.4 23.3
0.20-0.21 -0.864 -0.487 0.128 2.4 -33.8 -4.1
0.21-0.22 -0.633 -0.628 0.454 0.0 0.0 36.3
0.22 - 0.23 -0.502 0.417 0.758 15.2 8.9 98.3
0.23 - 0.24 -0.278 -0.719 -0.637 -18.3 15.1 -69.1
T a b le  A .2  - H e lic a l s c re w  a x is  p a ram e te rs  fo r  th e  k ic k  m o v em e n t .
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F ig u re  A .4  - H e lic a l s c rew  a x is  p o s it io n s  th ro u g h o u t k ic k  m o v em e n t (k ic k  p o s it io n s  in  
re d ) .
A. 1.4 Helical screw axis for the side-cut movement
The side-cut helical screw axis parameters are also varied, similar to the kick movement 
and showed a range of large and small displacements and rotations. At the beginning of 
the movement, the helical screw axis was mostly in the medial-lateral direction, but 
appeared to rotate to a more anterior-posterior direction in the middle stages of the 
movement. This was apparent in the xy view of the helical screw axis positions shown 
in Figure A.5. Unlike the kick movement, the helical axis is situated close to the 
leg/foot and appears to rotate about this position as the movement progresses.
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Time step (s) a (direction vector) d  (mm) <P(°) Pitch(mm/rad)
-0.01 -0.00 -0.678 -0.684 -0.269 10.9 11.3 55.3
0.00-0.01 -0.972 0.161 -0.172 10.6 50.7 12.0
0.01-0.02 0.951 -0.273 0.147 -3.5 167.5 -1.2
0.02 - 0.03 0.685 -0.103 -0.721 -4.3 -44.8 5.5
0.03 - 0.04 -0.860 0.429 -0.275 -0.9 -4.3 12.5
0.04 - 0.05 0.893 0.098 0.438 -3.6 51.1 -4.1
0.05 - 0.06 -0.032 -0.999 0.038 -0.9 6.7 -7.3
0.06 - 0.07 0.898 -0.151 0.414 -2.1 10.0 -12.2
0.07 - 0.08 -0.167 -0.522 -0.837 -0.5 -1.5 17.8
0.08 - 0.09 -0.373 0.751 0.546 -1.1 3.2 -20.7
0.09-0.10 0.588 -0.644 -0.489 -0.9 1.4 -38.1
0.10-0.11 -0.906 -0.392 0.159 1.1 13.3 4.9
0.11-0.12 -0.470 0.854 -0.223 -0.8 9.4 -5.0
0.12-0.13 -0.511 -0.727 0.458 0.3 1.2 15.8
0.13-0.14 -0.244 -0.967 -0.077 1.4 4.4 18.0
0.14-0.15 -0.087 0.334 0.939 -0.8 4.8 -9.2
0.15-0.16 -0.354 -0.899 -0.258 -0.8 1.9 -23.5
0.16-0.17 -0.556 0.757 -0.343 -0.1 -0.2 36.6
0.17-0.18 -0.643 0.718 0.268 0.3 1.1 14.4
0.18-0.19 -0.958 -0.148 0.245 2.9 -28.2 -5.8
0.19-0.20 -0.447 0.511 -0.734 -1.8 -7.5 13.9
0.20-0.21 -0.003 -0.973 -0.230 -3.5 8.0 -24.8
0.21 -0.22 -0.926 -0.375 -0.044 -0.4 4.1 -4.9
0.22-0.23 -0.394 0.260 0.882 14.9 34.4 24.8
T a b le  A .3  - H e lic a l s c rew  a x is  p a ram e te rs  fo r  th e  s id e -c u t  m o v em e n t .
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F ig u re  A .5  - H e lic a l s c re w  a x is  p o s it io n  fo r  s id e -c u t m o v em e n t .
A. 1.5 Summary helical screw axis
Analysis of the resultant helical screw axis for each movement indicates that both the 
sprint and the side-cut axes act predominantly in the anterior-posterior direction but for 
the kick the medial-lateral direction is the most dominant. The sprint helical axis 
parameters indicated greater translation and rotation than the other movements. The 
translation was primarily in the anterior direction as expected.
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