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1The Ada-to-Silicon project at Utah is developing a methodology (and 
associated software and hardware) for the high level testing of Ada compilation 
units that are represented as hardware components (circuitry). There are two 
motivations for this research:
1. The initial motivation is to facilitate migration of selected 
program components (in Ada) from software to hardware by providing a 
means for interfacing parts of Ada programs that execute on general 
purpose hosts with parts that are represented directly in special 
purpose hardware (e.g. VLSI). A companion aim is to investigate and 
recommend a methodology of Ada programming such that a decision to 
migrate a component to hardware minimizes the reprogramming effort 
of the non-migrated part. Ideally, the interface between the "soft" 
and "hard" parts should be totally transparent, so that no change 
whatsoever is required for the soft part. (This ideal, though it may 
eventually be met, is not quite reached in the methodology reported 
below.)
2. The second motivation is related to test-bedding in a more general 
sense. In designing any subsystem S for hardware implementation, it 
is essential to simulate and test it to confirm that its functional 
specifications are met. Suppose S is specified in Ada; more 
particularly, suppose the interface between S and its environment 
(S*s input/output characteristics) are specified. In that case, a 
driver program specified and implemented in Ada can be linked first 
to the software version of S to simulate its behavior, and later to 
the hardware version of S to test it. Once tested in this way, S 
can be disconnected from its driver and incorporated into the system 
for which it was initially designed. The transparent interface 
logic required to link soft and hard parts of an Ada program also 
serves for testing S.
In view of the two motivations just described, we now refer to the interfac* 
methodology, the host system, and software required to utilize it, as ou: 
"environmental test bed for VLSI". A first version should be completed and ii 
place in time for use in testing components of a new applicativ* 
multiprocessing system under development at Utah and known as Rediflc 
(reduction and data flow) architecture.
1 .  I n t r o d u c t i o n  .
2. High-level or functional test of hardware components •
By the high level test of a component B we mean the following. Let P be a 
Ada program, some compilation units of which are to be implemented directly i 
hardware. The component B has semantics equivalent to some Ada package tha 
contains one or more embedded tasks, each of which accepts or issues entr 
calls to/from other units of P.
The test of B hinges on demonstrating that program P is functionall 
unchanged (timing constraints aside), no matter if it executes by interactin
2with hardware component B or by interacting instead with its (soft) Ade 
equivalent. If, for example, the objective is to test the fast packet switct 
of Rediflow, we would model it as an Ada package and design an Ada program I 
that serves as a driver. That driver would be used to exercise the software 
model of the packet switch (thus simulating it at the Ada level) and then, 
after replacing the model of the switch with its hardware equivalent, tc 
exercise the corresponding hardware. Getting identical results when executing 
P using the software and hardware versions of B constitutes a positive test ot 
the circuit under development.
As will be further explained in this paper, hardware consideration' 
currently dictate that each entry call to a task embedded in B or from B mus: 
first be mapped to an equivalent pair of Send and Receive operations. A Serr. 
operation transmits a message consisting of the in-bound parameter values; tb? 
Receive operation obtains a message consisting of the out-bound paramete- 
values of the entry call. In the case of no out-bound values, the receivt 
message serves as an acknowledgement indicating rendezvous completior 
Messages are transmitted though typed ports which are message queue instance: 
of specified types [1]. (Tasks that communicate with their environment 
exclusively via typed ports can also be viewed as Kahn Processes [2].)
The connection of a hardware version of B with the host that executes tr 
remainder of program P (e.g., a driver program) is accomplished through 
suitably-defined asynchronous hardware and software interface, or "adaptor' 
This adaptor is, by design, transparent to program P and the packet switc 
component. Our work on the test bed has led us to the design of a particu}? 
style of adaptor, which will be used first in testing the Read_Init_Paramet=-i 
task (of the INM_0UT in the Internet Protocol [33) and its containing package 
RIP_Manager. The result of this work is expected to be a set of ideas on t .  
to design adaptors for a wide class of applications including those that arise 
in building and testing key parts of the Rediflow architecture.
3. Test Strategy and Test Support Details
• The scenario for using the adaptor and a sketch of the adaptor structure ir 
described below. As a given, we choose the iAPX ^32 System [M] (now installer 
and operating at Utah, or faster follow-on versions when available) as the bcs‘ 
which executes program P. The effective speed of this host may lag those c: 
the hardware parts we attach though the adaptor. However, since the Interfax 
is asynchronous, such speed differentials do not affect our test strategy.
^It is conceivable that other object-based architectures that support Ad 
might also prove suitable, but equally suitable alternative hosts are not no 
on the horizon.
31. Each entry call to a task in B from a requestor in the rest of P is 
converted into a two-way, message-based communication relationship 
using typed request and response ports (in the iAPX 432 sense and, 
equivalently, a Kahn Process sense in the programmatic sense). 
Messages sent to typed request ports are received by the adaptor and 
forwarded to B using appropriate hardware (asynchronous) protocols. 
Response (acknowledge) messages transmitted by B to complete the 
equivalent rendezvous reach the unit in P that has issued the entry 
call in the following way. The adaptor Sends the response from B as 
a message to the appropriate response port, to which the caller 
issues a Receive call.
Inter-task communication to be conducted entirely within B is 
converted to appropriate hardware asynchronous message-based 
communication (but we are not concerned with such internal 
communication here.)
2. Each entry call to a server task in P from a requestor in B is also 
converted by the adaptor into a two-way, message-based communication 
relationship using typed ports. This protocol is the same as above, 
but with the direction of the communication reversed. Thus, an 
entry call from B to P is implemented in hardware using a 
Request/Acknowledge protocol that interfaces with the same 
transparent software/hardware interface (adaptor). Messages flowing 
through this interface are then converted to i432 Send/Receive 
operations on typed message ports in the i432 object space. (One 
can assure that no changes are required in the encoding of the 
server task in P if request messages from B are directed to an 
auxiliary task nested within the "shadow package” described next. 
The auxiliary task would receive these messages and convert them 
into entry calls to the appropriate target(s) in P.) We refer to 
this task as an Entry_Call_Forwarder task.
3. An image (or "shadow") version of the package B is retained as a 
"placeholder" of B in P. The shadow version is used to hide or 
minimize the conversions cited above. In essence, entry calls to B 
are replaced by procedure calls to subprograms in the shadow, which 
in turn convert these calls to Send/Receive pairs constituting a 
protocol that is the equivalent of the replaced Rendezvous. (Note 
that the extra steps of indirection implied by operations of the 
shadow package, which functions as a software communications switch 
and which may eventually be generated by a smart compiler, is not 
expected to add materially to the overhead of the test-bed system as 
a whole.)
The Send/Receive pairs are implemented in part using i432 hardware 
and software and in part (currently) by conventional (8086-based) 
software/hardware associated with the use of the attached multibus, 
a peripherals interface, and its controls. All of this software and 
hardware, which is what constitutes the adaptor, is transparent. The 
hardware portion is off-the-shelf and the software portion requires
I n  e s s e n c e ,  t h e  s t r a t e g y  i s  a s  f o l l o w s :
only a small amount of yet-to-be-written special, but well- 
understood, software. Later versions of the 432 may well have more 
direct I/O facilities than those currently provided. If so, the 
.* hardware/software requirements mentioned here would be significantly
• simplified. That is, it may be possible to eliminate the attachei 
processor and multibus and go directly from an I/O processor of the- 
432 to the hardware version of C. (Whether this will come about by 
use of commercially-provided or custom-designed I/O processors ir; 
not yet clear.)
The substitution of a software task by a "shadow" package present 
following two implications:
1. What was previously an entry call can now be represented as Si 
procedure call. Since the syntax of procedure calls and entry calls 
is identical, only recompilation of surrounding software elements i;_ 
required in most cases. The semantic change propagated by 
substituting a procedure call for an entry call eliminates the ust 
of timed and conditional entry calls to the hardware task.
2. In the transition from an entry call to a procedure call, scm<r 
useful features of entry calls such as arbitration between callen 
and entry queue management are lost. When these features are needed 
in particular cases, they can be easily provided explicitly in th'.c 
implementation of the shadow package.
4. Efficiency Issues Concerning the Adaptor
The "impedance" presented by the transparent interface may be consid- 
relative to the raw speed capability of the component under test. Howeve 
purpose of the particular interface reported here is primarily for t* 
hardware components produced from an Ada-to-Silicon transformation method-. _ 
In well-planned applications (where B is viewed as an integral part of P). 
an elaborate interface would only be justified where its impedance c: 
tolerated. (In any event, use of expected replacement versions of th 
architecture will significantly reduce this impedance.)
In the case of the Rediflow architecture, for example, once the fast s* 
is tested, it would probably be integrated with other parts of the architect 
that do hot require such an elaborate interface for testing. (For an e: 
Rediflow array, it may not be necessary to maintain or to exercise any .• 
interface during normal operations; use of such interfaces would be confine 
execution of input/output (including file) processing, or .when perfon 
diagnostic, reconfiguration, or alarm processing.
2 Although implementation of timed and conditional entry calls entirely 
software or entirely in hardware may be possible, it is unclear how ;h 
constructs can be implemented when they cross the software/hardware boundary
5Here we present our intended interface to an actual piece of hardware which 
demonstrates the migration of a particular Ada package (RIP_Manager) and its 
contained task (Read_Init_Parameters) from software. The original environment 
from which the RIP_Manager package was extracted (Figure 5-1) includes three 
other packages and their embedded tasks [3, 5]
5 .  A p p l i c a t i o n  o f  t h e  T e s t  S t r a t e g y  t o  t h e  R I P _ M a n a g e r  C h i p
Figu*e-5— \ i - Read_Init_Parameters Software Environment
The task Read_Init_Parameters receives entry calls from tasks within packages 
Inm_Out_Module and Inm_Srv_Module. Read_Init_Parameters issues an entry call to 
a task within Memory_Jtodule.
. The first of the transformations requires the replacement of all rendezvous
communication to/from Read_Init_Parameters with port-based communication 
(Figure 5-2). We then enclose RIP_Manager with an interface package, 
RIP_Interface, which owns the communication ports and provides public 
procedures in place of entry calls to the Read_Init_Parameters task. Request 
and reply ports are provided for each procedure of RIP_Interface (corresponding 
to each entry of the Read_Init_Parameters task). An Entry_Call_Forwarder task 
along with another pair of (request, reply) ports is provided for the entry of 
the Memory task of Meaory_Module that is called by Read_Init_Parameters. An 
"entry call" to Read_Init_Parameters is now represented as a call to the 
appropriate procedure of RIP_Interface, which then Sends inbound parameters to 
a request port, and Receives outbound parameters from a response port. The 
■*i calling task is suspended pending service from Read_Init_Parameters because the 
"entry procedure" does not return until the outbound messages are actually 
Received from the response port. '
An entry call from Read_Init_Parameters to the Memory task is now performed 
by the Entry_Call_Forwarder task. This task waits for a command (containing 
inbound parameters) at the Mem_Req port to perform a rendezvous with Memory. 
When the rendezvous is terminated, the entry_call_forwarder task will Send the
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Figure 5-2: The RIP_Interface package
outbound parameters to the Mem_Resp port, 
package is in the Appendix.
The Ada code for this RIPInterface
The environment in which the RIP_Manager chip will be tested, as illustrated 
in Figure 5-3» consists of an Intel 432/600 System. The RIP_Manager card 
interfaces to a Peripheral Subsystem of the i^32 managed by an I/O Controller. 
This I/O Controller consists of an iH32 Interface Processor combined with a 
*£altibus-coapatible Attached Processor (8086 based, in our case). It provides 
port-based communication facilities to RIP_Manager. The RIP_Interface package 
(without RIP_Manager) can now be thought of as a "communication interface" to 
the RIP_Manager chip (Figure 5-4). The port operations needed to communicate 
with the software modules are now performed for the RIP_Manager chip by the I/O 
Controller.
7Figure 5-3: iAPX 432 Chip Tester System for RIP_Manager 
The actu a l changes required when te s t in g  the RIP_Manager chip are then:
1. Provide an actual hardware lin k  between the RIP_Manager card and 
the Peripheral Subsystem.
Our current approach i s  to u t i l i z e  one hardware p a r a lle l  in ter fa ce  
for each of the communication paths between Read_Init_Parameters and 
the softw are ta sk s.
2. Provide Peripheral Subsystem software to (1) u t i l i z e  the p a r a lle l  
in te r fa c e s  and (2) provide the RIP_Manager chip with message-based 
communication f a c i l i t i e s .
3. Elim inate the software RIP_Manager from RIP_Interface. The Send 
and Receive operations provided by the Peripheral Subsystem Software 
(and associa ted  hardware) allow  the d irect replacement of the 
software RIP_Manager package by the RIP_Manager ch ip .
6. Conclusion
In providing an in ter fa ce  to the hardware version of the RIP_Manager package 
we replaced rendezvous conmunication to the Read_Init_Parameters task with 
message-based communication using typed P orts. This message based 
communication was made transparent to the other software packages by the
8F i g u r e  5 - 4 :  T h e C o m m u n ic a t io n  I n t e r f a c e  t o  t h e  R IP _ M a n a g e r  C h ip
9RIP_Interface package. The public "entry" procedures o f RIP_Interface perform 
the communication necessary in  implementing an entry c a l l  to the 
Read_Init_Parameters ta sk . The Entry_Call_Forwarder task o f RIP_Interface 
performs the entry c a l ls  made by the Read_Init_Parameters task  to the Memory 
ta sk . By providing th is  RIP_Interface package we minimize the changes to the 
other packages, Inm_Out_Module, Inm_Srv_Module and Memory_Module. The 
RIP_Interface package a lso  allow s us to t e s t  the port-based communication 
to/from  the Read_Init_Parameters task o f RIP_Manager. The replacement of the 
RIP_Manager package by an in tegrated  c ir c u it  involves the fo llow ing three 
step s:
1. The removal of the RIP_Manager package from the RIP__Interface 
package.
2. The construction  o f a physica l connection to the RIP_Manager ch ip .
3. The provision  for port-based communication f a c i l i t i e s  to  the 
RIP_Manager chip .
Of th ese three s te p s , the f i r s t  in volves only the recom pilation o f the body of 
the RIP_Interface package with the RIP_Manager package now removed. The second 
in vo lves the use of three hardware p a r a lle l in ter fa ces  to  a Peripheral 
Subsystem o f the I n te l 432. The th ird  includes the u t i l iz a t io n  and construction  
of appropriate Peripheral Subsystem software to provide the RIP_Manager chip 
with Send and Receive operations.
The hardware and software requirements for step s two and three w il l  be 
d eta iled  in  a subsequent report. These three step s for achieving a transparent 
software/hardware in ter fa ce  are believed  to w idely ap p licab le . The "proof" of 
th is  approach must await the demonstration o f th is  example case , which we 
expect to  complete and make operational la te r  th is  year.
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Appendix: The RIP Interface Package
p r a g m a  e n v i r o n m e n t ( " i o s d . m s e V o i o d . m s e ' ,  —  :
" o i i o d . m s e V ' m e m . m s e " ,  . -
"SIMAX/TYPORT.MLE");  ‘
w i t h  T y p e d  P o r t s J n m . O u t  D e f s , l n  O u t  S r v  D e f s j n m  In O u t  D e f s , M e m o r y  M o d u l e ;  
u s e  I n m  O u t J D e f s , M e m o r y  M o d u l e , I n  O u t  S r v _ D e f s , l n m  ln _ O u t_ D ef s ;
p a c k a g e  RIP I n t e r f a c e  is
p r o c e d u r e  Go(
in i t  n u m  f o r m a l :  bi t3;  
r e s p o n s e  : o u t  o u t _ r e s p o n s e ) ;
—  F u n c t i o n :
—  G e t s  ini t  n u m  a d d r e s s  c h u n k s  f r o m  INM SRV  a n d  s h i p s  t h e m  o v e r  t o
—  t h e  a s s o c i a t e d  M e m o r y  m o d u l e ,  f o r m i n g  t h e  b a s e  a d d r e s s  of  t h e
—  s t o r a g e  b l o c k  c o n t a i n i n g  t h e  i n i t i a l i z a t i o n  p a r a m e t e r s ;  t h e n
—  g e t s  t h e  i n i t i a l i z a t i o n  p a r a m e t e r s  f r o m  t h e  M e m o r y  m o d u l e .
—  S e t s  o u t  r e s p o n s e  t o  e i t h e r  s e n d  o k  if s u c c e s s f u l  o r  t o
—  b a d  s r v  c o m m a n d  if u n s u c c e s s f u l  (C a n  b e  u n s u c c e s s f u l  if r e q u i r e d
—  t o s  t a b l e  s i z e  e x c e e d s  a v a i l a b l e  lo ca l  s p a c e . )
p r o c e d u r e  S r v  r e q (
s e r v e r  c o m m a n d  d a t u m :  s r v _ c o m m a n d  t y p e ;  
r e s p o n s e  t o  s e r v e r :  o u t  o u t _ r e s p o n s e ) ;
—  F u n c t i o n :  ’
—  T h is  e n t r y  r e c e i v e s  c o m m a n d s  f r o m  t h e  INM SRV m o d u l e .
—  N o t e  t h a t  t a s k  I n m  O u t  h a s  a n  i d e n t i c a l  e n t r y .
e n d  RIP I n t e r f a c e ;
p a c k a g e  b o d y  RIP I n t e r f a c e  is
—  T y p e s  u s e d  f o r  p a s s i n g  m e s s a g e s  t o  a n d  f r o m  t h e  R e a d  l n i t _ P a r a m e t e r s  t a s k
t y p e  m e m o r y  o u t  r e q u e s t  r e p  is 
r e c o r d
r e q u e s t  t y p e  f o r m a l :  m e m o r y _ r e q u e s t  t y p e ;  
c h u n k  of a d d r e s s  f o r m a l :  c h u n k  o f  a d d r e s s _ t y p e ;  
o c t e t  f o r m a l :  o c t e t  t y p e ;
e n d  re c o r d ;  .
t y p e  m e m o r y  o u t  r e q u e s t  m e s s  is a c c e s s  m e m o r y  o u t _ r e q u e s t _ r e p ;
t y p e  m e m o r y  o u t  r e s p o n s e  m e s s  is a c c e s s  o c t e t _ t y p e ;
t y p e  g o  r e q u e s t  m e s s  is a c c e s s  bi t3;
t y p e  g o  r e s p o n s e  m e s s  is a c c e s s  o u t _ r e s p o n s e ;
t y p e  s r v  r e q  r e q u e s t  m e s s  is a c c e s s  s rv  c o m m a n d  t y p e ;
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t y p e  s r v  r e q  r e s p o n s e  m e s s  is  a c c e s s  o u t  r e s p o n s e ;
—  T y p e d  p o r t  p a c k a g e  i n s t a n t i a t i o n
p a c k a g e  M e m o r y  O u t  R e q u e s t _ P o r t  D e f  is 
n e w  T y p e d  P o r f s . S i m p l e  P o r t  D e f ( m e m o r y  o u t _ r e q u e s t _ m e s s ) ;
—  M e m o r y - O u t  R e q u e s t  P o r t  D e f . u s e r  p o r t  is a n  a c c e s s  t y p e  c o n s i s t i n g  o f
—  a c c e s s e s  f o r  p o r t s  t h a t  c a n  o n l y  h a n d l e  m e s s a g e s  o f  t y p e
—  m e m o r y  o u t  r e q u e s t  m e s s .
p a c k a g e  M e m o r y  O u t  R e s p o n s e  P o r t  D e f  is 
n e w  T y p e d  P o r t s . S i m p l e  P o r t  D e f ( m e m o r y  o u t _ r e s p o n s e _ m e s s ) ;
—  M e m o r y  O u t  R e s p o n s e  P o r t  D e f . u s e r  p o r t  is a n  a c c e s s  t y p e  c o n s i s t i n g  of
—  a c c e s s e s  f o r  p o r t s  t h a t  c a n  o n ly  h a n d l e  m e s s a g e s  o f  t y p e
—  m e m o r y  o u t  r e s p o n s e _ m e s s .
p a c k a g e  Go  R e q u e s t  P o r t  D e f  is 
n e w  T y p e d  P o r t s . S i m p l e  P o r t  D e f ( g o  r e q u e s t  m e s s ) ;
—  Go  R e q u e s t _ P o r t  D e f . u s e r  p o r t  is a n  a c c e s s  t y p e  c o n s i s t i n g  of
—  a c c e s s e s  f o r  p o r t s  t h a t  c a n  o n l y  h a n d l e  m e s s a g e s  o f  t y p e
—  g o  r e q u e s t  m e s s .
p a c k a g e  Go R e s p o n s e  P o r t _ D e f  is 
n e w  T y p e d  P o r t s . S i m p l e  P o r t  D e f ( g o  r e s p o n s e _ m e s s ) ;
—  G o  R e s p o n s e  P o r t  D e f . u s e r  p o r t  is a n  a c c e s s  t y p e  c o n s i s t i n g  of
—  a c c e s s e s  f o r  p o r t s  t h a t  c a n  o n ly  h a n d l e  m e s s a g e s  o f  t y p e
—  g o _ r e s p o n s e  m e s s .
p a c k a g e  Sr v  R e q  R e q u e s t  P o r t  D e f  is 
n e w  T y p e d  P o r t s . S i m p l e  P o r t  D e f ( s r v  r e q  r e q u e s t  m e s s ) ;
—  Srv  Req  R e q u e s t  P o r t  D e f . u s e r  p o r t  is a n  a c c e s s  t y p e  c o n s i s t i n g  of
—  a c c e s s e s  fC.  p o r t s  t h a t  c a n  o n ly  h a n d l e  m e s s a g e s  o f  t y p e
—  s r v  r e q  r e q u e s t  m e s s .
p a c k a g e  Srv  R e q  R e s p o n s e  P o r t  Def  is 
n e w  T y p e d  P o r t s . S i m p l e  P o r t  D e f ( s r v _ r e q  r e s p o n s e _ m e s s ) ;
—  S rv  Req  R e s p o n s e  P o r t  D e f . u s e r  p o r t  is a n  a c c e s s  t y p e  c o n s i s t i n g  o f
—  a c c e s s e s  f o r  p o r t s  t h a t  c a n  o n l y  h a n d l e  m e s s a g e s  o f  t y p e
—  s r v  r e q  r e s p o n s e  m e s s .
—  r e n a m i n g  o f  t h e  p o r t  p a c k a g e s  u s e r  p o r t  d e f i n i t i o n s
s u b t y p e  m e m o r y  o u t  r e q u e s t  p o r t  t y p e
~ ~ is M e m o r y  O u t  R e q u e s t  P o r t  D e f . u s e r _ p o r t ;
s u b t y p e  m e m o r y  o u t  r e s p o n s e  p o r t  t y p e
~ ~ is M e m o r y  O u t  R e s p o n s e  P o r t  D e f . u s e r  p o r t ;
s u b t y p e  g o  r e q u e s t  p o r t  t y p e  is G o  R e q u e s t  P o r t  D e f . u s e r _ p o r t ;  
s u b t y p e  g o  r e s p o n s e  p o r t  t y p e  is G o  R e s p o n s e  P o r t _ D e f . u s e r _ p o r t ;  
s u b t y p e  s rv  r e q  r e q u e s t  p o r t  t y p e  is S r v  R e q  R e q u e s t  P o r t  D e f . u s e r  p o r t ;  
s u b t y p e  s rv  r e q  r e s p o n s e  p o r t  t y p e  is S r v  R e q _ R e s p o n s e _ P o r t _ D e f . u s e r _ p o r t ;
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—  c r e a t e  i n s t a n c e s  o f  t h e  p o r t s
m e m o r y  o u t  r e q u e s t  p o r t  : m e m o r Y _ o u t _ r e q u e s t  p o r t  t y p e ;  .
m e m o r y  o u t  r e s p o n s e  p o r t :  m e m o r y  o u t  r e s p o n s e  p o r t  t y p e ;  ' ‘
g o _ r e q u e s t _ p o r t  ; g o  r e q u e s t _ p o r t _ t y p e ;
g o  r e s p o n s e  p o r t  : g o  r e s p o n s e  p o r t  t y p e ;
s r v  req  r e q u e s t  p o r t  : s r v  r e q  r e q u e s t  p o r t  t y p e ;
s r v  r e q  r e s p o n s e  p o r t  : s r v _ r e q  r e s p o n s e _ p o r t _ t y p e ;
—  p r o c e d u r e s  u s e d  f o r  c o m m u n i c a t i o n  w i th  t h e  RIP t a s k  .
p r o c e d u r e  G o (
init  n u m  f o r m a l :  b i t3 ;  
r e s p o n s e  : o u t  o u t  r e s p o n s e )
is
r e q u e s t  m e s s a g e  ; g o  r e q u e s t  m e s s  := n e w  b i t3 ;  
r e s p o n s e  m e s s a g e  : g o  r e s p o n s e  m e s s ;  
b e g i n
r e q u e s t  m e s s a g e . a l l  ;= ini t  n u m  f o r m a l ;
G o  R e q u e s t  P o r t  D e f . s e n d ( g o  r e q u e s t  p o r t , r e q u e s t  m e s s a g e } ;
G o  R e s p o n s e  P o r t  D e f . r e c e i v e ( g o  r e s p o n s e  p o r t , r e s p o n s e  m e s s a g e ) ;  
r e s p o n s e  := r e s p o n s e  m e s s a g e . a l l ;
e n d  Go;
p r o c e d u r e  S r v  r e q (
s e r v e r  c o m m a n d  d a t u m :  s r v  c o m m a n d _ t y p e ;  
r e s p o n s e  t o  s e r v e r  : o u t  o u t  r e s p o n s e )  
is  .
r e q u e s t  m e s s a g e  : s r v  r e q  r e q u e s t  m e s s  := n e w  s r v  c o m m a n d  t y p e ;  
r e s p o n s e  m e s ' - g e  : s r v  r e q  r e s p o n s e  m e s s ;  
b e g i n
r e q u e s t  m e s s a g e . a l l  := s e r v e r  c o m m a n d  d a t u m ;
S r v  Req R e q u e s t  P o r t  D e f . s e n d ( s r v  r e q  r e q u e s t  p o r t , r e q u e s t  m e s s a g e ) ;
S r v  Req R e s p o n s e  P o r t  D e f . r e c e i v e ( s r v  r e q _ r e s p o n s e  p o r t , r e s p o n s e _ m e s s a g e ) ;  
r e s p o n s e  t o  s e r v e r  := r e s p o n s e  m e s s a g e . a l l ;  
e n d  Srv_ req ;
—  R e n a m e d  t a s k  e n t r y :
—  Th e  p a c k a g e  M e m o r y  M o d u l e  c o n t a i n i n g  t h e  t a s k  M e m o r y  h o l d s
—  t o - b e - s e n t  d a t a g r a m s  a s  we l l  a s  i n i t i a l i z a t i o n  p a r a m e t e r s
—  n e e d e d  by INM OUT.
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p r o c e d u r e  M e m o r y _ o u t  r e q u e s t (
r e q u e s t _ t y p e _ f o r m a l  : m e m o r y  r e q u e s t  t y p e ;
—  L o a d  a d d r e s s  o r  r e c e i v e  d a t u m  o c t e t
—  o r  l o a d  d a t u m  o c t e t ,  
c h u n k  o f  a d d r e s s  f o r m a l :  c h u n k  o f  a d d r e s s  t y p e ;
—  D o n ' t  c a r e  w h e n  r e q u e s t  t y p e  f o r m a l
• —  r e c e i v e  d a t u m  o c t e t .
o c t e t  f o r m a l  : in o u t  o c t e t  t y p e )
—  D o n ' t  c a r e  w h e n  l o a d  a d d r e s s .
r e n a m e s  M e m o r y . O u t  r e q u e s t ;
—  T h e  f o l l o w i n g  t a s k  r e n d e z v o u s  w i t h  t h e  M e m o r y  o u t  r e q u e s t  e n t r y
t a s k  Ent ry  Cal l  F o r w a r d e r  Task.;  
t a s k  b o d y  E n t r y  Call  F o r w a r d e r  T a s k  is 
r e q u e s t  m e s s a g e  : m e m o r y  o u t  r e q u e s t  m e s s ;
r e s p o n s e  m e s s a g e  : m e m o r y  o u t  r e s p o n s e  m e s s  := n e w  o c t e t  t y p e ;  
b e g i n
M e m o r y  O u t  R e q u e s t  P o r t  De f .
r e c e i v e ( m e m o r y _ o u t _ r e q u e s t _ p o r t , r e q u e s t  m e s s a g e ) ;  
M e m o r y  o u t  r e q u e s t (
r e q u e s t  t y p e  f o r m a l  = >  r e q u e s t  m e s s a g e . r e q u e s t  t y p e  f o r m a l ,  
c h u n k  o f _ a d d r e s s  f o r m a l  = >  r e q u e s t  m e s s a g e . c h u n k  of  a d d r e s s  f o r m a l ,  
o c t e t  f o r m a l  = >  r e q u e s t  m e s s a g e . o c t e t  f o r m a l ) ;
r e s p o n s e  m e s s a g e . a l l  := r e q u e s t  m e s s a g e . o c t e t  f o r m a l ;
M e m o r y  O u t  R e s p o n s e  P o r t  Def .
s e n d ( m e m o r y  o u t  r e s p o n s e  p o r t , r e s p o n s e  m e s s a g e ) ;  
e n d  Ent ry  Call  F o r w a r d e r  T a s k ;
p a c k a g e  RIP M a n a g e r  is 
t a s k  R e a d  1nit P a r a m e t e r s ;  
e n d  RIP M a n a g e r ;  
p a c k a g e  b o d y  RIP M a n a g e r  is 
t a s k  b o d y  R e a d  Init P a r a m e t e r s  is
—  T h e  f o l l o w i n g  i n i t i a l i z a t i o n  v a r i a b l e s  w e r e  o r i g i n a l l y  l o c a t e d  in t h e
—  p a c k a g e  In m O u t  M o d u l e  a n d  a r e  n o w  l o c a t e d  in t h e
—  t a s k  b o d y  of  R e a d  Init P a r a m e t e r s .
— V a r i a b l e s  t o  h o l d  i n i t i a l i z a t i o n  p a r a m e t e r  v a l u e s ;
u t
Inm  m a x  p a c k e t : t w o _ o c t e t _ r e c o r d ;
— L a r g e s t  s i z e  p a c k e t  
- -  f o r  t h e  l o c a l  n e t .
- -  R e p r e s e n t e d  a s  a p a i r  o f
— o c t e t s  a n d  a l s o  u s e d
— a s  a 1 6 - b i t  i n t e g e r  a f t e r
— a p p l y i n g  U n c h e c k e d  
- -  c o n v e r s i o n .
In m a d d r e s s  l e n g t h : o c t e t _ t y p e ;
—  U s e d  in R e a d  in h e a d e r .
Inm t i m e  o u t : t w o  o c t e t  r e c o r d ;
—  W a i t i n g  t i m e  a t  LN.
—  R e p r e s e n t e d  a s  a p a i r  o f
—  o c t e t s  a n d  a l s o  u s e d
—  a s  a 1 6 - b i t  i n t e g e r  a f t e r
—  a p p l y i n g  U n c h e c k e d
—  c o n v e r s i o n .
a c k  t y p e : o c t e t _ t y p e ;
—  E a r l y / l a t e .
loc a l  n e t  t y p e  o f  s e r v i c e  t a b l e  r o w  s ize:  o c t e t _ t y p e ;  
n u m b e ^ - o f  l o c a l  n e t  t y p e s  of  s e r v i c e  : o c t e t _ t y p e ;
—  T o s  a r r a y :
t o s  t a b l e :  o c t e t  b u f f e r  t y p e ( 0  .. m a x  t o s  t a b l e _ s i z e  -  1);
—  T h e  s i z e  o f  t h i s  t a b l e
—  d e p e n d s  o n  t h e  s t o r a g e
—  s p a c e  a v a i l a b l e  in t h e
—  init  n u m  v a l u e  u s e d  f o r  e c h o i n g  b a c k  t h e  i n i t i a l i z a t i o n  p a r a m e t e r s  
r e a d  ini t  f o r m a t i o n  : c o n s t a n t  i n t e g e r  := 0;
—  Lo ca l  v a r i a b l e  d e c l a r a t i o n :
—  T h e  f o l l o w i n g  v a r i a b l e  is c o m m e n t e d  o u t .  It a p p e a r e d  o n l y  in t h e
—  “h i g h - l e v e l "  u s e d  t o  r e a d  in t h e  T O S t a b l e .  S e e  b e l o w .
—  n u m b e r _ o f _ t o s _ t a b l e _ o c t e t s :  i n t e g e r  r a n g e  2 .. m a x _ t o s _ t a b l e _ s i z e  -  1; 
o c t e t  r e g i s t e r :  o c t e t _ t y p e ;
d u m p  ini t  i n f o r m a t i o n :  b o o l e a n ;
—  T h e  f o l l o w i n g  p r o c e d u r e  is u s e d  t o  c o m m u n i c a t e  p a r a m e t e r s  f o r  a
—  r e n d e z v o u s  w i t h  t h e  e n t r y  M e m o r y  o u t  r e q u e s t .
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p r o c e d u r e  M e m o r y  o u t  r e q u e s t (
r e q u e s t  t y p e  f o r m a l :  m e m o r y  r e q u e s t  t y p e ;
—  L o a d  a d d r e s s  o r  r e c e i v e  d a t u m  o c t e t
—  o r  load  d a t u m  o c t e t .
-  c h u n k  of  a d d r e s s  f o r m a l :  c h u n k  o f  a d d r e s s  t y p e ;
• —  D o n ' t  c a r e  w h e n  r e q u e s t  t y p e  f o r m a l
• —  r e c e i v e  d a t u m  o c t e t .
'  o c te t - _ fo rm a l :  in o u t  o c t e t  t y p e )
—  D o n ' t  c a r e  w h e n  l o a d  a d d r e s s .
is
r e q u e s t  m e s s a g e  : m e m o r y  o u t _ r e q u e s t  m e s s  := n e w
" m e m o r y  o u t  r e q u e s t _ r e p ;
r e s p o n s e  m e s s a g e  : m e m o r y  o u t  r e s p o n s e  m e s s ;  
b e g i n
r e q u e s t  m e s s a g e . r e q u e s t  t y p e  f o r m a l  :* r e q u e s t  t y p e  f o r m a l ;  
r e q u e s t  m e s s a g e . c h u n k _ o f _ a d d r e s s _ f o r m a l  := c h u n k  of a d d r e s s _ f o r m a l ;  
r e q u e s t  m e s s a g e . o c t e t  f o r m a l  := o c t e t  f o r m a l ;
M e m o r y  O u t  R e q u e s t  P o r t  Def .
s e n d ( m e m o r y _ o u t  r e q u e s t  p o r t , r e q u e s t _ m e s s a g e ) ;  
M e m o r y  O u t  R e s p o n s e  P o r t  Def .
r e c e i v e ( m e m o r y  o u t  r e s p o n s e  p o r t , r e s p o n s e  m e s s a g e ) ;  
o c t e t  f o r m a l  := r e s p o n s e  m e s s a g e . a t t ­
e n d  M e m o r y  o u t  r e q u e s t ;
b e g i n
lo o p
—  T h e  f o l l o w i n g  d e c l a r e  b l o c k  r e p l a c e s  a G o  a c c e p t  s t a t e m e n t  
d e c l a r e
g o  r e q u e s t  m e s s a g e  : g o  r e q u e s t  m e s s ;  
g o  r e s p o n s e  m e s s a g e  : g o  r e s p o n s e  m e s s ;  
init  n u m  f o r m a l  : bi13; 
r e s p o n s e  : o u t  r e s p o n s e ;
b e g i n
—  T h e  f o l l o w i n g  2 s t a t e m e n t s  r e c e i v e  t h e  in p a r a m e t e r  t o  t h e
—  G o  a c c e p t  s t a t e m e n t
G o  R e q u e s t  P o r t  D e f . r e c e i v e ( g o  r e q u e s t  p o r t , g o _ r e q u e s t _ m e s s a g e ) ;
’ in i t _ n u m  f o r m a l  := g o  r e q u e s t  m e s s a g e . a l l ;
r e s p o n s e  := s e n t  ok ;  —  A l s o  m e a n s  ini t_ok.
if ini t  n u m  f o r m a l  = r e a d _ i n i t _ f o r m a t i o n
t h e n
d u m p  ini t  i n f o r m a t i o n  := T r u e ;  
e l s e
d u m p  ini t  i n f o r m a t i o n  := F a l s e ;  
e n d  if;
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—  G e t  f r o m  t h e  s e r v e r  all o f  t h e  a d d r  c h u n k s  n e e d e d  t o  f o r m  t h e  b a s e
—  a d d r e s s  in  m e m o r y  t h a t  h o l d s  t h e  i n i t i a l i z a t i o n  p a r a m e t e r s  a n d  .
' —  s e n d s  t h e s e  c h u n k s  t o  t h e  M e m o r y  m o d u l e .  _
if n o t  d u m p  init i n f o r m a t i o n  t h e n  
f o r  i n d e x  in  1 .. i n i t _ n u m  f o r m a l  
l o o p
—  T h e  f o l l o w i n g  d e c l a r e  b l o c k  r e p l a c e s  a S r v  r e q  a c c e p t
- -  s t a t e m e n t
d e c l a r e
s r v  r e q  r e q u e s t  m e s s a g e  : s rv  r e q  r e q u e s t  m e s s ;  
s r v  r e q _ r e s p o n s e  m e s s a g e  : s rv  r e q  r e s p o n s e  m e s s ;  
s e r v e r _ c o m m a n d  d a t u m  : s r v  c o m m a n d  t y p e ;  
r e s p o n s e  t o _ s e r v e r  : o u t _ r e s p o n s e ;  
b e g i n
—  T h e  f o l l o w i n g  2  s t a t e m e n t s  r e c e i v e  t h e  in p a r a m e t e r
—  f o r  t h e  s r v  r e q  a c c e p t  s t a t e m e n t
Srv  R e q  R e q u e s t _ P o r t  D e f . r e c e i v e ( s r v  r e q  r e q u e s t  p o r t ,
s rv  r e q  r e q u e s t  m e s s a g e ) ;  
s e r v e r _ c o m m a n d _ d a t u m  := s rv  r e q  r e q u e s t  m e s s a g e . a l l ;
M e m o r y  o u t  r e q u e s t {  —  P u t  c h u n k  o u t  t o  t h e  M e m o r y  m o d u l e ,  
r e q u e s t  t y p e _ f o r m a l  = >  l o a d  a d d r e s s ,  
c h u n k  of  a d d r e s s  f o r m a l  = >  s e r v e r  c o m m a n d  d a t u m ,  
o c t e t  f o r m a l  = >  d o n t  c a r e _ o c t e t ) ;
e n d ;  —  e n d  o f  S r v _ r e q  a c c e p t  s t a t e m e n t  
e n d  loo p;  
e n d  if;
—  G e t  t h e  6  i n d i v i d u a l  i n i t i a l i z a t i o n  p a r a m e t e r s  ( c o n t a i n e d  in t h e
—  n e x t  8 o c t e t s  r e c e i v e d )  f r o m  t h e  M e m o r y  M o d u l e .
—  or,  if ini t  n u m  f o r m a l  is r e a d  init i n f o r m a t i o n ,  .
—  s e n d  n e m  b a c k  t o  t h e  m e m o r y ,  
f o r  i n d e x  in 1 .. 8
l o o p
if d u m p  i n i t  i n f o r m a t i o n  t h e n  
c a s e  i n d e x  is 
w h e n  1 = >  o c t e t  r e g i s t e r  ;= In m m a x  p a c k e t . l o ;  
w h e n  2  = >  o c t e t  r e g i s t e r  := In m m a x  p a c k e t . h i ;  
w h e n  3  = >  o c t e t  r e g i s t e r  := In m a d d r e s s  l e n g t h ;  
w h e n  4  = >  o c t e t  r e g i s t e r  := In m t i m e  o u t . lo ;  
w h e n  5 = >  o c t e t _ r e g i s t e r  ;= In m t i m e  ou t . h i ;  
w h e n  6  = >  o c t e t _ r e g i s t e r  := a c k  t y p e ;
w h e n  7  = >  o c t e t  r e g i s t e r  := lo ca l  n e t  t y p e  o f  s e r v i c e  t a b l e  r o w _ s i z e ;  
w h e n  8  = >  o c t e t  r e g i s t e r  := n u m b e r  of  l o c a l  n e t  t y p e s  o f  s e r v i c e ;  
e n d  c a s e ;  
e n d  if;
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if d u m p  in i t  i n f o r m a t i o n  
t h e n
M e m o r y  o u t  r e q u e s t (
r e q u e s t _ t y p e  f o r m a l  = >  r e c e i v e  d a t u m  o c t e t ,  
c h u n k  o f  a d d r e s s  f o r m a l  = >  d o n t  c a r e  X d a t u m ,  
o c t e t  f o r m a l  = >  t o s _ t a b l e ( i n d e x J ) ;
e l s e  ‘
M e m o r y  o u t  r e q u e s t (
r e q u e s t  t y p e  f o r m a l  = >  l o a d  d a t u m  o c t e t ,  
c h u n k  o'f a d d r e s s  f o r m a l  = >  d o n t  c a r e  X d a t u m ,  
o c t e t  ? o r m a l  = >  t o s  t a b l e ( i n d e x j ) ;
e n d  if;
if n o t  d u m p  init  i n f o r m a t i o n  t h e n  
c a s e  i n d e x  is
w h e n  1 = >  Inm m a x  p a c k e t . l o  := o c t e t  r e g i s t e r ;
w h e n  2 = >  Inm m a x  p a c k e t . h i  := o c t e t  r e g i s t e r ;
w h e n  3 = >  In m a d d r e s s  l e n g t h  := o c t e t  r e g i s t e r ;
w h e n  4  = >  Inm t i m e  o u t . l o  := o c t e t  r e g i s t e r ;
w h e n  5 = >  In m t i m e  o u t . h i  :* o c t e t  r e g i s t e r ;
w h e n  6 = >  a c k  t y p e  := o c t e t _ r e g i s t e r ;
w h e n  7 = >  lo ca l  n e t  t y p e  of  s e r v i c e  t a b l e _ r o w _ s i z e
:= o c t e t  r e g i s t e r ;  
w h e n  8 = >  n u m b e r  o f  l o c a l  n e t  t y p e s  o f  s e r v i c e
:= o c t e t  r e g i s t e r ;
e n d  c a s e ;  
e n d  if; 
e n d  lo op ;
—  R e a d  in t y p e  of  s e r v i c e  t r a n s l a t i o n  t a b l e  (o r  w r i t e  it o u t ) ,  
d e c l a r e
r o w  n u m b e r :  i n t e g e r  r a n g e  0 ..
n u m b e r  o f j o c a l  n e t  t y p e s  of  s e r v i c e ;  
co l  n u m b e r ;  i n t e g e r  r a n g e  0 ..
. l o c a l  n e t  t y p e  o f  s e r v i c e  t a b l e  r o w _ s i z e ;
i nde x :  i n t e g e r  r a n g e  0 .. n u m b e r _ o f  l o c a l  n e t  t y p e s  o f s e r v i c e
* lo c a l  n e t  t y p e  o f  s e r v i c e  t a b l e  r o w  s i z e  
:= 0; _ ‘  * " "
b e g i n  
r o w  n u m b e r  :® 0;
l o o p  —  O u t e r  l o o p  r e a d s  all r o w s  of  T O S  t a b l e ,
c o l  n u m b e r  := 0;
l o o p  —  I n n e r  l o o p  r e a d s  in o n e  r o w  o f  T O S  t a b l e .
* i
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if d u m p j n i t j n f o r m a t i o n  
t h e n
M e m o r y  o u t  r e q u e s t (
r e q u e s t  t y p e  f o r m a l  = >  r e c e i v e  d a t u m  o c t e t ,
5  c h u n k  o f _ a d d r e s s  f o r m a l  = >  d o n t _ c a r e  X d a t u m ,
- o c t e t  f o r m a l  • = >  t o s _ t a b l e ( i n d e x ) ) ;
e l s e  • ”  ”
. M e m o r y  o u t  r e q u e s t (
r e q u e s t  t y p e  f o r m a l  = >  l o a d _ d a t u m  o c t e t ,  
c h u n k  o f  a d d r e s s  f o r m a l  = >  d o n t  c a r e  X d a t u m ,  
o c t e t  f o r m a l  * >  t o s _ t a b l e { i n d e x ) ) ;
e n d  if;
c o l  n u m b e r  ;= c o l  n u m b e r  + 1; 
e x i t  w h e n  c o l  n u m b e r  *
l o c a l  n e t  t y p e  o f  s e r v i c e  t a b l e  r o w _ s i z e ;  
i n d e x  := i n d e x  + 1; 0  Ic
if i n d e x  >  m a x  t o s  t a b l e  s i z e  t h e n  
r e s p o n s e  := b a d  s r v  c o m m a n d ;
r e t u r n ;  —  Exit t h e  c u r r e n t  a c c e p t  s t a t e m e n t ,
e n d  if;
e n d  l o o p ;  —  E n d  i n n e r  l o o p .
r o w  n u m b e r  := r o w  n u m b e r  +  1;
' e x i t  w h e n  r o w  n u m b e r  = n u m b e r  o f  l o c a l  n e t  t y p e s _ o f _ s e r v i c e ;  
e n d  l o o p ;  —  En d o u t e r  l o o p ,
e n d ;  —  E n d  d e c l a r e  b l o c k ,
g o  r e s p o n s e  m e s s a g e . a l l  :* r e s p o n s e ;
Go  R e s p o n s e  P o r t  D e f . s e n d ( g o  r e s p o n s e _ p o r t , g o _ r e s p o n s e _ m e s s a g e ) ;  
e n d ; ” ~ ” —  End o f  init p r o c e s s i n g  ( G o  a c c e p t ) ,
e n d  lo o p ;  —  E n d  o f  o u t e r - m o s t  ( ini f ini te )  l o o p
e n d  R e a d  Ini t  P a r a m e t e r s ;  
e n d  RIP M a n a g e r :  
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