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ABSTRACT
We present the ultraviolet (UV) luminosity function of galaxies from the GALEX Medium
Imaging Survey with measured spectroscopic redshifts from the first data release of the
WiggleZ Dark Energy Survey. Our sample consists of 39 996 NUV < 22.8 emission line
galaxies in the redshift range 0.1 < z < 0.9. This sample selects galaxies with high star
formation rates: at 0.6 < z < 0.9 the median star formation rate is at the upper 95th percentile
of optically selected (r < 22.5) galaxies and the sample contains about 50 per cent of all
NUV < 22.8, 0.6 < z < 0.9 starburst galaxies within the volume sampled. The most luminous
galaxies in our sample (−21.0 > MNUV > −22.5) evolve very rapidly with a number density
declining as (1 + z)5±1 from redshift z = 0.9 to 0.6. These starburst galaxies (MNUV < −21
is approximately a star formation rate of 30 M yr−1) contribute about 1 per cent of cosmic
star formation over the redshift range z = 0.6–0.9. The star formation rate density of these
very luminous galaxies evolves rapidly, as (1 + z)4±1. Such a rapid evolution implies that
the majority of star formation in these large galaxies must have occurred before z = 0.9. We
measure the UV luminosity function in z = 0.05 redshift intervals spanning 0.1 < z < 0.9,
and provide analytic fits to the results. Our measurements of the luminosity function over this
redshift range probe further into the bright end (1–2 mag further) than previous measurements,
e.g. Arnouts et al., Budava´ri et al. and Treyer et al., due to our much larger sample size and
sampled volume. At all redshifts z > 0.55 we find that the bright end of the luminosity
function is not well described by a pure Schechter function due to an excess of very luminous
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(MNUV < −22) galaxies. These luminosity functions can be used to create a radial selection
function for the WiggleZ survey or test models of galaxy formation and evolution. Here we test
the AGN feedback model in Scannapieco, Silk & Bouwens, and find that this AGN feedback
model requires AGN feedback efficiency to vary with one or more of the following: stellar
mass, star formation rate and redshift.
Key words: galaxies: luminosity function, mass function – galaxies: starburst – ultraviolet:
galaxies.
1 IN T RO D U C T I O N
Many recent studies have measured a rapid rise in the global star
formation rate (SFR) moving from the present epoch back to red-
shifts of z ∼ 1 (as reviewed by Hopkins 2004). These studies have
generally used different measurements of SFR for galaxies at differ-
ent redshifts, driven by what could be measured in the optical region
of the observed wavelength spectra. The rest-wavelength ultraviolet
(UV) luminosity of galaxies is an important indicator of SFR (e.g.
Kennicutt 1998) and is the most common method at high redshifts
(Hopkins 2004), but until recently very few UV measurements had
been made of low-redshift galaxy populations.
The Galaxy Evolution Explorer (GALEX; see Martin et al. 2005)
satellite with its far-UV (FUV; 1350–1750 Å) and near-UV (NUV;
1750–2750 Å) cameras has permitted extensive UV measurements
of star formation at low redshifts. This work started with several
measurements of the low-redshift (z < 0.25) UV luminosity func-
tion (LF; Budava´ri et al. 2005; Treyer et al. 2005; Wyder et al.
2005). Wyder et al. (2005) measured a SFR density about half
that of earlier Hα results (Gallego et al. 1995) when using an ex-
tinction correction of AFUV ≈ 1 but noted that the results were
consistent considering the uncertainties, especially in the assumed
extinction.
The GALEX studies were extended to higher redshifts (0.2 < z <
1.2) by using a sample of 1309 galaxies from a spectroscopic survey
overlapping a deep GALEX field (Arnouts et al. 2005; Schiminovich
et al. 2005). The sample exhibited strong evolution in the FUV
luminosity density of the form (1 + z)2.5 up to z ≈ 1, with the most
UV-luminous galaxies evolving even faster [∼(1 + z)5]. The most
luminous galaxies (M < −19.3) were found to contribute as much
as 25 per cent of the total luminosity density by a redshift of z ∼ 1
(Schiminovich et al. 2005).
The rapid evolution of the contribution of massive galaxies has
been investigated in a series of studies of how SFRs evolve with red-
shift and stellar mass. Noeske et al. (2007a) measured SFRs for some
3000 galaxies with spectroscopic redshifts from the All-wavelength
Extended Groth strip International Survey (AEGIS; Davis et al.
2007). They found a relatively tight relation between SFRs and
stellar mass (the ‘main sequence of star formation’). This sequence
keeps a constant slope but moves to lower rates with decreasing
redshift. This evolution was modelled in terms of the specific SFRs
fading in all galaxies due to gas exhaustion, but with the peak of
star formation occurring later (at lower redshift) for smaller galaxies
(Noeske et al. 2007b).
Mobasher et al. (2009) obtained similar results from a study of
66 500 galaxies with photometric redshifts. Although they found
that the relative contribution of massive galaxies to the total SFR
remains constant out to z ∼ 1, the ‘characteristic’ SFR (i.e. per
galaxy) drops by an order of magnitude from z = 1 to 0.3. More
importantly, they found that the contribution of massive galaxies to
the overall SFR density was very small, indicating that the massive
galaxies must have formed the bulk of their stars at earlier epochs,
consistent with the results from the UV-selected samples (Arnouts
et al. 2005).
A major consequence of these observations is that if the most
massive galaxies formed the vast bulk of their stars at epochs earlier
than z ≈ 1, then they should contribute a negligible fraction of
the total SFR density at later times. This is suggested by some
of the observations (notably by Arnouts et al. 2005), but for the
most massive galaxies the samples are very small, due to the small
volumes sampled.
In this paper we use a new, very large volume sample of UV-
luminous galaxies to measure the contribution of UV-luminous
galaxies to the Universe star formation over the redshift range 0.1 <
z < 0.9, and the contribution of the most massive UV-luminous
galaxies over 0.6 < z < 0.9. Our galaxy sample is taken from early
observations of the WiggleZ Dark Energy Survey of UV-selected
galaxies using the AAOmega multi-object spectrograph on the 3.9 m
Anglo-Australian Telescope (Drinkwater et al. 2010).
The galaxy sample we analyse in this paper is over 40 times larger
than that of Arnouts et al. (2005) and so allows us to detect much
rarer galaxies. In addition to measuring the contribution of these
UV-luminous galaxies to the overall SFR of the Universe, we also
determine the LF of these galaxies. These LFs can be used for a
variety of purposes, such as testing semi-analytic models of galaxy
formation and evolution, or generating a radial selection function
for the WiggleZ survey.
In Section 2, we describe the sample of galaxies used, as well
as our method of estimating SFRs. In Section 3, we discuss the
completeness of the galaxy sample and show what subsample of all
galaxies is selected. We present the LFs of the WiggleZ galaxies
in Section 4. In Section 5, we analyse the LFs and discuss the
implications of the results, notably the evolution of star formation
in the most massive galaxies in our sample and their contribution to
the overall SFR. We summarize the main results in Section 6.
A standard cosmology of m = 0.3,  = 0.7 and h = 0.72 is
adopted throughout this paper.
2 DATA SET
The WiggleZ survey is described in detail by Drinkwater et al.
(2010). Here we present a brief review of the properties of the
WiggleZ survey relevant to this work. In this paper, we analyse the
WiggleZ data set observed prior to 2009 April that used data from
the Sloan Digital Sky Survey (SDSS) Data Release 5 (Adelman-
McCarthy et al. 2006) for the optical photometry. The correspond-
ing regions on the sky are listed in Table 1, and the criteria used to
select targets for spectroscopic follow-up from the combination of
UV and optical photometry are presented in Table 2. The spectro-
scopic observations were prioritized to observe fainter targets first,
according to the optical r-band magnitudes as listed in Table 2.
The three regions contained 340 GALEX tiles and 73 793 WiggleZ
targets. Spectroscopic observations obtained a reliable redshift for
45 869 of these targets. For details of the spectroscopic observations,
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Table 1. The survey boundaries of the three WiggleZ
regions analysed.
Rectangle RA range Dec. range
ID (deg, J2000) (deg, J2000)
09 h 133.7 ≤ RA ≤ 148.8 −1 ≤ Dec. ≤ 8.1
11 h 153 ≤ RA ≤ 172 −1 ≤ Dec. ≤ 8
15 h 210 ≤ RA ≤ 230 −3 ≤ Dec. ≤ 7
Table 2. The target selection criterion and prioritization scheme
used by the WiggleZ survey, to select z > 0.5 emission line
galaxies for spectroscopic follow-up from the combination of
GALEX UV and SDSS optical photometry.
Property Criterion
NUV NUV < 22.8
r 20 ≤ r ≤ 22.5
FUV − NUV FUV − NUV > 1 or FUV dropout
NUV − r −0.5 ≤ NUV − r ≤ 2
NUV flux S/N S/N ≥ 3
LRR1 criterion (r − i > g − r − 0.1) or (r − i > 0.4) or (g >
22.5) or (i > 21.5)
Quasar? Not flagged as a quasar
Priority 8 22 < r ≤ 22.5
Priority 7 21.5 < r ≤ 22
Priority 6 21 < r ≤ 21.5
Priority 5 20.5 < r ≤ 21
Priority 4 20 ≤ r ≤ 20.5
Note: (1): the low-redshift rejection (LRR) criterion uses optical
photometry to reduce the number of low-redshift targets.
redshift measurements and the reliability of these redshifts, we refer
the reader to Drinkwater et al. (2010). In summary, we inspected all
the WiggleZ spectra manually and gave the final redshift a quality
number (Q) from 1 to 5. A reliable redshift corresponds to Q ≥ 3.
The Q values of 3, 4 and 5 correspond to 83, 99 and 99.9 per cent
of the redshifts being correctly measured. Any galaxies with broad
emission lines were flagged as quasars at the inspection stage. These
objects were removed from the sample analysed in this paper as our
aim is to measure just the starburst galaxy population.
We restrict the redshift range of our sample to 0.1 < z < 0.9
for two reasons. First, Blake et al. (2009) found that most of the
redshift errors result in a galaxy being incorrectly assigned a z >
0.9 redshift. Secondly, this removes remaining stars and quasars in
our sample that were not identified and flagged during redshifting.
Using the identified quasars as a test case, we find that the z <
0.9 redshift cut removes 85 per cent of the identified quasars. It is
important to note that this is indicative only. An arbitrary fraction
of z < 0.9 quasars may remain in our sample. The z > 0.1 limit
removes 82 per cent of all identified stars (mainly M-dwarfs) from
our sample. Applying these redshift cuts, we reduce the size of our
sample slightly to 39 996 targets but remove most stars, quasars and
incorrect redshifts.
We calculated luminosities of the galaxies in each band using
k-corrections calculated with the kcorrect v4.1.4 library (Blanton
& Roweis 2007). We based the FUV luminosities on the NUV
magnitudes because many of the galaxies in our sample were not
detected in the FUV. For a complete description see Appendix A1.
We show the distribution of absolute NUV and R magnitudes as a
function of redshift for the sample in Fig. 1. The figure demonstrates
Figure 1. WiggleZ galaxy luminosities as a function of redshift. The survey
selection limits in apparent NUV and r magnitude are shown as dashed lines.
The solid green lines show M* values from fits to the LFs at each redshift
(with faint-end slopes fixed at α = −1; see Section 4.1).
Figure 2. The SFRs for the galaxies in our sample as a function of red-
shift. The inset is an enlargement of the bottom-right corner showing that
the sample contains significant numbers of starburst (SFR > 30 M yr−1)
galaxies at z > 0.5. In both the red line marks the starburst galaxy criterion
of Cowie et al. (1996) (SFR > 30 M yr−1).
the relatively narrow range of luminosity sampled by the survey at
any given redshift.
We estimated SFRs for the galaxies from their UV (1500–2500 Å)
specific luminosities corrected for intrinsic dust extinction using
the β–IRX relation (Calzetti, Kinney & Storchi-Bergmann 1994;
Meurer, Heckman & Calzetti 1999; Calzetti et al. 2000). We present
details of these calculations in Appendix A. The resulting SFRs for
the sample are shown in Fig. 2. The figure shows that our sample
contains significant numbers of starburst galaxies at redshifts above
0.5 [using the Cowie et al. (1996) definition of a starburst galaxy as
one with SFR > 30 M yr−1].
We have calculated the SFRs that would correspond to lumi-
nous infrared galaxies (LIRGs) and ultraluminous infrared galaxies
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(ULIRGs), and compared them to the SFRs of WiggleZ galaxies.
In Sanders & Mirabel (1996), LIRGs and ULIRGS are defined
as having infrared luminosities (over 8–1000µm), exceeding 1011
and 1012 solar luminosities. Using equation 4 of Kennicutt (1998),
we have calculated that LIRGs and ULIRGs undergoing a star-
burst have SFRs exceeding 17.2 and 172 M yr−1. Equation 4 of
Kennicutt (1998) can be modified to apply to quiescent Sb and
later galaxies using the results in Buat & Xu (1996). Sb and later
LIRGs and ULIRGs have SFRs exceeding 36 and 360 M yr−1.
Irrespective of galaxy type, the SFRs of WiggleZ starburst galax-
ies therefore match those of LIRGs but not ULIRGs. However,
two of the WiggleZ galaxies in Fig. 2 have SFRs consistent with
ULIRGs.
3 C O M PA R I S O N O F W I G G L E Z G A L A X I E S
TO OT H E R SA M P L E S
The NUV flux limit of the WiggleZ survey tends to select star-
forming galaxies, but the additional low-redshift rejection (LRR)
colour limits give a complex selection function. In this section,
we compare the WiggleZ galaxy sample to two reference samples
defined by simple optical and UV flux limits. We use the optical
sample (R < 22.5) to compare the WiggleZ galaxies to the entire un-
derlying galaxy population. The UV sample (NUV < 22.8) allows
us to determine how well the WiggleZ galaxies trace the starburst
galaxy population.
We selected both reference samples from the AEGIS region of
the DEEP2 survey (Davis et al. 2003, 2007). In addition to the
DEEP2 imaging and spectroscopy, this region has very deep UV [90
separate GALEX exposures at the Medium Imaging Survey (MIS)
depth] and optical (Canada–France–Hawaii Telescope Legacy Sur-
vey, CFHTLS; Martin et al. 2007) imaging. We simulated the Wig-
gleZ sample that would be selected in this region by taking the mean
counts after applying our selection criteria to the separate GALEX
exposures. We provide details of the two reference samples and
the weighting scheme that accounts for the DEEP2 spectroscopic
completeness in Appendix B.
We find that WiggleZ (in the SDSS regions) selects 1.76 ±
0.05 per cent of 0.1 < z < 0.9 and 3.34 ± 0.11 per cent of 0.6 <
z < 0.9, R < 22.5 optical galaxies. The uncertainty in these frac-
tions is calculated assuming binomial statistics and propagating
the uncertainty in the DEEP2 spectroscopic weights. These per-
centages can be understood by examining the effect of various
WiggleZ selection cuts on R < 12.5, 21.5 < R < 22.5 and R <
22.5 galaxies, which are presented in Table 3. We find that re-
quiring R < 22.5 galaxies to be S/N ≥ 3, NUV < 22.8 GALEX
MIS detections removes the majority of them at all redshifts. The
remaining WiggleZ cuts remove ∼90 and ∼50 per cent of the
S/N ≥ 3, NUV < 22.8, R < 22.5 galaxies over 0.1 < z < 0.9 and
0.6 < z < 0.9.
Table 3 also shows that each of the NUV detection, NUV < 22.8
and S/N ≥ 3 requirements removes more 21.5 < R < 22.5 galaxies
than R < 21.5 galaxies, at all redshifts. We propose that this is
responsible for fig. 8 of Drinkwater et al. (2010). Drinkwater et al.
(2010) found that the median R magnitude of WiggleZ galaxies is
around 1 mag brighter than the R < 22.5 limit of our reference
sample.
To characterize which galaxies are selected by WiggleZ from
the optical reference sample, we compared the median SFRs of
the respective samples as a function of redshift. The median val-
ues for both the WiggleZ and reference galaxies are scaled by
the DEEP2 spectroscopic completeness weights. We calculated the
Table 3. The fraction of R < 21.5, 21.5 < R < 22.5 and R < 22.5 galaxies
satisfying various WiggleZ selection cuts. The fraction of these galaxy
subsets that are eventually selected by WiggleZ is also shown.
Additional 0.1 < z < 0.9 0.6 < z < 0.9
cut/s Per cent remain Per cent WGZ Per cent remain Per cent WGZ
R < 22.5 galaxies selected
None 100 1.76 ± 0.05 100 3.34 ± 0.11
+ NUV 39.31 ± 0.11 4.48 ± 0.13 30.39 ± 0.19 11.0 ± 0.4
detection
+ NUV 17.47 ± 0.09 10.1 ± 0.3 8.46 ± 0.13 39.5 ± 1.3
<22.8
+ NUV 15.23 ± 0.09 11.6 ± 0.3 6.46 ± 0.12 51.7 ± 1.7
S/N ≥3
+ WGZ1 1.76 ± 0.05 100 3.34 ± 0.11 100
R < 21.5 galaxies selected
None 100 2.16 ± 0.15 100 8.9 ± 0.5
+ NUV 48.6 ± 0.2 4.4 ± 0.3 46.1 ± 0.7 19.4 ± 1.1
detection
+ NUV 31.8 ± 0.2 6.8 ± 0.5 20.6 ± 0.6 43 ± 2
<22.8
+ NUV 29.2 ± 0.2 7.4 ± 0.5 17.3 ± 0.6 51 ± 3
S/N ≥3
+ WGZ1 2.16 ± 0.15 100 8.9 ± 0.5 100
21.5 < R < 22.5 galaxies selected
None 100 1.67 ± 0.07 100 2.04 ± 0.11
+ NUV 32.72 ± 0.16 5.1 ± 0.2 26.9 ± 0.2 7.6 ± 0.4
detection
+ NUV 7.6 ± 0.1 22.0 ± 1.0 5.87 ± 0.14 34.7 ± 1.9
<22.8
+ NUV 5.4 ± 0.1 30.7 ± 1.4 4.06 ± 0.13 50 ± 3
S/N ≥3
+ WGZ1 1.67 ± 0.08 100 2.04 ± 0.11 100
Note (1): WGZ refers to the remaining selection criteria listed in Table 2.
SFRs from the B magnitudes for consistency, because not all the
DEEP2 galaxies are matched to a GALEX source. We used a cross
k-correction from the B band to a 1500–2500 Å top-hat filter, and
then applied the Kennicutt relation (Kennicutt 1998). We do not
correct for the internal dust extinction, because we do not have
the data to apply a consistent correction to all galaxies in the op-
tical sample. The results in Fig. 3 show that the median SFR of
WiggleZ galaxies is greater than that of the optical galaxies at all
redshifts: the WiggleZ selection criteria identify star-forming galax-
ies as desired. Fig. 3 does, however, reveal a change in the WiggleZ
selection at z ∼ 0.6. WiggleZ galaxies are among the most highly
star-forming galaxies at z > 0.6 (the median SFR is at the 95th
percentile of the optical sample), but this drops to only around the
75th percentile at z < 0.6. This decrease in the median WiggleZ
SFR at z < 0.6 is a consequence of using the LRR cuts, which
we found preferentially removes galaxies from the sample that are
bluer in NUV − r for a given g − r colour. This was not con-
sidered during design of the LRR cuts and is an unintended side
effect.
Finally, we assess how well the WiggleZ galaxies trace the
starburst galaxy population (defined as galaxies with SFR >
30 M yr−1; Cowie et al. 1996). We calculated the SFRs from
the NUV magnitudes, but (as above) did not calculate individual
dust corrections for each galaxy. We instead used a constant cor-
rection of 1 mag of extinction (based on Fig. A2, Appendix A2)
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Figure 3. Median SFRs in WiggleZ galaxies compared to optically selected
galaxies. The distribution of SFR in WiggleZ galaxies is shown by plotting
the median (red line) and the 25th and 75th percentiles (red dotted lines)
as a function of redshift. Similarly, the distribution of SFR in the optical
reference galaxies is plotted as percentiles (5th to 95th; solid lines) against
redshift. The SFR values are not corrected for internal dust extinction (see
the text). At redshifts z > 0.6, the median SFRs of WiggleZ galaxies put
them in the top 5 per cent of optical galaxies by SFR. Note that the WGZ
75th percentile merges into the 50th percentile at z > 1.
for all galaxies before applying the starburst criterion.1 The fraction
of NUV < 22.8 starburst galaxies that are WiggleZ galaxies were
calculated at each redshift2 using the spectroscopic completeness
weights determined above.
The results, in Fig. 4, show that the WiggleZ sample selects
about 50 per cent of the NUV < 22.8 starburst galaxy population
over the redshift range 0.6 < z < 0.9. Based on Fig. 3 we might
expect the fraction of starburst galaxies to be even higher. This is
because the interquartile range of the WiggleZ galaxy SFRs in Fig. 3
straddles the 95th percentile of DEEP2 galaxy SFRs for z> 0.6. The
50 per cent detection rate is due to the photometric uncertainty and
incompleteness of the GALEX MIS photometry. Inspection of the
NUV < 22.8 starburst galaxies showed that virtually all of them are
selected as a WiggleZ galaxy using the photometry of at least one
GALEX MIS observation, but only ∼50 per cent are selected using
any single observation. This explains the difference between the
results in Fig. 4 and our initial expectations of higher completeness
rates, which were based on the SFR distributions in Fig. 3.
If we use r-band luminosity as a proxy for stellar mass, it is
reasonable to assume from Fig. 1 that our sample contains the most
massive, 0.6 < z < 0.9, NUV < 22.8 starburst galaxies within the
sample volume. If there were more massive, 0.6 < z < 0.9, NUV <
22.8 starburst galaxies, then there would not be a dearth of Mr <
−22 galaxies within the survey selection limits in Fig. 1. This is
particularly telling us that the missing 0.6 < z < 0.9, Mr < −22,
1 The choice of global dust correction effectively determines the DEEP2
NUV < 22.8 starburst galaxies when combined with the SFR > 30 M yr−1
criterion. As seen in Fig. 3, WiggleZ galaxies trace the upper envelope of
DEEP2 SFRs. For this reason, we use the median of the individual WiggleZ
dust corrections to define the DEEP2 NUV < 22.8 starburst sample. This
global dust correction is too small for the most highly star-forming DEEP2
galaxies, but the distribution of SFRs within the sample is irrelevant for this
particular analysis.
2 There were insufficient numbers of starburst galaxies in the samples to
calculate the fractions at redshifts below z = 0.6.
Figure 4. Detection rate of NUV < 22.8 starburst (SFR > 30 M yr−1)
galaxies in the WiggleZ sample. Insignificant numbers of starburst galaxies
are detected at redshifts lower than shown in the plot.
NUV < 22.8 starburst galaxies are much more likely to make it into
our sample than the Mr >−22, 0.6 <z< 0.9, NUV < 22.8 galaxies.
We can apply similar reasoning to the combination of Figs 1 and 2,
and argue that our sample is representative of the SFRs of 0.6 <
z < 0.9, NUV < 22.8 starburst galaxies.
We compare the 0.6 < z < 0.9, NUV < 22.8 starburst galaxy
sample to LIRGs, to put them and WiggleZ starburst galaxies into
proper context. We have already found that the SFRs of 0.6 < z <
0.9, NUV < 22.8 starburst galaxies (and WiggleZ starburst galaxies)
are consistent with LIRG SFRs. Here we compare the population
counts. We calculate the expected number of 0.6 < z < 0.9, R <
22.5 LIRGs using the evolving IR LF in Le Floc’h et al. (2005).
We numerically integrate this evolving IR LF over IR luminosities
of 1011–1011.4 and redshifts of 0.6 < z < 0.9. The integration is
stopped at an IR luminosity of 1011.4 instead of the LIRG definition
of 1012, because this approximates an R < 22.5 cut (see fig. 15 of Le
Floc’h et al. 2005). We find that 0.6 <z< 0.9, NUV < 22.8 starburst
galaxies constitute ∼7 per cent of the 0.6 < z < 0.9, R < 22.5 LIRG
population. When we relax the R < 22.5 cut, this becomes ∼6 per
cent. UV-luminous starburst galaxies are an appreciable, but minor,
component of the entire 0.6 < z < 0.9, R < 22.5 starburst galaxy
population (assuming that they are all LIRGs).
4 TH E L F O F W iggleZ G A L A X I E S
We calculated the LF using the Schmidt–Eales (Schmidt 1968;
Felten 1976; Eales 1993) estimator, hereafter referred to as the
1/VMAX estimator, with some modifications to include our selection
function. In the simple case of N galaxies where each galaxy has
completeness Ci and maximum observable volume VMAXi , the LF
at luminosity M is
(M) =
N∑
i=1
1/(CiVMAX,i)
(e.g. Wyder et al. 2005).
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For the WiggleZ survey, we allow the completeness to vary with
redshift and position on the sky by writing
(M) =
N∑
i=1
1/
⎛
⎝ M∑
j=1
∫ zmax,i
zmin,i
Cij (z)dV (z,Aj )
⎞
⎠.
The redshift limits zmin, i and zmax, i correspond to the redshift
range over which a galaxy satisfies the survey selection criteria
(limits in NUV, r, NUV − r and the LRR colour cuts; see Table 2).
We split the full survey into M small regions of sky (based on the
GALEX tiles3) over which the completeness does not vary with
position. The volume element in each region of area Aj, between
redshifts z and z + dz, is then dV (z,Aj ). Dust corrections were
not incorporated into the selection function, because we used dust-
corrected photometry (corrected using local dust corrections) to
create the WiggleZ sample.
The completeness Cij(z) of galaxy i in the survey at a given
redshift and position on the sky is the product of terms describing the
input catalogues, spectroscopic observations and the use of aperture
photometry for the FUV magnitudes,
Cij (z) = CNUV,i,j (z)Cr,i,j (z)Cspec,i,j (z)CFUVap,i,j (z).
The terms CNUV,i,j and Cr, i, j describe the completeness of the
GALEX MIS and SDSS photometry, respectively. The probability
that a redshift is obtained for this galaxy via spectroscopic observa-
tion is encapsulated by the term, Cspec,i,j . The final term, CFUVap,i,j ,
is an effective completeness, describing the probability that the
FUV − NUV colour criterion is satisfied. We assume that these
components are independent and separable. Each of these terms
and the methods we used to measure them is described in detail in
Appendix C.
The summation of 1/VMAX values measures the integrated LF,
(M). The differential LF, φ(M), is the integrated LF dividing by the
magnitude interval used to bin galaxies when summing 1/VMAX val-
ues. We note that it is important to explicitly account for the survey
selection boundaries in redshift–luminosity space when converting
(M) to φ(M). The survey selection boundaries reduce the effective
magnitude interval of the brightest and faintest magnitude bins at
all redshifts. In practice, only the faintest galaxies at every redshift
are affected. This is because only the faintest galaxies in our sample
met the survey selection limits in redshift–luminosity space (see
Fig. 1). At all redshifts, the LF of the faintest galaxies appeared er-
roneously low when the selection boundaries in redshift–luminosity
space were neglected.
We calculated uncertainties in the individual VMAX values by
propagating the uncertainties in the survey window function and
selection function, and then allowing for discretization of the red-
shift values used to measure the observable redshift ranges. We
used bootstrap resampling to estimate the effect of outliers on the
LF measurements. A small number of extremely small or large
VMAX values can distort the LF measurements, because it is a sum-
mation of 1/VMAX values. We present an analysis of the reliability
of our VMAX measurements in Appendix D1.
We present the resulting NUV LFs in 16 redshift bins in Fig. 5.
We also calculated the LFs with a correction for the LRR cuts.
Using WiggleZ data taken prior to the inclusion of the LRR cuts,
we measured the fraction of galaxies that are removed by them
in r magnitude–redshift space (described in full in Appendix D2).
3 We used Voronoi (1908) tessellation on the GALEX tile centres to define a
unique region of sky that belongs to each tile.
The LRR corrections are the inverses of these fractions. The LRR-
corrected LFs are shown in Fig. D5. We also calculated r-band
optical LFs without and with the LRR corrections; these are shown
in Figs D6 and D7. The numerical values and uncertainties for all
the LFs are given in Appendix D4.
4.1 Schechter function fits
We fitted Schechter functions to all the LFs using the Levenberg–
Marquardt method of non-linear χ2 minimization. This method
provides uncertainties for each of the parameters through a full
covariance matrix. We excluded the brightest magnitude bin from
each fit to minimize the effect of any remaining quasars in our
sample, and account for the fact that the Schechter function is
known to deviate from measured LFs at the brightest magnitudes
(Schechter 1976). At higher redshifts, the WiggleZ data do not
contain any information about the faint-end slope, α, because of the
small luminosity range sampled. We accounted for this by keeping
α fixed. We used α values of −0.5, −1, −1.5 and −2 to span the
range of α values in the literature (e.g. Arnouts et al. 2005; Treyer
et al. 2005). We only fitted the normalization, φ*, and the position
of the ‘knee’ in the LF, M*.
The resulting Schechter functions are plotted over the LFs in
Figs 5, D5, D6 and D7. We also plot vertical lines marking the
value of M* according to the different slopes used. The Schechter
functions match the data well over the luminosities fitted, indepen-
dent of the value assumed for α and the application of an LRR cut
correction. The reduced χ2 for all of these fits is of order 1. The
one exception is that fits to the LRR-corrected, z < 0.55 optical
data only converge for α = −0.5. The Schechter function does not
fit the data well at the bright end of the LFs. The NUV data are
systematically higher than the Schechter fits at luminosities above
MNUV ≈ −21.5. The r-band LFs do not present such pronounced
deviations from the Schechter function, but this may be because we
are not sampling luminosities greater than M* in the r-band data
(see Fig. 1). We discuss possible explanations for the deviation in
the next section. The Schechter function parameter values and the
reduced χ2 values for the NUV and r LFs are presented in Appendix
D4.
The M* values for the α = −1 fits are overlaid on the WiggleZ
galaxies and selection boundaries in Fig. 1. Consistent with our
earlier analysis in Section 3, in Fig. 1 the WiggleZ galaxies transition
from ∼ MNUV* to brighter than MNUV* UV galaxies at z = 0.6. At
the same redshift, WiggleZ galaxies transition from fainter than Mr*
to ∼Mr* optical galaxies. As the WiggleZ sample is a good tracer
of the highly star-forming galaxy population, this implies that at
these redshifts (0.6 < z < 0.9) the majority of highly star-forming
UV-luminous galaxies are luminous Mr* optical galaxies.
Although our individual LF measurements are accurate, the lu-
minosity range is too small to put strong constraints on all three
Schechter function parameters. The joint confidence intervals in
M* and φ* in Fig. 6 exhibit significant degeneracy between the two
parameters at each redshift.
Fig. 6 shows how the fitted LF parameters evolve as redshift
increases from left to right. The fits to the uncorrected LFs (solid
curves) show a rapid increase in M* luminosity over the redshift
range 0.1 < z < 0.5 values (black then red curves). However, the
fits to the corrected functions (dotted curves) show less change, al-
beit with large uncertainties. Furthermore, the values of M* are also
strongly dependent on the faint-end slope for these low-luminosity
samples, so we cannot make any firm conclusions about the evolu-
tion of the fits at low (z < 0.5) redshifts. We do note, however, that
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Figure 5. The NUV LFs of WiggleZ galaxies at 16 independent redshifts. The solid, dashed, dot–dashed and dotted lines correspond to Schechter function
fits using fixed faint-end slopes of α = −0.5, −1.0, −1.5 and −2. The vertical lines indicate the fitted M* parameters for these fits using the same line styles.
We can fit Schechter functions that are consistent with our data, but the parameters are poorly constrained. The α = −1, 0.4 < z < 0.45 fit is overplotted in
blue as a visual reference.
a similarly rapid change in M* over the same redshift range was
reported by Arnouts et al. (2005).
At higher (z > 0.5) redshifts (the green and blue curves in Fig. 6),
M* increases steadily but less rapidly with redshift and the fits to the
raw and corrected LFs are much more consistent. However, we note
that the confidence intervals become more elongated at the highest
redshifts as there are fewer galaxies to constrain the normalization
of the LF. The change in evolution of the fitted parameters around
redshift z = 0.5 can largely be explained by a change in the galaxy
population at these redshifts, as can be seen in Fig. 1.
We also show previous measurements of M* and φ* from fits
to the LF in Fig. 6. The point indicated by a large square is by
Budava´ri et al. (2005) for galaxies selected with NUV < 21.5 at
redshift z = 0.1. The two points indicated by crosses are by Treyer
et al. (2005) for galaxies selected with NUV < 20 at redshifts z =
0.05 and 0.15. The circles are by Arnouts et al. (2005) for galaxies
selected with NUV < 24.5. In each case, we have used the values
for blue (late-type) galaxies in their samples to best correspond to
the WiggleZ galaxies. The previous measurements are generally
consistent with the WiggleZ measurements apart from the second
value (at 0.1 < z < 0.2) by Treyer et al. (2005) at (M∗, log ) =
( − 18.7, −2.8) which has a normalization  below the WiggleZ
value. This difference may be explained by the different populations
sampled by the two surveys at this redshift. The sample in Treyer
et al. (2005) has an NUV magnitude limit 2.8 mag brighter than that
of WiggleZ and 1.5 mag brighter than the 0.07 < z< 0.25 sample in
Budava´ri et al. (2005), and does not exclude galaxies with the bluest
NUV − r colours as WiggleZ does. Treyer et al. (2005) stated that
their 0.1 < z < 0.2 sample is dominated by bluer galaxies, so it is
likely that this sample is dominated by galaxies with higher SFRs
than 0.1 < z < 0.2 WiggleZ galaxies. This may be a contributing
factor to the discrepancy in the FUV LFs of Budava´ri et al. (2005)
and Treyer et al. (2005), which was identified in Budava´ri et al.
(2005).
In Fig. 7, we show the evolution of the fitted values of M* over
the whole redshift range for both the raw and corrected LFs. The
values are consistent at high redshift (z > 0.5), but differ at lower
redshifts where the LRR correction is being applied. We also note
that the fitted value of M* is poorly constrained by our data at
lower redshifts: the value is quite sensitive to the faint-end slope
α adopted for the fit leading to systematic uncertainties larger than
the statistical uncertainties shown in the figure. We therefore restrict
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Figure 6. Schechter function fits to the NUV LFs. The ellipses give
68 per cent confidence intervals for M* and φ*; the faint-end slope was
fixed at α = −1. The solid curves are for the raw LFs and the dotted curves
are for the LRR-corrected LFs, colour coded according to redshift: 0.1 <
z < 0.3 (black), 0.3 < z < 0.5 (red), 0.5 < z < 0.7 (green) and 0.7 < z < 0.9
(blue). The black squares and crosses show values measured by Budava´ri
et al. (2005) and Treyer et al. (2005), respectively; the circles show values
from Arnouts et al. (2005), using the same colour coding as for redshift.
Figure 7. The evolution of M* with redshift for WiggleZ and other GALEX
samples. The uncorrected and LRR-corrected WiggleZ MFUV* values are
plotted with + and × symbols, respectively. The LRR-corrected values are
also offset by +0.005 in redshift. The Arnouts et al. (2005), Budava´ri et al.
(2005) and Treyer et al. (2005) MFUV* values are plotted as green, blue
and red diamonds. Predictions of M1500* (Scannapiecoet al. 2005) for AGN
feedback equal to 2.5, 5 and 10 per cent of the bolometric luminosity are
plotted as dotted, dashed and solid lines.
our discussion to the high-redshift WiggleZ data points. In the high-
redshift region, our values of M* increase as redshift increases.
This is consistent with previous reports of strong evolution in M*
(Arnouts et al. 2005; Budava´ri et al. 2005; Treyer et al. 2005),
although we cannot confirm the even more rapid evolution at low
redshifts.
The evolution of the characteristic maximum galaxy luminosity
(i.e. M* in Fig. 7) was used by Scannapiecoet al. (2005) to test
a model of galaxy formation where star formation is inhibited by
energy injected by central black holes (‘AGN feedback’), leading to
cosmic downsizing, the steady decrease in the size of the most active
star-forming galaxies. To test their model, Scannapiecoet al. (2005)
compared the measured M* values in Arnouts et al. (2005) to their
predicted 1500 Å M*, for various levels of feedback efficiency.4 We
show the evolution in M* predicted by Scannapiecoet al. (2005) for
three different levels of AGN feedback as well as the measurements
for blue/early-type galaxies by Arnouts et al. (2005), Budava´ri et al.
(2005) and Treyer et al. (2005).
The WiggleZ measurements (at the reliable redshifts z > 0.5) ex-
tend the previous comparison to much higher redshift. The WiggleZ
measurements are generally consistent with the model predictions.
We also observe a potential trend of WiggleZ measurements to
evolve quicker than the model predictions. This is most noticeable
at z > 0.6, where it can be argued that the WiggleZ measure-
ments move from the 2.5 per cent feedback relation at z = 0.9 to
the 5 per cent feedback relation at z = 0.6. The SFRs and stellar
masses (using r-band luminosity as a proxy for stellar mass) of
WiggleZ galaxies increase with redshift. If the trend in our data is
real (evolving from one feedback relation to another), then the Scan-
napiecoet al. (2005) model would need to explain an AGN feedback
efficiency that increases with one or more of the following: time,
stellar mass and SFR.
5 D I SCUSSI ON
In this section, we discuss the evolution of the most luminous
WiggleZ galaxies, as well as their contribution to the total cos-
mic SFR. We also examine the deviation of the WiggleZ LFs from
a Schechter function at bright magnitudes.
5.1 Evolution of density and SFR density
We analysed a region in redshift–luminosity space that was fully
sampled by WiggleZ, i.e. completely within the selection bound-
aries. In particular, we only used galaxies at redshifts z ≥ 0.6 to
analyse a consistently selected galaxy population and minimize
the effects of the LRR cuts. We adopted a luminosity range of
−21 < MNUV < −22.5 and redshift range 0.6 < z < 0.9. The
lower luminosity limit approximately corresponds to an SFR of
30 M yr−1 so these galaxies are all starburst galaxies. We mod-
elled the evolution of each sample by fitting the power-law index γ
to functions of the form (1 + z)γ to the comoving number and star
formation densities. We repeated the analysis on the galaxy num-
bers with the LRR correction applied. We plot the number density
and star formation density values as a function of redshift in Fig. 8
and list the fitted power laws in Table 4.
The luminous WiggleZ galaxies show a rapid evolution in both
number density: γ = 6.5 ± 0.9, and SFR density: γ = 5.4 ± 0.9.
The evolution is slightly slower when corrected for the LRR cuts:
this is as expected because the correction increases the number of
galaxies at z< 0.6. This evolution is much more rapid than observed
in normal galaxies (e.g. γ ≈ 2.5; Hopkins 2004). As we noted in the
introduction however, UV-luminous galaxies are known to evolve
faster, with γ ≈ 5 for the MFUV < −19.3 (MNUV < −19.5) galaxies
measured by Schiminovich et al. (2005). Our results show that
this trend continues to even more luminous galaxies: the WiggleZ
galaxies have luminosities brighter by a magnitude or more. We
expect the most UV-luminous galaxies in our sample to be the most
massive, because of the NUV − r colour cuts. At these redshifts,
the most massive star-forming galaxies in our sample therefore
exhibit the fastest decline in SFR with time: in Section 5.2 below
4 Scannapiecoet al. (2005) denote the fraction of the total AGN energy
injected as kinetic energy as k which they vary from 2.5 to 10 per cent.
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Figure 8. Evolution of number density (upper panel) and star formation
density (lower panel) of luminous WiggleZ galaxies. These are calculated
over the luminosity (−21 < MNUV < −22.5) and redshift (0.6 < z < 0.9)
ranges completely sampled by the survey. In each panel, the upper (blue)
points are corrected for the galaxies removed by the LRR colour limits. The
fits in Table 4 are plotted with dashed lines in both panels.
Table 4. Evolution of luminous WiggleZ galaxies.
Sample LRR γ N γSFR
corrected
−21 < MNUV < −22.5 No 6.5 ± 0.9 5.4 ± 0.9
−21 < MNUV < −22.5 Yes 4.8 ± 1.2 3.7 ± 1.3
Note: for each sample, the evolution was fitted by a function of
the form (1 + z)γ to the number density or star formation density.
This was calculated at redshifts fully sampled by the survey at
these luminosities: 0.6 < z < 0.9.
we examine the contribution of these extreme galaxies to the total
SFR of the Universe.
5.2 Contribution of luminous galaxies to total cosmic star
formation density
In Fig. 9, we compare the contribution of the luminous WiggleZ
galaxies (described in the previous section) and the full WiggleZ
sample to the total cosmic SFR density. Both samples have been
corrected for the LRR cuts. We also show in the same figure a
parametrized measurement of the cosmic SFR density from Hopkins
& Beacom (2006). Note that we first apply a scale factor of 2.0
(Hopkins & Beacom 2006) to correct the total SFR density from
the Baldry & Glazebrook (2003) initial mass function (IMF) used
by Hopkins & Beacom (2006) to the Salpeter (1955) IMF used in
this paper. The fractional contribution of the WiggleZ samples to
the total SFR is shown in the lower panel of Fig. 9.
The SFR density and fractional contribution of the full Wig-
gleZ sample peak with a 40 per cent contribution at a redshift of
z = 0.4. (Similar evolution is observed in the uncorrected WiggleZ
sample, but the contribution to the total cosmic SFR density peaks
at ∼11 per cent around z ∼ 0.4.) The peak occurs because this is
the redshift at which the WiggleZ galaxies best sample the MNUV*
region of the LF that contributes most to the integrated SFR. In
contrast, in the optical r band, the WiggleZ galaxies at this redshift
are all less luminous than Mr*, peaking at about Mr*+1.5 (see the
lower panel of Fig. 1). This means that at least 40 per cent of all star
Figure 9. The contribution of all WiggleZ and WiggleZ starburst galaxies
to the total cosmic SFR density as a function of redshift. Top panel: the SFR
density of all WiggleZ galaxies (asterisks) and WiggleZ starburst galaxies
(circles). The solid curve indicates the total cosmic star formation density
estimated by Hopkins & Beacom (2006). Bottom panel: the fraction of the
cosmic SFR density contributed by all WiggleZ (asterisks) and WiggleZ
starburst galaxies (circles).
formation is taking place in galaxies less luminous than Mr* by a
redshift of z = 0.4.
The fractional contribution of the luminous (−21 < MNUV <
−22.5, starburst) WiggleZ galaxies to the cosmic SFR density is
almost constant over this redshift range 0.6 < z < 0.9, at about
1 per cent of the total density estimated by Hopkins & Beacom
(2006). This value is consistent with the earlier measurements
by Schiminovich et al. (2005, their fig. 5). We measure an LRR-
corrected SFR density of 10−3.25 ± 0.05 M yr−1Mpc−3 for our star-
burst galaxies at z = 0.875, after removing the ∼0.9 mag dust
correction applied to the values in Fig. 9. The corresponding total
SFR density measured by Schiminovich et al. (2005) at z= 0.9 from
MFUV < −19.32 galaxies is log(ρ∗) = −2.31+0.3−0.15 M yr−1Mpc−3
(correcting for the 25 per cent of the total contributed by these galax-
ies, but not correcting for internal dust). The discrepancy between
the SFR densities can be attributed to our brighter sample, as their
sample includes ∼ MFUV* at z = 0.9, but WiggleZ galaxies are
brighter than MFUV* at this redshift.
Our key result from this section is that we have been able
to separate the contribution of the most UV-luminous galaxies
(−21 < MNUV < −22.5) to total cosmic SFR density for the first
time. The contribution of these galaxies to the total SFR density
is around 1 per cent over the redshifts we studied (0.6 < z < 0.9).
We expect that these galaxies are also the most massive galaxies in
our sample (due to the NUV − r colour cuts), and that they are the
most massive, UV-luminous, 0.6 < z < 0.9 starburst galaxies (using
survey selection limit arguments and Mr as a stellar mass proxy).
This confirms the prediction we make in the introduction that the
most massive, UV-luminous galaxies should have formed the bulk
of their stars before a redshift of z ≈ 1.
Our results are consistent with previous observations of the con-
tribution of IR-luminous galaxies to the Universe SFR density. Le
Floc’h et al. (2005) found that LIRGs contribute at least 50 per cent
of the Universe SFR density at z ∼ 1. This was confirmed by subse-
quent analyses in Caputi et al. (2007) and Magnelli et al. (2009). All
three also observed that the dominant contribution to the Universe
SFR density transitioned from quiescently star-forming galaxies to
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Figure 10. Spectra of z = 0.74 and 1.02 quasars in the WiggleZ sample with emission lines marked. The spectra have been 5σ clipped and smoothed by
taking the mean of a 5 pixel sliding boxcar. The z = 0.74 spectrum illustrates the difficulty in classifying quasars at lower redshifts when the characteristic UV
lines (e.g. Mg II) are not visible in the spectra.
LIRGs between z = 0.7 and 0.9. These previous observations are
consistent with both the declining contribution of WiggleZ galax-
ies to the Universe SFR density from z = 0.4, and the negligible
contribution of UV-luminous starburst galaxies at z ∼ 1.
Models of IR-luminous galaxy contribution to the Universe SFR
density are also consistent with our results. Models in Hopkins et al.
(2010) and Sargent et al. (2012), which were tested against observed
IR LFs, demonstrated that z < 1 LIRGs are predominantly powered
by quiescent star formation. They also showed that starbursts con-
tribute ∼10 per cent of the Universe SFR density at z ∼ 1, declining
to ∼5 per cent at z = 0. The contribution of UV-luminous starburst
galaxies that we measure is well within these model predictions.
These results are consistent with our finding (see Section 3) that
UV-luminous starburst galaxies are an appreciable (∼7 per cent),
but minor, component of the entire starburst galaxy population at
0.6 < z < 0.9.
5.3 Bright end of the LFs
The NUV LFs in Fig. 5 deviate from the Schechter function fits
at the bright end. In this section, we examine the cause of these
deviations and derive an analytic description of the high-luminosity
behaviour of the LFs.
We first re-examined the spectra of the most luminous Wig-
gleZ galaxies. At the redshifts where significant deviations from
the Schechter function fit were evident (0.6 < z < 0.9), we selected
the galaxies within 0.5 mag of the most luminous, giving a sample of
99 spectra. Approximately a third had broad (≥1000 km s−1) lines
indicating quasars or AGN and the rest were emission line galaxies.
This shows that not all quasars were identified by inspection of the
spectra (and removed from our sample). We note that the identifica-
tion of quasars in this way was not intended to be complete. At high
redshifts (z > 0.75), the quasar UV rest-wavelength lines (Mg II at
2798 Åand the bluer lines) are relatively easy to identify as having
broad components in our low signal-to-noise spectra. By contrast,
quasars at lower redshifts (z < 0.75) are only identifiable if they
have sufficiently good spectra that a broadening of the Hβ line can
be identified. This is demonstrated in Fig. 10, where the spectra of
z ∼ 0.75 and z ∼ 1 quasars in the WiggleZ sample are plotted. We
expect the manual identification rate of quasars in our sample from
emission lines to increase with redshift. We also expect the number
density of quasars to increase with redshift. Combining geomet-
ric projection effects with increasing quasar density and increasing
quasar identification rates, we expect quasar contamination to occur
over 0.5 < z < 0.9.
Given the difficulty of removing all quasars based on the WiggleZ
spectra, we instead measured any residual quasar contributions to
the LFs by fitting a modified Schechter function, with extra contri-
butions from both quasars and a possible power-law extension at
high luminosities.
For the quasar contribution, we calculated the quasar NUV LF us-
ing the qlf_calculator code (Hopkins, Richards & Hernquist 2007).
This code calculates the monochromatic d/d(log10L) LF in AB
magnitudes at a given redshift and observing frequency. We calcu-
lated the central frequency of the GALEX NUV filter to be 1.2946 ×
1015 Hz, and then scaled the output by 0.4 to obtain the d/dM LF
used here. We allowed the fraction of the quasar LF contributing to
the WiggleZ counts to vary as a free parameter.
The quasar LF is not necessarily representative of the quasar
contribution. For example, the fraction of the quasar LF that con-
tributes to the WiggleZ LF may vary with luminosity. Fortunately,
the WiggleZ LF was calculated using the 1/VMAX estimator. This
means that any luminosity-dependent contribution of the quasar LF
is averaged over bins of 0.5 mag. Similarly, we are fortunate that the
WiggleZ LF is orders of magnitude larger than the quasar LF until
the very brightest luminosities. This means that the quasar contribu-
tion is only of concern for the few brightest magnitude bins. Taking
into account both effects, we expect a scaled quasar LF to be a good
first-order approximation of the actual quasar contribution to the
WiggleZ LF.
For the high-luminosity extension, we replaced the normal
Schechter function with a power-law term of the form  = 10γM + θ
at luminosities above a ‘break’ luminosity L0. We required that
the power law match the slope of the normal function at the tran-
sition luminosity, so L0 was the only free parameter in this extra
component.
We found the best-fitting model for each LF out of the following
possibilities: pure Schechter function, pure Schechter function +
quasar LF, extended Schechter function and extended Schechter
function + quasar LF. We tested a range of break luminosities L0
and scalings of the quasar NUV LF. The best-fitting model for each
LF according to χ2 minimization is shown in Fig. 11. Note that a
more complex model was only chosen if the penalty (measured with
the Akaike information criterion, AIC; Akaike 1974) associated
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Figure 11. NUV LF fits with extra high-luminosity contributions. The measured LF (square points) at each redshift is shown with the original Schechter
function fit (red dotted lines), predicted QSO NUV LF (nearly horizontal dotted line), Schechter-into-power-law analytic model (curving dashed line with high
density at faint luminosities) and the sum of the QSO LF and analytic model (dashed lines). The quasar contribution is only required at two redshifts.
with increasing the number of free parameters is offset by the im-
provement to the χ2 value of the fit.
At all redshifts above z = 0.55, the best-fitting models in Fig. 11
required the extended Schechter function. Somewhat surprisingly,
in only two cases (0.6 < z < 0.65 and 0.8 < z < 0.85) was a
contribution from the quasar LF also justified. At these redshifts,
the quasar contribution is probably real and the scalings of 0.5 ±
0.17 (0.6 < z < 0.65) and 0.17 ± 0.08 (0.8 < z < 0.85) correspond
to a significant fraction of the quasar population. Applying the
LRR corrections does not significantly alter the need for a quasar
contribution at these redshifts. A quasar contribution is still required
for the 0.6 < z < 0.65 LRR-corrected NUV LF. It is also required
initially for the 0.8 < z < 0.85 LRR-corrected NUV LF, but is
marginally rejected after applying the AIC penalty.
When we analyse the final WiggleZ survey data, we will ob-
tain precise LFs that extend to brighter luminosities. The selection
boundaries of the WiggleZ survey in Fig. 1 show that the com-
plete WiggleZ sample has the potential to extend the LFs by half a
magnitude at z ∼ 0.6 or 1.5 mag at z ∼ 0.9. This will allow us to
repeat this analysis and improve our characterization of the bright
end as a combination of residual quasar contamination and intrinsic
deviation.
6 C O N C L U S I O N S
We have used the WiggleZ Dark Energy Survey to measure the
properties of UV-luminous galaxies at redshifts up to z = 0.9. We
demonstrated that the WiggleZ galaxies reliably trace the starburst
galaxy population over the range 0.6 < z< 0.9. We constructed LFs
of the WiggleZ galaxies and determined their contribution to the
total cosmic SFR density. The details of these results are as follows.
(i) We have characterized the properties of galaxies selected for
the WiggleZ survey by comparison with a deep optical reference
sample. We found that WiggleZ selects 1.76 ± 0.05 per cent of all
0.1 < z < 0.9, R < 22.5 optically selected galaxies and 10.1 ±
0.3 per cent of all 0.1 < z < 0.9, R < 22.5, NUV < 22.8 UV-
selected galaxies. The median SFR of WiggleZ galaxies sits on the
50th percentile for optically selected galaxies at z≤ 0.3. The median
WiggleZ SFR moves to higher percentiles at higher redshifts, until at
z > 0.6, WiggleZ galaxies have a median SFR in the 95th percentile.
If we define starburst galaxies as those having SFR > 30 M yr−1
(Cowie et al. 1996), then the WiggleZ selection criteria should
include all NUV < 22.8 starburst galaxies at redshifts above z =
0.6. We showed that the WiggleZ sample contains approximately
50 per cent of the 0.6 < z < 0.9, NUV < 22.8 starburst galaxy
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population in our sample volume, consistent with the observational
completeness at these magnitudes.
(ii) We measured the maximum observable volumes, VMAX, for
39 966 galaxies from the first public data release (DR1) of the
WiggleZ survey. Using these VMAX values, we constructed LFs for
the WiggleZ galaxies in the GALEX NUV and the SDSS r bands.
(iii) Our large sample size allowed us to separate the contribution
of the most UV-luminous (−21.5 < MNUV < −22.5, i.e. starburst)
galaxies to the total cosmic star formation. These galaxies have
a measured SFR density of 10−2.7 M yr−1 Mpc−3 and it evolves
as  ∝ (1 + z)5 ± 1, consistent with the trends seen in the previous
analysis of a smaller sample (Schiminovich et al. 2005). We showed
that the contribution of these galaxies to the total cosmic SFR den-
sity is already less than 1 per cent of the total at a redshift of z = 0.9
and that it remains at this low level over the redshift range measured
(0.6 < z < 0.9). This confirms the expectation (Arnouts et al. 2005)
that the majority of massive galaxies will have formed the bulk of
their stars before a redshift of z ≈ 1. The negligible contribution of
UV-luminous starburst galaxies to the Universe SFR density is also
consistent with previous observations and model predictions: Le
Floc’h et al. (2005), Caputi et al. (2007) and Magnelli et al. (2009)
found that LIRGs contribute the bulk of the Universe star formation
at z ∼ 1; we found that UV-luminous starburst galaxies constitute
∼7 per cent of the entire starburst galaxy population; models in
Hopkins et al. (2010) and Sargent et al. (2012) predict a starburst
galaxy contribution of ∼10 per cent at z ∼ 1.
(iv) We derived analytic fits to the LFs by extending the func-
tional form of the Schechter function and including a contribution
from quasars. We extended the Schechter function by having it
smoothly transition to a power-law form at high luminosities. We
included a possible contribution from quasars, due to residual quasar
contamination of our sample. We selected the best-fitting model for
each LF using χ2 minimization. These fits showed that the extended
Schechter function is a better fit than the traditional Schechter func-
tion for most redshifts in the range 0.55 < z < 0.9; there is also
evidence of residual quasar contamination for 0.6 < z < 0.65 and
0.8 < z < 0.85.
(v) The analytic fits to the LFs can be used to measure the radial
selection function of the WiggleZ survey or test models of galaxy
formation and evolution. In this paper, we compared the analytic
fits to predictions for an AGN feedback model in Scannapiecoet al.
(2005). The WiggleZ M∗NUV values are consistent with the models
in Scannapiecoet al. (2005). We also note a potential evolution in the
WiggleZ M∗NUV values that is faster (with redshift) than predicted
in Scannapiecoet al. (2005). If this trend in our data is real, the AGN
feedback efficiency needs to increase (over 0.1 < z < 0.9) with one
or more of the following: time, stellar mass and SFR.
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NOTE ADDED IN PRESS
An explanation for an intrinisic LF excess in the UV has been
posited in Salim & Lee (2012). Their model of SFR based (UV)
LFs derived from specific SFRs and mass based (optical/IR) LFs
predicts an intrinic excess.
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APPEN D IX A : C ALCULATING LUMINOSITI ES
A N D S F R s
A1 Galaxy luminosities
We used the kcorrect v4.1.4 library (Blanton & Roweis 2007) to
measure k-corrections for each band and each galaxy. The kcorrect
library uses non-negative matrix factorization to fit the best combi-
nation of an eigenset of four spectral energy distributions (SEDs)
with positive definite coefficients that matches the observed SED
and redshift of a galaxy. The observed SEDs of WiggleZ galaxies
were constructed from GALEX FUV, NUV and SDSS ugriz pho-
tometry. Due to the extreme blue colours of the WiggleZ galaxies,
kcorrect sometimes fails and fits a single SED (the bluest) instead
of a linear combination. We overcame this problem by using a sin-
gle k-correction (the median) value for all the galaxies at a given
redshift (and band). We only used galaxies for which kcorrect could
successfully fit multiple components to the observed SED (giving
a reduced χ2 of order 1) to calculate the median k-corrections. In
all bands the scatter between the individual k-corrections and the
median values was smaller than the typical photometric uncertain-
ties, so using medians does not affect the luminosity measurements.
This is reasonable considering the small colour range of WiggleZ
galaxies. The median k-corrections for the FUV, NUV, g, r and i
bands are plotted in Fig. A1. Note that we calculate the FUV lumi-
nosity from the NUV apparent magnitude, as many of the galaxies
were not detected in the FUV band.
A2 Star formation rates
We calculated SFRs using a Salpeter (1955) IMF and the corre-
sponding SFR estimator of Kennicutt (1998):
SFR ( M yr−1) = 1.4 × 10−28 × L,
where L is the galaxy luminosity in erg s−1 Hz−1. We measured
the luminosity from 1500 to 2500 Å as this minimizes contamina-
Figure A1. k-corrections applied to the WiggleZ galaxies as a function of
redshift. The value is the median for all galaxies at each redshift for which
reliable, individual k-corrections were provided by the kcorrect v4.1.4 code.
Figure A2. The Gaussian smoothed median k-correction (top) and correc-
tions for internal dust (bottom) as a function of redshift. We use these to
derive SFRs from the apparent NUV magnitudes.
tion of UV emission from other more long-lived stars, and avoids
the Lyman α feature (Kennicutt 1998). We calculated the luminosi-
ties using median k-corrections (calculated as above and plotted
in the top panel of Fig. A2) from the apparent NUV magnitudes
to a rest-wavelength band defined by a top-hat filter from 1500 to
2500 Å.
We used theβ–IRX correlation (Calzetti et al. 1994, 2000; Meurer
et al. 1999) between the UV slope (β) of a galaxy spectrum and
the excess infrared flux due to dust (IRX) to predict the UV dust
attenuation (e.g. Seibert et al. 2005). The relation depends on galaxy
type and luminosity (Bell 2002; Cortese et al. 2008), but our galaxy
colours cluster around NUV − r ∼ 1 (see fig. 5 of Drinkwater et al.
2010) so we adopt a single β–IRX relation calibration, for star-
burst galaxies (Seibert et al. 2005). (The reddest WiggleZ galaxies
are more like Im or Sc galaxies, but the relation for quiescently
star-forming spiral galaxies (Salim et al. 2007) changes the dust
correction by at most 0.1 mag which is small compared to the scat-
ter in these relations.) The WiggleZ galaxies have a small range of
luminosity at each redshift, so we can use a calibration which is only
a function of redshift. The Seibert et al. (2005) calibration gives the
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dust correction for the FUV band. To obtain the dust correction at
2000 Å, we scale the correction by 0.857 (calculated from the Large
Magellanic Cloud extinction curve in equation 4 of Calzetti et al.
2000). The 2000 Å dust correction is therefore
A2000 (mag) = 0.857 × (1.74β + 3.79),
where β = 2.286(FUV − NUV) − 2.096 (also in accordance with
Seibert et al. 2005). The median dust correction of our sample is
plotted as a function of redshift in the bottom panel of Fig. A2.
A P P E N D I X B : R E F E R E N C E G A L A X Y
SAMPLES
We constructed optical- (R < 22.5) and NUV- (NUV < 22.8) lim-
ited galaxy samples to compare with the WiggleZ selection using
the AEGIS region of the DEEP2 optical redshift survey (Davis et al.
2003, 2007). We chose this region because it also has deep GALEX
UV imaging (Davis et al. 2007) for a common area of ∼0.75 square
degrees, slightly smaller than a single GALEX field. The AEGIS re-
gion also has more complete spectroscopic data than other DEEP2
regions: the redshift completeness ranges from 60 per cent (at R =
21.5) to 40 per cent (R = 22.5). The DEEP2 photometry is complete
to B < 24.5, R < 24.2 and I < 23.5 and accurate to ∼0.02 mag (at
18 mag) (Coil et al. 2004).5 The astrometry is accurate to 0.5 arcsec
(Davis et al. 2003, 2007).
The GALEX UV observations of the AEGIS region consisted of
90 exposures, each the equivalent of a normal MIS exposure (as
used for the WiggleZ survey). The GALEX point spread function
is relatively large, leading to possible confusion at these faint mag-
nitudes, so the UV photometry was based on positions from deep
optical r-band imaging from the CFHTLS (Martin et al. 2007). The
resulting catalogue has FUV, NUV, u∗, g′, r ′, i ′ and z′ photometry
complete to 25, 25, 27, 28.3, 27.5, 27 and 26.4 mag, respectively,
with astrometry accurate to 0.2 arcsec (Davis et al. 2007; Martin
et al. 2007). This GALEX/CFHTLS catalogue does not include any
CFHTLS optical sources where a deep GALEX source was not de-
tected. We matched the DEEP2 and GALEX/CFHTLS catalogues
with a matching radius of 1 arcsec after applying a magnitude
limit of r < 23 to the GALEX/CFHTLS catalogue to reduce con-
fusion by fainter sources. This process matched 97 per cent of the
GALEX/CFHTLS sources to DEEP2 sources. We calculated SFRs
using the DEEP2 B magnitudes and/or the GALEX NUV magni-
tudes as available. The two estimates were consistent when both
measurements were available.
The optical reference sample was constructed by taking all the
DEEP2 sources brighter than R = 22.5 for which a redshift was
measured, with the corresponding GALEX/CFHTLS photometry if
available. No UV photometry was used in the definition of this
sample. The spectroscopic completeness weights for this sample
were calculated as a function of their R magnitude.
The UV reference sample was constructed from the com-
bined DEEP2 and GALEX/CFHTLS catalogue by selecting GALEX
sources brighter than NUV = 22.8 and requiring that the redshift
was measured in DEEP2. There is an implied optical limit (R <
24.2) in this process, but a negligible number of galaxies was ex-
5 Brown et al. (2007) found that there is a systematic uncertainty in the
DEEP2 photometry, with DEEP2 systematically underestimating the B, R
and Iphotometry by ∼0.15 mag. As we only use the DEEP2 data set for an
internal comparison to itself, this is not a significant problem.
cluded by this limit. The weighting for spectroscopic completeness
was again calculated according to R magnitude.
The AEGIS field is not part of the WiggleZ survey, but we simu-
lated 90 independent realizations of a GALEX MIS observation of
the same set of objects as follows. First, we matched each GALEX
MIS observation to the combined DEEP2 and GALEX/CFHTLS
catalogue with nearest-neighbour matching in a radius of 5.5 arcsec
(determined as above and using the CFHTLS astrometry for consis-
tency). We then converted the CFHTLS g′r′i photometry to SDSS
gri using colour equations from Gwynn (private communication)
so that we could apply the WiggleZ target selection criteria to each
sample.
A P P E N D I X C : SE L E C T I O N F U N C T I O N
C1 UV and optical images
The WiggleZ survey extends fainter than the 100 per cent complete-
ness limits of its two main selection bands (NUV and optical r; see
Table 2). The selection function therefore includes terms for the
completeness (the probability that a galaxy is detected) of these two
input catalogues as a function of the apparent magnitude.
We measured both the NUV and r completeness functions using
the same method. We fitted curves of the following form to the
number counts in each band:
N (m) = 10αm+β0.5(1 + erf((γ − m)/θ )),
where the error function term describes the deviation from power-
law counts as the sample becomes less complete at faint magnitudes.
Using these fits, the completeness of a magnitude m galaxy is
C(m) = 0.5(1 + erf((γ − m)/θ )).
We fitted the curves using the Levenberg–Marquardt method
(Levenberg 1944; Marquardt 1963) and the implementation in Press
et al. (2002). To avoid singularities in phase space when fitting, we
seed the Levenberg–Marquardt method with the result of a χ2 mini-
mization. We used the covariance matrices provided by this method
to obtain the uncertainties in the fitted parameters and C(m). We
show an example of this curve-fitting approach and the correspond-
ing completeness in Fig. C1.
We measured the NUV completeness in each GALEX tile sep-
arately as the exposures varied significantly from tile to tile. For
the optical (SDSS r-band) catalogues, there was no evidence of any
significant variation in completeness across any of the survey rect-
angles, so we fitted a single completeness function to each survey
rectangle.
C2 Spectroscopic completeness
We define the spectroscopic completeness as the probability of a
target being observed and the observation resulting in a redshift.
For the LF calculation, it is sufficient to calculate the average of this
function over each GALEX tile. This is in contrast to our clustering
measurements where all the spatial information must be measured
(e.g. Blake et al. 2009).
During the survey we prioritized the targets for spectroscopic
observation on the basis of r-band magnitude (see Table 2). We
therefore measured the spectroscopic completeness for each pri-
ority band separately. We used binomial statistics to estimate the
uncertainty in these completeness values.
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Figure C1. The completeness function calculated for an example GALEX
NUV observation. Lower panel: the measured NUV number counts (dotted
line) compared to the fitted model (solid line). The underlying power law
from the model fit is shown by the dashed line. The vertical lines show
the bright limit of the fit (to avoid contamination of the power-law slope
by stars) and the faint limit of the main WiggleZ survey. Upper panel: the
resulting completeness function for this observation given by the difference
between the solid and dashed lines in the lower panel.
C3 Modelling FUV aperture magnitudes
The FUV − NUV colour selection – unlike the other colour se-
lection terms in Table 2 – does not impose a direct constraint on
a galaxy’s observable redshift range. This is partly because this
criterion allows a galaxy to satisfy the FUV − NUV colour selec-
tion in two different ways (FUV − NUV ≥ 1 or undetected in the
FUV). The other contributing factor is that aperture photometry
was used for the FUV magnitudes. We include the FUV − NUV
colour selection in the selection function by treating it as an ad-
ditional completeness term, CFUVap corr. In this section, we present
a model of the FUV measurements and test it against our GALEX
data. We then use it to calculate the FUV − NUV completeness
term.
The WiggleZ FUV measurements were calculated in 6 arcsec
apertures centred on the NUV detections (Drinkwater et al. 2010).
This had the disadvantage that many of the fainter FUV measure-
ments are dominated by random noise and background subtrac-
tion artefacts. We modelled the FUV aperture fluxes as the sum
of a source flux and a local background flux. We measured the
distribution of background fluxes in each GALEX tile using the
point sources (radius ≤ 5 arcsec) detected at S/N ≥ 3 in the NUV.
We measured the FUV background flux for each point source
from the difference of two apertures significantly larger than the
source (17.3 and 12.8 arcsec). Note that we apply the aperture cor-
rections in Morrissey et al. (2007) when calculating background
fluxes.
We tested this model by predicting the distribution of FUV aper-
ture magnitudes as shown in Fig. C2. As in Appendix C1, we
assumed a power-law underlying source distribution and fitted the
Figure C2. The actual and predicted aperture FUV magnitude distributions
for a random GALEX tile are plotted in the bottom panel as solid black
and blue lines (0.1 mag bins). The predicted distribution is a good match
to the actual FUV aperture magnitude distribution. The process used to
predict the aperture FUV distribution is traced by the blue dashed (initial
source flux distribution), blue dotted (detected source fluxes) and blue solid
lines (aperture correction applied and scattered by background fluxes). The
contributions of the background fluxes to the observed aperture magnitudes
are plotted in the top panel. The solid line in the top panel is plotted as a
reference line. Above this line, the background fluxes dominate the aperture
FUV magnitudes.
standard distribution function,
N (m) = 10αm+β0.5(1 + erf((γ − m)/θ )),
to the aperture FUV distribution for mFUV ≤ 25.35. This is suf-
ficiently bright that the source fluxes dominate the aperture FUV
magnitudes. We then added a random background contribution to
the galaxies at each magnitude using the background flux distribu-
tion. The predicted counts from this model agree much better with
the data than the normal completeness function (Fig. C2). Note that
no fitting was carried out to match the faint end of the aperture
FUV distribution. We confirmed that the model predictions for all
GALEX tiles used in our analysis matched the measured aperture
FUV distributions.
We incorporated this model of the FUV aperture magnitudes
into the selection function as follows. We predicted the apparent
FUV and NUV model magnitudes of a galaxy at each redshift and
applied the aperture correction to obtain the source flux contribution
to the FUV aperture magnitude. We then used the background flux
distribution (for the GALEX tile) to determine the probability that the
sum of the source flux and background would give FUV − NUV ≥
1, which we denote byCUVcol. Finally, we combine this with the tile’s
detection rate [this is C(m) for the FUV band], CFUV, to calculate
CFUVap corr for this galaxy as a function of redshift,
CFUVap corr = (CFUV × CUVcol) + (1 − CFUV).
The first term is the probability that the source is detected and
satisfies FUV − NUV > 1 and the second term is the probability
that the FUV is not detected. The main effect of this CFUVap corr
‘completeness’ is to add an effective low-redshift limit to the ob-
servable volume. For luminous galaxies (MNUV ≤ −20.5) the first
term dominates because the galaxy is detected in both FUV and
NUV and produces accurate FUV − NUV colours at z < 0.6. The
FUV − NUV > 1 colour term then functions as intended to impose
a redshift limit of z < 0.6. As the galaxies become less luminous,
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the second term starts to dominate as the FUV detection fails, so
the cutoff redshift moves to lower redshifts.
A PPENDIX D : D ETAILS OF LF RESULTS
D1 LF diagnostics
The 1/VMAX estimator assumes that each galaxy is a single realiza-
tion of a Poisson process within the galaxy’s maximum observable
volume. This is not valid in the presence of galaxy evolution and/or
clustering. We tested this assumption by calculating the mean value
of the statistic Ve/VMAX at each redshift, where Ve is the volume
interior to a galaxy’s redshift and VMAX is the maximum observable
volume discussed earlier; if the 1/VMAX assumption holds, the sam-
ple mean of Ve/VMAX is 0.5 and the standard deviation is 1/
√
12 N
(Avni & Bahcall 1980). We calculated the mean values and un-
certainties of V /VMAX for the samples in each z = 0.05 redshift
interval. The uncertainties were dominated by systematic uncer-
tainties in the volumes (typically 5 per cent) as the large sample size
gave very small statistical uncertainties. In each bin measured, the
mean Ve/VMAX was not significantly different from 0.5, although
the differences became significant if the redshift bins were any
larger. Therefore, we can reliably apply the 1/VMAX estimator to
our sample in the redshift bins we have chosen.
We also tested the VMAX calculations by calculating the LFs
separately in the three different survey regions and comparing the
results. For this purpose, we integrated the LFs over the whole 0.1 <
z < 0.9 redshift range. The result is not a true LF as the redshift
range varies with luminosity, but it does serve as a measure of the
total counts at each luminosity in each field. The resulting functions,
shown in Fig. D1, show no systematic differences between fields.
Figure D1. Comparison of the integrated NUV LFs in the three survey
regions. For each of the survey regions, the LF (Fig. 5) is integrated over
the full redshift range (0.1 < z < 0.9) and plotted as a single solid line. In
each case, a second dotted curve shows the LF corrected for the LRR cuts.
The uncertainties are not plotted for clarity, but these are typically ∼0.2 dex.
Note that these are not true LFs – each luminosity bin covers a different
redshift range – but they serve to demonstrate the absence of any systematic
differences between the survey fields.
Figure D2. Completeness correction applied to the LFs. At each point in
luminosity–redshift space, the ratio of the raw LF values to the final corrected
LF value is plotted. These ratios are equivalent to the typical completeness
applied, the CNUV, Cr and Cspec terms in the selection function.
We also show in Fig. D1 the integrated LFs after correction for the
LRR cuts (as dotted lines). These also demonstrate no significant
difference between fields, showing that our calculation of the LRR
correction is consistent across the survey. We repeated this analysis
for the r-band LFs. These are not plotted, but they show a similarly
close agreement between the three survey regions (with and without
the LRR correction), again indicating that there are no systematic
errors between the fields. Fig. D1 also demonstrates that our survey
region is sufficiently large to minimize the effects of cosmic variance
on our results.
To illustrate the importance of the completeness corrections on
the LF, we calculated a ‘raw’ 2D NUV LF, with no correction for
the survey completeness. We plot the ratio of the raw 2D LF to
the final corrected 2D NUV LF in Fig. D2. The ratio is equivalent
to the typical completeness of the WiggleZ selection function as a
function of redshift and MNUV. The selection function mean is 0.31
and varies from 0.17 to 0.404. The typical values of the CNUV, Cr
and Cspec terms of the selection function are consistent with these
values.
Figure D3. The correction factor for galaxies removed from the WiggleZ
sample by the LRR criteria. This was calculated by retrospectively applying
the LRR criteria to WiggleZ survey observations obtained prior to 2007
April (when the LRR cuts were first adopted). The 1σ uncertainties are
shown, calculated assuming binomial statistics.
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Figure D4. The correction for the LRR cuts applied to the NUV LF. Each
cell of the plot shows the ratio of the LRR-corrected to the uncorrected
comoving number density of galaxies. This ratio is equivalent to the mean
correction that is applied to a given grid element, to obtain the LRR-corrected
2D NUV LF.
D2 Correcting the LF for the LRR cuts
We estimate a correction for the galaxies removed by the LRR
criteria by making two modifications to the approach described in
Section 4.
The first modification is to add an additional completeness term to
the VMAX calculation which describes the probability that a galaxy
was removed by the LRR cuts. We calculated this completeness
by retrospectively applying the LRR cuts to WiggleZ data obtained
before 2007 April (when the LRR cuts were introduced) to calculate
the fraction of galaxies rejected as a function of redshift and r
magnitude. The second modification was to not apply the LRR
colour limits when determining a galaxy’s observable redshift range.
If we did not re-measure the observable redshift range, we would be
artificially truncating the LRR-corrected VMAX values. The resulting
correction factor (averaged over r magnitude) is shown in Fig. D3.
In calculating the correction, we are assuming that the selection
of the galaxies previously rejected by the LLR cuts can be sim-
ulated as a function of just z and r. To test this assumption, we
Figure D5. The LRR-corrected, NUV LFs of WiggleZ galaxies at 16 independent redshifts. The solid, dashed, dot–dashed and dotted lines correspond to
Schechter function fits using fixed faint-end slopes of α = −0.5, −1.0, −1.5 and −2. The vertical lines indicate the fitted M* parameters for these fits using
the same line styles. The α = −1, 0.4 < z < 0.45 fit is overplotted in blue as a visual reference.
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independently estimated the correction using the DEEP2 reference
galaxy samples described in Appendix B. We then compared the
mean redshift distributions (incorporating the DEEP2 spectroscopic
weights) of the non-LRR WiggleZ samples and WiggleZ samples
to obtain a predicted correction factor. The predicted corrections
were consistent with the observed values in Fig. D3 (assuming bi-
nomial statistics). We show the effect of this correction on the LFs
in Fig. D4, which plots the ratio of the corrected to the uncorrected
LFs as a function of redshift and luminosity.
D3 Additional LFs
We present the NUV LF corrected for the LRR cuts, and the r-band
LFs without and with corrections for the LRR cuts in Figs D5, D6
and D7, respectively.
D4 Numerical values
We present the numerical values for the LFs in Tables D1–D4, and
the values of analytic fits to them in Tables D5–D8.
Figure D6. The r LFs of WiggleZ galaxies at 16 independent redshifts. The solid, dashed, dot–dashed and dotted lines correspond to Schechter function fits
using fixed faint-end slopes of α = −0.5, −1.0, −1.5 and −2. The vertical lines indicate the fitted M* parameters for these fits using the same line styles. The
α = −1, 0.4 < z < 0.45 fit is overplotted in blue as a visual reference.
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Figure D7. The LRR-corrected, r LFs of WiggleZ galaxies at 16 independent redshifts. The solid, dashed, dot–dashed and dotted lines correspond to Schechter
function fits using fixed faint-end slopes of α = −0.5, −1.0, −1.5 and −2. The vertical lines indicate the fitted M* parameters for these fits using the same line
styles. The α = −0.5, 0.4 < z < 0.45 fit is overplotted in blue as a visual reference.
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Table D1. Numerical values (and uncertainties) for the NUV LFs of WiggleZ galaxies.
z: 0.125 0.175 0.225 0.275 0.325 0.375 0.425 0.475
MNUV
−15.5 −1.77+0.16−0.27
−15.75 −2.17+0.18−0.30
−16 −2.41+0.14−0.22
−16.25 −2.72+0.06−0.07
−16.5 −2.78+0.07−0.09 −2.32+0.11−0.15
−16.75 −2.71+0.09−0.11 −2.75+0.05−0.06
−17 −2.66+0.10−0.12 −2.97+0.09−0.11 −2.38+0.31−2.38
−17.25 −2.95+0.10−0.13 −2.96+0.09−0.11 −2.73+0.07−0.08
−17.5 −3.24+0.12−0.16 −3.11+0.05−0.06 −3.03+0.04−0.04 −2.38+0.16−0.24
−17.75 −2.96+0.12−0.16 −2.82+0.13−0.18 −3.03+0.04−0.04 −2.86+0.05−0.05
−18 −2.96+0.15−0.23 −3.18+0.08−0.10 −3.10+0.06−0.07 −3.10+0.05−0.06 −1.99+0.17−0.29
−18.25 −3.22+0.31−3.22 −3.47+0.12−0.17 −3.12+0.11−0.15 −3.13+0.04−0.04 −2.93+0.04−0.04
−18.5 −3.12+0.17−0.28 −3.19+0.08−0.11 −3.20+0.05−0.05 −2.97+0.12−0.17 −2.70+0.04−0.05
−18.75 −3.30+0.24−0.59 −3.32+0.11−0.14 −3.20+0.07−0.08 −3.14+0.03−0.04 −3.03+0.03−0.03 −2.58+0.05−0.06
−19 −3.72+0.15−0.24 −3.50+0.11−0.15 −3.26+0.04−0.04 −3.05+0.03−0.03 −3.02+0.02−0.02 −2.48+0.05−0.05
−19.25 −3.67+0.18−0.30 −3.69+0.10−0.12 −3.26+0.05−0.06 −3.13+0.03−0.03 −3.10+0.03−0.04 −2.99+0.02−0.03
−19.5 −3.92+0.26−0.75 −4.15+0.17−0.29 −3.60+0.08−0.10 −3.18+0.03−0.04 −3.09+0.10−0.14 −3.10+0.02−0.02
−19.75 −3.70+0.18−0.30 −3.81+0.09−0.11 −3.41+0.06−0.07 −3.27+0.03−0.03 −3.21+0.02−0.02
−20 −3.74+1.04−3.74 −3.81+0.29−1.15 −3.64+0.09−0.11 −3.33+0.05−0.05 −3.27+0.02−0.03
−20.25 −4.24+1.04−4.24 −4.44+0.24−0.59 −3.77+0.12−0.17 −3.65+0.11−0.15 −3.46+0.04−0.04
−20.5 −4.21+0.15−0.24 −3.84+0.13−0.19 −3.77+0.06−0.08
−20.75 −3.76+0.27−0.81 −4.21+0.19−0.35 −4.03+0.08−0.10
−21 −4.39+1.04−4.39 −4.58+0.24−0.57 −4.43+0.14−0.22
−21.25 −4.47+0.23−0.54 −4.70+0.23−0.54
−21.75 −4.20+1.04−4.20
z: 0.525 0.575 0.625 0.675 0.725 0.775 0.825 0.875
MNUV
−19.25 −2.44+0.06−0.07
−19.5 −3.02+0.02−0.02 −2.59+0.09−0.11
−19.75 −3.14+0.02−0.02 −3.19+0.02−0.02 −2.83+0.07−0.08
−20 −3.24+0.02−0.02 −3.33+0.02−0.02 −3.26+0.02−0.02 −3.13+0.05−0.06
−20.25 −3.32+0.03−0.03 −3.44+0.03−0.03 −3.46+0.02−0.02 −3.53+0.02−0.02 −3.40+0.04−0.04 −3.24+0.09−0.11
−20.5 −3.56+0.04−0.04 −3.63+0.03−0.03 −3.64+0.02−0.02 −3.68+0.02−0.03 −3.70+0.02−0.02 −3.73+0.02−0.02 −3.54+0.04−0.05 −3.42+0.10−0.13
−20.75 −3.83+0.06−0.07 −3.92+0.04−0.04 −3.90+0.02−0.02 −3.88+0.03−0.03 −3.91+0.02−0.03 −3.95+0.02−0.02 −3.91+0.03−0.03 −3.90+0.03−0.03
−21 −4.28+0.09−0.11 −4.16+0.05−0.05 −4.25+0.03−0.03 −4.27+0.03−0.04 −4.13+0.03−0.03 −4.09+0.05−0.06 −4.04+0.03−0.03 −4.13+0.03−0.03
−21.25 −4.34+0.13−0.19 −4.43+0.07−0.08 −4.63+0.06−0.07 −4.62+0.04−0.05 −4.53+0.04−0.04 −4.38+0.03−0.04 −4.29+0.04−0.04 −4.31+0.03−0.04
−21.5 −4.56+0.16−0.27 −4.86+0.12−0.17 −4.98+0.07−0.08 −4.94+0.07−0.08 −4.81+0.07−0.08 −4.76+0.04−0.05 −4.64+0.04−0.04 −4.69+0.04−0.05
−21.75 −4.73+0.23−0.54 −4.99+0.15−0.24 −5.67+0.17−0.30 −5.42+0.10−0.14 −5.35+0.08−0.09 −5.19+0.06−0.08 −4.91+0.14−0.20 −4.94+0.07−0.09
−22 −5.02+0.20−0.38 −5.96+0.18−0.32 −5.83+0.18−0.33 −5.54+0.11−0.15 −5.41+0.08−0.10 −5.50+0.09−0.11 −5.38+0.07−0.08
−22.25 −5.52+1.04−5.52 −5.86+0.26−0.73 −6.13+0.18−0.30 −6.41+0.23−0.54 −6.09+0.16−0.26 −5.79+0.12−0.17 −5.66+0.10−0.12
−22.5 −6.61+1.04−6.61 −6.26+1.04−6.26 −6.11+0.18−0.30 −6.48+0.23−0.54 −6.46+0.24−0.59 −6.28+0.18−0.31
−22.75 −6.25+0.23−0.54 −6.64+1.04−6.64 −6.71+1.04−6.71 −6.44+0.23−0.54 −6.03+0.25−0.63 −6.85+1.04−6.85
−23 −6.72+1.04−6.72 −6.39+0.23−0.53 −6.85+1.04−6.85
−23.25 −6.77+1.04−6.77
Notes. (1) Values are base 10 logarithm. (2) Luminosities and redshifts correspond to bin centres.
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Table D2. Numerical values (and uncertainties) for the r-band LFs of WiggleZ galaxies.
z: 0.125 0.175 0.225 0.275 0.325 0.375 0.425 0.475
Mr
−16 −1.75+0.23−0.54
−16.25 −3.25+0.24−0.61
−16.5 −2.86+0.11−0.14
−16.75 −2.93+0.08−0.10
−17 −2.96+0.09−0.11 −2.92+0.25−0.68
−17.25 −2.79+0.08−0.10 −3.15+0.11−0.16
−17.5 −2.76+0.07−0.09 −3.09+0.07−0.08
−17.75 −2.84+0.10−0.13 −3.07+0.10−0.13 −2.97+0.20−0.37
−18 −2.62+0.13−0.19 −3.09+0.06−0.07 −3.24+0.07−0.09
−18.25 −2.91+0.10−0.13 −3.17+0.05−0.06 −3.36+0.05−0.06
−18.5 −2.93+0.09−0.12 −3.04+0.09−0.12 −3.18+0.05−0.05 −3.48+0.10−0.13
−18.75 −2.82+0.16−0.26 −3.20+0.08−0.10 −3.13+0.04−0.05 −3.39+0.06−0.07 −2.37+0.23−0.51
−19 −2.58+0.14−0.22 −3.30+0.13−0.18 −3.11+0.08−0.09 −3.31+0.05−0.05 −3.28+0.10−0.12
−19.25 −2.71+0.22−0.44 −3.16+0.20−0.36 −3.29+0.08−0.09 −3.12+0.04−0.04 −3.24+0.18−0.31 −3.31+0.09−0.12
−19.5 −3.03+0.17−0.27 −3.34+0.11−0.14 −3.11+0.04−0.05 −3.21+0.03−0.04 −3.38+0.06−0.07 −2.51+0.28−0.99
−19.75 −2.81+0.19−0.35 −3.29+0.10−0.13 −3.22+0.09−0.11 −3.08+0.08−0.09 −3.24+0.03−0.04 −3.42+0.05−0.06
−20 −2.67+0.15−0.23 −3.61+0.10−0.13 −3.63+0.09−0.11 −3.10+0.08−0.10 −3.10+0.03−0.03 −3.43+0.03−0.04 −3.29+0.06−0.07
−20.25 −3.41+0.10−0.12 −3.75+0.09−0.11 −3.38+0.07−0.08 −3.11+0.03−0.03 −3.22+0.03−0.03 −3.37+0.03−0.04
−20.5 −2.95+0.18−0.30 −3.60+0.14−0.21 −3.65+0.08−0.10 −3.30+0.04−0.04 −3.19+0.03−0.03 −3.29+0.03−0.03
−20.75 −2.47+0.24−0.57 −3.77+0.11−0.15 −3.68+0.06−0.08 −3.37+0.14−0.21 −3.21+0.05−0.06 −3.24+0.02−0.03
−21 −3.01+0.21−0.41 −3.65+0.10−0.13 −3.44+0.07−0.08 −3.48+0.04−0.04 −3.27+0.04−0.04
−21.25 −2.73+1.04−2.73 −3.52+0.07−0.08 −3.49+0.06−0.07 −3.48+0.04−0.05 −3.48+0.03−0.04
−21.5 −3.49+0.12−0.17 −3.32+0.08−0.09 −3.57+0.06−0.07 −3.54+0.03−0.04
−21.75 −3.43+0.07−0.09 −3.55+0.05−0.05 −3.48+0.03−0.04
−22 −3.15+0.14−0.21 −3.41+0.11−0.14 −3.61+0.04−0.05
−22.25 −3.10+0.11−0.14 −3.61+0.05−0.05
−22.5 −3.48+0.08−0.09
z: 0.525 0.575 0.625 0.675 0.725 0.775 0.825 0.875
Mr
−20.25 −3.39+0.07−0.08
−20.5 −3.51+0.03−0.03 −3.47+0.08−0.09
−20.75 −3.33+0.04−0.05 −3.66+0.03−0.04 −3.46+0.06−0.07
−21 −3.30+0.02−0.02 −3.57+0.02−0.02 −3.72+0.03−0.03 −3.68+0.06−0.07
−21.25 −3.39+0.03−0.03 −3.45+0.05−0.06 −3.64+0.02−0.02 −3.80+0.06−0.06 −3.72+0.06−0.07
−21.5 −3.41+0.04−0.04 −3.60+0.03−0.03 −3.64+0.02−0.02 −3.80+0.03−0.03 −3.88+0.04−0.04 −3.83+0.06−0.08
−21.75 −3.47+0.04−0.04 −3.67+0.03−0.03 −3.72+0.02−0.02 −3.82+0.03−0.04 −3.91+0.03−0.04 −4.05+0.03−0.03 −3.87+0.05−0.06 −3.97+0.08−0.10
−22 −3.51+0.03−0.04 −3.70+0.03−0.03 −3.77+0.03−0.03 −3.91+0.03−0.03 −3.94+0.02−0.03 −4.04+0.03−0.03 −3.98+0.04−0.05 −4.17+0.04−0.04
−22.25 −3.60+0.03−0.04 −3.74+0.02−0.03 −3.83+0.07−0.08 −4.02+0.03−0.03 −4.08+0.03−0.03 −4.12+0.02−0.03 −4.06+0.04−0.04 −4.20+0.03−0.03
−22.5 −3.75+0.06−0.07 −3.87+0.03−0.04 −4.01+0.03−0.03 −4.13+0.03−0.03 −4.26+0.03−0.03 −4.21+0.04−0.05 −4.23+0.03−0.03 −4.34+0.03−0.03
−22.75 −3.59+0.08−0.09 −4.04+0.05−0.06 −4.21+0.03−0.04 −4.36+0.03−0.04 −4.39+0.04−0.05 −4.44+0.04−0.04 −4.36+0.03−0.03 −4.41+0.03−0.04
−23 −3.37+1.04−3.37 −4.33+0.09−0.11 −4.62+0.05−0.06 −4.67+0.05−0.06 −4.64+0.05−0.05 −4.57+0.04−0.04 −4.61+0.05−0.05 −4.74+0.04−0.04
−23.25 −4.87+0.11−0.15 −5.12+0.08−0.09 −4.98+0.08−0.10 −4.86+0.05−0.06 −4.75+0.05−0.05 −4.94+0.05−0.05
−23.5 −5.25+0.17−0.29 −5.36+0.12−0.17 −5.17+0.07−0.09 −5.11+0.06−0.07 −5.08+0.06−0.06
−23.75 −5.57+0.18−0.32 −5.39+0.09−0.11 −5.35+0.09−0.11 −5.27+0.11−0.16
−24 −5.67+0.15−0.24 −6.04+0.16−0.27
−24.25 −5.39+0.18−0.31 −5.59+0.23−0.54
Notes. (1) Values are base 10 logarithm. (2) Luminosities and redshifts correspond to bin centres.
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Table D3. Numerical values (and uncertainties) for the LRR-corrected, NUV LFs of WiggleZ galaxies.
z: 0.125 0.175 0.225 0.275 0.325 0.375 0.425 0.475
MNUV
−15.5 −1.56+0.17−0.28
−15.75 −2.10+0.16−0.25
−16 −2.27+0.12−0.16
−16.25 −2.62+0.05−0.06
−16.5 −2.73+0.05−0.05 −2.17+0.11−0.14
−16.75 −2.57+0.05−0.06 −2.59+0.05−0.06
−17 −2.50+0.06−0.07 −2.85+0.06−0.07 −2.37+0.30−2.37
−17.25 −2.65+0.08−0.10 −2.67+0.17−0.29 −2.60+0.07−0.08
−17.5 −2.83+0.13−0.18 −2.79+0.06−0.06 −2.82+0.05−0.06 −1.99+0.18−0.32
−17.75 −2.58+0.13−0.18 −2.65+0.06−0.08 −2.78+0.04−0.05 −2.69+0.06−0.07
−18 −2.64+0.14−0.20 −2.73+0.10−0.12 −2.74+0.06−0.07 −2.85+0.05−0.05 −1.84+0.14−0.22
−18.25 −3.26+0.25−0.66 −3.03+0.15−0.22 −2.75+0.07−0.09 −2.79+0.05−0.06 −2.63+0.05−0.06
−18.5 −2.80+0.13−0.18 −2.67+0.10−0.13 −2.69+0.06−0.07 −2.69+0.07−0.09 −2.45+0.06−0.07
−18.75 −2.96+0.18−0.33 −2.70+0.14−0.20 −2.63+0.07−0.09 −2.73+0.05−0.06 −2.73+0.03−0.03 −2.28+0.06−0.07
−19 −3.20+0.16−0.26 −2.79+0.14−0.20 −2.63+0.05−0.06 −2.67+0.03−0.04 −2.75+0.03−0.03 −2.29+0.05−0.05
−19.25 −2.93+0.18−0.31 −2.99+0.14−0.21 −2.65+0.07−0.08 −2.63+0.04−0.04 −2.80+0.03−0.03 −2.78+0.02−0.02
−19.5 −3.31+0.24−0.58 −3.43+0.24−0.59 −2.90+0.10−0.13 −2.62+0.05−0.05 −2.73+0.05−0.06 −2.84+0.02−0.02
−19.75 −2.81+0.20−0.38 −3.01+0.13−0.18 −2.83+0.07−0.09 −2.81+0.03−0.04 −2.88+0.02−0.02
−20 −2.89+1.04−2.89 −3.44+0.20−0.38 −3.04+0.09−0.11 −2.84+0.06−0.07 −2.93+0.03−0.03
−20.25 −3.14+1.04−3.14 −3.50+0.24−0.55 −3.14+0.12−0.16 −3.22+0.08−0.10 −3.12+0.04−0.04
−20.5 −3.39+0.16−0.26 −3.36+0.12−0.17 −3.38+0.07−0.08
−20.75 −2.83+0.27−0.91 −3.64+0.19−0.34 −3.57+0.09−0.11
−21 −3.52+1.04−3.52 −3.98+0.23−0.54 −3.85+0.14−0.21
−21.25 −3.67+0.23−0.54 −4.13+0.23−0.54
−21.75 −3.67+1.04−3.67
z: 0.525 0.575 0.625 0.675 0.725 0.775 0.825 0.875
MNUV
−19.25 −2.26+0.07−0.09
−19.5 −2.84+0.02−0.02 −2.41+0.09−0.11
−19.75 −2.93+0.02−0.02 −3.05+0.02−0.02 −2.72+0.09−0.12
−20 −2.98+0.02−0.02 −3.17+0.02−0.02 −3.17+0.02−0.02 −3.07+0.05−0.06
−20.25 −3.06+0.02−0.03 −3.24+0.02−0.02 −3.35+0.02−0.02 −3.46+0.02−0.02 −3.35+0.03−0.04 −3.20+0.09−0.11
−20.5 −3.28+0.03−0.04 −3.42+0.02−0.02 −3.51+0.02−0.02 −3.61+0.02−0.02 −3.66+0.02−0.02 −3.70+0.02−0.02 −3.52+0.04−0.05 −3.41+0.10−0.12
−20.75 −3.53+0.05−0.06 −3.70+0.03−0.04 −3.76+0.02−0.03 −3.79+0.03−0.03 −3.84+0.02−0.02 −3.90+0.02−0.02 −3.88+0.02−0.03 −3.88+0.03−0.03
−21 −3.94+0.09−0.12 −3.91+0.05−0.05 −4.10+0.03−0.03 −4.16+0.03−0.03 −4.05+0.03−0.03 −4.03+0.05−0.05 −4.00+0.03−0.03 −4.08+0.03−0.03
−21.25 −4.06+0.12−0.16 −4.11+0.07−0.08 −4.51+0.05−0.05 −4.50+0.04−0.05 −4.40+0.04−0.04 −4.28+0.03−0.03 −4.20+0.05−0.05 −4.26+0.03−0.04
−21.5 −4.17+0.17−0.27 −4.52+0.12−0.17 −4.74+0.07−0.08 −4.75+0.08−0.09 −4.66+0.07−0.08 −4.63+0.05−0.05 −4.50+0.06−0.07 −4.60+0.05−0.05
−21.75 −4.50+0.23−0.54 −4.68+0.16−0.25 −5.51+0.14−0.21 −5.16+0.13−0.19 −5.13+0.08−0.10 −4.99+0.08−0.09 −4.76+0.11−0.15 −4.66+0.15−0.24
−22 −4.88+0.20−0.38 −5.72+0.18−0.30 −5.67+0.16−0.24 −5.26+0.13−0.19 −5.13+0.09−0.12 −5.27+0.10−0.13 −5.13+0.09−0.12
−22.25 −5.13+1.04−5.13 −5.54+0.27−0.82 −5.89+0.18−0.30 −6.07+0.23−0.55 −5.72+0.18−0.32 −5.54+0.14−0.20 −5.36+0.13−0.18
−22.5 −6.32+1.04−6.32 −6.18+1.04−6.18 −5.75+0.19−0.33 −6.16+0.25−0.62 −6.09+0.29−1.30 −5.99+0.22−0.45
−22.75 −6.07+0.24−0.59 −6.51+1.04−6.51 −6.41+1.04−6.41 −5.87+0.26−0.78 −5.36+0.26−0.74 −6.52+1.04−6.52
−23 −6.20+1.04−6.20 −5.92+0.27−0.89 −6.16+1.04−6.16
−23.25 −6.50+1.04−6.50
Notes. (1) Values are base 10 logarithm. (2) Luminosities and redshifts correspond to bin centres.
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Table D4. Numerical values (and uncertainties) for the LRR-corrected, r-band LFs of WiggleZ galaxies.
z: 0.125 0.175 0.225 0.275 0.325 0.375 0.425 0.475
Mr
−16 −1.75+0.23−0.54
−16.25 −3.25+0.24−0.61
−16.5 −2.86+0.11−0.14
−16.75 −2.95+0.08−0.10
−17 −2.97+0.09−0.11 −2.92+0.25−0.68
−17.25 −2.70+0.11−0.14 −3.15+0.11−0.16
−17.5 −2.66+0.08−0.11 −3.09+0.07−0.08
−17.75 −2.82+0.06−0.07 −3.06+0.10−0.13 −2.97+0.20−0.37
−18 −2.51+0.08−0.10 −3.06+0.07−0.09 −3.24+0.07−0.09
−18.25 −2.58+0.09−0.11 −3.07+0.07−0.08 −3.36+0.05−0.06
−18.5 −2.45+0.09−0.11 −2.86+0.07−0.09 −3.17+0.05−0.06 −3.48+0.10−0.13
−18.75 −2.48+0.12−0.16 −2.80+0.07−0.08 −3.10+0.04−0.05 −3.39+0.06−0.07 −2.37+0.23−0.51
−19 −2.25+0.13−0.19 −2.85+0.07−0.08 −3.08+0.05−0.06 −3.32+0.05−0.05 −3.28+0.10−0.12
−19.25 −2.28+0.22−0.48 −2.79+0.10−0.13 −2.89+0.07−0.09 −3.11+0.05−0.05 −3.24+0.18−0.31 −3.31+0.10−0.12
−19.5 −2.59+0.17−0.29 −2.76+0.10−0.13 −2.99+0.07−0.08 −3.21+0.03−0.04 −3.38+0.06−0.07 −2.51+0.28−1.00
−19.75 −2.52+0.12−0.17 −2.60+0.10−0.14 −2.93+0.06−0.07 −3.02+0.11−0.15 −3.24+0.03−0.04 −3.42+0.05−0.06
−20 −2.12+0.15−0.23 −2.83+0.11−0.14 −2.92+0.08−0.10 −2.95+0.06−0.07 −3.11+0.03−0.03 −3.43+0.03−0.04 −3.29+0.06−0.07
−20.25 −2.70+0.09−0.12 −2.80+0.08−0.10 −2.94+0.06−0.06 −3.06+0.03−0.03 −3.21+0.03−0.03 −3.37+0.03−0.04
−20.5 −2.36+0.15−0.23 −2.57+0.15−0.22 −2.72+0.08−0.10 −3.03+0.04−0.04 −3.16+0.03−0.03 −3.28+0.03−0.03
−20.75 −1.79+0.24−0.57 −2.76+0.12−0.16 −2.71+0.06−0.07 −2.61+0.19−0.36 −3.02+0.04−0.04 −3.20+0.02−0.02
−21 −2.09+0.19−0.34 −2.78+0.07−0.09 −2.69+0.06−0.07 −2.95+0.04−0.05 −3.15+0.03−0.03
−21.25 −1.94+1.04−1.94 −2.52+0.06−0.08 −2.63+0.06−0.06 −2.79+0.04−0.05 −3.10+0.03−0.03
−21.5 −2.56+0.12−0.17 −2.55+0.07−0.09 −2.79+0.06−0.07 −2.95+0.03−0.03
−21.75 −2.62+0.07−0.09 −2.84+0.04−0.04 −2.89+0.03−0.04
−22 −2.38+0.14−0.22 −2.87+0.10−0.14 −3.03+0.04−0.05
−22.25 −2.57+0.12−0.16 −3.18+0.05−0.05
−22.5 −3.17+0.08−0.09
z: 0.525 0.575 0.625 0.675 0.725 0.775 0.825 0.875
Mr
−20.25 −3.39+0.07−0.08
−20.5 −3.51+0.03−0.03 −3.47+0.07−0.09
−20.75 −3.33+0.04−0.05 −3.66+0.03−0.04 −3.46+0.06−0.07
−21 −3.28+0.02−0.02 −3.57+0.02−0.02 −3.72+0.03−0.03 −3.68+0.06−0.07
−21.25 −3.27+0.03−0.03 −3.43+0.06−0.07 −3.64+0.02−0.02 −3.80+0.06−0.06 −3.72+0.06−0.07
−21.5 −3.11+0.04−0.04 −3.47+0.03−0.03 −3.64+0.02−0.02 −3.80+0.03−0.03 −3.88+0.04−0.04 −3.83+0.06−0.08
−21.75 −3.04+0.03−0.04 −3.37+0.03−0.03 −3.61+0.02−0.02 −3.80+0.03−0.04 −3.91+0.03−0.04 −4.05+0.03−0.03 −3.87+0.05−0.06 −3.97+0.08−0.10
−22 −3.07+0.03−0.03 −3.33+0.03−0.03 −3.57+0.02−0.03 −3.80+0.03−0.03 −3.92+0.02−0.03 −4.04+0.03−0.03 −3.98+0.04−0.05 −4.17+0.04−0.04
−22.25 −3.14+0.03−0.04 −3.37+0.02−0.03 −3.56+0.08−0.10 −3.86+0.03−0.03 −3.99+0.03−0.03 −4.11+0.02−0.02 −4.06+0.04−0.04 −4.20+0.03−0.03
−22.5 −3.44+0.04−0.05 −3.50+0.03−0.03 −3.74+0.03−0.03 −3.92+0.03−0.03 −4.08+0.03−0.03 −4.14+0.05−0.05 −4.22+0.03−0.03 −4.33+0.03−0.03
−22.75 −3.35+0.08−0.09 −3.82+0.05−0.05 −3.95+0.03−0.03 −4.16+0.03−0.03 −4.18+0.04−0.05 −4.29+0.04−0.04 −4.30+0.03−0.03 −4.39+0.03−0.04
−23 −3.03+1.04−3.03 −4.12+0.09−0.11 −4.50+0.05−0.05 −4.45+0.05−0.05 −4.43+0.04−0.04 −4.37+0.03−0.04 −4.50+0.04−0.04 −4.62+0.04−0.04
−23.25 −4.61+0.13−0.18 −4.97+0.08−0.09 −4.72+0.06−0.07 −4.62+0.05−0.05 −4.55+0.05−0.05 −4.75+0.05−0.05
−23.5 −4.80+0.18−0.30 −5.06+0.10−0.13 −4.81+0.07−0.09 −4.75+0.07−0.08 −4.80+0.06−0.07
−23.75 −4.89+0.18−0.33 −4.94+0.09−0.12 −4.99+0.09−0.11 −4.75+0.08−0.10
−24 −4.96+0.16−0.25 −5.82+0.16−0.26
−24.25 −4.52+0.18−0.31 −4.87+0.28−1.07
Notes. (1) Values are base 10 logarithm. (2) Luminosities and redshifts correspond to bin centres.
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Table D5. The parameters describing the model that is the best analytic description of the WiggleZ NUV LFs. The parameters φ*, M*
and α are the usual Schechter function parameters. The three power-law parameters describe the luminosity at which the LF transitions
from a Schechter function to a power law. The QSO scaling parameter shows the contribution of quasars to each redshift’s LF. When the
best-fitting model does not include either a power-law transition or a quasar contribution, the parameters are flagged as N/A. The difference
in χ2 for the standard Schechter function, extended Schechter function, Schechter+quasar and extended+quasar models is presented in
that order in the last column.
z φ* M* α Power-law Power-law Power-law Quasar Reduced Models
transition slope constant scaling χ2 χ2
0.125 −2.500.07−0.08 −17.180.25−0.25 −1 N/A N/A N/A N/A 1.2 (14.9/12) 0.0 2.0 2.0 4.0
0.175 −2.600.07−0.08 −17.450.20−0.20 −1 N/A N/A N/A N/A 1.5 (14.8/10) 0.0 1.6 2.0 3.5
0.225 −2.770.05−0.05 −18.280.17−0.17 −1 N/A N/A N/A N/A 0.7 (7.7/11) 0.0 1.9 2.0 3.9
0.275 −2.650.05−0.06 −18.170.11−0.11 −1 N/A N/A N/A N/A 1.0 (12.1/12) 0.0 1.8 2.0 3.8
0.325 −2.630.05−0.05 −18.570.10−0.10 −1 N/A N/A N/A N/A 0.6 (6.4/10) 0.0 2.0 2.0 4.0
0.375 −2.670.03−0.03 −19.120.08−0.08 −1 N/A N/A N/A N/A 2.3 (25.7/11) 0.0 1.9 2.0 4.0
0.425 −2.700.03−0.04 −19.390.09−0.09 −1 N/A N/A N/A N/A 2.2 (26.5/12) 0.0 1.8 2.0 3.8
0.475 −2.630.03−0.04 −19.420.07−0.07 −1 N/A N/A N/A N/A 4.0 (39.6/10) 0.0 2.0 2.0 4.0
0.525 −2.660.04−0.04 −19.650.08−0.08 −1 N/A N/A N/A N/A 3.4 (37.2/11) 0.0 0.2 2.0 2.3
0.575 −2.710.03−0.03 −19.580.04−0.04 −1 −20.740.12−0.09 1.16 20.14 N/A 1.3 (15.3/12) 5.0 0.0 3.4 2.0
0.625 −2.590.03−0.03 −19.440.04−0.04 −1 N/A N/A N/A 0.500.17−0.17 1.2 (15.1/13) 6.7 1.6 0.0 2.0
0.675 −2.770.03−0.04 −19.590.03−0.03 −1 −21.090.09−0.07 1.59 28.94 N/A 1.5 (17.7/12) 6.5 0.0 1.7 2.0
0.725 −2.820.04−0.05 −19.680.04−0.04 −1 −21.220.09−0.07 1.65 30.32 N/A 1.5 (16.0/11) 6.7 0.0 0.9 2.0
0.775 −3.050.04−0.04 −19.910.05−0.05 −1 −21.430.10−0.07 1.62 29.86 N/A 1.1 (13.6/12) 5.6 0.0 1.0 2.0
0.825 −3.070.05−0.06 −20.020.06−0.06 −1 N/A N/A N/A 0.170.08−0.08 1.4 (15.9/11) 3.0 1.2 0.0 2.0
0.875 −3.120.06−0.07 −20.030.06−0.06 −1 −21.430.09−0.06 1.45 26.39 N/A 0.8 (9.3/12) 9.6 0.0 2.6 2.1
Table D6. The parameters describing the model that is the best analytic description of the WiggleZ r LFs. The parameters φ*, M* and α are
the usual Schechter function parameters. The three power-law parameters describe the luminosity at which the LF transitions from a Schechter
function to a power law. The QSO scaling parameter shows the contribution of quasars to each redshift’s LF. When the best-fitting model does
not include either a power-law transition or a quasar contribution, the parameters are flagged as N/A. The fitting results for α = −0.5 are
substituted when an α = −1 fit could not be made. The difference in χ2 for the standard Schechter function, extended Schechter function,
Schechter+quasar and extended+quasar models is presented in that order in the last column.
z φ* M* α Power-law Power-law Power-law Quasar Reduced Models
transition slope constant scaling χ2 χ2
0.125 −2.420.03−0.04 −18.640.32−0.32 −0.5 N/A N/A N/A N/A 0.6 (8.9/14) 0.0 1.0 2.0 3.0
0.175 −3.090.06−0.07 −22.094.82−4.82 −1 N/A N/A N/A N/A 0.5 (6.5/13) 0.0 1.8 2.0 3.8
0.225 −3.130.04−0.04 −20.240.34−0.34 −1 N/A N/A N/A N/A 2.0 (26.1/13) 0.0 1.5 2.0 3.5
0.275 −3.140.04−0.05 −20.160.22−0.22 −1 N/A N/A N/A N/A 4.8 (58.0/12) 0.0 1.5 2.0 3.5
0.325 −2.980.05−0.05 −20.200.14−0.14 −1 −19.960.18−0.15 0.32 3.06 N/A 2.3 (27.6/12) 11.9 0.0 13.4 2.0
0.375 −3.100.03−0.03 −21.510.24−0.24 −1 −20.560.31−0.28 0.17 0.10 N/A 4.4 (52.8/12) 2.6 0.0 4.6 2.0
0.425 −3.240.03−0.03 −22.070.21−0.21 −1 N/A N/A N/A N/A 5.8 (69.6/12) 0.0 0.2 2.0 2.2
0.475 −3.170.02−0.03 −21.930.13−0.13 −1 −21.200.16−0.15 0.21 0.92 N/A 3.8 (41.5/11) 8.2 0.0 10.0 2.0
0.525 −3.290.02−0.02 −22.680.15−0.15 −1 N/A N/A N/A N/A 4.1 (49.1/12) 0.0 1.7 2.0 3.7
0.575 −3.430.02−0.02 −22.410.08−0.08 −1 N/A N/A N/A N/A 2.9 (31.5/11) 0.0 5.5 2.0 7.5
0.625 −3.380.02−0.02 −21.920.04−0.04 −1 N/A N/A N/A N/A 5.3 (58.5/11) 0.0 22.5 2.0 24.6
0.675 −3.430.02−0.02 −21.790.04−0.04 −1 N/A N/A N/A N/A 1.8 (19.5/11) 0.0 42.8 2.0 44.9
0.725 −3.510.03−0.03 −21.870.05−0.05 −1 N/A N/A N/A N/A 0.5 (6.0/11) 0.0 49.0 2.0 51.2
0.775 −3.670.02−0.03 −22.100.04−0.04 −1 N/A N/A N/A N/A 1.0 (10.3/10) 0.0 102.2 2.0 104.6
0.825 −3.590.03−0.04 −22.050.05−0.05 −1 N/A N/A N/A N/A 0.8 (8.3/11) 0.0 131.8 1.0 134.4
0.875 −3.730.03−0.04 −22.080.05−0.05 −1 N/A N/A N/A N/A 1.6 (17.1/11) 0.0 185.8 1.6 188.9
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Table D7. The parameters describing the model that is the best analytic description of the LRR-corrected, WiggleZ NUV LFs. The
parameters φ*, M* and α are the usual Schechter function parameters. The three power-law parameters describe the luminosity at which the
LF transitions from a Schechter function to a power law. The QSO scaling parameter shows the contribution of quasars to each redshift’s
LF. When the best-fitting model does not include either a power-law transition or a quasar contribution, the parameters are flagged as N/A.
Fits for α = −0.5 are substituted when a fit could not be achieved for α = −1. The difference in χ2 for the standard Schechter function,
extended Schechter function, Schechter+quasar and extended+quasar models is presented in that order in the last column.
z φ* M* α Power-law Power-law Power-law Quasar Reduced Models
transition slope constant scaling χ2 χ2
0.125 −2.520.05−0.05 −18.270.45−0.45 −1 N/A N/A N/A N/A 2.0 (23.9/12) 0.0 2.0 2.0 4.0
0.175 −2.340.03−0.03 −17.940.24−0.24 −0.5 N/A N/A N/A N/A 2.1 (20.9/10) 0.0 1.7 2.0 3.7
0.225 −2.630.05−0.05 −19.150.37−0.37 −1 N/A N/A N/A N/A 0.9 (9.9/11) 0.0 2.0 2.0 4.0
0.275 −2.630.06−0.06 −19.410.41−0.41 −1 N/A N/A N/A N/A 1.5 (18.0/12) 0.0 2.0 2.0 4.0
0.325 −2.430.05−0.06 −19.310.19−0.19 −1 N/A N/A N/A N/A 1.3 (12.9/10) 0.0 2.0 2.0 4.0
0.375 −2.520.04−0.04 −20.090.23−0.23 −1 N/A N/A N/A N/A 2.9 (31.5/11) 0.0 2.0 2.0 4.0
0.425 −2.530.04−0.04 −19.930.15−0.15 −1 N/A N/A N/A N/A 3.2 (38.6/12) 0.0 1.9 2.0 3.9
0.475 −2.480.03−0.03 −19.750.07−0.07 −1 N/A N/A N/A N/A 4.1 (40.6/10) 0.0 2.0 2.0 4.0
0.525 −2.490.02−0.02 −19.740.05−0.05 −1 N/A N/A N/A N/A 3.2 (34.9/11) 0.0 0.4 1.9 2.4
0.575 −2.620.03−0.03 −19.720.05−0.05 −1 −20.760.13−0.10 1.04 17.84 N/A 1.6 (19.6/12) 4.5 0.0 4.6 2.0
0.625 −2.540.02−0.03 −19.520.03−0.03 −1 N/A N/A N/A 0.650.25−0.26 1.1 (13.9/13) 4.3 1.9 0.0 1.9
0.675 −2.740.03−0.03 −19.650.03−0.03 −1 −21.050.10−0.07 1.46 26.35 N/A 1.7 (20.4/12) 7.1 0.0 2.2 2.0
0.725 −2.850.04−0.05 −19.780.05−0.05 −1 −21.170.11−0.07 1.44 25.94 N/A 1.5 (16.5/11) 5.5 0.0 1.0 2.0
0.775 −3.090.04−0.04 −20.040.05−0.05 −1 −21.380.13−0.09 1.38 24.85 N/A 1.1 (12.8/12) 3.9 0.0 1.3 2.0
0.825 −3.210.05−0.05 −20.240.06−0.06 −1 N/A N/A N/A N/A 1.7 (18.8/11) 0.0 0.7 0.4 2.3
0.875 −3.210.06−0.07 −20.180.07−0.07 −1 −21.410.14−0.09 1.24 22.01 N/A 0.8 (9.7/12) 4.0 0.0 2.2 2.0
Table D8. The parameters describing the model that is the best analytic description of the LRR-corrected, WiggleZ r LFs. The parameters φ*, M*
and α are the usual Schechter function parameters. A Schechter function could only be fitted at all redshifts for α = −0.5. No quasar contribution
or shift to a power law was found, and the corresponding parameters are flagged N/A. The difference in χ2 for the standard Schechter function,
extended Schechter function, Schechter+quasar and extended+quasar models is presented in that order in the last column.
z φ* M* α Power-law Power-law Power-law Quasar Reduced Models
transition slope constant scaling χ2 χ2
0.125 −1.031.90−0.00 −25.90170.67−170.67 −0.5 N/A N/A N/A N/A 0.9 (12.1/14) 0.0 2.0 2.0 4.0
0.175 −1.311.86−0.00 −26.29154.37−154.37 −0.5 N/A N/A N/A N/A 0.5 (6.7/13) 0.0 2.0 2.0 4.0
0.225 −1.351.93−0.00 −27.30181.02−181.02 −0.5 N/A N/A N/A N/A 1.6 (20.3/13) 0.0 2.0 2.0 4.0
0.275 −1.402.22−0.00 −27.91362.04−362.04 −0.5 N/A N/A N/A N/A 2.2 (25.8/12) 0.0 2.0 2.0 4.0
0.325 −1.451.63−0.00 −27.6090.51−90.51 −0.5 N/A N/A N/A N/A 2.1 (25.2/12) 0.0 1.9 2.0 3.9
0.375 −1.511.54−0.00 −27.7973.90−73.90 −0.5 N/A N/A N/A N/A 3.4 (41.3/12) 0.0 1.8 2.0 3.9
0.425 −1.631.34−0.00 −27.9545.25−45.25 −0.5 N/A N/A N/A N/A 6.0 (72.2/12) 0.0 1.8 2.0 3.8
0.475 −2.650.03−0.03 −22.990.21−0.21 −0.5 N/A N/A N/A N/A 5.2 (57.2/11) 0.0 2.0 2.0 4.0
0.525 −2.830.01−0.01 −22.630.12−0.12 −0.5 N/A N/A N/A N/A 9.7 (116.8/12) 0.0 2.0 2.0 4.1
0.575 −3.090.01−0.01 −22.180.06−0.06 −0.5 N/A N/A N/A N/A 11.7 (128.2/11) 0.0 12.0 2.0 14.0
0.625 −3.210.01−0.01 −21.720.03−0.03 −0.5 N/A N/A N/A N/A 11.5 (126.8/11) 0.0 36.4 2.0 38.4
0.675 −3.310.02−0.02 −21.650.03−0.03 −0.5 N/A N/A N/A N/A 3.9 (42.7/11) 0.0 67.6 2.0 69.8
0.725 −3.440.02−0.02 −21.810.04−0.04 −0.5 N/A N/A N/A N/A 0.5 (5.9/11) 0.0 60.2 2.0 62.3
0.775 −3.630.02−0.02 −22.100.05−0.05 −0.5 N/A N/A N/A N/A 0.8 (8.3/10) 0.0 58.8 1.8 61.0
0.825 −3.620.03−0.03 −22.030.06−0.06 −0.5 N/A N/A N/A N/A 2.7 (30.2/11) 0.0 26.3 1.1 28.5
0.875 −3.700.03−0.03 −21.930.06−0.06 −0.5 N/A N/A N/A 0.560.31−0.31 3.0 (32.8/11) 1.3 134.8 0.0 137.3
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