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We show that a new deﬁnition of the asymptotic structure of the (C, E, P)-algebras
(which are a reﬁnement of the Colombeau Generalized Algebras) allows to deﬁne a natural
topology on them. Furthermore, this topology can be mixed with functorial aspects of
the construction in order to give extension principles, which give powerful tools to solve
singular differential problems in this framework.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
More than ten years ago, J.-A. Marti has introduced the structure of (C,E,P)-algebras [13] which is a reﬁnement of
the Colombeau simpliﬁed algebra of new generalized functions [2,10,16]. These (C,E,P)-algebras are constructed on a base
(pre)sheaf E , which is usually a (pre)sheaf of algebras equipped with a topology P and on an asymptotic structure given by
a ring C of generalized constants. Except in a few cases (for example [1]), the sheaf E is chosen to be the sheaf of smooth
functions.
Although these (C,E,P)-type algebras have proved their eﬃciency to give a meaning and to solve singular differential
problems, the investigations on their topological structure have not yet been developed, except in a ﬁrst attempt [7]. In
this paper, after recalling for sake of self contentedness, the basic notions on (C,E,P)-type algebras (Section 2), we show
that a new deﬁnition of the overgeneration, which is one essential part of the theory for adapting the algebraic structure to
the singularities of the problems, leads to a natural deﬁnition of Hausdorff topologies in (C,E,P)-type algebras (Section 3).
Moreover, thanks to this topological structure, we give a new approach (Section 4) to the functorial aspects of the theory
by distinguishing algebraic and topological extensions of maps. (In [5,8,9] this notion of extension of maps is replaced by
the more restrictive notion of stability of an algebra under a family of maps.) In short, these extensions permit to extend
family of maps between the base spaces to the corresponding (C,E,P)-algebras or to deﬁne operators in (C,E,P)-algebras.
They are an essential tool to set differential problems in (C,E,P)-algebras and to solve them. We give an example of
application (Section 5) based on the unidirectional wave equation in which the essential novelty consists in an adaptation
of the sheaf E to the problem, shortening considerably the proofs. We should mention here a similar approach used in [17]
to solve divergent type quasilinear Dirichlet problem in Colombeau type algebras, and a thorough comparison of various
concepts of solution for linear ﬁrst-order hyperbolic in [11].
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nonlinear generalized functions of [12], in which Colombeau type generalized functions are viewed as asymptotic extensions
of topological modules or algebras, and therefore belong to the theory of algebraic topology. In fact, we think that [12] and
our paper show that the various theories of nonlinear generalized functions are not apart the main stream of mathematics.
More specially, our hope is to convince the reader that the (C,E,P)-algebras are not only an algebraical machinery as a
ﬁrst sight can show, but a richer concept containing topological and asymptotical structures.
2. The presheaf of (C,E,P)-type algebras
We begin by recalling the algebraical construction of (C,E,P)-algebras [13,14] as improved in [3,5]. Let:
(1) Λ be a directed set with partial order relation ;
(2) A be a solid subring of the ring KΛ (K = R or C): whenever (|sλ|)λ  (|rλ|)λ for some ((sλ)λ, (rλ)λ) ∈ KΛ × A, that is,
|sλ| |rλ| for all λ, it follows that (sλ)λ ∈ A;
(3) I A be a solid ideal of A;
(4) E be a sheaf of K-topological algebras over a topological space X .
Assume that for any open set Ω in X , the topology of the algebra E(Ω) is deﬁned by a family P(Ω) of seminorms such
that:
(5) Whenever Ω1, Ω2 are two open subsets of X with Ω2 ⊂ Ω1 and ρ12 is the restriction operator E(Ω1) → E(Ω2), then,
for each p2 ∈ P(Ω2), the seminorm p1 = p2 ◦ ρ12 extends p2 to P(Ω1);
(6) Whenever Θ = (Ωh)h∈H is a family of open sets in X with Ω =⋃h∈H Ωh , then, for each p ∈ P(Ω), there exist a ﬁnite
subfamily (Ωi)1in of Θ and corresponding seminorms pi ∈ P(Ωi), 1 i  n, such that
∀u ∈ E(Ω), p(u) p1(u|Ω1 ) + · · · + pn(u|Ωn ).
Deﬁne C = A/I A and |B| = {(|rλ|)λ , (rλ)λ ∈ B} (B = A or I A ). From (2), it follows that |A| is a subset of A and that
A+ = {(bλ)λ ∈ A, ∀λ ∈ Λ, bλ  0} = |A|. The same holds for I A . Furthermore, (2) implies also that A is a K-algebra [3].
With these notations, set
M(Ω) = M(A,E,P)(Ω) =
{
(uλ)λ ∈
[E(Ω)]Λ ∣∣ ∀p ∈ P(Ω), (p(uλ))λ ∈ |A|},
N (Ω) = N(I A ,E,P)(Ω) =
{
(uλ)λ ∈
[E(Ω)]Λ ∣∣ ∀p ∈ P(Ω), (p(uλ))λ ∈ |I A |}.
Proposition-Deﬁnition 1. (See [3,13].)
(i) M(A,E,P) (resp. N(I A ,E,P)) is a sheaf of K-subalgebras (resp. of ideals) of the sheaf EΛ (resp. of M(A,E,P)).
(ii) The factorM(A,E,P)/N(I A ,E,P) is a presheaf of algebras over the factor ring C = A/I A , with localization principle, called presheaf
of (C,E,P)-algebras.
Remark that, with (2), the constant sheaf M(A,K,|.|)/N(I A ,K,|.|) is exactly equal to C = A/I A .
Notation 1. We denote by [(uλ)λ]A = [uλ]A = [uλ], when no confusion may arise, the class of (uλ)λ∈Λ in A(Ω).
Remark 1. We assume in addition that {(aλ)λ ∈ A | limΛ aλ = 0} = ∅ and that I A satisﬁes
I A ⊂
{
(aλ)λ ∈ A
∣∣ lim
Λ
aλ = 0
}
. (7)
Then there exists a canonical sheaf embedding of E into A through the morphism of algebra
σΩ :E(Ω) → A(Ω), f 	→
[
( f )λ
]
.
Indeed, if [( f )λ] = 0, we have: ∀p ∈ P(Ω), (p( f ))λ ∈ |I A |. From (7), it follows that ∀p ∈ P(Ω), p( f ) = 0. Thus f = 0.
Remark 2. For the above algebraic considerations of this section (and specially Proposition-Deﬁnition 1), we don’t need Λ
to be a directed set. However, the previous remark shows the importance of this assumption in order to get nontrivial
extensions. In the same spirit and in order to simplify the deﬁnitions in the following section, when we say that the
topology of the algebra E(Ω) is deﬁned by a family P(Ω) of seminorms, we shall assume that this family, eventually
completed by the supremum of ﬁnite numbers of seminorms of the family P(Ω), is a ﬁltering family forming a basis of
continuous seminorms.
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In almost all works using (C,E,P)-type algebras (see, for examples, [5,8,9,13,14]), the ring A and the ideal I A are
constructed as polynomially overgenerated rings and satisfy the assumption (7) of Remark 1. For (aλ)λ, (bλ)λ ∈ RΛ , we shall
use the following notation
aλ 
 bλ ⇔ ∃λ0 ∈ Λ, ∀λ λ0: aλ  bλ.
We ﬁrst give an improved deﬁnition of the overgeneration.
Proposition-Deﬁnition 2 (Polynomially overgenerated rings). Consider B0 a family of nets in (R∗+)Λ and B the subset of elements
in (R∗+)Λ obtained as rational functions with coeﬃcients in R∗+ of elements in B0 as variables. Set
AB =
{
(aλ)λ ∈ KΛ
∣∣ ∃(bλ)λ ∈ B: |aλ| 
 bλ}.
The set AB is a solid subring of KΛ , called the ring (polynomially) overgenerated by B0 (or by B).
Usually, the set B0 is ﬁnite and given by the problem itself. (See [5,8,14].) The term polynomially refers to the fact that
the growth of elements of AB is at most polynomial with respect to the elements of B0. This polynomial overgeneration is
suﬃcient for the nonlinearities considered in the quoted references but, for example, does not permit to obtain (C,E,P)-
algebras stable by exponential.
Remark 3. With this deﬁnition B is stable by inverse. In many practical cases and, for example, in the case of Colombeau
simpliﬁed algebras, which are a particular case of (C,E,P)-algebras, B is exactly the set of invertible elements of the ring
of generalized constants.
As a “canonical” ideal of AB , one usually chooses
IB =
{
(aλ)λ ∈ KΛ
∣∣ ∀(bλ)λ ∈ B: |aλ| 
 bλ}. (8)
A routine checking shows that IB is a solid ideal of AB . We shall always assume the existence of (rλ)λ ∈ B such that
limΛ rλ = 0, in order to have (7) and, thus, the canonical embedding of E(Ω) into A(Ω). (This assumption is satisﬁed in all
practical applications.) We denote by CB = AB/IB the corresponding ring of generalized numbers.
The above quite natural choice for IB can be a fortiori motivated by the following topological considerations. For Ω ∈
O(X), p ∈ P(Ω), (rλ)λ ∈ B, set
Bp(0, rλ) =
{
(uλ)λ ∈ E(Ω)Λ
∣∣ p(uλ) 
 rλ}
and deﬁne
V0 =
{
U ⊂ E(Ω)Λ ∣∣ ∃Bp(0, rλ): Bp(0, rλ) ⊂ U}.
For any u= (uλ)λ ∈ E(Ω)Λ , we set Vu = {V + u, V ∈ V0}.
Proposition 3. For any u ∈ E(Ω)Λ , the collection Vu is a ﬁlter of neighborhoods of u.
Proof. Due to the additive structure of E(Ω)Λ , we only have to check the assertion on the collection V0. First, the collection
V0 is obviously a ﬁlter, as:
(F1) Each V ∈ V0 is nonempty, as it contains 0, which is also exactly the (N1) condition for the deﬁnition of a ﬁlter of
neighborhoods [20].
(F2) The collection V0 is stable by ﬁnite intersection. It suﬃces to verify that, for any Bp(0, rλ), Bq(0, sλ), there exists
Bρ(0, tλ) such that Bρ(0, tλ) ⊂ Bp(0, rλ) ∩ Bq(0, sλ). As the family P(Ω) is ﬁltering, there exists ρ ∈ P(Ω) such that
p,q ρ . Due to the properties of B, there exists (tλ)λ ∈ B (for example, tλ = rλsλ/(rλ + sλ)) such that tλ min(rλ, sλ).
It follows that Bρ(0, tλ) ⊂ Bp(0, rλ) ∩ Bq(0, sλ).
(F3) From the deﬁnition of V0, it follows immediately that
∀U ⊂ E(Ω)Λ, (∃V ∈ V0, V ⊂ U ) ⇒ U ∈ V0.
It remains to verify the (N2) condition for the deﬁnition of a ﬁlter of neighborhoods [20]: Take U ∈ V0. Consider
Bp(0, rλ) ⊂ U . For V = Bp(0, rλ/2) (with (rλ/2)λ ∈ B, and thus V ∈ V0), we obviously have: ∀u ∈V , Bp(u, rλ/2) ⊂ U . Thus
U ∈ V(u). 
Remark 4. The collection of generalized balls (Bp(u, rλ))ρ∈P(Ω),(rλ)λ∈B forms a basis of neighborhoods of u ∈ E(Ω)Λ .
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denote by τ(P,B) the topology deﬁned on E(Ω)Λ by the preceding collections of neighborhoods. We shall consider that
M(Ω) is equipped with the subspace topology (also denoted by τ(P,B)).
Example 1. The constant sheaf M(AB,K,|.|) = AB can be itself equipped with this topology, turning it into a topological ring.
In this case, the balls are deﬁned by
B(0, rλ) =
{
(xλ)λ ∈ KΛ
∣∣ |xλ| 
 rλ}.
Proposition 4. The subspace topology τ(P,B) turns M(Ω) into a topological algebra over the topological ring AB .
Proof. From the deﬁnition and the property of B, the addition is clearly continuous on (E(Ω)Λ, τ(P,B)). For the conti-
nuity of the product in M(Ω), take ui = (ui,λ)λ , hi = (hi,λ)λ ∈ M(Ω) (i = 1,2) and form (u1 + h1)(u2 + h2) − u1u2 =
h1u2 + h2u1 + h1h2. Take any Bp(0, sλ). There exists (ri,λ)λ ∈ B such that |ui,λ| 
 ri,λ . If hi ∈ Bp(0, sλ/rλ), with rλ ∈ B big
enough (say rλ  2max(r1,λ + r2,λ, sλ,1)), we get (u1 +h1)(u2 +h2)−u1u2 ∈ Bp(0, sλ). A quite similar argument shows the
continuity of the scalar multiplication. 
Remark 5. It can be veriﬁed that the space M(Ω) is exactly the subspace of E(Ω)Λ on which the multiplication is contin-
uous. (See also [12] on this subject.)
As
N (Ω) =
⋂
P∈P(Ω),(rλ)λ∈B
BP (0, rλ)
τ(P,B) =
⋂
V∈V0
V τ(P,B) = {0},
A(Ω) appears to be the Hausdorff space associated with M(Ω) [20]. Thus:
Proposition 5. The quotient space topology τ˜(P,B) turns A(Ω) into a Hausdorff topological algebra on the ring C .
Example 2. The sharp topology on asymptotic algebras can also be constructed as above. We refer the reader to [6,7,15,18]
for more discussions on this subject.
We shall call the topology τ˜(P,B) the sharp topology, in the spirit of the previous example.
Proposition 6. The topology τ˜(P,B) induces the discrete topology on E(Ω) embedded through σΩ (see Remark 1).
Proof. Fix (rλ)λ ∈ B such that limΛ rλ = 0. Consider any p ∈ P(Ω) and u ∈ E(Ω) such that [(u)λ] ∈ Bp(0, rλ) ∩ σΩ(E(Ω)).
As limΛ rλ = 0 and p(u) 
 rλ , we get p(u) = 0 for all p ∈ P(Ω) and u = 0. Thus Bp(0, rλ)∩σΩ(Ω) = {0} and {0} is an open
set of σΩ(E(Ω)). It follows that σΩ is continuous if, and only if, E(Ω) is endowed with the discrete topology. 
Remark 6. In addition, the sharp topology on A(Ω) is in general not locally connected, even if it is locally convex. It is also
clear that generally A(Ω) is not locally compact and that the sharp topology on A(Ω) is not separable. (See [6,18,19] for
the case of sharp topology on asymptotic algebras, which are a particular case of (C,E,P)-algebras.)
4. Functoriality in (C,E,P)-algebras
A typical situation considered in the theory of (C,E,P)-algebras is the following. Consider a differential problem in Rd2
P (D)(u) = F (u), Q (u) = f (P)
where P (D) is a differential operator, F a nonlinear function, Q denotes an operator such as the restriction to an appropriate
submanifold of Rd2 and f a set of irregular data. Some regularization procedures, acting on F and f , replace the problem (P)
by a family of problems
P (D)(u) = Fλ(u), Q (u) = fλ (Pλ)
(where λ belongs to some set of indices Λ) regular in the following meaning: For fλ ∈ C∞(Rd1 ), the problem (Pλ) admits a
unique solution uλ ∈ C∞(Rd2 ). The question which arises is to link the family (uλ)λ with some (C,E,P)-algebra in which
it makes sense to consider its class as a solution to the problem (P). This question has a quite general answer, given by the
functorial aspects of (C,E,P)-algebras, which we develop in the sequel.
We consider here Ei , i = 1,2, two sheaves of K-topological algebras, each over a topological space Xi , the topologies Pi
satisfying (5) and (6). We consider Ci = Ai/Ii , two rings of generalized constants overgenerated by Bi built on the same
set Λ. We denote by Ai = Mi/Ni the corresponding presheaves of (Ci,Ei,Pi)-algebras.
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conditions hold
∀( fλ)λ ∈ M1(Ω1),
(
Gλ( fλ)
)
λ
∈ M2(Ω2), (9)
∀( fλ)λ ∈ M1(Ω1), ∀(hλ)λ ∈ N1(Ω1),
(
Gλ( fλ + hλ) − Gλ( fλ)
)
λ
∈ N2(Ω2). (10)
Proposition 7. Any family of algebraically moderate maps (Gλ :E1(Ω) → E2(Ω))λ∈Λ gives rise to a canonical map G˜ :A1(Ω1) →
A2(Ω2) deﬁned by
∀( fλ)λ ∈ M1(Ω1), G˜
([ fλ]A1)= [Gλ( fλ)]A2 . (11)
Indeed, conditions (9) and (10) are exactly the ones which allow to transfer the family (Gλ)λ∈Λ to the corresponding
factor spaces.
Remark 7. The situation of Deﬁnition 1 is a particular case of the more general following one: A map H :E1(Ω1)Λ →
E2(Ω2)Λ is deﬁned component-wise by a family of maps (Hλ)λ∈Λ with
Hλ :E1(Ω1)Λ → E2(Ω2), ( fl)l 	→ Hλ
(
( fl)l
)
.
In this case, conditions (9) and (10) still allow, mutatis mutandis, to deﬁne H :A1(Ω1) → A2(Ω2) by (11).
Example 3. We assume here that E1 = E2 =: E (and the same for Ai, Ii,Mi,Ni, . . .) and consider a family (Gλ :E(Ω) →
E(Ω))λ . In [5], the algebra A(Ω) is said to be stable under the family (Gλ)λ if conditions (9) and (10) hold. This occurs, in
particular (see [4,5,8,9]), when the following two conditions are satisﬁed:
(i) For each p ∈ P(Ω), (uλ)λ ∈ M(Ω), there exist q ∈ P(Ω) and ((C j,λ)λ)1 jk ∈ |A|k such that
p
(
Gλ(uλ)
)

k∑
j=0
C j,λ
(
q(uλ)
) j; (12)
(ii) For each p ∈ P(Ω), (uλ)λ, (hλ)λ ∈ M(Ω), there exist q ∈ P(Ω) and ((D j,λ)λ)1 jk ∈ |A|k such that
p
(
Gλ(uλ + hλ) − Gλ(uλ)
)

k∑
j=1
D j,λ
(
q(hλ)
) j
. (13)
Up to now, in all applications, it occurs that the ﬁnite sequences ((C j,λ)λ)1 jk and ((D j,λ)λ)1 jk are independent of (uλ)λ
and (ηλ)λ .
Deﬁnition 2 (Topological moderateness). A family of maps G : (Gλ :E1(Ω) → E2(Ω))λ∈Λ is topologically moderate if condi-
tion (9) holds and if G|M1(Ω) , considered as a map from M1(Ω) to M2(Ω) (see Remark 7), is continuous for the respective
topologies of M1(Ω) and M2(Ω).
From the continuity of G|M1(Ω) , it follows that condition (10) holds: A topologically moderate family is algebraically
moderate. Indeed, for u = (uλ)λ ∈ M1(Ω) and W ∈ VG(u) there exists VW ∈ Vu such that G(VW ) ⊂ W . Then G(⋂V∈Vu V ) ⊂⋂
V∈Vu G(V ) ⊂
⋂
W∈VG(u) G(VW ) ⊂
⋂
W∈VG(u) W . Thus G(u +N1(Ω)) ⊂ G(u)+N2(Ω), which exactly means (10). Moreover,
from the deﬁnition of the quotient topology, we immediately get:
Proposition 8. Any family of topologically moderate maps (Gλ :E1(Ω) → E2(Ω))λ∈Λ gives rise to a canonical sharp continuous map
G˜ :A1(Ω1) → A2(Ω2) deﬁned by (11).
Example 4. As in Example 3, we assume again E1 = E2 =: E , etc. Consider Ω1, Ω2 two open subsets of X with Ω2 ⊂ Ω1 and
ρ12 the restriction operator E(Ω1) → E(Ω2). The restriction operator ρ˜12 :A(Ω1) → A(Ω2) is deﬁned by ρ˜12 ([ fλ]A(Ω1)) =
[ρ12 ( fλ)]A(Ω2) for ( fλ)λ ∈ M(Ω1). Indeed, due to the assumption (5), the constant family G12 : (ρ12 :E(Ω1) → E(Ω2))λ
is algebraically moderate: For all p2 ∈ P(Ω2), we have p2(ρ12 ( fλ)) = p1( fλ) (notations of (5)) with p1 ∈ P(Ω1) and
(p1( fλ))λ ∈ |A| as ( fλ)λ ∈ M(Ω1). Moreover the same equality shows the continuity of G12|M(Ω1) . It follows that A,
equipped with the sharp topology is a presheaf of topological algebras. This constitutes a reﬁnement of Proposition-
Deﬁnition 1.
The notion of stability described in Example 3 gives a second example.
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map G˜ :A(Ω) → A(Ω) is sharp continuous.
Proof. We have to prove that the map
G :E(Ω)Λ → E(Ω)Λ, ( fλ)λ 	→
(
Gλ( fλ)
)
λ
is topologically continuous. Take (uλ)λ ∈ M(Ω), p ∈ P(Ω) and (rλ)λ ∈ B. For (ηλ)λ ∈ Bq(0,1), we have, with the notations
of Example 3,
p
(
Gλ(uλ + ηλ) − Gλ(uλ)
)

k∑
j=1
D j,λ
(
q(ηλ)
) j  q(ηλ) k∑
j=1
D j,λ.
As ((D j,λ)λ)1 jk ∈ |A|l , there exists (bλ)λ ∈ B such that D j,λ 
 bλ . Thus
p
(
Gλ(uλ + ηλ) − Gλ(uλ)
)
 kbλ q(ηλ).
As B is stable by inverse the constant net (1)λ and (rλk−1b−1λ )λ belong to B. Take (sλ)λ ∈ B such that sλ min(1, rλk−1b−1λ ).
(For example, set sλ = rλk−1b−1λ /(1 + rλk−1b−1λ ).) It follows that: ∀(ηλ)λ ∈ Bq(0, sλ), p(Gλ(uλ + ηλ) − Gλ(uλ)) ∈ Bp(0, rλ).
Thus G is topologically continuous. 
5. Example of application
In this section, we study the following nonlinear generalization of the unidirectional wave equation
(1)
∂u
∂t
+ (ϕ′ ⊗ 1x) ∂u
∂x
= G(·,·,u); (2) u|{0}×R = f (P1)
where ϕ ∈ C1(R) is such that ϕ(0) = 0 and ϕ′ > 0 on R, G(·,·,u) ∈ C1(R3). The data f can be as irregular as a distribution,
which will be assumed in the sequel. The change of variable T = t , X = x− ϕ(t), transforms the problem (P1) into
(1)
∂U
∂T
= F (·,·,U ); (2) U |{0}×R = f
(
with F (T , X, Z) = G(T , X + ϕ(t), Z)). (P2)
These problems have generally no global solution in the classical settings. For example, when taking F (.,.,U ) = U 2 and
f = 1, the local solution U (T , X) = 1/(1− T ) exists in ]−∞,1[ ×R but blows up for T = 1. With the help of regularization
procedures, we are going to show that these problems have a global solution in an appropriate (C,E,P)-algebras.
5.1. Algebraic settings
We consider Ek = Ck for X = Rd for k = 0,1 and d = 1,2. (We keep the same sheaf symbols for d = 1,2 as no confusion
may arise.) For any open set Ω , in Rd , Ek(Ω) is endowed with the Pk(Ω) topology of Ck-uniform convergence which may
be deﬁned by the family of the seminorms
PK ,l(u) = sup
|α|l
P K ,α(u) with PK ,α(u) = sup
x∈K
∣∣∂αu(x)∣∣, K Ω, l = 0 or l = 1 (14)
and ∂α = ∂α1+···+αd
∂z
α1
1 ...∂z
αd
d
for z = (z1, . . . , zd) ∈ Ω , l ∈ N, α = (α1, . . . ,αd) ∈ Nd . The asymptotic structure will be given by a set
B ⊂ RΛ speciﬁed latter. We denote by C = AB/IB the corresponding ring of generalized constants, where IB is deﬁned
by (8). We recall that
Mk(Ω) = {(uλ)λ ∈ Ck(Ω)Λ: ∀K Ω, ∀l k, (PK ,l(uλ))λ ∈ |AB|},
N (Ω) = {(uλ)λ ∈ C1(Ω)Λ: ∀K Ω, (PK ,0(uλ))λ ∈ |IB|}.
We denote by A = M0/N the (C,E,P)-sheaf of algebras corresponding to the three “parameters” C , C0, P0(Ω). We say
that an element of A is C1 or belongs to A1(Ω) if it admits a representative (uλ)λ ∈ M1(Ω). In other words, A1(Ω) =
M1(Ω)/(N (Ω)∩M1(Ω)) provided we identify the latter factor space with its image in A0(Ω) by the canonical embedding
M1(Ω)/(N (Ω) ∩ M1(Ω))→ A0(Ω), (uλ)λ + N (Ω) ∩ M1(Ω) 	→ (uλ)λ + N (Ω).
The generalized partial derivations
∂x j :A1(Ω) → A0(Ω), u 	→ ∂x j u = [∂x j uλ]A (1 j  d)
where (uλ)λ is a representative of u belonging to M1(Ω), are well deﬁned. (Indeed, a routine checking shows that
(∂x j uλ)λ ∈ M0(Ω).)
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Following [5,8,9], we introduce two regularizations, one for the data and one for the problem. Thus the algebra A will
be biparametric, that is to say we choose Λ = (0,1]2.
5.2.1. Regularization of the data
Consider ϕ ∈ D(R) such that ∫ ϕ(t)dt = 1. Take (ϕε)ε∈(0,1] , with ϕε(x) = (1/ε)ϕ(x/ε), as molliﬁer. We deﬁne the family
( fε)ε,η by
fε = ϕε ∗ f .
From the local structure of distributions [20], one easily deduces:
Lemma 10. For any ε, fε belongs to C∞(R). Moreover, for any compact set K ⊂ R and α ∈ N, there exist C > 0 and m(α) ∈ N such
that
∀x ∈ K , ∣∣ f (α)ε (x)∣∣ Cε−m(α).
5.2.2. Regularization of the problem
Let (rη)η ∈ R(0,1]+ be such that rη > 0 and limη→0 rη = +∞. Consider a family of C1 one-variable functions (θη)η such
that 0 θη  1 and
θη(z) =
{
0 if |z| rη;
1 if − rη + 1 z rη − 1.
Moreover we assume that θ ′η is bounded independently of η. Set φη(z) = zθη(z). We approximate the function (t, x, z) 	→
F (t, x, z) by the family of C1 functions(
(t, x, z) 	→ Fη(t, x, z)
)
η
= (F (t, x, φη(z)))η. (15)
With these assumptions, for all η ∈ (0,1] and all compact sets K ⊂ R2, the function F and its derivatives of ﬁrst order are
bounded (by a constant depending on η). We set
MK ,η = sup
(t,x)∈K , z∈R, |α|1
∣∣Dα Fη(t, x, z)∣∣= sup
(t,x,z)∈K×[−rη,rη], |α|1
∣∣Dα Fη(t, x, z)∣∣.
We shall assume that (MK ,η)η has a polynomial growth in 1/η, which occurs, for example, if G (and thus F ) has polynomial
growth. (For example, the paradigmatic example F (T , X,U ) = U2 is covered.)
5.3. Existence for the regularized family of problems
Proposition 11.With the previous notations, for any η > 0, the problem
(1)
∂U
∂T
(T , X) = Fη
(
T , X,U (T , X)
); (2) U (0, X) = g(X) ∈ C0(R) (Pη)
admits a unique smooth solution U = U ( f , Fη) satisfying the integral equation
U (T , X) = g(X) +
T∫
0
Fη
(
τ , X,U (τ , X)
)
dτ . (16)
Moreover, for any compact set K = [−a,a]2 (a > 0), we have
∀(T , X) ∈ [−a,a]2, ∣∣U (T , X)∣∣ (∣∣g(X)∣∣+ aMK ,η)exp(aMK ,η). (17)
Proof. From classical results (for example, from the Cauchy–Lipschitz theorem applied for ﬁxed x), we obtain that the
problem (Pη) admits a unique solution U deﬁned on R2 since Fη is bounded on K × R for any compact set K ⊂ R2. The
solution U satisﬁes obviously (16) from which it can be easily proved that U belongs to C1(R2). We have, for (τ , X) ∈ R2,
Fη
(
τ , X,U (τ , X)
)= Fη(τ , X,0) + U (τ , X) 1∫
0
∂ Fη
∂z
(
τ , X, σU (τ , X)
)
dσ .
Thus |Fη(τ , X,U (τ , X))| MK ,η + |U (τ , X)|MK ,η . Replacing in (16), we get
∀(T , X) ∈ R2, ∣∣U (T , X)∣∣ ∣∣g(X)∣∣+ aMK ,η + MK ,η
∣∣∣∣∣
T∫
0
∣∣U (τ , X)∣∣dτ ∣∣∣∣∣.
Using the Gronwall Lemma, we easily get (17). 
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With the key estimate (17) and Lemma 10, we can now give the asymptotic structure for the problem. First, we have to
take into account the polynomial growth of ( fε)ε with respect to 1/ε. Second, recalling that (MK ,η)ε,η is assumed to have
a polynomial growth in 1/η for any compact set K ⊂ R2, we get exp(aMK ,η) = O(η−a). Thus, we choose
B0 =
{(
exp(1/η)
)
ε,η
, (1/ε)ε,η
}
.
In particular, with this choice, we have ( fε)ε,η ∈ M1(R), deﬁning f ∈ A1(R), and (Fη)ε,η ∈ M1(R3), deﬁning F ∈ A1(R3).
The following proposition shows that “nothing worse” occurs for the C1 estimates.
Proposition 12. The family of maps
Ψ : (ψε,η : C1(R) → C1(R2), g 	→ U (g, Fη))ε,η
where U (g, Fη) is given by (16) is algebraically moderate.
Proof. Consider (gε,η)ε,η ∈ M1(R) and set Uε,η = U (gε,η, Fη).
First part. We begin by showing that a condition similar to (12) is fulﬁlled and thus, that (9) holds with M1 = M2 = M1.
Take K = [−a,a]2, a > 0. From Proposition 11, we have
PK ,0(Uε,η) bη + exp(aMK ,η)P I,0(gε,η) with I = [−a,a] and (bη)ε,η ∈ |A|. (18)
This gives the estimate of order 0 in view of (12). For the partial derivative with respect to T , Eq. (1) in (Pη) and (18) imply
directly that∣∣∣∣∂Uε,η∂T (T , X)
∣∣∣∣= ∣∣Fη(T , X,Uε,η(T , X))∣∣ MK ,η + ∣∣Uε,η(τ , X)∣∣MK ,η
 cη + MK ,η exp(aMK ,η)P I,0(gε,η), (cη)ε,η ∈ |A|.
For the partial derivative with respect to X , the integral expression (16) gives
∂Uε,η
∂ X
(T , X) = g′ε,η(X) +
T∫
0
(
∂ Fη
∂ X
(
τ , X,Uε,η(τ , X)
)+ ∂ Fη
∂z
(
τ , X,Uε,η(τ , X)
)∂Uε,η
∂ X
(τ , X)
)
dτ .
Thus |(∂Uε,η/∂ X)(T , X)|  P I,1(g′ε,η) + aMK ,η + MK ,η
∫ T
0 |(∂Uε,η/∂ X)(τ , X)|dτ . From the Gronwall Lemma, it follows that|(∂Uε,η/∂ X)(T , X)| (aMK ,η + P I,1(gε,η))exp(aMK ,η). Finally we have
PK ,1(Uε,η) c1η + c2η P I,1(gε,η) with
(
c jη
)
ε,η
∈ |A| for j = 1,2.
Second part. We turn now to prove that (10) holds for M1 = M1, N1 = N2 = N ∩ M1. Let (hε,η)ε,η be in N (R)
and Vε,η be the solution to (Pη) corresponding to the data gε,η + hε,η . Set Wε,η = Vε,η − Uε,η . Consider (T , X) ∈ K . As
Vε,η(T , X) = fε(X) + hε,η(X) +
∫ T
0 F (τ , X, Vε,η(τ , X))dτ we get
Wε,η(T , X) = hε,η(X) +
T∫
0
(
Fη
(
τ , X, Vε,η(τ , X)
)− Fη(τ , X,Uε,η(τ , X)))dτ
= hε,η(X) +
T∫
0
Wε,η(τ , X)
( 1∫
0
∂ Fη
∂z
(
τ , X,Uε,η(τ , X) + σWε,η(τ , X)
)
dσ
)
dτ .
Thus |Wε,η(T , X)| P I,0(hε,η) + MK ,η
∫ T
0 |Wε,η(τ , X)|dτ . Using once more the Gronwall Lemma, we obtain
∀T ∈ [−a,a], ∣∣Wε,η(T , X)∣∣ P I,0(hε,η)exp(aMK ,η).
Consequently, we have
PK ,0(Wε,η) P I,0(hε,η)exp(aMK ,η), (19)
which implies (Wε,η)ε,η ∈ N (R2). Thus (Wε,η)ε,η belongs to M1(R2) ∩ N (R2).
Summing up parts one and two, we get that the family of maps (ψε,η)ε,η is algebraically moderate. 
In addition, the inequality (19) shows that a relation like (13) holds. Thus, according to Proposition 9, the family (ψε,η)ε,η
is topologically moderate when considered as a family of maps from C1(R)Λ to C0(R)Λ . Thus, following Propositions 7 and 8,
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C1 representative, it is easy to check that (Uε,η)ε,η = (U ( fε,η, Fη))ε,η is such that (Fη(·,·,Uε,η))ε,η ∈ M1(R2). From this it
follows easily that U= [Uε,η] ∈ A(R2) is a solution to the differential problem (in A(R2))
(1)
∂U
∂T
= F(·,·,U ); (2) U |{0}×R = f ∈ A(R). (Pg )
We have shown:
Proposition 13. For any f in ∈ A1(R), the problem (Pg ) admits a unique generalized solution in A1(R2).
Returning to the initial problem (P1), we have in particular shown that, for any f in D′(R), it admits a unique global
solution lying in A1(R2), which was our aim.
5.5. Further remarks
We have chosen to work on (C,E,P)-algebras based on the spaces C0 and C1. On the one hand, the drawback is that
such an algebra is not a differential vector space (contrary to D′ , for example). On the other hand, this shows the ﬂexibility
of the framework of the (C,E,P)-algebras and reduces the technicalities in the proofs. We give here some indications for
the same problem, if one intends to solve it in a “more classical” (C,E,P)-algebra based on the sheaf E = C∞ of smooth
functions. (In this case, one has to assume that G in the problem (P1) is smooth as well as θη in the regularization of the
problem (P2).) In order to show the algebraic moderateness of the family (ψε,η)ε,η (notation of Proposition 12), one shows
by induction on the order of derivation l that a condition similar to (12) holds, the ﬁrst part of Proposition 12 being the
starting point. It follows that (Uε,η)ε,η ∈ M(R2). Then, the second part of the same proof shows that the 0-order estimate
for the ideal N (R2) is satisﬁed. Using a theorem similar to Theorem 1.2.3. in [10] (see Appendix A), we can conclude that
(Wε,η)ε,η ∈ N (R2), ending this proof. For the topological moderateness, one shows by induction that a relation like (13)
holds. This part is rather long and technical. We refer the reader to [4,8] for similar developments. (Although, in these
references, the goal was only to establish the algebraic moderateness.)
In the spirit of [4], one can compare the classical solution, when it exists (for example, in some cases when the right-
hand side of (P1) is linear) and the generalized solution (obtained through the regularization procedures described above).
Similar arguments as the ones of [4] show that:
Proposition 14. Let Ω = ]−μ,μ[ × ]−ν,ν[ be an open box of R2 . Assume that problem (P2) admits a smooth solution V on Ω
and that Ω = ⋃ε Ωε where (Ωε)ε is an increasing family of open boxes of R2 such that sup(x,y)∈Ωε |v(x, y)| < rε − 1. Then, the
generalized solution U ∈ A(R2) to problem (Pg ), given by Proposition 13 coincides with V on Ω .
Appendix A. An Austrian Lemma in (C,E,P)-algebras
We take here E = C∞ with X = Rd , P(Rd) being the usual family of seminorms (PK ,l)K ,l deﬁned by relation (14). We
consider a ring of generalized constants C = AB/IB overgenerated as stated in Proposition-Deﬁnition 2. The ideal IB is
deﬁned by (8) and the set of indices Λ is assumed to be left ﬁltering. Recall that
M(Rd)= M(AB,C∞,P)(Rd)= {(uλ)λ ∈ C∞(Ω)Λ: ∀p ∈ P(Rd), (p(uλ))λ ∈ |AB|},
N (Rd)= N(IB,C∞,P)(Rd)= {(uλ)λ ∈ C∞(Ω)Λ: ∀p ∈ P(Rd), (p(uλ))λ ∈ |IB|}.
Analogously to Theorem 1.2.3. of [10] for Colombeau simpliﬁed algebras, we show that a moderate element id est belonging
to M(AB,C∞,P)(Rd) is negligible if and only if it satisﬁed the 0-order estimate of the ideal. More precisely, we have:
Proposition 15. Assume that there exists (aλ)λ ∈ B with limΛ aλ = 0. Then (uλ)λ ∈ M(AB,C∞,P)(Rd) is in N(IB,C∞,P)(Rd) if, and
only if,
∀K R2, PK ,0(uλ) ∈ |IB|.
Remark 8. We recall that the set B is stable by inverse, which could be assumed for all the (C,E,P)-algebras considered
up to now in the literature. Notice also that one has the existence of (aλ)λ ∈ B such that limΛ aλ = 0 in all practical cases.
Proof. Take K  Ω . We have to prove that ∀l ∈ N, PK ,l(uλ) ∈ |IB|. By induction, it suﬃces to prove that PK ,0(uλ) ∈ |IB|
implies PK ,1(uλ) ∈ |IB|. In fact, this amounts to show that PK ,0(uλ) ∈ |IB| implies PK ,0((∂/∂xi)uλ) ∈ |IB| for i ∈ {1, . . . ,d}.
Set δ = min(1,dist(K , ∂Ω)) and L = K + B(0, δ/2). We have K  L Ω . Since (uλ)λ ∈ M(Rd), there exists (βλ)λ ∈ B such
that
∃λ0 ∈ Λ, ∀λ λ0, PL,2(uλ) βλ.
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limΛ aλ = 0. Thus, limΛ maxβ ′λ = +∞. Take any (cλ)λ ∈ B and deﬁne bλ = aλcλ/(aλ + cλ). Clearly we have bλ ∈ |AB|,
bλ  cλ and bλ  aλ . Thus limΛ bλ = 0. Let (ei)1id be the canonical base of Rd . There exists λ1 such that, for all x ∈ K ,
x+ bλβ−1λ ei ∈ L when λ λ1, since limΛ β−1λ = 0. By the Taylor theorem we have, for x ∈ K ,
uλ
(
x+ bλβ−1λ ei
)= uλ(x) + bλβ−1λ ∂∂xi uλ(x) + 12 (bλβ−1λ )2 ∂
2
∂x2i
uλ
(
x+ θbλβ−1λ ei
)
with 0 θ  1. It follows that
∂
∂xi
uλ(x) = b−1λ βλ
(
uλ
(
x+ bλβ−1λ ei
)− uλ(x))− 1
2
(
bλβ
−1
λ
) ∂2
∂x2i
uλ
(
x+ θbλβ−1λ ei
)
.
Thus ∣∣∣∣ ∂∂xi uλ(x)
∣∣∣∣ 2b−1λ βλPL,0(uλ) + 12bλβ−1λ PL,2(uλ) 2b−1λ βλPL,0(uλ) + 12bλ
for λ λ2 with λ2  λ j , 0 j  1. As PK ,0(uλ) ∈ |IB|, we have PL,0(uλ) (1/4)b2λβ−1λ ∈ B for λ λ3 for some λ3. Thus∣∣∣∣ ∂∂xi uλ(x)
∣∣∣∣ bλ for λ λ4 with λ4  λ j, 3 j  4.
It follows that | ∂
∂xi
uλ(x)| 
 cλ for any (cλ)λ ∈ B. Thus PK ,0((∂/∂xi)uλ) ∈ |IB| as expected. 
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