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ϕ-TRANSFORM ON DOMAINS
Isaac Z. Pesenson 1
Abstract. The goal of the present paper is to construct bandlimited highly
localized and nearly tight frames on domains with smooth boundaries in Eu-
clidean spaces. These frames are used do describe corresponding Besov spaces.
Dirichlet boundary conditions, second-order differential operators, eigenfunc-
tions, frames, interpolation spaces, Besov spaces [2000] 43A85; 42C40; 41A17; Sec-
ondary 41A10
1. Introduction
The goal of the paper is to describe construction of bandlimited and highly
localized almost tight frames on domains with smooth boundaries in Euclidean
spaces. These frames are used do describe Besov spaces on domains. Our result is
motivated by the well known results of M. Frazier and B. Jawerth about ϕ-transform
[14]-[16].
Let Ω ⊂ Rd be a domain with a smooth boundary Γ. In the space L2(Ω) we
consider a self-adjoint positive definite operator L generated by an expression
(1.1) Lf = −
d∑
k,i=1
∂
xk
(ak,i(x)∂xif),
with zero boundary condition. We will need the following family of cubes
(1.2) Qk(ρ) =
{
x ∈ Rd : ρkν ≤ xν ≤ ρ(kν + 1), ν = 1, ..., d
}
,
where k = (k1, ..., kd) ∈ Zd.
Consider the sequence ωj = 2
j+1, j = 0, 1, ..., and pick a constant 0 < δ < 1.
For a constant a0 = a0(Ω, L) > 0 (which appears in Theorem 3.3 below) construct
the sequence ρj = a0δ
1/dω
−1/2
j , j = 0, 1, .... and introduce family of cubes
(1.3) Qk(ρj), ν = 1, ..., d, j = 0, 1, ..., k = (k1, ..., kd) ∈ Zd.
Let Qi(ρj), j = 0, 1, ..., i = 1, ..., Ij , be a subcollection of cubes in (1.3) whose
intersection with Ω has positive measure. If
(1.4) Uj,i = Qi(ρj) ∩ Ω, j = 0, 1, ..., i = 1, ..., Ij ,
then for every fixed j = 0, 1, ..., the collection {Uj,i}Iji=1, Uj,i ⊆ Qi(ρj), will be a
disjoint (except for a set of measure zero) cover of Ω.
With every set Uj,i, j = 0, 1, ..., i = 1, ..., Ij , we will associate a function
ϕj,i ∈ L2(Ω) in a way it is described in the following main theorem.
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Theorem 1.1. (Frame Theorem)
For the functions ϕj,i, j = 0, 1, ..., i = 1, ..., Ij , the following holds
(1) every ϕj,i is bandlimited in the sense that it is a linear combination of
eigenfunctions of L with eigenvalues in [22j−2, 22j+2];
(2) every ϕj,i is localized in the following sense: for any non-negative integer
vector α = (α1, ..., αd) and every sufficiently large N ∈ N, there exists a
J(α,N) such that for all (j, i) with j > J(α,N) and every x outside of the
cube Qi(2
−N−2) one has
(1.5)
∣∣∣∣ ∂α∂xα11 ...∂xαdd ϕj,i(x)
∣∣∣∣ ≤ a0(Ω, L)δ2−N−dj2 , j > J(α,N), 1 ≤ i ≤ Ij .
In addition, there exists a constant C such that for all pairs (j, i)
(1.6) ‖ϕj,i‖L2(Ω) ≤ C.
(3) {ϕj,i} is a frame in L2(Ω) with constants 1− δ and 1, i.e.
(1− δ)‖f‖2L2(Ω) ≤
∞∑
j≥0
∑
1≤i≤Ij
|〈f, ϕj,i〉|2 ≤ ‖f‖2L2(Ω), f ∈ L2(Ω);
In Theorem 5.5 this result is used to describe Besov norm of a function f ∈ L2(Ω)
in terms of frame coefficients 〈f, ϕj,i〉.
We don’t discuss any reconstruction method of a function f ∈ L2(Ω) from its
projections 〈f, ϕj,i〉. However, since our frame is ”nearly” tight (at least when δ
is close to zero) in practice one can use the same frame for reconstruction to have
f ≈ ∑j,i 〈f, ϕj,i〉ϕj,i. Another way for reconstruction is to use iterative the so
called frame algorithm, which in this case will exhibit geometric convergence with
factor δn(2 − δ)−n, where n is the number of iteration steps. Another possibility
for reconstruction is through interpolation by variational splines exactly as it was
done in [36]-[39].
In section 3 we construct frames in spaces of bandlimited functions Eω(L) =
span {uk}, Luk = λkuk, λk ≤ ω, in a way that their frame constants are inde-
pendent on ω (Theorem 3.3). It is important to note that in Theorem 3.3 which
provides descritization of the norm in a space Eω(L) a number of ”samples” Φi(f)
is approximately |Ω|ωd/2, which according to the Weyl’s asymptotic formula [23],
[48],
dim Eω(L) ∼ |Ω|ωd/2,
is essentially the dimension of the space Eω(L). In this sense Theorem 3.3 is
optimal.
In section 4 we represent functions in terms of appropriate bandlimited com-
ponents and apply Theorem 3.3. Localization of frame elements follows from well
known properties of spectral projectors for self-adjoint elliptic second-order differ-
ential operators on manifolds [23], [48]. In section 5 we introduce Besov spaces as
interpolation spaces between L2(Ω) and domains of powers of L and characterize
them in terms of frame coefficients. Our Theorem 5.3 and Theorem 5.3 in this
section heavily depend on a powerful results of the general theory of interpolation
of linear operators. Direct proofs of even more general results can be found in [43],
[44], [31]. A treatment of the full scale of Besov spaces is much more involved and
will appear in a separate paper.
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The most important fact for our construction of frames is that in a space of
ω-bandlimited functions Eω(L) the continuous and discrete norms are equivalent.
This result in the case of compact and non-compact manifolds of bounded ge-
ometry was discovered and explored in many ways in our papers [35]-[43]. In
the classical cases of straight line R and circle S the corresponding results are
known as Plancherel-Polya and Marcinkiewicz-Zygmund inequalities. Our general-
ization of Plancherel-Polya and Marcinkiewicz-Zygmund inequalities implies that
ω-bandlimited functions on manifolds of bounded geometry are completely deter-
mined by the values of their averages over ”small” sets ”uniformly” distributed
over M with a spacing comparable to 1/
√
ω and can be completely reconstructed
in a stable way from such sets of values. The last statement is an extension of
the Shannon sampling theorem to the case of Riemannian manifolds of bounded
geometry.
The present paper is the first systematic development of bandlimited localized
frames and their relations to Besov spaces on general domains. Several approaches
to frames on the unit ball in Rd were considered in [47], [25], [26] but their methods
and results are very different from ours.
Most of our proofs and results hold for general compact Riemannian manifolds
without boundary and even for non-compact manifolds of bounded geometry. We
do not discuss such manifolds in this paper since for, say, compact closed mani-
folds nearly tight bandlimited and localized frames were already developed in [19].
Moreover, in the case of homogeneous compact manifolds bandlimited and local-
ized tight frames were constructed in [22]. In the following papers a number of
frames was constructed in different function spaces on closed compact manifolds
and on non-compact manifolds [5], [6]-[8], [12]- [22], [32]-[46]. Necessary conditions
for sampling and interpolation in terms of Beurling-Landau densities on compact
manifolds were obtained in [33].
Applications of frames on manifolds to scattering theory, statistic and cosmology
can be found in [2], [20], [21], [25], [26], [29], [30].
Acknowledgement: The relevance of frames on manifolds to cosmology was
discussed with Domenico Marinucci during my visit to the University of Rome Tor
Vergata in May 2012. I would like to thank him for inviting me and for numerous
conversations, which stimulated my interest to frames on domains in Euclidean
spaces.
2. Bounded domains with smooth boundaries and operators
We consider bounded domains Ω ⊂ Rd with a smooth boundaries Γ which are
smooth (d − 1)-dimensional oriented manifolds. Let Ω = Ω ∪ Γ and L2(Ω) be
the space of functions square-integrable with respect to Lebesgue measure dx =
dx1...dxd with the norm denoted as ‖ · ‖. If k is a natural number the notations
Hk(Ω) will be used for the Sobolev space of distributions on Ω with the norm
‖f‖Hk(Ω) =
‖f‖2 + ∑
1≤|α|≤k
‖∂αf‖2
1/2
where α = (α1, ..., αd) and ∂
α is a mixed partial derivative(
∂
∂x1
)α1
...
(
∂
∂xd
)αd
.
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Under our assumptions the space C∞0 (Ω) of infinitely smooth functions with support
in Ω is dense in Hk(Ω). Closure in Hk(Ω) of the space C∞0 (Ω) of smooth functions
with support in Ω will be denoted as Hk0 (Ω).
Since Γ can be treated as a smooth Riemannian manifold one can introduce
Sobolev scale of spaces Hs(Γ), s ∈ R, as, for example, the domains of the Laplace-
Beltrami operator L of a Riemannian metric on Γ.
According to the trace theorem there exists a well defined continuous surjective
trace operator
γ : Hs(Ω)→ Hs−1/2(Γ), s > 1/2,
such that for all functions f in Hs(Ω) which are smooth up to the boundary the
value γf is simply a restriction of f to Γ.
One considers the operator (1.1) with coefficients in C∞(Ω) where the matrix
(aj,k(x)) is real, symmetric and positive definite on Ω. The operator L is defined as
the Friedrichs extension of L, initially defined on C∞0 (Ω), to the set of all functions
f in H2(Ω) with constrain γf = 0. The Green formula implies that this operator is
self-adjoint. The domain of its positive square root L1/2 is the set of all functions
f in H1(Ω) for which γf = 0.
Thus, one obtains a self-adjoint positive definite operator in the Hilbert space
L2(Ω) with a discrete spectrum 0 < λ1 ≤ λ2, ... which goes to infinity.
3. Average sampling and bandlimited frames on domains
Let Q(ρ), Q(2ρ) ⊂ Rd be standard cubes of diameters ρ and 2ρ respectively with
centers at zero. Let U ⊂ Q(ρ) be a closed set and dµ be a positive measure on U .
We will assume that the total measure of U is finite and not zero, i.e.
0 < |U | =
∫
U
dµ <∞.
We consider the following distribution on C∞(Q(ρ)),
(3.1) Ψ(ϕ) =
1
|U |
∫
U
ϕdµ, |U | =
∫
U
dµ, ϕ ∈ C∞0 (Q(ρ)).
Some examples of such distributions which are of particular interest to us are
the following.
1) Weighted Dirac measures. In this case U = {x}, x ∈ Q(ρ), measure dµ is any
non-zero number µ and Ψ(f) = µδx(f) = µf(x).
2) Finite or infinite sequences of Dirac measures δj , xj ∈ Q(ρ), with correspond-
ing weights µj . In this case U =
⋃
j{xj} and
Ψ(f) =
∑
j
µjδxj(f),
where we assume the following
0 < |U | =
∑
j
|µj | <∞, U =
⋃
j
{xj}.
3) U is a smooth submanifold in Q(ρ) of any codimension and dµ is its ”surface”
measure.
4) U is a measurable subset of Q(ρ) , dµ is the Lebesgue measure dx, and |U | 6= 0.
The following statement is an analog of the Poincare´ inequality.
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Lemma 3.1. For any m > d/2 there exists a constant C = C(d,m) > 0 such that
the following inequality holds true
(3.2) ‖f −Ψ(f)‖2L2(U) ≤ C(d,m)
∑
1≤|α|≤m
ρ2α‖∂αf‖2L2(Q(2ρ)),
for all f ∈ Hm(Ω),m > d/2, where α = (α1, ..., αd), and ∂αf = ∂α1x1 ...∂αdxd f is a
partial derivative of order |α| = α1 + ...+ αd.
Proof. For any f ∈ C∞(Ω) and every x, y ∈ U ⊂ Q(ρ), we have the following
f(x) = f(y) +
∑
1≤|α|≤m−1
1
α!
∂αf(y)(x− y)α+
(3.3)
∑
|α|=m
1
α!
∫ η
0
tm−1∂αf(y + tϑ)ϑαdt,
where x = (x1, ..., xd), y = (y1, ..., yd), α = (α1, ..., αd), (x−y)α = (x1−y1)α1 ...(xd−
yd)
αd , η = ‖x− y‖, ϑ = (x− y)/η.
We integrate over U ⊂ Q(ρ) with respect to dµ(y). It gives
f(x)−Ψ(f) = |U |−1
∫
U
 ∑
1≤|α|≤m−1
1
α!
∂αf(y)(x− y)α
 dµ(y)+
|U |−1
∫
U
 ∑
|α|=m
1
α!
∫ η
0
tm−1∂αf(y + tϑ)ϑαdt
 dµ(y).
From here we obtain
‖f−Ψ(f)‖L2(U) ≤ C(m)|U |−1
∑
1≤|α|≤m−1
(∫
U
(∫
U
|∂αf(y)(x− y)α|dµ(y)
)2
dx
)1/2
+
(3.4)
C(m)|U |−1
∑
|α|=m
(∫
U
(∫
U
∣∣∣∣∫ η
0
tm−1∂αf(y + tϑ)ϑαdt
∣∣∣∣ dµ(y))2 dx
)1/2
= I + II.
By Minkowski we obtain that
(3.5) I ≤ C(d,m)
∑
1≤|α|≤m−1
ρ|α|‖∂αf‖L2(Q(2ρ)), m > d/2.
By the Schwartz inequality using the assumption m > d/2 one can obtain the
following inequality for |α| = m∣∣∣∣∫ η
0
tm−1∂αf(y + tϑ)ϑαdt
∣∣∣∣ ≤ Cηm−d/2(∫ η
0
td−1|∂αf(y + tϑ)|2dt
)1/2
.
Thus, the Minkowski inequality gives that
II ≤ C(m)|U |−1
∑
|α|=m
∫
U
(∫
U
∣∣∣∣∫ η
0
tm−1∂αf(y + tϑ)ϑαdt
∣∣∣∣2 dx
)1/2
dµ(y) ≤
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C(m)|U |−1
∑
|α|=m
(∫
U
(∫
U
η2m−d
∫ η
0
td−1|∂αf(y + tϑ)|2dt
)
dx
)1/2
dµ(y).
We integrate over Q(ρ) using the spherical coordinate system (η, ϑ). Since η ≤ ρ
for |α| = m we obtain∫ ρ/2
0
ηd−1
∫
|θ|=1
∣∣∣∣∫ η
0
tm−1∂αf(y + tϑ)ϑαdt
∣∣∣∣2 dϑdη ≤
C(d,m)
∫ ρ/2
0
td−1
(∫
|θ|=1
∫ ρ
0
η2m−d|∂αf(y + tϑ)|2ηd−1dηdϑ
)
dt ≤
(3.6) C(d,m)ρ2m‖∂αf‖2L2(Q(2ρ)).
The result follows from (3.5) and (3).

Let {Qk(ρ)} be a collection of cubes of type (1.2). Thus, two cubes from this
family can intersect only over their boundaries. Set Uk(ρ) = Qk(ρ) ∩ Ω and let
{Ui(ρ)} be a subcollection of all Uk(ρ) which have positive measure. Obviously, the
collection {Ui(ρ)} is a cover of Ω and diam Ui(ρ) ≤
√
dρ. Thus,
(3.7) Ui = Ui(ρ) = Qi(ρ) ∩ Ω,
⋃
i
Ui = Ω, diam Ui(ρ) ≤
√
dρ.
Next, we introduce a family Ψ = {Ψi} of functionals on L2(Ω) where every func-
tional has the form
(3.8) Ψi(f) =
1
|Ui|
∫
Ui
f(x)dx, f ∈ L2(Ω), |Ui| =
∫
Ui
dx.
Lemma 3.2. For anym > d/2 there exist constants c = c(Ω, L,m), C = C(Ω, L,m)
such that for any given 0 < δ < 1 if ρ < cδ then the following inequality holds
(3.9) (1− 2δ/3)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2 + Cρ2mδ−1‖Lm/2f‖2L2(Ω)
for all f ∈ D(Lm/2).
Proof. We will need the inequality (3.10) below. One has for all α > 0
|A|2 = |A−B|2 + 2|A−B||B|+ |B|2, 2|A−B||B| ≤ α−1|A−B|2 + α|B|2,
which imply the inequality
(1 + α)−1|A|2 ≤ α−1|A−B|2 + |B|2, α > 0.
If, in addition, 0 < α < 1, then one has
(3.10) (1− α)|A|2 ≤ 1
α
|A−B|2 + |B|2, 0 < α < 1.
Applying inequality (3.10) we obtain
(1− α)‖f‖2L2(Ω) ≤
∑
i
(1 − α)‖f‖2L2(Ui) ≤
(3.11) α−1
∑
i
‖f −Ψi(f)‖2L2(Ui) +
∑
i
|Ui||Ψi(f)|2, |Ui| =
∫
Ui
dx.
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Since Ω has a smooth boundary, there exist a linear continuous extension operator
(see [27], Sec. 8.1)
Hk(Ω)→ Hk(Rd), f → f˜ ∈ Hk(Rd).
Note, (see [23], Sec. 17.5), that the following continuous embedding holdsD(Lk/2) ⊂
Hk(Ω), k ∈ N, holds, where D(Lk/2) is considered with the graph norm.
Thus, if f ∈ D(Lm/2), then according to Lemma 3.1 one has for every i:
‖f −Ψi(f)‖2L2(Ui) = ‖f˜ −Ψi(f˜)‖2L2(Ui) ≤ C(d,m)
∑
1≤α≤m
ρ2α‖∂αf˜‖2L2(Qi(2ρ)).
Applying (3) with α = δ/3 and summing over i we obtain the following
(1− δ/3)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2 + 3C(Ω,m)
δ
∑
1≤j≤m
ρ2j‖f˜‖2Hj(∪iQi(2ρ)).
Since there exists a C(Ω,m) such that for all 1 ≤ j ≤ m
‖f˜‖2Hj(∪iQi(2ρ)) ≤ ‖f˜‖2Hj(Rd) ≤ C(Ω,m)‖f‖2Hj(Ω)
we obtain
(1 − δ/3)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2 + C
′
(Ω,m)
δ
∑
1≤j≤m
ρ2j‖f‖2Hj(Ω).
The regularity theorem for the elliptic second-order differential operator L (see [23],
Sec. 17.5)
(3.12) ‖f‖2Hj(Ω) ≤ b
(
‖f‖2L2(Ω) + ‖Lj/2f‖2L2(Ω)
)
, f ∈ D(Lm/2), b = b(Ω, L, j),
and the following interpolation inequality (see [23], Sec. 17.5)
(3.13) ρ2j‖Lj/2f‖2L2(Ω) ≤ 4am−jρ2m‖Lm/2f‖2L2(Ω)+ca−j‖f‖2L2(Ω), c = c(Ω, L,m),
which holds for any a, ρ > 0, 0 ≤ j ≤ m, imply that there exists a constant
C
′′
= C
′′
(Ω, L,m) such that the next inequality takes place
(1− δ/3)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2+
C
′′
(
ρ2δ−1‖f‖2L2(Ω) + ρ2mδ−1‖Lm/2f‖2L2(Ω) + a−1‖f‖2L2(Ω)
)
,
where m > d/2. By choosing a = (6C
′′
/δ) > 1 we obtain, that there exists a
constant C
′′′
= C
′′′
(Ω, L,m) such that for any 0 < δ < 1 and ρ > 0
(1−δ/2)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2+C
′′′
(
ρ2δ−1‖f‖2L2(Ω) + ρ2mδ−1‖Lm/2f‖2L2(Ω)
)
.
The last inequality shows, that if for a given 0 < δ < 1 the value of ρ is choosen
such that
ρ < cδ, c =
1√
6C ′′′
, C
′′′
= C
′′′
(Ω, L,m),
then we obtain for a m > d/2
(1− 2δ/3)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2 + C
′′′
δ−1ρ2m‖Lm/2f‖2L2(Ω).
Lemma is proved. 
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In the space L2(M) we consider the functionals
(3.14) Φi(f) =
√
|Ui|Ψi(f) = 1√|Ui|
∫
Ui
f(x)dx, |Ui| =
∫
Ui
dx.
Since the functionals Φi(f) are continuous on a subspace Eω(L) they can be
identified with certain functions in Eω(L). The theorem below shows that the
corresponding set of functions is a frame in appropriate subspace of bandlimited
functions.
Theorem 3.3. There exists a constant a0 = a0(Ω, L) such that, if for a given
0 < δ < 1 and an ω > 0 one has ρ < a0δ
1/dω−1/2, and conditions (3.7) are
satisfied, then
(3.15) (1− δ)‖f‖2L2(Ω) ≤
∑
i
|Φi(f)|2 ≤ ‖f‖2L2(Ω), 0 < δ < 1, f ∈ Eω(L),
where Φi are defined in (3.14).
Proof. By using the Schwartz inequality we obtain the right-hand side of (3.15)∑
i
|Ui||Ψi(f)|2 =
∑
i
|Ui|
|Ui|2
∣∣∣∣∫
Ui
fdx
∣∣∣∣2 ≤∑
i
∫
Ui
|f |2dx = ‖f‖2L2(Ω), f ∈ L2(Ω).
According to the previous lemma, there exist c = c(Ω, L), C = C(Ω, L) such that
for any 0 < δ < 1 and any ρ < cδ
(3.16) (1− 2δ/3)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2 + Cρ2dδ−1‖Ld/2f‖2L2(Ω).
Notice, that if f ∈ Eω(L), then the Bernstein inequality holds
(3.17) ‖Ld/2f‖2L2(Ω) ≤ ωd‖f‖2L2(Ω).
Inequalities (3.16) and (3.17) show that for a certain a0 = a0(Ω, L), if ρ < a0δ
1/dω−1/2,
then
(3.18) (1 − δ)‖f‖2L2(Ω) ≤
∑
i
|Ui||Ψi(f)|2, 0 < δ < 1, f ∈ Eω(L).
Lemma is proved. 
4. Bandlimited localized frames on domains
4.1. Bandlimited frames. Let h ∈ C∞0 (R+) be a monotonic function such that
supp h ⊂ [0, 2], and h(s) = 1 for s ∈ [0, 1], 0 ≤ h(s) ≤ 1, s > 0. Setting
Q(s) = h(s) − h(2s) implies that 0 ≤ Q(s) ≤ 1, s ∈ supp Q ⊂ [2−1, 2]. Clearly,
supp Q(2−js) ⊂ [2j−1, 2j+1], j ≥ 1. For the functions
(4.1) F (s) =
√
Q(s), F0(s) =
√
h(s), Fj(s) =
√
Q(2−js), j ≥ 1,
one has
(4.2)
∑
j≥0
F 2j (s) = 1.
Operator L has a discrete spectrum 0 < λ1 ≤ λ2 ≤ ..., and a set of eigenfunc-
tions {uj}, with Luj = λjuj, which forms an orthonormal basis in L2(Ω). The
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positive square root
√
L has spectrum 0 <
√
λ1 ≤
√
λ2 ≤ ..., and the same set of
eigenfunctions {uj},
√
Luj =
√
λjuj . Clearly,
Eσ
(√
L
)
=
{
span {uj} :
√
λj ≤ σ
}
= Eσ2(L).
The spectral theorem allows to consider operators Fj(
√
L) which are defined as
follows
Fj
(√
L
)
f(x) = F (2−j
√
L)f(x) =
∫
Ω
KF2−j(x, y)f(y)dy
where KF2−j(x, y) is a smooth function defined as
(4.3) KF2−j (x, y) =
∑
m
F
(
2−j
√
λm
)
um(x)um(y).
From (4.2) we obtain
∑∞
j≥0 F
2
j
(√
L
)
= I, where the sum (of operators) converges
strongly on L2(Ω). By applying both sides of this formula to an f ∈ L2(Ω) we have
∞∑
j≥0
F 2j (
√
L)f = f
and taking inner product with f gives
(4.4) ‖f‖2L2(Ω) =
∞∑
j≥0
〈
F 2j
(√
L
)
f, f
〉
=
∞∑
j≥0
‖Fj
(√
L
)
f‖2L2(Ω).
Note, that since function Fj has support in [2
j−1, 2j+1] the function Fj
(√
L
)
f is
bandlimited to [2j−1, 2j+1]. We consider the sequence
ωj = 2
j+1, j = 0, 1, ...,
and fix a 0 < δ < 1. For the constant a0 = a0(Ω, L) > 0 from Theorem 3.3
construct the sequence
(4.5) ρj = a0δ
1/dω
−1/2
j = a0δ
1/d2−
j+1
2 , j = 0, 1, ....
For any fixed j = 0, 1, ..., let {Uj,i}Iji=1 be a cover that constructed in (1.4). If
{Ψj,i}Iji=1 is the corresponding set of functionals constructed according to (3.8),
then the frame inequalities (3.15) hold in every space Eωj (L). We set
(4.6) Φj,i(f) =
√
|Uj,i|Ψj,i(f).
Remark 4.1. In what follows we identify functional Ψj,i with the function |Uj,i|−1χj,i
where χj,i is characteristic function of a set Uj,i which is contained in a cube
Qj,i(ρj). Then every functional Φj,i can be identified with |Uj,i|−1/2χj,i and in
this sense
(4.7)
∫
Ω
Φj,idx =
√
|Uj,i| ≤ ρdj = a0δ2−
d
2 (j+1),
where the constant a0 = a0(Ω, L) > 0 is from Theorem 3.3.
The double inequality (3.15) imply the following equivalence for every j = 0, 1, ...,
(4.8) (1−δ)
∥∥∥ Fj (√L) f∥∥∥2
L2(Ω)
≤
Ij∑
i=1
∣∣∣〈Fj (√L) f,Φj,i〉∣∣∣2 ≤ ∥∥∥ Fj (√L) f∥∥∥2
L2(Ω)
,
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where Fj
(√
L
)
f ∈ Eωj
(√
L
)
= Eω2
j
(L) = E22j+2(L). Summing over j and apply-
ing (4.4) gives for any f ∈ L2(Ω) the following inequalities
(4.9) (1 − δ)‖f‖2L2(Ω) ≤
∞∑
j≥0
Ij∑
i=1
∣∣∣〈Fj (√L) f,Φj,i〉∣∣∣2 ≤ ‖f‖2L2(Ω), f ∈ L2(Ω).
Since operator Fj
(√
L
)
is self-adjoint we obtain that for
(4.10) ϕj,i = Fj
(√
L
)
Φj,i ∈ Eωj
(√
L
)
= E22j+2(L),
the following double inequality holds for every f ∈ L2(Ω)
(4.11) (1 − δ)‖f‖2L2(Ω) ≤
∑
j≥0
Ij∑
i=1
|〈f, ϕj,i〉|2 ≤ ‖f‖2L2(Ω), f ∈ L2(Ω),
which shows that {ϕj,i} is a frame in L2(Ω) . Let us summarize results of this
subsection.
Theorem 4.2. Consider the sequence ωj = 2
j+1, j = 0, 1, ..., and pick a constant
0 < δ < 1. For the constant a0 = a0(Ω, L) > 0 from Theorem 3.3 construct the
sequence ρj = a0δ
1/dω
−1/2
j , j = 0, 1, .... and let the collection {Uj,i}Iji=1, j =
0, 1, ..., Uj,i ⊆ Qi(ρj), be a disjoint cover of Ω constructed in (1.4).
If every ϕj,i, j = 0, 1, ..., 1 ≤ i ≤ Ij is given by (4.10) then ϕj,i ∈ Eωj
(√
L
)
=
E22j+2(L), j = 0, 1, ..., 1 ≤ i ≤ Ij, is a bandlimited frame in L2(Ω) with constants
1− δ and 1.
4.2. Localization of frame functions. The last statement is not very useful
unless frame functions {ϕj,i} , j = 0, 1, ..., 1 ≤ i ≤ Ij , exhibit certain localization.
It is the goal of this subsection to demonstrate that this functions have very strong
localization and for large values of j = 0, 1, ..., they are essentially concentrated in
some neighborhoods of corresponding sets Uj,i.
Assume that g ∈ C∞0 (R+) is a monotonic function such that suppg ⊂ [0, 2], and
g(s) = 1 for s ∈ [0, 1], 0 ≤ g(s) ≤ 1, s > 0. For t > 0 the function gt(s) = g(ts) has
support in [0, 2t−1] and gt(s) = 1 for s ∈ [0, t−1].
We consider a self-adjoint bounded operator g
(
t
√
L
)
in L2(Ω) defined as
(4.12)
[
g
(
t
√
L
)
f
]
(x) =
∫
Ω
Kgt (x, y)f(y)dy, f ∈ L2(Ω),
where
(4.13) Kgt (x, y) =
∑
λm
g(t
√
λm)um(x)um(y).
According to the spectral theorem norms of all operators g
(
t
√
L
)
, t ≥ 0, are
uniformly bounded.
Note, that if θ ∈ C∞0 (Ω) has Fourier series
∑
j cj(θ)uj then〈∑
λm
um(x)um(y), θ(y)
〉
=
∫
Ω
∑
λm
um(x)um(y)θ(y)dy =
∑
j
cj(θ)uj(x).
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It shows that for every fixed x ∈ Ω
δx(y) =
∑
λm
um(x)um(y),
where δx is the Dirac measure concentrated at x ∈ Ω and convergence of the series
is understood in the sense of distributions.
Lemma 4.3. If g is the same as above then for θ ∈ C∞0 (Ω) the function g
(
t
√
L
)
θ
goes to θ in the topology of C∞0 (Ω) when t goes to zero. It means that g
(
t
√
L
)
θ
goes to θ uniformly with all derivatives on compact subsets of Ω.
Proof. For every derivative ∂αx =
∂α
∂x
α1
1 ...∂x
αd
d
, α = (α1, ..., αd), one has
∣∣∣∂αx g (t√L) θ(x) − ∂αx θ(x)∣∣∣ =
∣∣∣∣∣∑
λm
[
g
(
t
√
λm
)
− 1
]
cm(θ)∂
α
x um(x)
∣∣∣∣∣ =∣∣∣∣∣∣
∑
m, λm>t−1
cm(θ)∂
α
x um(x)
∣∣∣∣∣∣ .
For eigenvalues the following relation holds λm ∼ m2/d [23], [48]. Then an appli-
cation of the Sobolev embedding theorem gives that for every natural r there exist
constants Cr, γr such that for all natural m one has the inequalities ‖um‖Cr(Ω) ≤
Cr(m+ 1)
γr . Thus, for sufficiently large l > α+ 1 we have
∣∣∣∂αx g (t√L) θ(x) − ∂αx θ(x)∣∣∣ =
∣∣∣∣∣∣
∑
m, λm>t−1
(m+ 1)lcm(θ)
∂αx um(x)
(m + 1)l
∣∣∣∣∣∣ ≤
Cα
 ∑
m, λm>t−1
(m+ 1)2lc2m(θ)
1/2 ∑
m, λm>t−1
(m+ 1)2(γα−l)
1/2 , θ ∈ C∞0 (Ω).
Since C∞0 (Ω) is a subset of domain of any power of L both sums on the right goo
to zero when t→ 0. Lemma is proved. 
This Lemma is actually a main ingredient of the proofs of a general Propositions
3.5, 3.6 in [48], Ch. XII. Below we reformulate a part of these Propositions in a
form which is more suitable for our purposes.
In what follows the following notation will be used: ∆ = {(x, x) : x ∈ Ω}.
Proposition 4.4. If g is the same as above then for any non-negative integer
vectors α = (α1, ..., αd) and β = (β1, ..., βd) the derivative
∂α
∂xα11 ...∂x
αd
d
∂β
∂yβ11 ...∂y
βd
d
Kgt (x, y) = ∂
α
x ∂
β
yK
g
t (x, y)
goes to zero uniformly on compact subsets of (Ω× Ω) \∆ when t goes to zero.
At the same time
(4.14) Kgt (x, x) ∼ c t−d, t→ 0.
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Proof. We sketch the proof only in the case α = |β| = 0 and for the general case
refer to the above mentioned reference.
One clearly has that Kgt (x, y) = g
(
t
√
L
)
δy. Pick ψ1, ψ2 ∈ C∞0 (Ω) which have
disjoint supports. The function
ψ1(x)K
g
t (x, y)ψ2(y) = R
g
t (x, y)
is the kernel of the operator ψ1(x)g
(
t
√
L
)
(ψ2f) = R
g
t f . Next, we note that by
using duality one can define operators Rgt on the set of distributions on Ω. If v
is a distribution on Ω then the set {Rgt v} with 0 < t < 1 is bounded in C∞(Ω)
and along with the previous Lemma it implies that Rgt v goes to zero in C
∞(Ω)
uniformly on compact sets of distributions v. In particular it is true for the set of
distributions {δy}y∈Ω. In other words the kernel Rgt (x, y) goes to zero uniformly
when t goes to zero. It proves the proposition in the case α = |β| = 0. 
Corollary 4.1. Given two non-negative integer vectors α = (α1, ..., αd) and β =
(β1, ..., βd) and two sufficiently small positive numbers ǫ1, ǫ2 one can find a positive
t0(α, β, ǫ1, ǫ2) such that for any x ∈ Ω the following inequality holds
(4.15)
∣∣∂αx ∂βyKgt (x, y)∣∣ < ǫ2
for all y ∈ Ω \ B(x, ǫ1) as long as 0 < t < t0(α, β, ǫ1, ǫ2). Equivalently, for any
y ∈ Ω the same inequality (4.15) holds for all x ∈ Ω \ B(y, ǫ1) as long as 0 < t <
t0(α, β, ǫ1, ǫ2). Here B(x, ǫ1), B(y, ǫ1) are balls with centers x and y and radius ǫ1.
We now return to our situation with kernels KF2−j(x, y) defined in (4.3).
Theorem 4.5. For any non-negative integer vectors α = (α1, ..., αd) and every
sufficiently large N ∈ N, there exists a J(α,N) such that for all (j, i) with j >
J(α,N) and every x outside of the cube Qi(2
−N−2) one has
(4.16) |∂αxϕj,i(x)| ≤ a0δ2−N−dj/2,
where the constant a0 = a0(Ω, L) > 0 is the same as in Theorem 3.3.
Also, there exists a constant C such that for all pairs (j, i)
(4.17) ‖ϕj,i‖L2(Ω) ≤ C.
Proof. First, we note that for the proofs of Lemma 4.3 and Proposition 4.4 it was
important that function g ∈ C∞0 (R+) takes value one in a neighborhood of zero. At
the same time the support of the function F is in [2−1, 2] (see (4.1)). However, it is
clear that F is a difference of two functions g1, g2 ∈ C∞0 (R+) which take value 1 in
some neighborhoods of zero. Since KFt (x, y) = K
g1
t (x, y) −Kg2t (x, y) the previous
Corollary 4.1 and in particular inequality (4.15) hold true for the kernel
(4.18) KFt (x, y) =
∑
m
F
(
t
√
λm
)
um(x)um(y).
Pick a large N ∈ N and set ǫ1 = ǫ2 = 2−N−2. With this choice of ǫ1, ǫ2 let J(α,N)
be a smallest natural number for which 2−J(α,N) < t0(α, ǫ1, ǫ2), where t0(α, ǫ1, ǫ2)
is from the previous Corollary.
Below we are using a family of cubes Qi(ρj) and a family of sets Uj,i(ρj) =
Qi(ρj) ∩ Ω ⊆ Qi(ρj) which were defined in (1.2)-(1.4).
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Since support of Φj,i = |Uj,i|−1/2χj,i is the set Uj,i ⊆ Qi(ρj) we obtain by using
(4.7) that for every j > J(α,N) and every x outside of the cube Qi(ρj) with
ρj = a0δ
1/d2−
j+1
2 , j = 0, 1, .... the next inequality holds
|∂αxϕj,i(x)| = |∂αxFj(L)Φj,i(x)| =
∣∣∣∣∣
∫
Uj,i
∂αxK
F
2−j(x, y)Φj,i(y)dy
∣∣∣∣∣ ≤
(4.19) a0δ2
−d(j+1)
2 sup
y∈Uj,i
∣∣∂αxKF2−j (x, y)∣∣ ≤ a0δ2−N−22−d(j+1)2 ≤ a0δ2−N−dj2 .
The inequality (4.17) follows from (4.10), the fact that Fj
(√
L
)
is a bounded
operator in L2(Ω) and the formula Φj,i = |Uj,i|−1/2χj,i. Theorem 4.5 is proved. 
Theorems 4.2 and 4.5 imply Theorem 1.1.
5. Besov spaces
We are going to remind a few basic facts from the theory of interpolation and
approximation spaces spaces [3], [4], [24].
Let E be a linear space. A quasi-norm ‖ · ‖E on E is a real-valued function on
E such that for any f, f1, f2 ∈ E the following holds true
(1) ‖f‖E ≥ 0;
(2) ‖f‖E = 0⇐⇒ f = 0;
(3) ‖ − f‖E = ‖f‖E;
(4) ‖f1 + f2‖E ≤ CE(‖f1‖E + ‖f2‖E), CE > 1.
We say that two quasi-normed linear spaces E and F form a pair, if they are
linear subspaces of a linear space A and the conditions ‖fk − g‖E → 0, and ‖fk −
h‖F → 0, fk, g, h ∈ A, imply equality g = h. For a such pair E,F one can construct
a new quasi-normed linear space E
⋂
F with quasi-norm
‖f‖E⋂F = max (‖f‖E, ‖f‖F )
and another one E + F with the quasi-norm
‖f‖E+F = inf
f=f0+f1,f0∈E,f1∈F
(‖f0‖E + ‖f1‖F ) .
All quasi-normed spacesH for which E
⋂
F ⊂ H ⊂ E+F are called intermediate
between E and F . A group homomorphism T : E → F is called bounded if
‖T ‖ = sup
f∈E,f 6=0
‖Tf‖F/‖f‖E <∞.
One says that an intermediate quasi-normed linear space H interpolates between
E and F if every bounded homomorphism T : E +F → E +F which is a bounded
homomorphism of E into E and a bounded homomorphism of F into F is also a
bounded homomorphism of H into H .
On E + F one considers the so-called Peetere’s K-functional
(5.1) K(f, t) = K(f, t, E, F ) = inf
f=f0+f1,f0∈E,f1∈F
(‖f0‖E + t‖f1‖F ) .
The quasi-normed linear space (E,F )Kθ,q, 0 < θ < 1, 0 < q ≤ ∞, or 0 ≤ θ ≤ 1, q =
∞, is introduced as a set of elements f in E + F for which
(5.2) ‖f‖θ,q =
(∫ ∞
0
(
t−θK(f, t)
)q dt
t
)1/q
.
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It turns out that (E,F )Kθ,q, 0 < θ < 1, 0 ≤ q ≤ ∞, or 0 ≤ θ ≤ 1, q =∞, with the
quasi-norm (5.2) interpolates between E and F .
Let us introduce another functional on E + F , where E and F form a pair of
quasi-normed linear spaces
E(f, t) = E(f, t, E, F ) = inf
g∈F,‖g‖F≤t
‖f − g‖E.
Definition 1. The approximation space Eα,q(E,F ), 0 < α < ∞, 0 < q ≤ ∞ is a
quasi-normed linear spaces of all f ∈ E + F with the following quasi-norm
(5.3)
(∫ ∞
0
(tαE(f, t))q dt
t
)1/q
.
Theorem 5.1. Suppose that T ⊂ F ⊂ E are quasi-normed linear spaces and E
and F are complete.
If there exist C > 0 and β > 0 such that for any f ∈ F the following Jackson-type
inequality is verified
(5.4) tβE(t, f, T , E) ≤ C‖f‖F , t > 0,
then the following embedding holds true
(5.5) (E,F )Kθ,q ⊂ Eθβ,q(E, T ), 0 < θ < 1, 0 < q ≤ ∞.
If there exist C > 0 and β > 0 such that for any f ∈ T the following Bernstein-
type inequality holds
(5.6) ‖f‖F ≤ C‖f‖βT ‖f‖E
then
(5.7) Eθβ,q(E, T ) ⊂ (F, F )Kθ,q, , 0 < θ < 1, 0 < q ≤ ∞.
Now we return to the situation on domains. Let L be a self-adjoint positive
definite operator in a Hilbert space L2(Ω) which was introduced in the first section.
We consider its positive root L1/2 and let Dr, r ∈ R+, be the domain of the operator
Lr/2, r ∈ R+, with the graph norm (I + L)r/2.
The inhomogeneous Besov space Bα2,q(
√
L) is introduced as an interpolation
space between the Hilbert space L2(Ω) and Sobolev space Dr where r can be any
natural number such that 0 < α < r, 1 ≤ q ≤ ∞. Namely, we have
Bα2,q(
√
L) = (L2(Ω),Dr)Kθ,q, 0 < θ = α/r < 1, 1 ≤ q ≤ ∞.
where K is the Peetre’s interpolation functor.
We introduce a notion of best approximation
(5.8) E(f, ω) = inf
g∈Eω(
√
L)
‖f − g‖L2(Ω).
Our goal is to apply Theorem 5.1 in the situation where E is the linear space
L2(Ω) with its regular norm, F is the linear space Dr, with the graph norm (I +
L)r/2, and T = Eω(
√
L) = Eω2(L) is a natural abelian group of finite sequences of
Fourier coefficients c = (c1, ...cm) ∈ Eω(
√
L) wherem is the greatest index such that
the eigenvalue λm ≤ ω. The quasi-norm ‖c‖Eω(√L) where c = (c1, ...cm) ∈ Eω(
√
L)
is defined as square root from the highest eigenvalue λj for which the corresponding
Fourier coefficient cj 6= 0 but cj+1 = ... = cm = 0:
‖c‖Eω(L) = ‖(c1, ...cm)‖Eω(L) = max
{√
λj : cj 6= 0, cj+1 = ... = cm = 0
}
.
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Remark 5.2. Let us stress that the reason we need language of quasi-normed spaces
is because ‖c‖Eω(L) is not a norm but only a quasi-norm on Eω(
√
L).
By using Plancherel Theorem it is easy to verify a generalization of the Bernstein
inequality for bandlimited functions f ∈ Eω(
√
L):
‖Lrf‖L2(Ω) ≤ ωr‖f‖L2(Ω), r ∈ R+,
and an analog of the Jackson inequality:
E(f, ω) ≤ ω−r‖Lrf‖L2(Ω), r ∈ R+.
These two inequalities and Theorem 5.1 imply the following result (compare to
[34], [43], [44]).
Theorem 5.3. The norm of the Besov space Bα2,q(
√
L), α > 0, 1 ≤ q ≤ ∞ is
equivalent to the following norm
(5.9) ‖f‖L2(Ω) +
( ∞∑
k=0
(
2kαE(f, 2k))q)1/q .
Let function Fj be the same as in subsection 4.1 and
(5.10) Fj
(√
L
)
: L2(Ω)→ E[2j−1,2j+1](
√
L),
∥∥∥Fj (√L)∥∥∥ ≤ 1.
Theorem 5.4. The norm of the Besov space Bα2,q(
√
L) for α > 0, 1 ≤ q ≤ ∞ is
equivalent to
(5.11)
 ∞∑
j=0
(
2jα
∥∥∥Fj (√L) f∥∥∥
L2(Ω)
)q1/q ,
with the standard modifications for q =∞.
Proof. In the same notations as above the following version of Caldero´n decompo-
sition holds: ∑
j∈N
Fj
(√
L
)
f = f, f ∈ L2(Ω).
We obviously have
E(f, 2k) ≤
∑
j>k
∥∥∥Fj (√L) f∥∥∥
L2(Ω)
.
By using the discrete Hardy inequality [9] we obtain the estimate
(5.12) ‖f‖+
( ∞∑
k=0
(
2kαE(f, 2k))q)1/q ≤ C
 ∞∑
j=0
(
2jα
∥∥∥Fj (√L) f∥∥∥
L2(Ω)
)q1/q
Conversely, for any g ∈ E2j−1 (
√
L) we have∥∥∥Fj (√L) f∥∥∥
L2(Ω)
=
∥∥∥Fj (√L) (f − g)∥∥∥
L2(Ω)
≤ ‖f − g‖L2(Ω).
It gives the inequality ∥∥∥Fj (√L) f∥∥∥
L2(Ω)
≤ E(f, 2j−1),
which shows that the inequality opposite to (5.12) holds. This completes the proof.
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
Theorem 5.5. The norm of the Besov space Bα2,q(
√
L) for α > 0, 1 ≤ q ≤ ∞ is
equivalent to
(5.13)
 ∞∑
j=0
2jαq
 Ij∑
i=1
|〈f, ϕj,i〉|2
q/2

1/q
,
with the standard modifications for q =∞.
Proof. According to (4.8) we have
(5.14)
(1 − δ)
∥∥∥Fj (√L) f∥∥∥2
L2(Ω)
≤
Ij∑
i=1
∣∣∣〈Fj (√L) f,Φj,i〉∣∣∣2 ≤ ∥∥∥Fj (√L) f∥∥∥2
L2(Ω)
,
where Fj
(√
L
)
f ∈ E2j+1(
√
L). Since ϕj,i = Fj
(√
L
)
Φj,i we obtain for any
f ∈ L2(Ω)
Ij∑
i=1
|〈f, ϕj,i〉|2 ≤
∥∥∥Fj (√L) f∥∥∥2
L2(Ω)
≤ 1
1− δ
Ij∑
i=1
|〈f, ϕj,i〉|2 .
Theorem is proved. 
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