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Résumé. La recherche d’experts parmi les migrations hautement qualifiées est
un enjeu crucial pour les pays en développement. Cet article présente une mé-
thode d’apprentissage par renforcement profond pour répondre à cette problé-
matique à partir de résultats des moteurs de recherche sur le web. Les résultats
obtenus pourront être utilisés par des sociologues de la migration pour mieux
comprendre les diasporas des savoirs, ainsi que par le pays en développement
pour localiser ses experts formés à l’étranger. Notre méthode est basé sur des re-
quêtes envers des moteurs de recherche pour y extraire les informations concer-
nant l’institution et l’année d’affiliation de chaque expert. L’objectif de ce travail
est de définir un navigateur intelligent capable d’assister cette recherche en géné-
rant et en observant le moins possible de requêtes automatiques. Nous utilisons
comme navigateur un Deep-Q Network avec deux architectures basées sur des
réseaux de neurones pour approximer la valeur de la Q-value fonction.
1 Introduction
Diego Martínez 1 a grandi en Argentine et a étudié dans un programme de Master en Bio-
technologie à l’université de Buenos Aires. En 2010, il a obtenu une bourse internationale et il
est partie à l’université d’Essex pour y faire une thèse. Où est-il maintenant ? Est-ce qu’il est
resté en Angleterre ou est-il rentré en Argentine? Où est-ce qu’il a travaillé de 2015 à 2018? En
d’autres termes, comment a été son évolution professionnelle au cours de ces dernières années?
Localiser les membres expatriés de la diaspora hautement qualifiée est un défi majeur pour les
pays en développement (Meyer et Wattiaux, 2006). Les sociologues de la migration analysent
les mouvements professionnels de ces diasporas à partir de sources statistiques comme les
recensements de population, les enquêtes sur la population active ainsi que des données admi-
nistratives. Cependant, ces sources ne sont pas entièrement satisfaisantes et ils réprésente une
quantité non négligeable de travail manuel (Turner et al., 2015). Nous supposons que la fouille
du web pourrait être une approche plus efficace pour mieux comprendre la dynamique de ces
mouvements migratoires (Flores et al., 2012).
1. Tous les noms ont été changés à fin de protéger les identités
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Cet article présent un travail en cours sur la recherche de ces experts expatriés à partir
du web avec une méthode basée sur l’apprentissage par renforcement profond (ARP). Notre
méthode vise à récolter des informations des moteurs de recherche web afin d’extraire une
liste des paires d’entités nommées (EN)s <institutions, années> liées à ces experts.
FIG. 1 – Un exemple d’espace de recherche généré pour
un expert.
L’approche intuitive pour ex-
traire les informations profession-
nelles des experts est d’interroger
les moteurs de recherche web avec
le nom de l’expert, enrichi par dif-
férents mots clés et puis d’y ex-
traire les ENs sur tous les snip-
pets 2 obtenus. L’inconvénient de
cette approche est qu’elle est coû-
teuse à la fois en termes de mé-
moire et de temps de calcul. Nous
proposons une méthode automa-
tique qui sélectionne les requêtes
et les snippets les plus prometteurs
en termes de richesse de contenu.
Plusieurs problèmes doivent être
pris en compte si nous voulons
mettre en œuvre une recherche au-
tomatique (voir Figure 1) : com-
ment nous devrions-nous sauter
d’un snippet à l’autre? ; et com-
ment faut-il modifier les ENs extraites après avoir traité un nouveau snippet ? Quelles ENs
sont correctement associées à un certain expert et lesquelles ne le sont pas? Pour atteindre
cet objectif, nous souhaitons suivre une stratégie optimale qui génère un nombre minimum de
requêtes et traite un nombre minimum de snippets.
Des travaux récents montrent des résultats prometteurs avec des méthodes basées sur un
Deep-Q Network pour l’extraction d’informations (Narasimhan et al., 2016), et la résolution de
problèmes arithmétiques (Wang et al., 2018). Inspiré par le travail de (Narasimhan et al., 2016)
sur l’extraction d’informations à partir des résultats de recherche web, nous modélisons la tâche
d’extraction des informations professionnelles de l’expert comme une recherche de politique
optimale dans un cadre d’apprentissage par renforcement (AR). Par rapport à leur approche,
notre défis est d’apprendre une modèle avec différents espaces de recherche (à chaque expert
correspond un espace de recherche unique), tandis que dans le travail de référence il y a un seul
espace de recherche pour chaque base de données (shooting et FoodShield). Nous proposons
deux modes de navigation "intelligente" basés sur un Deep-Q Network (Mnih et al., 2015).
La fonction valeur de Q dépend de la séquence des snippets sélectionnée ainsi que de son
contenu textuel. Nous utilisons aussi deux réseaux de neurones : l’un à propagation avant
(NN) 3 et l’autre un Long Short Term Memory Network (LSTM). Nous avons fait des tests sur
2. Un snippet est une entrée fourni par un moteur de recherche en réponse à une requête, composé d’un titre, une
description brève et une adresse web.
3. feedforward neural network
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une base de données contenant une liste d’experts proposée par des sociologues de la migration.
Pour chaque expert, un gold standard (étalon-or) a été crée manuellement par des sociologues
(voir Section 3). À notre connaissance, c’est la première approche d’extraction de recherche
d’experts basée sur des méthodes apprentissage par renforcement profond (ARP).
Explorations et recherche des experts sur le web. La plupart des travaux récentes en re-
cherche d’experts utilisent comme source soit l’ensemble des publications scientifiques propre
à chaque expert (Buitelaar et al., 2014), soit le "profilage" sémantique de l’expert (Sateli et al.,
2017). L’axe principal de ces travaux est centré sur la fouille de topics (sujet d’expertise), de
sorte que ni l’aspect sociologique de la mobilité ni les problèmes techniques de recherche web
ne sont pas pris en compte. La plupart de travaux étudient les relations expert et son sujet
d’expertise (Liu et al., 2017). Le web de données est également utilisé comme une source de
recherche d’experts (Stankovic et al., 2011). D’autre part, le WePS (web People Search cam-
paigns) (Amigó et al., 2010) consistait à classifier par clustering ainsi qu’à identifier les noms
de personne à partir des résultats de recherche web. Toutefois, aucun enrichissement par des
mot-clés pour ces requêtes a été utilisée dans cette tâche (Artiles et al., 2009). Après le WePS,
les recherches de personnes sur le web ont disparu et ses méthodes ont été appliquées au trai-
tement de la réputation en ligne (Manaman et al., 2016) et à la désambiguïsation des EN en
utilisant des profils d’utilisateur sur les réseaux sociaux (Spina et al., 2013).
Apprentissage par Renforcement Profond (ARP). Dans l’ARP, un agent interagit avec l’en-
vironnement en sélectionnant des actions dans des états. Ce processus est guidé par la fonction
réprésentant la politique pi : S −→ A. La politique est calculable en attribuant une pénali-
sation ou une récompense r(s, a) à chaque état et action et en maximisant l’espérance de la
somme des récompenses (Sutton et Barto, 1998). La qualité des politiques est définie par la
fonction de valeur Q; Q : S × A −→ R donnée par Qpi(s, a) = E[∑i γi−1Ri|pi]. Si Q∗
représente la valeur Q de la politique optimale, la politique optimale peut être représentée par :
pi∗(s) = argmaxaQ
pi∗(s, a) ∀s ∈ S. L’algorithme de Q-learning est une méthode indépen-
dante du modèle pour apprendre la fonction optimale de la valeur de Q. Calculer Q(s, a) pour
des environnements réels avec une grande taille (ou un espace continu) des états ou actions
n’est pas pratique. Pour résoudre ce problème Mnih et al. (2015) introduisent l’algorithme de
Deep-Q Newtok (DQN) pour approximer la fonction de valeur deQ avec un réseau de neurones
(RN) multicouches non linéaires. Étant donné l’état s et l’action a, le DQN donne la valeur
Q(s, a; θ) où θ représente les paramètres du RN.
2 ARP pour extractions d’évolutions de carrières
Notre but est d’extraire une liste des doublons des ENs liée à chaque expert (affiliation,
années) représentant sa trajectoire professionnelle pendant la période active. Pour définir un
système de récompense, il est nécessaire d’avoir un gold standard. Dans notre cas la seule
information disponible pour chaque expert est le nom de la personne, son affiliation insti-
tutionnelle, l’année de début et l’année de fin ou une sous-ensemble de telles informations.
Nous proposons un modèle de Processus de Décision Markovien (PDM) pour répondre aux
questions suivantes (voir Figure 1) : (a) Comment devrions-nous nous “déplacer" parmi les re-
quêtes, c’est-à-dire : quand avons-nous besoin de lancer une nouvelle requête? (b) Après avoir
sélectionné une requête contenant une liste de snippets indexés par les moteurs de recherche,
comment sélectionner ces snippets, y compris les bonnes ENs pour un nom d’expert donné?
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(c) Lorsque nous avons extrait des nouvelles ENs à partir d’un nouveau snippets, comment
devrions-nous gérer l’ensemble de ENs extraites jusqu’à cette étape? Une fois que l’EN a été
extraite, faut-il l’ajouter dans la trajectoire de mobilité professionnelle ou pas? (d) Dans quelle
mesure devrions-nous continuer à analyser des snippets avant d’utiliser une nouvelle requête?
(e) Comment faut-il définir la fonction de récompense par rapport aux gold standards ?
Dans ce travail, nous générons 7 requêtes pour chaque expert de la base de données de #AlEx-
tranjero (voir Section 3). Ces requêtes sont générées à partir des résultats de recherche du nom
de la personne sur le web, et puis d’enrichir ce nom avec les mots-clés suivants doctorate,
institute, Master, PhD, undergraduate, university. Les requêtes sont envoyées
à 5 moteurs de recherche (DuckduckGo, Google, Bing, CiteSeerx et Researchgate), et les snip-
pets récoltés sont stockés comme des espaces de recherche.
Processus de Décision Markovien. Nous modélisons notre navigateur dans les espaces de
recherche sous la forme d’un agent de Deep-Q Network. En pratique, nous avons besoin
d’une modèle de PDM pour chaque expert et son gold standard. Le PDM comprend les para-
mètres suivants :
États. Nous utilisons deux modèles d’états et deux réseaux de neurones pour calculer la fonc-
tion de la valeur Q.
1 États à base vectorielle pour un réseau de neurones multi-couches (NN). Dans ce cas,
chaque snippet est représenté par un vecteur de valeurs réelles contenant :
– Un codage one-hot de taille 7 indiquant quel type de requête est utilisée pour générer
le snippet.
– Un codage one-hot de taille 5 indiquant le moteur de recherche.
– Un vecteur de dimension 6 contenant des statistiques sur des données communes (afi-
liation, années) entre le snippet analysé et le gold standard.
Exemple : Nous supposons E = {E,Ad,Af} est la trajectoire de mobilité dans le
gold standard pour l’expert où E est son affiliation institutionnelle de référence et
Ad et Af sont l’année de début et l’année de fin de référence dans le gold standard.
E ′ = {e1, e2, · · · en, a1, a2, · · · am} est la trajectoire représentée par une liste d’ins-
titutions et des années extraite à partir d’un certain snippet. Les eis sont des insti-
tutions et les ais sont des années. Ensuite, le vecteur de statistique est comme suit :
< |{ei}i ∩ {E}|, |{aj}j ∩ {Ad,Af}|, |E ∩ E ′|, |E|, |E ′|, |E ∪ E ′| > 4.
– Une valeur binaire indiquant si le nom de la personne extrait du snippet est une variante
valide 5 du nom de la personne à partir de la requête.
2 États textuels encodées dans le Long Short Term Memory (LSTM) : Chaque snippet est
considéré comme un état d’entrée dans un modèle Sequence to sequence.
Actions. Mise à part l’action Stop, nous avons deux types d’actions possibles : q et d. Les
actions de type q sont : supprimer la requête actuelle (qDELETE), ajouter une nouvelle requête
(qADD), continuer avec la requête actuelle (qKEEP). qADD choisit une requête à partir des requêtes
enrichies en mots-clés mentionnées dans la section 2.Les actions de type d continuent à analy-
ser l’ensemble de snippets de la requête en cours. Étant donné que l’algorithme accumule une
liste d’ENs sur la trajectoire professionnelle de chaque expert, ces actions déterminent com-
ment des nouvelles ENs extraites doivent être prises en compte. Les actions de type d peuvent :
4. le |.| signifie la longueur d’ensemble.
5. Par exemple : D. Martínez est une variante valide de Diego Martínez
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accepter l’institution extraite du snippet, rejeter l’institution extraite, accepter l’année extraite
du snippet, rejeter l’année extraite, et accepter l’institution et l’année extraits du snippet. Et
finalement l’action de Stop définie quand il faut arrêter le traitement pour l’expert en cours.
Récompenses. Nous Supposons que Ei = {ei, a1i, a2i} sont des ENs extraites jusqu’à la se-
lection de l’action d. Nous supposons également que Ei+1 = {ei+1, a1i+1, a2i+1} sont des
ENs extraites après avoir sélectionné l’action d associée au gold standard E = {E,Ad,Af}.
Nous définissons une fonction de précision pour chaque Ei par rapport aux ENs de référence
dans le gold standard : ACC(Ei) = 1.0(if ei=E) +
∑2
j=1 0.5(ifaji∈{Ad,Af}). La fonction de
récompense r(s, a) est définie comme suit : r(s, qADD) = −10.0 ; r(s, qDELETE) = 0.0 ;
r(s, qKEEP) = 0.0 et r(s, d) = −0.1 + ACC(Ei+1) − ACC(Ei). La fonction de précision
garantit que les ENs extraites sont effectivement liées à l’expert. En ajoutant une petite valeur
négative −0.1, nous conservons le nombre des snnipets analysés aussi bas que possible 6.
Algorithme. Nous avons mis en oeuvre un algorithme DQN (Mnih et al., 2015) avec deux
réseaux de neurones différents : un réseau multi-couches à propagation avant (NN) et un réseau
LSTM . Après l’entraînement du DQN sur un sous-ensemble de notre jeu d’experts, une fonc-
tion Q optimale nous permet d’extraire l’ensemble des institutions d’affiliation ainsi que les
années que l’expert a passé dans cette institution.
3 Cadre expérimental
Name Institution Start year End year
Diego Martínez Essex University 2012 2015
TAB. 1 – Un extrait de trajectoire d’expert de la base de
donnés #AlExtranjero
#AE. Entraînement Test
Nombre de personnes 7557 491
TAB. 2 – Nombre de personnes dans la base de données
#AlExtranjero
Base de données #AlExtra-
njero. La base de données
contient des informations pro-
venant de 8048 étudiants mexi-
cains ayant reçu une bourse du
gouvernement CONACYT pour
étudier un master ou une thèse
à l’étranger entre 1981 et 2005.
Les données ont été recueillis
par un sociologue de la migra-
tion et elles incluent le pays de
destination, l’institution d’affi-
liation, le sujet de la thèse, le domaine scientifique et le début et la fin année de financement
pour chaque personne. Le tableau 1 montre un exemple d’un expert avec les champs que nous
avons utilisé dans nos expériences. Nous avons divisé la base de données #AlExtranjero (en
résumé #AE.) en deux sous-ensembles d’entraînement et de test (voir tableau 2). Pour chaque
expert de la base de données, une ensemble de sept requêtes (voir Section 2) avec cinq moteurs
de recherche a été généré afin de générer un espace de recherche suffisamment grand pour
chacun.
Algorithmes de référence. Nous comparons nos méthodes avec deux algorithmes :
– Méthode de référence exhaustive : Pour chaque expert de la base #AE., cette baseline traite
la totalité des 7 requêtes et elle analyse tous les snippets de l’espace de recherche de manière
6. La raison pour définir la valeur−10.0 est de pénaliser fortement le traitement en cas d’utilisation d’une nouvelle
requête. Bien que le valeur 1.0 encourage la navigation pour trouver une nouvelle EN correctement
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Baselines
NE Accuracy DQN
NN
DQN
LSTM
Exhaustive Frequency
Institution
exact 0.895 0.897 0.984 0.513
P 0.536 0.533
R 0.447 0.448
F1 0.444 0.442
Y
ear
exact 0.285 0.284 0.655 0.142
P 0.123 0.118
R 0.168 0.168
F1 0.125 0.122
TAB. 3 – Précision des DQN+NN et
DQN+LSTM sur le test du jeux de données
#AE.
#AE. #AE.
DQN
NN
DQN
LSTM
Exhaustive
baseline
Frequency
baseline
pourcentage des
snippets analysés 24.1% 24.4% 100% 100 %
moyenne de nombre
de requêtes utilisées 3.184 1.890 7 7
TAB. 4 – Proportion des snippets analysés
par rapport à la moyenne des requêtes géné-
rées
exhaustive. Elle calcule la meilleure précision possible sur l’extraction des instituts et des an-
nées pour l’expert.
– Méthode de référence par fréquence : Cette baseline extrait d’abord tous les ENs de tous les
snippets, puis elle sélectionne les ENs ayant la fréquence la plus élevée.
La méthode de référence exhaustive est la plus précise mais elle ne tient pas en compte les
limites de mémoire et le temps d’exécution. On peut voir la deuxième méthode comme une
forme de génération automatique des gold standards.
Paramétrage. Nous entraînons nos architectures de réseau de neurones DQN+NN (NN avec
3 couches) et DQN+LSTM (avec le réseau LSTM), pour apprendre une stratégie optimale afin
d’extraire les évolutions professionnelles des experts. Nous définissons les paramètres comme
le suivant : la taille de la mémoire de relecture (replay memory) D est définie sur 2000 et le
discount factor γ = 0.95. Pour chaque compilation de réseau, la fonction objectif (loss func-
tion) est définie avec l’erreur quadratique moyenne (mse) et un optimiseur d’Adam comme un
algorithme du gradient stochastique pour faire converger les réseaux de neurones. Pour ajuster
l’exploration-exploitation, nous définissons le  de la stratégie -greedy à 0.1. Dans DQN+NN,
le NN est un réseau de neurones de 3 couches cachées et une fonction d’activation RELU. Dans
DQN+LSTM, le LSTM est modélisé avec un LSTM bi-directionnel de taille 64 et une couche
dense de dimension 16 et une fonction d’activation linéaire.
Résultats. Les résultats montrent les performances de nos algorithmes en extraction de trajec-
toires sur les données de test. Nous montrons la moyenne calculée sur 5 exécutions différentes
d’agent (navigateur) entraîné. Le tableau 3 compare la précision des algorithmes DQN+NN et
DQN+LSTM avec les approches de base. La méthode exhaustive montre la meilleure précision
possible pour l’extraction des instituts. Nous supposons E ′ = {e1, · · · eK , a1, · · · aL} sont les
ENs extraites par notre algorithme pour un expert donné et E = {E,A1, A2} sont les valeurs de
référence contenues dans le gold standard. La précision exact est : acc(E , E ′) = 1.0ifE∈{ei}i
+
∑2
i=1 0.5ifAi∈{ak}k . Ces résultats montrent que les deux algorithmes ont de bons scores
de précision pour l’extraction des institutions (0.897 v.s. 0.984). Par contre la précision est
améliorable en ce qui concerne l’extraction des années (0.285 v.s. 0.655).
Le tableau 4 montre le pourcentage de snippets analysés par rapport à tous les snippets
disponibles sur l’espace de recherche de chaque expert, ainsi que le nombre moyen de requêtes
nécessaires. Les résultats montrent que l’algorithme DQN+LSTM est capable d’extraire des
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paires (institut, années) pour les personnes du jeu de données #AE avec une précision de 0.897
en analysant que 24.4% des snippets, avec une moyenne de 1.890 requêtes par personne, ce qui
est très proche de la précision obtenue par la base de référence exhaustive après avoir analysé
100% des snippets avec une moyenne de 7 requêtes par expert. La figure 2 montre l’évolution
de l’extraction d’information pendant la phase d’entraînement. Comme on peut le constater, le
DQN+LSTM converge plus rapidement que le DQN+NN pour les espaces de recherche de grande
taille alors qu’ils ont presque la même précision à la fin.
4 Conclusions et perspectives
FIG. 2 – Évolution de la précision sur l’espace de re-
cherche #AE pendent l’entraînement.
Dans cet article, nous avons
présenté une méthode de re-
cherche d’experts sur le web basé
sur l’apprentissage profond ren-
forcé et un algorithme de Deep
Q-Network avec deux différentes
architectures de réseaux de neu-
rones pour l’approximation de la
valeur de Q. Les résultats obtenus
montrent le potentiel de notre mé-
thode : le navigateur basé sur le
DQN+LSTM est capable d’extraire
des informations professionnelles
avec une précision de 0.897 dans
l’extraction de l’affiliation institu-
tionnelle de l’expert, et une préci-
sion de 0.284 pour l’extraction des
années de début et de fin d’affilia-
tion, tout en analysant seulement
24.4% de la totalité des snippets
issue des requêtes web.
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Summary
The search for experts among highly qualified migrations is a crucial issue for developing
countries. This article presents a deep reinforcement learning method to address this issue from
search engine results on the web. The obtained results can be used by migration sociologists
to better understand the diasporas of knowledge, as well as for developing countries to locate
their trained experts abroad. Our method is based on queries to search engines to retrieve
information about the institution and year of affiliation of each expert. The goal of our work is
to define a smart browser capable of assisting this search by generating and observing as few
automated queries as possible. This is done by means of a Deep-Q network and various neural
network architectures for the Q-value function approximation.
