Abstract. For a complex vector space V , let P(V ) be the algebra of polynomial functions on V . In this paper, we construct bases for the algebra of
Introduction
This paper continues the study of branching laws for symmetric subgroups of classical groups begun in [HTW1] , [HTW2] , [HTW3] . Those papers construct and study certain algebras, called branching algebras, which describe the branching laws in question. In a sense made precise in [HTW1] , the most fundamental of these algebras is the GL n tensor product algebra, which describes the decomposition of tensor products of representations of the general linear group GL n = GL n (C). The paper [HTW3] describes a basis for the GL n tensor product algebra. The basis elements constructed in [HTW3] are parametrized in a fairly straightforward way by the Littlewood-Richardson tableaux ( [Ful] ).
This paper begins a project of adapting and extending the construction of [HTW3] to other branching algebras. Specifically, here we describe bases for two variants of the GL n tensor product algebra. The specific algebras considered here are the iterated tensor product algebra for GL n and also, a variant of the usual tensor product algebra, in which one takes tensor products of polynomial representations with duals of polynomial representations. These are the simplest cases beyond the GL n tensor product algebra, and they will be useful for dealing with more complicated constructions, so it seems worthwhile to present them separately here.
For the construction of [HTW3] , the GL n tensor product algebra is realized as an explicit algebra of polynomials on a space of matrices, and each basis element is a specific polynomial. The key property of the construction is that, with respect to a certain monomial order, each basis element has a highest term which allows one to reconstruct the tableau from which it came. This shows in particular that the basis constructed is a SAGBI basis ( [RS] , [Stu] ) for the GL n tensor product algebra. It also enables one to show that the GL n tensor product algebra is a flat deformation of the semigroup ring attached to the Berenstein-Zelevinsky cone ( [BZ] , [Ho95] ). In particular, it is a flat deformation of a toric variety. One main goal of our constructions in this paper and its successors is to lay the groundwork where D and E are Young diagrams with at most k and l rows respectively, ρ D,E n is the irreducible representation of GL n associated with (D, E), and W D,E k,l is a highest weight module for u(k, l) C ∼ = gl k+l (C) . From the basis we have constructed, we obtain a basis for the space of all gl k (C)⊕gl l (C) highest weight vectors in W D,E k,l . This paper is arranged as follows. In Section 2, we set up some notation and review some results in [HTW3] which we need in our construction. We construct bases for TA n,l 1 ,...,l k and P (V n,k,l ) U n ×U k ×U l in Sections 3 and 4 respectively.
Preliminaries
In this section, we shall set up some notation and review some results in [HTW3] which we need in our construction.
Young diagrams.
A Young diagram D is an array of square boxes arranged in left-justified horizontal rows, with each row no longer than the one above it ( [Ful] ). We shall denote the number of rows in D by r (D) . If λ i is the number of boxes in the row i of D, then we shall write
where r = r(D). We also set
If we flip D over the diagonal line that slants down and to the right from the upper left-hand corner, we obtain its conjugate diagram D t . For example, if D = (6, 4, 4, 2), then D t = (4, 4, 3, 3, 1, 1).
2.2.
Representations of GL n . The irreducible finite-dimensional representations of GL n are parametrized by ordered pairs (D, E) of Young diagrams such that r(D) + r(E) ≤ n. More precisely, let B n = A n U n be the standard Borel subgroup of upper triangular matrices in GL n , where A n is the diagonal torus in GL n and U n is the maximal unipotent subgroup consisting of all n × n upper triangular matrices with 1's on the diagonal. For each λ = (λ 1 , ..., λ n ) ∈ Z n , let ψ λ n : A n → C × be the character given by ψ λ n [diag(a 1 , ..., a n )] = a
Then the semigroup A + n of dominant weights for GL n is given by A + n = {ψ λ n : λ ∈ C}. Note that each λ ∈ C can be written in the form (i) The numbers in a row are weakly increasing from left to right, and the numbers in a column are strictly increasing from top to bottom. (ii) For every pair of positive integers m and p, the number of times the number m occurs in the first p rows of T is not larger than the number of times the number of times m − 1 appears in the first p − 1 rows of the tableau. The condition is interpreted as being vacuous when m = 1. If E is a Young diagram, then by a banal tableau of shape E, we mean the tableau obtained by filling each column of E from top to bottom with consecutive positive integers starting from 1.
In [HTW3] , for a given LR tableau T , a banal tableau BT and a "content preserving" map from T to BT are defined; i.e., each cell of T is mapped to a cell in BT with the same value. The map can be visualized as the process of successively removing the "vertical skew strips" from T and reassembling them into columns of BT . This process is called "standard peeling". Thus T is constructed by the reverse process of standard peeling. The contents of BT are moved to the skew diagrams one column at a time, starting from the last column of BT . If BT has shape E, then we shall say "T is an LR tableau of shape F/D and content E." Using standard peeling, we can associate T with the matrix M (T ) = (m ij ) of nonnegative integers where m ij is the number of entries from the j-th column of E that get put into the i-th column of F/D.
The leading monomial of δ T (Y )
. In this subsection, we shall review some results in [HTW3] which we need in our construction. Fix positive integers n, k and
be the system of standard coordinates on the space M n,k+l (C) of n × (k + l) complex matrices. Let D and E be Young diagrams with at most k and l rows respectively and F a Young diagram such that ρ
and computes its leading monomial with respect to a certain monomial ordering in P (M n,k+l (C)). Let 
Thus they consider the polynomial δ T (Y ) = δ (D,E,F ),T (Y ), which is the sum of all terms in ∆ T containing the factor x D , and compute its leading monomial. The polynomial δ T (Y ) is important to our construction, so we shall review its definition and properties in this subsection.
Let
be a t × r matrix of indeterminates. Let Y 0 be the |E| × |E| matrix defined as follows: Y 0 is divided into st blocks, and its (i, j)-th block is given by
The determinant of Y 0 is a polynomial in Y = (y ij ) and β = (β ab ), so that it can be expressed as
where M = (m ij ) is a matrix of nonnegative integers,
where m ih is the number of elements from the h-th column of E which get put into the i-th column of F/D. Set
We now introduce the following monomial ordering on
(a) Set y ij > y ab if and only if either j < b or j = b and i < a. Thus
(b) Extend the ordering in (a) to an ordering between all monomials in the y ij 's by the graded lexicographic order (see [CLO] 
where the factors of each monomial are written in decreasing order. If k is the first index such that Remarks. Let p and q be the numbers of rows in the diagrams F and E respectively, that is, p = r(F ) and q = r(E). We note that δ T (Y ) in fact only depends on the variables in the
Using π, δ T can be identified with the following polynomial on M s,t (C):
We shall make this identification in Section 4 when we compute the leading monomials of some highest weight vectors in P(V n,k,l ).
3.
A basis for the k-fold tensor product algebra for GL n 3.1. The algebra P(V n,l 1 ,...,l k ). The construction in [HTW3] can be generalized to an algebra which describes k-fold tensor products of irreducible GL n modules. Specifically, let l 1 , ..., l k be positive integers less than or equal to n and consider the space
Here M s,t (C) denotes the space of all s × t complex matrices. Let GL n 
In this section, we will construct a basis for the algebra
By the theory of highest weight,
n into a sum of irreducible GL n representations. Thus we shall call this algebra a k-fold tensor product algebra for GL n .
The algebra
which carries a natural GL n × GL l action. By the (GL n , GL l )-duality,
If we take U n invariants, we obtain
which contains one copy of ρ
carries two kinds of branching information associated with the see-saw dual pairs
it is a reciprocity algebra in the sense of [HTW1] . 
Highest weight vectors in
n is given by the sum
which is equal to the number of all (k − 1)-tuples (T 1 , ..., T k−1 ) of LittlewoodRichardson tableaux with the following properties: there exist Young diagrams
and
(1) h , and for m ≥ 2,
where
and for j ≥ 2,
We now consider the determinant det X of X. If we expand this determinant as a polynomial in the β
ih ) is a t × r j matrix of nonnegative integers and
It can be shown that det X as well as the coefficient∆
We omit its proof as it is similar to the case k = 2, which is treated in [HTW3] .
We now let
is the number of elements from the h-th column of D j which get put into the i-th
. We now define a monomial ordering on P(V n,l 1 ,...,l k ) as follows. We shall denote a general monomial in P(V n,l 1 ,...,l k ) by By (Ord 1) and (Ord 2), we have
We now extend the ordering in (Ord 1) and (Ord 2) to an ordering between all monomials on the x (j) ih 's by the graded lexicographic order (see [CLO] ). The specific conditions are given in (Ord 3)-(Ord 4) below:
( 
is given by Proof. First we note that the monomials of∆ are of the form
st ) is an n × l j matrix of nonnegative integers, and
In addition, since∆ is the coefficient of
p and m 
in∆. In other words,
is equal to the sum of all the terms in∆ that contain
as a factor. By the definition of the monomial ordering (Ord 1)-(Ord 4), L j+1 (X (j+1) ) is the largest x (j+1) -part which appears in the monomials occur-
. Thus to compute L j+1 (X (j+1) ), we need to have a more precise description of δ
be the submatrix of X defined as follows:
ih ) is a t × r p matrix, and m (p) ih is the number of elements from the h-th column of D p which get put into the i-th column of
, the lemma follows from equation (11). Now equations (11) and (12) clearly hold for j = 1. We now assume these equations hold for 1 ≤ j ≤ m where 1 ≤ m ≤ k − 1 and shall prove that they hold for j = m + 1. Since the proof is similar to that for Proposition 2.4.1, which is given in [HTW3] , we will only outline the main ideas.
(a) Since we have assumed that equation (12) 
, and a row of blocks
. We shall also call the lowest nonzero block in each supercolumn the "final block" of that supercolumn. and has the highest order among all other entries in the same supercolumn. We call this entry the "reference entry" of the h-th supercolumn. Since L m+1 (X (m+1) ) has the highest order among all the possible x (m+1) -parts which occur in the monomials of δ
, it must contain the product of all reference entries as a factor. (To be sure of this, one must show that the sum of all terms divisible by the product of the reference entries is nonzero. This is done in [HTW3] .) More precisely, since there are r m+1 supercolumns in 
in the determinant of X[m] /1 . We denote this function by (δ
) /1 , and we need to determine the largest x (m+1) -part which occurs in the monomials of (δ which occur in L m+1 (X (m+1) ). This proves equation (11) for j = m + 1. Also, repeating the arguments in (e) proves equation (12) for j = m + 1.
3.4. Example. We now illustrate the above proof with an example. Let License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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So the highest weight vector∆
11 β
31 β
22 β
21 β
in the expansion of det X. Now the leading monomial of∆ can be written as
11 . To determine L 2 (X (2) ), we consider the sum of all the terms in∆ which contain x 
11 as a factor. This sum is given by x
, where δ
, and where
Now the reference entries in X
11 and β
21 , so that e
) /1 which is the coefficient of β 
31 , we may replace the (3, 1)-th block of the above matrix by 0. In other words, (δ
We note that the only reference entry is β
32 , and δ
is the coefficient of β 
41 .
Main theorem.
The following theorem generalizes the results in [HTW3] .
Theorem 3.5.1. Let k ≥ 2 and Ω k be the set of all 2k-tuples
Proof. By Lemma 3.3.1, the leading term of∆
We note that it specifies the following information:
be the number of entries of the form x (j) ih with j ≤ p + 1 occurring in LM(∆) (counting multiplicity). Then
h be the number of entries of the form x (j) ih occurring in LM(∆) (counting multiplicity). Then
1 , the numbers occurring in the i-th row of T j are given by c j (b), where b ∈ T j and a j (b) = i (counting multiplicity), and are arranged in a weakly increasing manner from left to right in T j . From (i) and (ii), we know that the numbers in (iii) are inserted into the skew diagrams F j /F j−1 . So T j is uniquely determined by LM(∆). Hence LM(∆) determines (D 1 , ..., D k , F, T 1 , . .., T k−1 ). This shows that the assignment
is one-to-one. Consequently, the∆'s form a linearly independent set. In addition, for fixed (D 1 , ..., D k , F ) , the associated LR tableaux (T 1 , ..., T k−1 ) count the multiplicity of ρ
be the system of standard coordinates on V n,k,l . We have chosen the awkward notationŶ andŷ ij because this coordinate system is not convenient for our construction, and we will replace it with a new set of coordinates (using the notation Y = (y ij )) in the next subsection. Now let the groups GL n , GL k and GL l act on V n,k,l by
where C n * , C k * and C l * are the contragredient representations of C n , C k and C l respectively. This action induces an action of these groups on the algebra P(V n,k,l ) of polynomial functions on V n,k,l . In this section, we shall construct a basis for the algebra
So from now on, we shall always assume that n ≥ k + l. We first consider the
By the first fundamental theorem of invariant theory for GL n ([Ho95]), the algebra P(V n,k,l ) GL n of GL n invariants is generated by the r 2 ab 's. Since n ≥ k + l, there are no nontrivial relations among these generators. Consequently,
Moreover, under the action of GL k × GL l ,
On the other hand, let
It follows that under the action of GL
We shall associate each such ordered pair (
Eventually, we shall prove that the set {∆} of highest weight vectors obtained in this way forms a basis for P (V n,k,l ) U n ×U k ×U l . We now set up some notation. Write
.., e s ),
Thus the components are the column lengths of the diagrams D, E, F , G and H. The standard coordinatesŷ = (ŷ ij ) on M n,l (C) are not convenient in our construction of the highest weight vector ∆. We shall replace them with Y = (y ij ), where
We now combine all these matrices to form a single matrix Z as follows: Z is a square matrix with size (|E| + |G|) × (|D| + |H|) = (|E| + |G|) × (|E| + |G|), and its rows and columns are partitioned according to (e 1 , e 2 , ..., e s , g 1 , g 2 , . .., g u ) and
respectively. In block matrix form,
Proof. The weight of ∆ can be verified easily. This is left to the readers. We shall only show that ∆ is annihilated by the infinitesimal generators of the groups U n , U k and U l . We first consider U n . It has a basis of infinitesimal generators acting by the operators Since E ij is a derivation on P(V n,k,l ) and
Under the action of E ij , the columns of X are either replaced by the zero column, or if the column of X contains entries of the form α cd x je , then it gets replaced by a column with entries of the form α cd x ie . In the latter case, since i < j, X(a) contains two repeated columns. Consequently,
Next we consider the action of a basis of the infinitesimal generators of U k : Then
.
Now observe that if a row of X contains only entries of the form α cd x ef , then the entries of the same row of R are either 0 or equal to γ c r 2 fh . On the other hand, we note that
Thus under the action of L ij , either both rows are replaced by the zero row, or are replaced by a repeated row in the matrix. Consequently,
for 1 ≤ a ≤ |G|, and so L ij (∆) = 0. The proof that ∆ is a GL l highest weight vector is similar.
Now observe that ∆ (D,E,G,H),(α,β,γ) can be expressed in the form
where M = (m ij ), N = (n ab ) and L = (l c ) are matrices of nonnegative integers and (15) n cd = the number of elements from the d-th column of E which get put into the c-th Then the set
We shall prove this theorem in Sections 4.3 to 4.5.
4.3. Algebraically independent variables in P(V n,k,l ). We note that the subset
Hence the subalgebra of P(V n,k,l ) generated by A is isomorphic to
i.e., this subalgebra is a polynomial algebra on A and A is algebraically independent. We shall denote this subalgebra by C [A] . From now on, X and Y will mean
(In Section 4.1, X and Y were matrices of variables of size n × k and n × l respectively.) We also let (O2) We extend (O1) to an ordering between all monomials in A by the graded lexicographical order ( [CLO] ).
L 2 have the same total degree, then we shall arrange the variables which occur in these monomials in decreasing order. The larger monomial is the one with higher first nonequal variable. Proof. We recall from equations (18) that∆ is the coefficient of the monomial
with respect to the monomial ordering (O1)-(O2) is given by
in the polynomial det Z given in equation (14), where the matrices M (T 1 ), N (T 2 ) and L(F ) are defined in equations (15), (16) and (17) respectively. This means that ∆ is a sum of the terms in the expansion of det Z which satisfy the condition that m ij of the entries are taken from X ij , n ab from Y ab and f m from R m . From the definition of the monomial ordering, it is clear that LM(∆) contains the factor
Let δ T 1 ,T 2 be the coefficient of w F (R) in∆; that is, δ T 1 ,T 2 is the sum of all the terms of∆ that contain w F (R) as a factor. We note that since w F has already exhausted the entries which are needed from R, δ T 1 ,T 2 is a polynomial in {x ab , y cd : 1 ≤ a, b ≤ k, 1 ≤ c, d ≤ l}, and LM(∆) is the product of the leading monomial in δ T 1 ,T 2 and w F (R). Thus it suffices to compute the leading monomial of δ T 1 ,T 2 . is a highest weight module for u(k, l) C ∼ = gl k+l (C). Then
For fixed Young diagrams D 0 and E 0 , since dim(ρ D 0 ,E 0 n ) U n = 1, we can identify
with the subspace ρ
in P(V n,k,l ). The following proposition is now clear. 
