A self-consistent procedure for ion-induced soft error rate calculation in space environment taking into account Error Correcting Codes is proposed. The method is based on partitioning of multiple cell events into groups with different multiplicities.
II. PHYSICAL BIT-FLIP RATE SER
Acting similarly, we have to partition the total bit-flip rate in the space environment into a number of the group events with different multiplicities. Taking into account (1)and (2), we have where IJ n is a partial cross section for the events with given multiplicity equals n, P n (A) = IJ n (A) / a c is the multiplicity distribution (n = 0 corresponds to the event (hit) without effect (upset», and m(A) = IJ(A)! a c is the average multiplicity for a given LET. The forms of multiplicity distributions are different at different LETs and, in principle, they can be determined experimentally during the ground tests. Notice that the partial cross distributions at every LET are bound by the completeness condition L IJ n (A) = a c . n=O We have proposed and validated this approach in [5] .We emphasize that, despite the use of a linear approximation for the cross section curve in original work [5] , the results of numerical integration with (1) are unaffected by a specific form interpolation of IJ (A) .
The total rate of bit-flips in (1) is generally composed of the events with different multiplicities. Following the general methodology, we have shown in [6] that the total SBU cross section in (1) can be decomposed as a sum I. INTRODUCTION T HE shrinking of the cell elements in modern highly-scaled memories leads to new fundamental challenges to ensure their reliable operation in harsh space environments [I] . According to [2] , the Soft Error Rate (SER) per a bit is approximately proportional to the cell area a c and inversely proportional to its critical charge oc a c / (k . In relatively older technologies (down to~65 nm), Q c decreased by roughly 30% per generation, mainly due to capacitance lowering, whereas for the ultra-scaled devices (with the technological nodes 60-14 nm) this dependence tends to a saturation [3] . Thus, the SER per a bit is reducing during the cell shrinking, while the error rate does not diminish, but even increases at the circuit or at system level. Error correcting codes (ECC) is commonly implemented to protect against the soft errors [4] . The rise of multiple cell upsets (MCU) has led to new challenges for efforts to predict the SER in the space environment. The traditional SER calculation methods and software packages such as CREME96, SPENVIS, OSOT are able to compute the MCU rate without accounting of the ECC. The SER prediction in the devices and systems with the ECC generally requires knowledge of the multiple cell event statistical properties, which are not typically provided by the standard testing and computational procedures. where therate of n-folded event per a bit is defined as follows 00
C. Linear approximation
For simplicity, we will use In this work the linear approximation for the cross section dependence
which is well adopted for highly scaled circuits with low critical LET A c [2, 5, 6] . We have in this
This specific approach is not, however, critical, since any approximation for 0" (A) (including a formal numerical interpolation) can be used for numerical partitioning by multiplicities.
III. PARTITIONING EXAMPLES AND APPLICATIONS
We have compared in [5] the on-board data and total SER simulated with (1). Here we present the results of partitioning of the total SER for some data. ..
Multiplicity, n
Fig. 1. Partial SBU rrequency nxR" (red circles) and the partial n-fold event frequency R" (blue squares), calculated as functions of multiplicity n for the Atme! AT60142F 4 Mbit SRAMs [7] . Total SER 0.133 (vs in-flight 0.138) errors/day, effective cross section lJ,jf = SAx 10. 11 cm 2
The effective cross section per a bit O"eff was also estimated for the Proba II orbit.
A. Proba Jl data
The calculated partial frequencies for 4 Mbit 0.25 /lm devices at PROB This is a figure-of-merit of a given circuit, which completely characterizes the SBU SER at a given orbit
For numerical estimation we will assume that the low limit for integration over LETs equals 0.1 MeV-cm 2 /mg. Given that LET spectra at different orbits are often different from each other approximately by a constant, the parameter O"ell can be considered as a very useful and informative figure-of-merit for the soft error rates of unscreened circuits.
B. Poisson conjecture
So far our theoretical scheme had a general form and did not use the explicit form of the multiplicity distribution. There are physical reasons to believe that the multiplicity distribution Pn in the MCU effects are often close to the Poisson distribution [6] . The direct experimental validation of this assumption is presented in the Appendix. Defining the Poisson distribution as follows (8) 
we get theself-consistent value of the average cross section (2) in a consistent way at each LET point. Then, the partial rate of events with a multiplicity n per a bit is given as follows Particularly, R o is a frequency of the "zero" events (i.e., the ion strikes without any upsets), which is given by Figures 2 and 3 show the partitioning results for the two types of 4 Mbit SRAMs aboard the SAC-C Mission [8, 9] . MUltiplicity, n Fig. 2 . Partial SBU frequency (red circles) and partial n-fold event frequency R" (blue squares), calculated as functions of multiplicity n for the 4 Mbit SRAMs KM684000. The calculated total SER is 0.85 errors/day, effective cross section (5'ff = 3.4x I0. 10 cm 2 (A2) APPENDICES IV. CONCLUSION We have proposed and validated a simple self-consistent technique to partition the MCU events into groups with different multiplicities based only on the standard mean cross section vs LET testing data. The results of such partitioning can be used for the error rate calculation in devices and systems provided by Error Correcting Codes.
B. SAC-C Mission Data
The reduced Poisson distribution does not contain information about the number of 'zero events' (ion strikes without any observed effects) and it representsthe distribution of the events only with multiplicities n 2: I. Both distributions are shown in Fig. 4 . 
C. SER estimation at a system level
The distribution of the event rates over multiplicities R n [¢(A)] in a given device or a system carries exclusively important information about their vulnerabilities to SEE in a given space environment. Accurate knowledge of the MCU distributions is also crucial for determiningthe interleaving design rules. In practice, all the correcting codes are unable to systematically fix the single events with a sufficiently large multiplicity. Basically, any ECC algorithm can providethe error correction and/or detection with a certain probability, which depends on the event multiplicity. Ifwe have the vector V n ' characterizing the probability of the error missing for the n-folded event [10], [11] , the system error rate at a given orbit can be estimated as follows MBan mUltiplic.tty Fig. 4 . The probability functions the Poisson p" (solid lines) and the reduced Poisson p" (dashed lines) distributions at for different multiplicities. Extremely low mean multiplicity (or, the same, mean cross section) corresponds to close to unity probabilities of 'zero events' and single-bit effects. Notice that the reduced distribution is suitable only for comparison with experimental data since most of the literature data correspond to such type of distribution.
RSYS, = LVn Rn '
n=! (13) or,
depending on the task context. As can be seen from the figures above the Poisson formalism is quite satisfactorily simulates the MCU distribution on LET.
