Abstract. This paper addresses the question of how to create environments that people will want to explore. Four environmental properties (slines, entropy, floor area, and shape) were tested for exploration time in three experiments that included thirty-eight virtual environments and sixty participants. Slines had the strongest effect on exploration time (r 0X36), followed by entropy (r 0X34). Floor area and shape had much smaller effects on exploration time (r 0X10 and r 0X09, respectively). Possibilities for future research are discussed.
Introduction
This study addresses the question``How can environments be created that will encourage exploration?'' One possibility is diversity. If an environment is composed of many identical units, then there will be little incentive to spend much time looking at it. It is a case, literally, of once you have seen one, you have seen them all. The converse condition, in which each unit is unique, provides much more material at which to look, and hence it would be expected that people would spend more time looking at it. The empirical foundation for the relationship between correlates of diversity (such as uncertainty or complexity) and exploration time was reported by Berlyne and his colleagues (Berlyne, 1960; 1974b; Berlyne and Madsen, 1973) . In general, regardless of the type of stimuli used, people spent more time inspecting the stimulus if it contained more diversity. Berlyne's work continues to inspire a considerable amount of research in a wide variety of applications. A search in the Science Citation Index during July 2007 generated a list of 823 references. A recent example is the work by Wiener et al (2007) on isovists and locomotion through spaces with paintings.
The stimuli used by Berlyne and his colleagues could be perceived in their entirety from one location. An observer can see a whole painting or hear a whole symphony without changing location. But that need not be the case for environments. For very simple environments, such as a triangular room, the whole room can be perceived from any location within that room. For many environments, however, some parts of it may block or occlude other parts when viewed from a given location. When exploring a space with paintings and interior partitions, for example, one cannot see what is around the next corner; one has to change one's location. This is precisely what Wiener et al (2007) found. Where parts of an environment are hidden from a given location, locomotion through that environment (for example, by exploration) is needed to make informal judgments about it. The theoretical basis for investigating occlusion was given in the seminal work by Gibson (1979) , who emphasized the importance of how visual perception of environments changed in general with locomotion and specifically with things that came into or out of view as one moved because visibility of any object depended on whether any other object was between the first object and the observer's location. Accordingly, another possible way to encourage exploration might be occlusion. Thus two possible ways to encourage exploration might be (1) to increase diversity, and (2) to provide occlusion.
Operational definitions
In order to test whether exploration is related to either diversity or occlusion, it is necessary to create operational definitions of the central concepts. The central concepts are (1) the amount of attention, (2) diversity, and (3) occlusion.
Amount of attention
The operational definition of the amount of attention was time spent perceiving the stimulus. Another label for this operational definition might be interest. The label attention' is used here for conformity with the findings reported by Berlyne and his colleagues and the substantial amount of research (7168 participants, 1768 stimuli) indicating that empirical responses of interest and attention are likely to be very highly correlated and hence can be used synonymously for the purposes of this article (Stamps, 2000, pages 71^89) .
Diversity
Diversity was measured using the mathematical concept of entropy. Diversity is not a simple concept and, correspondingly, neither is entropy. In formal terms, entropy, as used here, is discrete Shannon information entropy (Shannon and Weaver, 1998 ). An excellent intuitive introduction to entropy is provided by Renyi (1984) ; the mathematics used in this study are given in Cover and Thomas (1991, pages 12^15) . The usual symbol for entropy is h and the unit is bits of information. The equation for calculating entropy is hX ÀSpx ln px .
( 1 )
Implementation of this equation requires expressing a stimulus in terms of instances of discrete levels of channels, raising the issue of how to parse a complex stimulus such as an environment. Three options were considered. The first option was to attempt a complete description of all properties of an environment that could be considered as channels of information, ascertain how important each channel was for human perception, and then use those data to create environments. That option did not seem to be empirically feasible. Another option was to parse images into a grid of discrete colors and use equation (1) to calculate entropy. The problem with that option was that a study of 672 stimuli indicated that imposing a grid on an image had strong effects on calculated entropy, indicating that the apparently simple protocol of imposing a grid is not a benign operation (Stamps, 2003) . The third option was to deliberately create parts of environments, such as colors or shapes, with known degrees of entropy, and use that entropy at the measure of environmental entropy. For lack of a better label, this idea could be called`intentionally designed entropy' or, more concisely,`designed entropy'. The empirical support for the utility of designed entropy as a measure of environmental entropy is reported in a review of twenty experiments, covering 1126 stimuli and 1027 participants, indicating that entropy in bits correlates at r 0X87 with subjective estimates of the amount of visual diversity (Stamps, 2003) . In another paper (Stamps, 2004) I illustrated how fourteen different types of stimuli can be coded in terms of design entropy. Stimuli included letters, musical notes, signs, building fac°ades, building shape, window shape, scale, architectural style, floor plans, architectural elevations, spatial enclosure, high-rise skylines, building silhouette, and fac°ade articulation. The connection between entropy and exploratory behavior (measured by looking time) was demonstrated most clearly in an experiment on nonrepresentational visual patterns (Berlyne, 1974a, page 135) . Looking time and entropy correlated at r 0X55. It is suggested that entropy is an efficient measure of visual diversity over a wide range of stimulus types and that designed entropy is related to exploratory behavior as measured by looking time.
Occlusion
The third central concept is occlusion. Geometrically, occlusion is a relation between three spatial regions, one of which is between the other two and blocks some relation between them. [For a formal presentation of betweenness, please see Hilbert (1999, pages 1^10) .] However, the two conditions of betweenness and blocking material are not sufficient to create an operational definition of occlusion for an environment because one of the arguments in betweenness (the observer location) is not fixed. What is needed is an operational definition of overall occlusion that is a function of the environment's geometry. Since we want the measure to be a function of an environmental rather than actual occlusion between three locations in that environment, it may be prudent to change the name of this central concept from`occlusion' tò occlusive potential of an environment', or some other neologism that clearly distinguishes between occlusion from a given location and the amount of occlusion possible within an environment.
The concept of slines is a plausible candidate for the desired definition (Peponis et al, 1998, page 565) . Calculation of slines can be carried out with computational geometry (O'Rourke, 1993) . The initial location (station point) of an observer is in the region of the environment that is accessible by location. An environment is represented as a set of segments. The segments may or may not constitute polygons; the environment may or may not be simply connected. If it is not simply connected, it will contain`holes'. Holes are defined in terms of locomotive accessibility: a hole polygon indicates a region that cannot be entered from the commons. Slines are generated by casting rays from reflex corners of the boundary polygon, if any, and any segments, until those rays intersect another segment. If there are holes, the rays are cast from the convex corners of the holes. Application of this process to an environment generates the number of slines in that environment. Statistics can then be used to determine if the number of slines in an environment has any relationship to the amount of time spent exploring that environment.
Hypotheses
On the basis of the considerations described above, three experiments were conducted to test the following primary hypotheses:
Hypothesis H1: Exploration time will be related to the number of slines in an environment.
Hypothesis H2: Exploration time will be related to the visual diversity (measured as entropy) of an environment.
In addition, in order to determine if the findings for entropy or slines generalized over different conditions, two other environmental properties were investigated. These were horizontal area and shape. Finally, both measures of slines were calculated to see if a more complicated measure (slines generating new information along a path) predicted exploratory time better than the first measure (number of slines in the environment).
General method
The general method utilized in this work is known as the method of experimental design. A detailed explanation of this method is beyond the scope of this paper but some of the more important concepts are outlined in the appendix.
Protocols
The same protocols were used in all three experiments. Generally, participants walked through virtual reality models of spaces. Depending on the scale of the particular spaces, they could be corridors, rooms, or museum galleries with paintings on the walls, or, on a larger scale, streets, alcoves, and plazas with different building fac°ades. The smaller scale was used for the environments in the experiments. Accordingly, the experiments described here were not intended to be studies of museums per se. Museum design is a highly complex process involving factors ranging from the choice of which culture to express and whether the museum should become the icon for a city down to the levels of lighting and fire egress. Many factors could be considered, and readers interested in the research on museum design are referred to the literature (Choi, 1999; Peponis et al, 2004; Tzortzi, 2003) . While very important, the factors investigated in those studies were not included in the present experiments. Rather, this study was intended to focus on the relationships given in the title of this paper: effects of slines and entropy in environmental exploration.
Virtual reality models
The environments were expressed in screen-version virtual reality simulations (VRSs). VRSs were used because prior research has indicated strong correspondences of responses obtained in actual environments and with virtual reality (VR) models for movement within rooms (Lessels and Ruddle, 2005) and also exploration between rooms (Kingston, 1996 ). Kingston's work is especially instructive because it reports effect sizes. The media effect (real versus virtual) for way finding was r À0X001 (that is, nil). The effect between media and degree of familiarity with computer visualizations was also indistinguishable from zero (r 0X04). Neither Lessels and Ruddle (2005) nor Kingston (1996) used avatars in their models, suggesting that the presence of avatars is not necessary for using VRSs to execute experiments on environmental exploration. Many other variables associated with the use of VRSs could be investigated. However, a search on the topic of VR in the Science Citation Index during May 2009 indicated that there is far too much research to describe in this paper (6523 references), but interested readers can find relevant material in Richardson et al (1999) , Ruddle et al (1997) , Thorndyke and Hayes-Roth (1982) , and Witmer et al (1996) , or by tracking subsequent articles that cite those works.
The VR interface was deliberately kept as simple as possible for two reasons. First, a year of pretesting indicated that the longer the learning curve, the less participants felt like doing the experiment, and second, more elaborate controls, such as goggles or immersion environments, tended to make people nauseated (Stanney et al, 2003) . Therefore a screen version of the VRS was used and the controls were confined to five keys. The up arrow was for move forward, down arrow for move back, left arrow for turn left, and right arrow for turn right. During the pretesting it became apparent that participants were irritated if they attempted to move along a wall because it involved at least two rotations plus a translation, and participants were also irritated because they kept bumping into things. Accordingly, the ability to strafe (move latterly while keeping the eye direction constant at normal to the direction of travel) was added by a combination of control left, or right, arrow. In addition, auditory feedback was created for collisions, with beeps of concert A (440 Hz) indicating bumping into something directly in front, an A one octave down (220 Hz) for left collision, two octaves down (110 Hz) for a right collision, and three octaves down (55 Hz) for backing into something.
The environments themselves were created in Microstation because it allows design using real-world locations, materials, and lighting. It was felt that accurate lighting was particularly important for inquiry into exploratory behavior because of its demonstrated strong effects on many responses to environments including spaciousness, enclosure, safety, and mystery (Stamps, 2005; 2007a; 2007b; 2007c; Stamps and Krishnan, 2006) . Lighting was created in Microstation using particle tracing, which is a combination of ray tracing and radiosity. After each environment was designed, each surface was rendered with accurate lighting and shadows, and these renderings were the bitmaps used to create the VR model. Since the factor of initial location was not under inquiry, initial locations were chosen using judgment. The VR engine itself was written in C.
The VRSs were displayed on a laptop computer. The screen measured 337 mm by 208 mm. Luminosity was 150 lx. Participants sat approximately 400 mm from the screen in a room with an ambient light level of 150 lx. The computer program had two parts. The first was a demonstration that showed the participants how to use the controls. In the second, the responses were obtained. An instruction screen was shown before each set of environments. The instructions were`Please look around each environment and rate it on a scale of dislike (1) to like (8)'. This instruction was shown on a screen together with static images of environments with extreme values of the design factors to assist participants in calibrating their judgments. Then each environment was presented. The starting point was chosen by the researcher's judgment, and the order of the stimuli was randomized for each participant. The program recorded the nominal response (preference) and the location and direction of gaze at one second intervals. The response variable of interest was the total time taken to look at the paintings.
Participants
Participants in all experiments were selected by a commercial survey-research firm. Selection criteria were (a) sex, (b) age over 18, and (c) political affiliation (liberal, moderate, conservative).
Statistical protocols
Analyses of variance, covariance, or regression for repeated measures data were carried out following Cohen and Cohen (1993, chapter 11) . Emphasis on contrasts and reporting results in terms of effect sizes such as standardized mean differences (d) or correlations (r) were made following Rosenthal and Rosnow (1991) . Sample sizes were calculated using power analysis following Cohen (1988) . Statistical syntheses of findings over multiple experiments were carried out with metaanalysis (Hedges and Olkin, 1985) . Numerical guidance for efficient future research was generated using the quality-control paradigm for basic research given in Stamps (2002) . Examples of how these protocols have been used in 277 studies on environment and behavior with 41 000 participants and 12 000 stimuli are given in Stamps (2000) .
Experiment 1 Purpose
This experiment focused on how strongly two factors (number of slines and floor area) influenced the time taken to explore environments.
Method

Stimuli
The venue for experiment 1 consisted of ten VR models of rooms carved out of rock. The experimental design was number of slines (0^8) by floor area (100 m 2 or 400 m 2 ). This was the first sline measure: it counts all slines regardless of whether surfaces come into or disappear from view as perceived along a path. Plans for the different design motif for the wall carvings, the effect of the wall carvings was, statistically speaking, a within-cell variable and thus was indicated in the analyses as residual variation. Hence, the variation due to the design motif of the wall carvings had no effect on the findings.
Sample size
Since the idea of testing the relationship between slines and exploration was new, there were no previous effect sizes in the published record with which the sample size could be calculated. Accordingly, lacking any prior data, Cohen's medium effect size [ f 2 0X15 or about 13% of variance (Cohen, 1988 , page 413)] was used. For an experiment-wise a 0X05, b 0X20, ten stimuli, and provision for eight tests (two main effects in the analysis of variance and six contrasts between levels of factors), the minimum number of participants was thirteen.
Participants
There were twenty participants, of whom ten were male. Age ranged from 19 years to 62 years with a mean of 39.4 years and a standard deviation of 13.4 years. Politically there were nine liberals, eight moderates, two conservatives, and one who declined to state political affiliation. Occupations ranged from students and unemployed, to manager, and business development.
Results
Average exploration times for participants ranged from 15.5 to 51.1 s. Figure 2(b) shows the paths taken by all participants for four environments. It is clear that many of the participants peeked around most of the corners before forming an overall preference judgment. A more formal expression of this finding could be obtained by calculating the number of participants crossing each sline at least once. Table 1 shows the calculations. For the convex environments (stimuli A and B) there were no slines and so the number of slines crossed was zero. For the environment with two slines (stimuli C and D), seventeen participants crossed one sline and then made their judgment. For stimulus D (the larger version of the same shape) thirteen of the twenty participants crossed both slines. For the other environments, the pattern of exploration appeared to be to cross most but not all of the slines before deciding that the exploration was complete. If this pattern can be replicated, it will imply that exploratory time, while strongly related to the number of slines, is not a monotonic function of number of slines.
The strength of the effect of number of slines on exploratory time is indicated clearly by the variance component in table 2. The number of slines accounted for 13% of the variance in explanatory time, as compared with 0% for floor area. The contrasts (table 3, figure 3) also indicated a large effect of the number of slines on exploratory time. The difference in exploratory time between no slines and eight slines, as measured in terms of standardized mean differences, was d 1X63 (F 1Y 171 53X4, p`0X001). Another indicator of the same findings is the correlation between number of slines and exploratory time based only on the environments. This measure ignores the variance due to participants, resulting in higher values but reduced degrees of freedom. For experiment 1, the correlation was r 0X95 on n 10 environments. Accordingly, the data from this experiment support the hypothesis that the number of slines in an environment is a major cause of the time people will spend exploring that environment. The effect of floor area on exploratory time was far smaller. The variance component was too small to measure. The effect size was d 0X20, (F 1Y 171 1X96, p b 0X05). The second sline measure (number of slines crossed that brought new surfaces into view) was also calculated. For the stimuli in this experiment, the correlation between the two sline measures was r 0X97. This meant that any differential effects of the two measures on exploration time would be difficult to detect. (The correlation of the two measures with explanatory time, calculated over ten environments, were 0.95 for the total number of slines and 0.93 for the slines generating new information.) Another experiment in which the two measures were not so highly correlated, would be needed.
Experiment 2 Purpose
In experiment 1 the focus was on number of slines. In this experiment, visual diversity, measured as entropy, was added. A factor of overall shape was also added to increase the levels of the within-cell condition to two.
Method
Stimuli
The venue for experiment 2 was, again, spaces with paintings on the walls. The primary criterion in the design of these spaces was designed entropy of the paintings, which was created by having different paintings exhibited on the walls. The range of entropy was 0 bits (all paintings the same in each gallery) to 4 bits (sixteen different paintings in each gallery). The factor of entropy was crossed with two other possible causes of exploration time: slines and shape. Partitions were used to create slines. The levels of this factor were 0 (no partitions) and 4 (four partitions). Shape was either a square gallery or a gallery with ten sides. In order to avoid confounding entropy with familiarity, it was necessary to use different paintings in each environment. For environments the visual entropy of which was 0 bits, only one painting per environment was needed. For environments with entropies of 1 bit, two paintings per environment were needed. For environments of 3 bits and 4 bits, eight or sixteen paintings were required, respectively. Thus, overall, 116 different paintings were used. In order to provide incentive to explore in the convex galleries, it was necessary to add something that would provide more information only if a participant moved from the initial station point. This was accomplished by adding captions in a small font under each painting. Floor plans are shown in figure 4 . Examples of the paintings and captions are shown in figure 5 . Examples of spaces as seen from the initial station point are shown in figure 6(a) .
Sample size
No a priori estimates of effect sizes were available for the relationships between exploration time or shape, but there was a previous finding for entropy and looking time from Berlyne (1974a) . The finding was r 0X55. This translates into f 2 0X42, which, with an experiment-wise a 0X05, b 0X20, nine hypotheses degrees of freedom (three main effects in the analysis of variance; six contrasts between level of factors) and sixteen stimuli, indicated that only seven participants would suffice.
Participants
There were twenty new participants, evenly balanced between male and female. The mean and standard deviation of age were 47.7 years and 14.3 years, respectively. Political affiliations were eight liberal, seven moderate, and five conservative. 
Results
Figure 6(b) shows the paths taken in four galleries. It would appear that the factors of interestöentropy and slinesöhad substantial effects on exploration. A few simple paths were used in the entropy 0 bits condition (all paintings the same), so there was little need to explore. In the entropy 4 bits condition (sixteen paintings), considerably more exploration was needed. Slines also appeared to have a strong effect on exploration time, even in the zero entropy condition.
These observations were supported by the statistical analyses. Table 4 shows the variance components for entropy, slines, and shape, with a higher order of magnitude of variance for entropy and slines than for shape. Contrasts (listed in table 5 and graphed in figure 7) show a large effect for entropy over the range of 0 bits to 4 bits (d 0X93, F 1Y 285 34X97, p`0X001) a moderate effect for slines (d 0X42, F 1Y 285 15X35, p`0X001), and a small effect for shape (d 0X15, F 1Y 285 1X83, p b 0X05). Correlations between exploration time and the designed factors, calculated over sixteen stimuli, were r 0X26 for entropy, 0.17 for slines, and 0.05 for shape. 
Experiment 3 Purpose
Having found that increases in both entropy and number of slines cause substantial increases in exploration time, the next logical step was to ascertain if the effects of slines and entropy factor were reproducible. Consequently another experiment was executed.
Method
Stimuli
Stimuli consisted of a third set of spaces with paintings. The range of entropy was changed to 1, 2, or 3 bits to see if reducing the maximum entropy would decrease the exploration time. Both sline measures (total slines; slines bringing new surface into (a) (b) (c) Figure 7 . Findings of experiment 2. view along a path) were calculated. The experimental design is shown in figure 8 . Views of four of the spaces and the paths taken in them are shown in figure 9.
Sample size
The target effect size was the smallest previous finding for either slines or entropy from the preceding two experiments. This was the correlation for slines in experiment 2 (r 0X21), which is about 4% of variance. For a 0X05, power 0X80, f 2 0X04, and a repeated measures experiment with twelve stimuli, the required number of participants was twenty-five.
Participants
There were twenty-five participants, of whom twelve were male. The mean and standard deviation of age were 44.8 years and 16.3 years, respectively. Political affiliations were eight liberal, nine moderate, and eight conservative.
Results
Variance components are listed in The other sline measure (all slines in the environment) had a substantially smaller correlation with exploration time (r 0X37). Correlations of entropy and shape, calculated over twelve environments, were r 0X40 and r 0X30, respectively. . The collective-effect size estimates are calculated using the method described in the introduction.
Hypothesis testing and theoretical contributions to the literature
The actual findings can be interpreted at different levels, depending on the interests of the researcher. Of primary interest here are the two hypotheses given in the introduction. The hypotheses and relevant findings are as follows: For hypothesis H1, that exploration time will be related to the number of slines in an environment, the relevant finding is that the correlation between the number of slines and time spent exploring the environment was r 0X36 on n 38, t 36 2X31, p 0X02, indicating that the data supported the hypothesis. For hypothesis H2, that exploration time will be related to the visual diversity (measured as entropy) of an environment, the relevant finding is that the correlation between the designed entropy and time spent exploring the environment was r 0X34 on n 28, t 26 1X84, p 0X04, indicating that the data again supported the hypothesis.
These two findings are of theoretical importance because they explicitly support the central concepts in Berlyne's theory of exploratory behavior (exploration depends on the entropy of the stimulus), and Gibson's theory of the importance of motion and occlusion in the visual perception of environments.
The effects of horizontal area and shape were much smaller and were not distinguishable from chance: r (horizontal area, exploration time) 0X10; shape: r (shape, exploration time) 0X09; p b 0X05, in both cases.
Relations to planning future research
Another level of interpretation is generated by the twin questions of how solid the current findings are and how much additional data would be required to establish or impeach those findings. The solidarity is represented by the current collective confidence interval (CI). If it includes 0.0, there are not yet sufficient data in the record to accept that the finding is distinguishable from random noise. Conversely, if the CI does not include 0.0, then there is sufficient data to claim that the finding is distinguishable from random noise. The last column (n overall ) takes the next step. It provides the sample size required to either impeach or establish a claim, using the criterion of being distinguishable from random noise at a 0X05 and the current collective estimate of the effect size. This number will be positive if there is already enough data on the record (for example, the CI does not include 0.0), in which case the number indicates how much more data would be needed to make the collective finding nonsignificant. And, conversely, if the n overall is negative, it means the current collective finding does not have sufficient empirical support to conclude that the reported effect is different from the effect of random noise, or, moreover, how much more data would be needed to change that situation.
The value of n overall is immensely valuable when one is planning future research. Given a choice between allocating resources to a claim already established (the effect of slines on exploratory time, n overall 33), or claims not yet already established, such as the effect of horizontal area (n overall À264), a researcher now has the information needed to determine how large the various experiments would have to be. Thus, given the metaanalytic summary of data, researchers can allocate their future resources efficiently.
Possible future extensions
Many extensions of this work are possible. Effects of demographic factors, such as participants' familiarity with computer games, could be explored. Different response scales could be used, such as asking how attentive a participant felt in an environment as opposed to how interesting the environment seemed to be. Paths could be changed by altering the initial observer location. Environments could also be changed; possibilities include investigating the heights of the paintings on walls, changing the levels of the factor of shape to include the relative grid distance and convex^fragmentation measures given by Shpuza and Peponis (2008) ; scaling up the environments to the level of streets, alcoves, and plazas with designed entropy being expressed by different distributions of building fac°ades; by creating environments that include the seminal components of spatial syntax (Hillier, 1996; Hillier and Hanson, 1984) ; or by operationalizing behavior in terms of location and direction of eye gaze over time and testing to ascertain how features of the physical environment influence movement and attention. For example, moving along a wall would entail changes over time of location within a specified distance normal from a wall; attention would be indicated by no change in location or direction of gaze over a specified time interval, responses of interest and attention could be distinguished by setting a temporal threshold, obtaining ratings of interest and attention, and calculating the correlation, encounters would be changes in location within specified distances, repeated encounters would be indicated by moving in a specified region, moving out, and moving in again, and so on.
Summary
In this paper three experiments have been described, in which participants explored VR models of spaces with paintings. The response variable was exploration time. The environments were created to exhibit different levels of four factors: slines, whether measured globally or along a path; visual entropy; horizontal floor area; and shape, expressed as a square or decagon and as reflex corners in the boundary or doorways. Slines had the strongest effect on exploration time (r 0X36), followed by entropy (r 0X34). Floor area and shape had much smaller effects on exploration time (r 0X10 and r 0X09, respectively).
