ABSTRACT. This paper establishes that every positive-definite matrix can be written as a positive linear combination of outer products of integer-valued vectors whose entries are bounded by the geometric mean of the condition number and the dimension of the matrix.
MOTIVATION
This paper addresses a geometric question that arises in the theory of discrete normal approximation [BLX15] and in the analysis of hardware for implementing matrix multiplication [LUW15] . The problem requires us to represent a nonsingular covariance matrix as a positive linear combination of outer products of integer vectors. The theoretical challenge is to obtain an optimal bound on the magnitude of the integers required as a function of the condition number of the matrix. We establish the following result. This result has an alternative interpretation as a matrix factorization:
In this expression, Z is a d × r integer matrix with entries bounded by m. The r × r matrix ∆ is nonnegative and diagonal. The proof of Theorem 1.1 appears in Section 3. Section 4 demonstrates that the dependence on the condition number cannot be improved. We believe that the dependence on the dimension is also optimal, but we did not find an example that confirms this surmise.
NOTATION & BACKGROUND
This section contains brief preliminaries. The books [HJ90, Bha97, Bar02, BV04] are good foundational references for the techniques in this paper.
We use lowercase italic letters, such as c, for scalars. Lowercase boldface letters, such as z, denote vectors. Uppercase boldface letters, such as A, refer to matrices. We write z i for the i th component of a vector z, and a i j for the (i , j ) component of a matrix A. The j th column of the matrix A will be denoted by a j .
We work primarily in the real linear space H d of real d × d symmetric matrices, equipped with the usual componentwise addition and scalar multiplication:
The trace of a matrix A ∈ H d is the sum of its diagonal entries:
We equip H d with the inner product (B , A) → tr(B A) to obtain a real inner-product space. All statements about closures refer to the norm topology induced by this inner product.
Define the set of positive-semidefinite matrices in H d :
Similarly, the set of positive-definite matrices is
The members of the set −H d ++ are called negative-definite matrices. For a matrix A ∈ H d , the decreasingly ordered eigenvalues will be written as
Similarly, the increasingly ordered eigenvalues are denoted as
Note that each eigenvalue map λ(·) is positively homogeneous; that is, λ(αA) = αλ(A) for all α > 0. Let us introduce some concepts from conic geometry in the setting of
that is positively homogeneous; in other words, αK = K for all α > 0. A convex cone is a cone that is also a convex set. The conic hull of a set E ⊂ H d is the smallest convex cone that contains E :
The conic hull of a finite set is closed. Since the space The dual cone associated with a cone K ⊂ H d is the set
This set is always a closed convex cone because it is an intersection of closed halfspaces. It is easy to check that conic duality reverses inclusion; that is, for any two cones
Note that we take the relation ⊂ to include the possibility that the sets are equal. The bipolar theorem [Bar02, Thm. IV(4.2)] states that the double dual (K * ) * of a cone K equals the closure of the conic hull of K .
3. PROOF OF THEOREM 1.1
We will establish Theorem 1.1 using methods from the geometry of convex cones. The result is ultimately a statement about the containment of one convex cone in another. We approach this question by verifying the reverse inclusion for the dual cones. To obtain a good bound on the size of the integer vectors, the key idea is to use an averaging argument.
3.1.
Step 1: Reduction to Conic Geometry. Once and for all, fix the ambient dimension d. First, we introduce the convex cone of positive-definite matrices with bounded condition number. For a real number c ≥ 1, define
The set K (c) is a cone because the condition number is scale invariant: κ(αA) = κ(A) for α > 0. To see that K (c) is convex, write the membership condition κ(A) ≤ c in the form
On the space of symmetric matrices, the maximum eigenvalue is convex, while the minimum eigenvalue is concave [BV04, Ex. 3.10]. Since K (c) is a sublevel set of a convex function, it must be convex.
Next, select a positive integer m. We introduce a closed convex cone of positive-semidefinite matrices derived from the outer products of bounded integer vectors:
It is evident that Z (m) is a closed convex cone because it is the conic hull of a finite set. Note that every element of this cone can be written as
where α i ≥ 0 and
By the Carathéodory Theorem, we may take the number r of summands to be r = d(d + 1)/2. Therefore, we can prove Theorem 1.1 by verifying that
Indeed, the formula 1
in the theorem statement produces a positive integer that satisfies the latter inequality when c = κ(A). Since the operation of conic duality reverses inclusion and Z (m) is closed, the condition (3.1) is equivalent with
We will establish the inclusion (3.2).
3.2.
Step 2: The Dual of K (c). Our next objective is to obtain a formula for the dual cone K (c) * . We claim that
We instate the convention that s = d when B is positive semidefinite. In particular, the set of positive-semidefinite matrices is contained in the dual cone: H To evaluate the infimum, note that the cone K (c) is orthogonally invariant because the condition number of a matrix depends only on the eigenvalues. That is, A ∈ K (c) implies that Q AQ * ∈ K (c) for each orthogonal matrix Q with dimension d. Therefore, B ∈ K (c) * if and only if 0 ≤ inf
The inner infimum takes place over orthogonal matrices Q. The identity is a well-known result due to Richter 
If B is positive semidefinite, then this bound is always true. If B is negative definite, then this inequality is always false. Ruling out these cases, let s be the index where λ With our conventions for s = 0 and s = d, this inequality coincides with the advertised result (3.3).
3.3.
Step 3: The Dual of Z (m). Next, we check that . In other words, we randomly round ma up or down to the nearest integer in such a way that the average value is ma and the variance is uniformly bounded. Note that R m (a) is a constant random variable whenever ma takes an integer value. We apply this randomized rounding operation to each entry u i j of the matrix U . Let X be a d × (d − s) random matrix with independent entries X i j that have the distributions
By construction, E X = U and Var(X i j ) ≤ 1/(4m 2 ) for each pair (i , j ) of indices.
Develop the quantity of interest by adding and subtracting the random matrix X :
Take the expectation over X and use the property E X = U to reach
It remains to bound the right-hand side of (3.6) below. Expand the trace in the first term on the right-hand side of (3.6):
We have written x j for the j th column of X . Each vector mx j belongs to Z d m . Since B ∈ Z (m) * , it follows from the representation (3.5) of the cone that each of the summands is nonnegative.
Next, we turn to the second term on the right-hand side of (3.6).
In the second identity, we applied the fact that the entries of the vector x j − u j are independent, centered random variables to see that there is no contribution from the off-diagonal terms of B . The inequality relies on the variance bound 1/(4m 2 ) for each random variable X i j . 
The equality relies on the assumption that the eigenvalues λ ↓ i (B ) become negative at index s + 1. Merging the last two displays, we obtain the estimate
This bound has exactly the form that we need. Combining (3.6), (3.7), and (3.8), we arrive at the inequality
In view of the representation (3.3) of the dual cone K (c) * , the matrix B ∈ K (c)
Rearranging this expression, we obtain the sufficient condition
For a general matrix B ∈ Z (m) * , we do not control the index s where the eigenvalues of B change sign, so we must insulate ourselves against the worst case, s = 1. This choice leads to the condition (3.2), and the proof is complete. We consider thee cases: (i) all three of x 2 , y 2 , z 2 are nonzero; (ii) exactly two of x 2 , y 2 , z 2 are nonzero; and (iii) exactly one of x 2 , y 2 , z 2 is nonzero. Let us begin with case (i). Since x 2 , y 2 , and z 2 take nonzero integer values, the second equation in (4.2) ensures that 2 ≥ (α + β + γ) min x
