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EXCHANGEABLE RANDOM PARTITIONS FROM
MAX-INFINITELY-DIVISIBLE DISTRIBUTIONS
STILIAN STOEV AND YIZAO WANG
Abstract. The hitting partitions are random partitions that arise from the
investigation of so-called hitting scenarios of max-infinitely-divisible (max-
i.d.) distributions. We study a class of max-i.d. laws with exchangeable hitting
partitions obtained by size-biased sampling from the jumps of a Le´vy subordi-
nator. We obtain explicit formulae for the distributions of these partitions
in the case of the multivariate α-logistic and another family of exchange-
able max-i.d. distributions. Specifically, the hitting partitions for these two
cases are shown to coincide with the well-known Poisson–Dirichlet partitions
PD(α, 0), α ∈ (0, 1) and PD(0, θ), θ > 0.
1. Introduction
Recently there has been a renewed interest in the study of multivariate records
in extreme value theory (e.g. [9–11] and references therein), motivated especially
by the latest advances on the so-called hitting scenarios for extremal events. The
notion of a hitting scenario originated from the investigation of the conditional
laws of max-stable processes [4, 25]. In words, a max-stable process can be repre-
sented as the pointwise maximum of a family of infinite conditionally independent
stochastic processes, and hitting scenarios are introduced to describe whether point-
wise maxima at various locations are contributed by a single underlying stochastic
process. This notion plays a crucial role in simulation methods for max-stable pro-
cesses. Hitting scenarios also arise naturally in the expression of the likelihood for
max-stable models [20, 23], and in random tessellations determined by max-stable
processes [5]. The latest advances on hitting scenarios are motivated by their con-
nections to concurrence probabilities, and the framework can be naturally stated
in the language of random partitions [6, 7].
Our focus here is on the probabilistic aspects of the hitting partitions of multivari-
ate max-stable distributions, recently introduced in [6]. A hitting partition can be
viewed, more generally, as a random partition derived from the hitting scenario of
a max-stable process [3, 24]. We focus however on finite-dimensional distributions
most of the time for the sake of simplicity. We begin with recalling the definition.
First, let {ξℓ}ℓ∈N be a measurable enumeration of points of a Poisson point process
on R+ with intensity να(dx) := αx
−α−1dx for some α > 0, and let {Y ℓ}ℓ∈N be
i.i.d. copies of certain non-negative random vector Y = (Y1, . . . , Yn) with finite
α-moments. Throughout, N = {1, 2, . . .} and N0 = N∪{0}. Then, it is well known
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that the vector
(1.1) Z ≡ (Z1, . . . , Zn) ≡
(
∞∨
ℓ=1
ξℓYℓ,1, . . . ,
∞∨
ℓ=1
ξℓYℓ,n
)
has a multivariate max-stable α-Fre´chet distribution [3]. Throughout, we write
∨ ≡ max. Recall that a random variable Z is said to be α-Fre´chet if
P(Z ≤ x) = exp(−σα/xα), for x ∈ (0,∞),
with scale parameter σ > 0. The vector Z is max-stable with α-Fre´chet marginals if
all its non-negative max-linear combinations
∨n
k=1 akZk are α-Fre´chet distributed,
for all ak ≥ 0, k = 1, . . . , n. The representation (1.1) is an instance of the so-called
Le Page-type series representations in the special case of the semi-group (Rd,∨) [2].
Given a max-stable Fre´chet random vector with the representation (1.1), the
induced hitting partition is determined as follows. Set
ℓ∗(k) := argmaxℓ∈N {ξℓYℓ,k} , k = 1, . . . , n.
Note that {ξℓYℓ,k, ℓ ∈ N} is a simple Poisson process on (0,∞) and hence with
probability one, ℓ∗(k) is uniquely determined for every k; we restrict ourselves to
this event from now on.
The hitting partition of [n] ≡ {1, . . . , n}, for n ∈ N, denoted by Πn, is the
random partition of equivalence classes induced by the relation
(1.2) i ∼ j if and only if ℓ∗(i) = ℓ∗(j), for all i, j ∈ [n].
Here, i ∼ j reads as i and j are in the same block of the partition. Recall that a
partition of [n] is a collection of disjoint sets, the union of which is [n].
Thus far, most of the research on the hitting partitions has focused on the so-
called concurrence probability, that is, the probability of the event that the hitting
partition Πn consists of a single block [6, 7]. The concurrence probability has the
following expression
p(n) ≡ P (Πn = {[n]}) = E
(
1
E(
∨n
k=1(Y
∗
k /Yk)
α | Y )
)
,
where Y ∗ is an independent copy of Y . This result was established in [6, Theorem
2] by using the Slyvniak–Mecke formula, and the same method in principle could
yield formulae for the entire probability distribution of the hitting partition (see,
e.g. [4]). The general expressions are however neither explicit nor intuitive.
The motivation of this paper is to study specific choices of Y , where the induced
hitting partition has an explicit probability mass function. Our starting point
is an example from a very recent paper [6, Example 3], where α ∈ (0, 1) and
Y = (Y1, . . . , Yn) has i.i.d. 1-Fre´chet components. Then, the distribution of Z =
(Z1, . . . , Zn) in (1.1) becomes multivariate α-logistic (see Example 3.4 below). In
this case, the concurrence probability has a simple-looking formula
(1.3) p(n) =
n−1∏
k=1
(
1−
α
k
)
≡
∏n−1
k=1 (k − α)
(n− 1)!
, n ∈ N.
In this paper, first we explain this formula by showing that the hitting partition in
this case is the exchangeable random partition induced by the Poisson–Dirichlet dis-
tribution with parameters (α, 0). Poisson–Dirichlet distributions and exchangeable
random partitions are fundamental objects in combinatorial stochastic processes,
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with numerous applications, notably in nonparametric inference and population
genetics [1, 17]. An outstanding family of exchangeable random partitions are the
ones induced by the Poisson–Dirichlet distribution with parameters α, θ, referred
to as the PD(α, θ) partitions for short. The legitimate values of the parameters are
α < 0, θ = −mα for some m ∈ N or α ∈ [0, 1], θ > −α. For any selected partition
of [n] with block sizes n1, . . . , nk (such that n1 + · · ·+ nk = n, n1, . . . , nk ≥ 1), the
probability of a PD(α, θ) taking the value of this partition equals
(1.4) pα,θ(n1, . . . , nk) =
(θ + α)k−1↑α
∏k
i=1(1− α)ni−1↑1
(θ + 1)n−1↑α
,
where (x)m↑α :=
∏m−1
k=0 (x + kα). (See [17, Theorem 3.2, Definition 3.3].) The
Poisson–Dirichlet random partitions are actually exchangeable random partitions
of N, although we focus on their restriction to [n] (1.4) most of the time.
Proposition 1.1. The hitting partition Πn of the α-logistic max-stable model, α ∈
(0, 1), is a PD(α, 0) partition.
The result follows essentially from the paintbox representation of exchangeable
random partitions, to be reviewed in Section 2, and the max-stability property of
Fre´chet distributions. By recognizing the random weights in the paintbox represen-
tation as the (normalized) jumps of an α-stable subordinator, we obtain that the
hitting partition is in fact the PD(α, 0) partition. Thus, our method is completely
different from the one applied in [6].
Moreover, it turns out that the same idea of the proof can be applied to a larger
family of hitting partitions, associated with a class of max-infinitely-divisible (max-
i.d.) distributions [18]. The latter are obtained as in (1.1), but by considering a
general intensity measure ν for the Poisson process {ξℓ, ℓ ∈ N} while keeping the
independent α-Fre´chet marks Yℓ,k’s. The resulting max-i.d. distributions will be
referred to as sub-Fre´chet max-i.d. distributions.
Our main result is Theorem 2.3, which establishes a paintbox representation
of the hitting partitions for all sub-Fre´chet max-i.d. distributions: these hitting
partitions are precisely the exchangeable random partitions obtained via size-biased
sampling of jumps from a subordinator with Le´vy measure ν [17, Chapter 4.1]. This
representation allows us to identify another class of non-max-stable sub-Fre´chet
max-i.d. distributions, whose hitting partitions have the PD(0, θ) laws, for θ > 0.
The paper is organized as follows. In Section 2 we review the background on
exchangeable random partitions and prove the main result Theorem 2.3. In Section
3 we provide related results on the sub-Fre´chet max-i.d. distributions.
2. Hitting partitions of sub-Fre´chet max-i.d. distributions
We shall consider a multivariate max-i.d. distribution with the following repre-
sentation
(2.1) (ζ1, . . . , ζn) ≡
(
∞∨
ℓ=1
JℓYℓ,1, . . . ,
∞∨
ℓ=1
JℓYℓ,n
)
,
where J ≡ {Jℓ}ℓ∈N is a Poisson point process on R+ with intensity measure ν, and
{Y ℓ}ℓ∈N are i.i.d. random vectors independent from J , each Y ℓ = (Yℓ,1, . . . , Yℓ,n)
is a collection of independent 1-Fre´chet random variables, with scale parameters
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σ = (σ1, . . . , σn) ∈ (0,∞)n. The values of σ shall not have any impact in most of
the discussions until Section 3.
We assume throughout that
ν(R+) =∞ and
∫ ∞
0
(1 ∧ x)ν(dx) <∞.
This ensures that the Poisson process J has infinitely many points, and
J∗ :=
∞∑
ℓ=1
Jℓ <∞ a.s.
In particular, the random variables the ζi’s in (2.1) are finite, almost surely. This
readily follows from the max-stability property of the Yℓ,k’s. Namely, by the fact
that, for all aℓ ≥ 0, ℓ ∈ N with
∑∞
ℓ=1 aℓ <∞, we have
(2.2)
∞∨
ℓ=1
aℓYℓ
d
=
(
∞∑
ℓ=1
aℓ
)
Y1
for i.i.d. 1-Fre´chet random variables {Yℓ}ℓ∈N.
We name the max-i.d. random vector ζ = (ζ1, . . . , ζn) in (2.1), as a sub-Fre´chet
max-i.d. random vector with Le´vy measure ν. The terminology is inspired by the
corresponding sub-stable distributions [19] (see (3.3) below).
Definition 2.1. For all n ∈ N, set
(2.3) ℓ∗(k) := argmaxℓ∈N{JℓYℓ,k}, k = 1, . . . , n,
and define now the random partition Πn of [n] for n ∈ N by (1.2) as before.
We refer to the so-defined random partition as the hitting partition of the max-
i.d. distribution in (2.1).
As before, ℓ∗(k) in (2.3) is uniquely defined with probability one. Indeed, for
every pair ℓ, ℓ′ ∈ N, ℓ 6= ℓ′, it is easy to see that with probability one JℓYℓ,k 6= Jℓ′Yℓ′,k
by conditioning on the values of Jℓ, Jℓ′ , as the law of Yℓ,k has no atom.
Remark 2.2. Following [18, Chapter 5], given a non-negative max-i.d. vector, say
ζ = (ζ1, . . . , ζn), there exists a unique measure µ on (R
n
+,B(R
n
+)), known as the
Le´vy (or exponent) measure of ζ, such that for all x = (x1, . . . , xn) ∈ Rn+,
(2.4) P(ζk ≤ xk, k = 1, . . . , n) = exp (−µ([0,x]
c)) .
Thus, taking a Poisson point process Ψ = {Ψℓ}ℓ∈N on Rn+ with mean measure µ,
we obtain the stochastic representation
(ζ1, . . . , ζn)
d
=
(
sup
ℓ∈N
Ψℓ,1, . . . , sup
ℓ∈N
Ψℓ,n
)
.
The law of the hitting partition depends only on the law of Ψ, which in turn is
uniquely determined by the law of ζ as argued in [6]. However, our starting point
(2.1) is the assumption that the Poisson point process Ψ has the following specific
representation
{Ψℓ}ℓ∈N
d
= {JℓY ℓ}ℓ∈N.
Many different spectral representations of this form are possible. Here, we assume
that one exists where the random vector Y has independent 1-Fre´chet components,
which plays a crucial role in deriving formulae of random partitions. See Remark
3.2 for an alternative characterization of the exponent measure µ in this case.
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Our main result is to show that in this framework, the random partition Πn
is exchangeable, and it has the same law as a paintbox partition (a.k.a. partition
generated by random sampling) with random weights
(2.5) Pℓ :=
Jℓ∑∞
ℓ′=1 Jℓ′
, ℓ ∈ N and P0 := 0.
We first review the background of the paintbox construction [1, 17]. Recall that a
paintbox partition with respect to weight s = (s0, s1, . . . ) such that s0 ≥ 0, s1 ≥
s2 ≥ · · · ≥ sn ≥ · · · ≥ 0 and
∑∞
k=0 sk = 1, is a canonical way to obtain exchangeable
random partitions of N as follows. Let {Xn}n∈N be i.i.d. sampling from N0 with
distribution P(X1 = ℓ) = sℓ, ℓ ∈ N0. Color the set of natural numbers N =
{1, 2, . . .} as follows. If Xi > 0, we paint i in color Xi, otherwise, all i’s with
Xi = 0 are colored in different colors that are also different from all other colors
used in the paintbox. Thus N is partitioned into disjoint blocks by different colors.
Formally, this partition is induced by the equivalence relation i ∼ j if Xi = Xj > 0
for all i, j ∈ N. Notice that every i ∈ N such that Xi = 0 forms a singleton block
by itself.
It is well known and easy to see that the so-obtained partition of N is exchange-
able. Moreover, Kingman’s representation theorem [17, Theorem 2.2] says that
every exchangeable random partition of N can be obtained by a paintbox partition
with possibly random weights s. In this case, conditionally on s, {Xn}n∈N are
i.i.d. with distribution P(X1 = ℓ | s) = sℓ, ℓ ∈ N0.
Therefore, a convenient way to characterize the law of an infinite exchangeable
partition is to identify the random weights of the corresponding paintbox partition.
Our discussions focus on finite partitions: if a finite partition can be obtained by a
paintbox partition with a finite number of i.i.d. samplings, it is clearly exchangeable,
with the law determined by the weights, and we still refer to it as a paintbox
partition.
Theorem 2.3. For all n ∈ N, the hitting partition Πn associated to (2.1) is an
exchangeable random partition of [n], which has the same law as a paintbox partition
with random weights {Pℓ}ℓ∈N0 given by (2.5).
Proof. To see this, we first observe that conditioning on J , for each k = 1, . . . , n,
the distribution of ℓ∗(k) is determined by P(ℓ∗(k) = ℓ | J), ℓ ∈ N, and conditionally
on J , we have that {ℓ∗(k)}k=1,...,n are independent, since so are the Yℓ,k’s. The
probability of interest turns out to be independent from k. Indeed, we have
P(ℓ∗(k) = ℓ | J) = P
(
JℓYℓ,k > max
ℓ′ 6=ℓ
Jℓ′Yℓ′,k
∣∣∣∣ J)
= P
JℓY1,k >
∑
ℓ′ 6=ℓ
Jℓ′
Y2,k
∣∣∣∣∣∣ J
(2.6)
=
Jℓ∑∞
ℓ′=1 Jℓ′
= Pℓ, ℓ ∈ N.(2.7)
Relation (2.6) follows from the max-stability property (2.2) of the Fre´chet distri-
bution, while Relation (2.7) follows from the property
P(aY1 > bY2) =
a
a+ b
,
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valid for all a, b > 0 where Y1 and Y2 are i.i.d. 1-Fre´chet random variables. This
completes the proof. 
The aforementioned framework of exchangeable random partitions based on
jump sizes of subordinators, via (2.5), is well known. In fact, if the Le´vy mea-
sure ν has a density ρ, then under mild conditions explicit formula for the random
partition generalizing (1.4) is available in terms of ρ. See [16] and [17, Exercise
4.1.2]. To keep the presentation short, we shall instead explain only two special
examples in full detail here.
Recall that the Poisson–Dirichlet distribution refers to a two-parameter family
of ranked frequencies of {Pℓ}ℓ∈N, indexed by (α, θ) with either α < 0, θ = −mα
for some m ∈ N, or α ∈ [0, 1], θ > −α. When the frequencies are ordered in size-
biased order, the corresponding law of the same two-parameter family is known as
the Griffiths–Engen–McCloskey (GEM) distribution. The size-biased frequencies,
denoted by {P˜ℓ}ℓ∈N, have the representation
(P˜1, P˜2, P˜3, . . . )
d
= (W1, (1−W1)W2, (1−W1)(1−W2)W3, . . . ),
where {Wℓ}ℓ∈N are independent beta random variables, each with parameters (1−
α, θ + ℓα). Here, formally the size-biased frequencies are defined iteratively as
follows: given the probability on N determined by {Pℓ}ℓ∈N, consider a sequence of
i.i.d. sampling from this probability, and let P˜1 denote the probability of the first
label sampled, P˜2 denote the second new label sampled, and so on.
In particular, explicit examples relating random weights from subordinators via
(2.5) to Poisson–Dirichlet distributions have been well known, and we shall make
use of the following two from them (see [17, Chapter 4.2]):
(i) If ν(dx) = αx−α−1dx, α ∈ (0, 1), then the subordinator is an α-stable subor-
dinator. The ranked frequencies have the law of PD(α, 0).
(ii) If ν(dx) = θx−1e−xdx, θ > 0, then the subordinator is a Gamma process.
The ranked frequencies have the law of PD(0, θ).
The next corollary follows immediately, including Proposition 1.1 as the first case.
Corollary 2.4. For the sub-Fre´chet max-i.d. distribution (2.1) with Le´vy measure
ν, the induced hitting partition Πn is:
(i) PD(α, 0), α ∈ (0, 1) if ν(dw) = αw−α−1dw.
(ii) PD(0, θ), θ > 0 if ν(dw) = θw−1e−wdw.
Remark 2.5. The paintbox argument in the proof of Theorem 2.3 applies without
change to the case where (2.1) is an infinite max-i.d. sequence indexed by N. In
this case, one obtains exchangeable partitions of N. We stated Theorem 2.3 in
the finite-dimensional setting of partitions on [n] for simplicity and in order to
draw connections to the exiting results on the concurrence probability (e.g. formula
(1.3)).
Remark 2.6. The class of hitting partitions arising from (2.1) does not contain
all exchangeable random partitions. By allowing dependence among, and/or other
types of distributions of, Yℓ,1, . . . , Yℓ,n, one could obtain other exchangeable random
partitions by the same mechanism. In particular, it seems that PD(α, θ) partitions
for other choices of the parameters do not appear as the hitting partitions of sub-
Fre´chet max-i.d. laws.
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3. Distributions of sub-Fre´chet max-i.d. distributions
So far, we have introduced a specific family of max-i.d. distributions and shown
that the induced hitting partitions have more explicit structure. In this section, we
collect some facts on this family of max-i.d. distributions. All the computations are
straightforward and standard, and are hence omitted.
Proposition 3.1. For (ζ1, . . . , ζn) as in (2.1),
(3.1) P(ζk ≤ xk, k = 1, . . . , n) = LJ∗
(
n∑
k=1
σk
xk
)
, xk ≥ 0, k = 1, . . . , n,
where
(3.2) LJ∗(t) := E exp (−tJ∗) = exp
(
−
∫ ∞
0
(1− e−tx)ν(dx)
)
, t > 0
is the Laplace transform of J∗. In particular,
(3.3) (ζ1, . . . , ζn)
d
= J∗(Y1,1, . . . , Y1,n).
Remark 3.2. Relations (3.1) and (2.4) imply that a positive max-i.d. random
vector ζ is sub-Fre´chet with exponent measure ν as in (2.1), if and only if
µ([0,x]c) = gν
(
n∑
k=1
σk
xk
)
,x ∈ (0,∞)n,
where gν(t) ≡ − logLJ∗(t) =
∫∞
0
(1− e−tx)ν(dx), t ≥ 0 is the Laplace exponent of
J∗ as in (3.2) and σ ∈ (0,∞)n. Note that gν is a Bernstein function in general.
Remark 3.3. A priori, it is not obvious that for what functions LJ∗ the right-hand
side of (3.1) defines a valid multivariate distribution function. An alternative proof
of this fact can be obtained from the perspective of Archimedean copula [8, 13].
The recent work of [12] uses related ideas on the elegant properties of strongly sum
infinitely divisible laws to study a class of multivariate max-stable laws (formulated
as extreme-value copula).
Example 3.4. For the two cases of Corollary 2.4, we have accordingly the following
explicit formulae.
(i) LJ∗(t) = e
−tα , and (3.1) reads as
P(ζk ≤ xk, k = 1, . . . , n) = exp
(
−
(
n∑
k=1
σk
xk
)α)
.
This is essentially the α-logistic max-stable distribution in the literature,
which is conventionally standardized to have 1-Fre´chet marginals with scale
parameter 1 (corresponding to (ζα1 , . . . , ζ
α
n ) here). This is the only sub-Fre´chet
max-i.d. model which is also max-stable.
(ii) LJ∗(t) = 1/(1 + t)
θ, and (3.1) reads as
P(ζk ≤ xk, k = 1, . . . , n) =
(
1 +
n∑
k=1
σk
xk
)−θ
, xk ≥ 0, k = 1, . . . , n.
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Remark 3.5. The sub-Fre´chet max-i.d. distributions can be extended immediately
to max-i.d. random sup-measures, a topic which has raised some recent interest in
the literature [14, 15]. Indeed, the law of the corresponding random sup-measures
M is uniquely determined by its finite-dimensional distributions [22, Theorem 11.5],
which essentially we have already computed in Proposition 3.1.
Namely, we can define a family of max-i.d. random sup-measures on a generic
measurable space (E, E) equipped with a σ-finite measure µ, in the form of
M(·) ≡Mµ,ν(·) :=
∞∨
ℓ=1
JℓNℓ(·),
where J ≡ {Jℓ}ℓ∈N a Poisson point process with mean measure ν as before and
{Nℓ}ℓ∈N are i.i.d. independently scattered 1-Fre´chet random sup-measures on (E, E)
with control measure µ [21], independent from J . One can show that
M
d
= J∗N1,
where J∗ is as before. Both cases in the previous example can be extended to the
corresponding max-i.d. random sup-measures. Details are omitted.
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