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Since the dawn of spaceborne Earth Science missions like the Gravity Recovery
and Climate Experiment (GRACE), our understanding of global geophysical processes
has increased signiﬁcantly. As measurements get more precise, it is necessary to
improve the accuracy of our models to explain observations more precisely. In the
case of GRACE-produced gravity solutions, postﬁt residuals show spatial patterns
that indicate unmodeled inﬂuences and motivate further investigation.
The purpose of this work is to assess the potential of dividing Earth into a
grid and using GRACE observations to investigate local mass anomalies, in contrast
to the global ﬁelds generated usually. Starting from the equations of motion of the N-
body problem, a framework is developed and implemented to allow for the simulation
of GRACE-like orbits, and generation of inter-satellite range measurements. After
diﬀerentiating twice using a digital ﬁlter, the acceleration observables can be used to
estimate excess or default mass, as they are proportional to the forces acting on the
spacecraft.
Using analytical formulations to generate the true inter-satellite range acceler-
ations, grid-by-grid least squares solutions allow for the estimation of the respective
v
local mass anomaly. However, as there is no knowledge about the true accelerations
in reality, this only proves theoretical feasibility. When imitating the process ﬂow of
GRACE to generate observed range accelerations from range measurements, numeri-
cal insuﬃciencies stemming from a suboptimal orbit propagator are too large to yield
accurate and stable estimates. A sensitivity analysis is included to determine the
impact of several simulation parameters and inform future studies of critical design
choices, if any emerge.
Lastly, an eﬀort is made to search for unmodeled forces in GRACE acceleration
residuals. Applying the same grid-based models as used in the simulation setup, a
curve is ﬁt through the data spanning the entire mission. The result is a global, coarse
estimate of the location and amplitude of model inaccuracies, serving as a starting
point for future studies into their causes.
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Chapter 1
Introduction
Earth's gravity ﬁeld is a manifestation of the multitude of geophysical pro-
cesses that are occurring on our planet. As mass is redistributed on local to global
scales, Earth's non-uniform gravitational potential changes with it. The most promi-
nent inﬂuences arise from oceanic and atmospheric tides, melting ice sheets, tectonic
movement and the land water cycle. Knowledge about these processes is necessary for
a variety of applications, ranging from coastal tide forecasts to precise global position-
ing, climate variability and sea level change. Improving underlying models directly
aﬀects the precision and accuracy of any derived application [1].
Evidence exists of regions around the globe where current models exhibit larger
uncertainties than average, and the Eastern coast of Greenland is one of them. The
case of Joseph Fjord is presented in Section 1.1 to motivate the study of regional
mass anomalies. However, the size and remoteness of Greenland's fjords and its larger
neighbors make it hard to observe their behavior locally. Instead, low-Earth orbiting
satellites like GRACE, CryoSat-2 or ICESat can be used because of their unique
possibilities of regular ﬂyovers and a diverse array of instruments. In Section 1.2,
the GRACE spacecraft speciﬁcally are introduced as one of the viable remote sensing
missions to further investigate regional mass anomalies. Finally, Section 1.3 deﬁnes
the goals of this preliminary study of feasibility, and Section 1.4 provides an outline
of the work.
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1.1 Motivation
Common mean sea surface height models have issues accurately representing
sea level in coastal regions such as around Greenland's East coast [2]. An analysis us-
ing interferometric Synthetic Aperture Radar (inSAR) aboard the CryoSat-2 satellite
showed that the mean sea level decreases signiﬁcantly when moving from the open
ocean through the 200 km long Kaiser Franz Joseph Fjord. Simultaneously, mean
sea surface (MSS) and geoid models show discrepancies between each other of up to
one meter. This led to the conclusion that existing models do not fully explain the
processes and mean states in regions with complex coastline geometries such as fjords
and sounds.
This problem also exists at larger scales, as can be seen by spatial patterns
in GRACE data. After solving for a gravity ﬁeld model using GRACE, taking into
account existing background models and instrument calibration parameters, postﬁt
residuals represent noise and any other inﬂuence that could not be explained by the
force models. Plotting them on a global grid reveals areas that have larger-than-usual
standard deviations or non-zero means, indicating that the underlying processes in
that particular region are not fully understood (see Figure 1.1).
Lastly, current global gravity models have spatial resolutions much larger than
typical coastline geometries, and only the world's largest fjords, like Scoresby Sound,
are of comparable size. Additionally, spherical harmonics based gravity products are
usually smoothed to at least 50 km. Thus, when coastal processes diﬀer from open
ocean dynamics, the resulting signals in gravity ﬁeld estimates are lost.
It is therefore warranted to search for other ways to improve our current un-
derstanding of local anomalous processes for remote sensing.
2
Figure 1.1: Global Range Acceleration Postﬁt Residuals Standard Deviation. 0.5 deg
grid, 200 km smoothing, year 2008. North-South striping occurs as a data
artifact.
1.2 The GRACE Mission
The Gravity Recovery and Climate Experiment (GRACE) mission was jointly
launched in March 2002 by NASA and DLR under the NASA Earth System Science
Pathﬁnder Program to study Earth's time-varying gravity ﬁeld with unprecedented
accuracy. The twin satellites followed each other on a near-circular, near-polar orbit at
an altitude of initially 500 km, and separated by approximately 220 km, until the end
of the mission in October 2017 [3]. As the satellites would pass over gravity anomalies
(with respect to a uniform gravity ﬁeld of a spherical, homogeneous Earth), each of
them would experience diﬀerent gravitational accelerations from the planet below,
thus deviating from their nominal orbit and aﬀecting the inter-satellite range. These
eﬀects were measured to micrometer precision using microwave ranging instruments
on both satellites.
To isolate gravitational accelerations from non-gravitational ones like residual
3
(a) Top View
(b) Bottom View
(c) Internal View
Figure 1.2: GRACE Spacecraft Components [4]
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Figure 1.3: Earth's Gravity Field Anomalies [5]
atmospheric drag and solar radiation pressure, each satellite included highly sensitive
onboard accelerometers (which do not experience gravity gradients). Furthermore,
the spacecraft included GPS receivers to track their orbit and enable precise timing,
and star trackers for attitude determination (see Figure 1.2). GRACE was the ﬁrst
mission to generate a global gravity ﬁeld (see Figure 1.3) without using other satellite
or in-situ data, and did so much more precisely than any previously released model
[6].
Gravity ﬁeld models like the ones produced by the Center for Space Research
(CSR) at UT Austin can be computed in two distinct ways: using spherical harmon-
ics (SH, [7]) or mass concentration blocks (mascons, [8]). SH are a computationally
eﬃcient way of analytically describing the surface of a sphere using orthogonal sinu-
soidal basis functions wrapping around the body. The wavelengths of the underlying
functions decrease with increasing degree and order, making it possible to (theoret-
ically) model features in size from global (the size of the sphere) to inﬁnitely small.
In practice and without combining data sources, GRACE gravity ﬁelds are estimated
up to degree 180 (corresponding to a wavelength of 2 deg ≈ 222 km).
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Mascons, in contrast, discretize the surface of the body into a grid of indepen-
dent masses and estimate each individual inﬂuence on the satellite. While easier to
visualize and model, it is a purely numerical approach and only rendered feasible in
the last years with increasing computing power. Advantages include the possibility to
attribute constraints on the behavior of each mascon (e.g., grid points on land have
diﬀerent dynamics than open ocean grid points).
When estimating gravity ﬁeld solutions with spacecraft on polar orbits, er-
roneous gravity anomalies appear as global North-South stripes. These need to be
reduced by post-processing (e.g., Gaussian spatial smoothing), or avoided by using
regularization schemes in the estimation process [9, Ch. 3.1].
1.3 Goals
The goal of this work is to study the use of GRACE observations to esti-
mate localized mass anomalies using gridded simulations. A simpliﬁed model is used
that includes Earth as a point mass, two satellites and a speciﬁed number of mass
anomalies distributed on Earth's surface. Orbits are propagated numerically, and ob-
servations are generated to estimate the anomaly's mass variations in a least squares
problem setup. To imitate a grid-wise estimation distributed over Earth's surface, the
observations are regionally restricted to an area close to the mascon. Furthermore,
the input data rate is increased from currently 0.2 Hz to the native measurement rate
of 10 Hz in order to avoid observability issues inside each grid element. Lastly, the
inﬂuence of several parameters in the simulation setup is assessed to inform possible
future studies using GRACE data.
If successful, the estimation of anomalous mass variations on an independent,
per-grid-element basis could enable the investigation into local signals that would
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otherwise get lost in the global monthly gravity ﬁeld estimates. By extending the
time span available to each grid's solution, using observations spanning years instead
of a month, enough data is available to (theoretically) avoid any aliasing problems.
Then, the integration of local mass variation patterns into existing background models
could improve any application relying on them.
1.4 Outline
The mathematical foundation for this work is laid in Chapter 2. First, the
equations of motion for a body under the gravitational inﬂuence of multiple point
masses (the N-Body problem) are derived. In the case of the GRACE satellites,
densely distributed mass anomalies on Earth's surface can be considered equivalent
to the complex gravitational potential they experience. The equations are then re-
arranged to allow for a least squares formulation, enabling the estimation of the
variability in the mascons aﬀecting the spacecraft. The chapter concludes by giving a
detailed description of the coding practice used to simulate and solve such a scenario,
as well as how it needs to be adapted to make use of GRACE observations.
Further details about the ranging instrument onboard and subsequent ground
processing is given in Chapter 3. The main focus is on the presentation of the digital
ﬁlter used to generate the range acceleration observable from range measurements or
nominal orbits. It is then argued that it does not perform adequately when used on
data from simpliﬁed simulations such as used in this work. Therefore, analytically
generated observables will be used to assess simulation performance, as it can be
assumed that future, appropriate orbit propagation would remove any major issues.
Following a short introduction to tidal theory, the simulation runs for this
study are shown in Chapter 4. A general baseline case is presented for reference,
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and various performance characteristics are introduced to allow for a meaningful
comparison between simulations. Furthermore, a selection of test cases is used to
assess the inﬂuence of diﬀerent simulation parameters. Finally, an attempt at isolating
and estimating unmodeled accelerations is made using GRACE data.
Summarizing the results and proposing a way forward for future work, Chap-
ter 5 wraps up this study.
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Chapter 2
Mass Concentration Estimation
This chapter serves to derive the mathematical foundation for, and present
the implementation of, tidal estimation using mass concentrations. In Section 2.1,
the necessary equations of motion for a satellite aﬀected by a point mass and spher-
ically distributed, time-varying mass concentrations on its surface are developed. In
Section 2.2, these are then used to formulate a least-squares problem to estimate the
mass parameters given the range acceleration between two satellites. Finally, the
implementation is presented in Section 2.3.
2.1 The N-Body Problem
Given an arbitrary vector ~y, denote its norm without an arrow, and its corre-
sponding unit vector with a hat, i.e.
~y = yyˆ
Consider a system of point massesmi with inertial coordinates ~ri under mutual
gravitational attraction. Deﬁne the distance between two masses i and j as
~rij = ~rj − ~ri
Following Newton's Universal Law of Gravitation, the force ~fij acting on a particle
i due to another particle j with masses mi and mj, and inertial position ~ri and ~rj,
9
respectively, is
~fij = Gmimj
rˆij
r2ij
Using Newton's Second Law of Motion, the acceleration of the particle (i.e., the second
time derivative of its position) due to the force ~fij can be expressed as
~¨ri = ~ai =
~fij
mi
= Gmj
rˆij
r2ij
where G is the gravitational constant. If multiple point masses j act on particle i si-
multaneously, the total force, and therefore acceleration, is the sum of each individual
force:
~¨ri =
1
mi
∑
j
~fij =
∑
j
Gmj
rˆij
r2ij
(2.1)
Assume now that Earth is a sphere of constant mass density and is covered
by equally-spaced, densely packed particles that account for the time-varying mass
distribution in Earth's outer crust and lower atmosphere. The constant part can
then be represented mathematically equivalent by a point mass at Earth's center of
mass. Densely packed in this context means that a spacecraft in orbit would not
experience a signiﬁcantly diﬀerent orbit if the spacing would be further decreased.
Therefore, Earth's time-varying mass distribution can be approximated by a system
of NE particles, consisting of one central mass and NE − 1 mass particles equally
distributed on a sphere of Earth's radius. (2.1) is then the equation of motion for a
satellite around Earth, and can be used to simulate the satellite's orbits. Note that
this includes the assumption that the NE − 1 surface mass particles do not inﬂuence
Earth's behavior (deformation, mass transport or center of mass movement) in any
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signiﬁcant way, which is reasonable because of the orders of magnitudes in diﬀerence
between them.
The instantaneous orbit of a satellite is completely deﬁned by its position and
velocity, as they constrain all six degrees of freedom. Mathematically, the second-
order diﬀerential equation (2.1) is suﬃcient to integrate a set of initial conditions to
generate an orbit, but numerically, it is easier to use a system of ﬁrst-order diﬀerential
equations instead. Deﬁning the augmented state
~y =
~r
~˙r

allows to reformulate the equations of motion using only ﬁrst-order derivatives:
~˙y =
~˙r
~¨r
 =
 ~˙r∑
j Gmj
rˆij
r2ij
 (2.2)
which will be used for all numerical integration in this work.
2.2 Estimation Formulation
To estimate time-varying mass ﬁelds, GRACE produces scalar range measure-
ments of the distance between the two satellites. To solve the estimation problem, a
formulation needs to be developed that connects the measurements to Earth's vary-
ing mass. The equations of motion (2.1) are linear in mass, but include the three-
dimensional relative acceleration of the satellites. The goal is a formulation of the
form ~z = H~x, where ~z are stacked, scalar observables, H is the mapping matrix of
partials, and ~x includes the parameters to be estimated.
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Consider the two GRACE satellites (labeled A and B) in orbit: they are
attracted by the NE point mass system representing Earth, in addition to being
attracted to each other. Let ~rA and ~rB be their position in Earth Centered Inertial
(ECI) coordinates, respectively.
~¨rA = −
NE−1∑
j=0
Gmj
rˆjA
r2jA
−GmB rˆBA
r2BA
~¨rB = −
NE−1∑
j=0
Gmj
rˆjB
r2jB
−GmA rˆAB
r2AB
Their relative (three-dimensional) acceleration can then be written as
~¨ρ = ~¨rAB = ~¨rB − ~¨rA =
NE−1∑
j=0
Gmj
(
rˆjA
r2jA
− rˆjB
r2jB
)
−G (mA +mB) ρˆ
ρ2
(2.3)
For a standard GRACE orbit, the height of the satellites is approximately 300 to 500
km above ground, and they are separated by about 200 to 300 km. The attraction
between the satellites is negligible compared to the attraction of Earth. Thus, one
can assume that the relative acceleration follows
~¨ρ ≈
NE−1∑
j=0
Gmj
(
rˆjA
r2jA
− rˆjB
r2jB
)
(2.4)
In the next steps, the scalar inter-satellite range acceleration is derived (closely
following [10]) and the connection to (2.4) is shown. (2.5) deﬁnes relative distance,
12
velocity and acceleration in an inertial frame.
~ρ = ρρˆ = ~rAB = ~rB − ~rA (2.5a)
~˙ρ =
d
dt
~ρ =
d
dt
(~rB − ~rA) = ~˙rB − ~˙rA (2.5b)
~¨ρ =
d2
dt2
~ρ =
d2
dt2
(~rB − ~rA) = ~¨rB − ~¨rA (2.5c)
Using these deﬁnitions, the scalar range and range rate can be formulated (2.6)-(2.7):
ρ = ~ρ · ρˆ (2.6)
ρ˙ =
d
dt
ρ =
d
dt
(~ρ · ρˆ) = ~˙ρ · ρˆ+ ~ρ · ˙ˆρ (2.7)
The unit vector's time derivative ˙ˆρ needs further clariﬁcation:
˙ˆρ =
d
dt
ρˆ =
d
dt
~ρ
ρ
=
~˙ρ
ρ
− ρ˙ ρˆ
ρ
With this, the range rate can be written more concisely (2.8):
ρ˙ = ~˙ρ · ρˆ+ ~ρ ·
(
~˙ρ
ρ
− ρ˙ ρˆ
ρ
)
= 2ρˆ · ~˙ρ− ρ˙ = ρˆ · ~˙ρ (2.8)
The range acceleration is now:
ρ¨ =
d
dt
ρˆ · ~˙ρ = ˙ˆρ · ~˙ρ+ ρˆ · ~¨ρ = ρˆ · ~¨ρ+ 1
ρ
(
‖~˙ρ‖2 − ρ˙2
)
(2.9)
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To summarize:
ρ = ρˆ · ~ρ (2.10a)
ρ˙ = ρˆ · ~˙ρ (2.10b)
ρ¨ = ρˆ · ~¨ρ+ 1
ρ
(
‖~˙ρ‖2 − ρ˙2
)
(2.10c)
The left term in (2.10c) is the projection of the relative acceleration (2.4) onto
the line of sight, whereas the second term represents the centrifugal acceleration due
to the rotation of the baseline. The observable to obtain should be a linear function
of only the masses. Given that the position and velocity are usually already known,
the terms can be rearranged, and an intermediate observable ∆¨˜ρ can be deﬁned:
∆¨˜ρ = ρ¨− 1
ρ
(
‖~˙ρ‖2 − ρ˙2
)
= ρˆ · ~¨ρ = ρˆT
NE−1∑
j=0
Gmj
(
rˆjA
r2jA
− rˆjB
r2jB
)
Note that in practice, the ranging instrument only measures biased range. With
numerical diﬀerentiation (see Section 3.2), ρ¨ can be approximated (and the constant
bias disappears), which in turn allows the observable to be formed.
If the masses j = 0 . . . NE − 1 are the unknowns one is looking for, the obser-
vation equation can be rewritten as
∆¨˜ρ = ρˆT
[(
rˆ0A
r20A
− rˆ0B
r20B
)
. . .
(
rˆ(NE−1)A
r2
(NE−1)A
− rˆ(NE−1)B
r2
(NE−1)B
)]
Gm0
...
GmNE−1

Assuming that the total mass of Earth (set j = 0) is a known constant, then its
gravitational inﬂuence can be subtracted from the intermediate observable (given
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knowledge of the satellites' position), and the residual range acceleration ∆ρ¨ becomes
the actual observable:
∆ρ¨ = ρ¨− 1
ρ
(
‖~˙ρ‖2 − ρ˙2
)
−Gm0ρˆT
(
rˆ0A
r20A
− rˆ0B
r20B
)
(2.11)
= ρˆT
[(
rˆ1A
r21A
− rˆ1B
r21B
)
. . .
(
rˆ(NE−1)A
r2(NE−1)A
− rˆ(NE−1)B
r2(NE−1)B
)]
Gm1
...
GmNE−1
 (2.12)
Strictly speaking, it should be noted that our knowledge of Earth's mass is only known
in the form of its standard gravitational parameter µ = G
∑
jmj, which makes it not
trivial to subtract a mean m0 in (2.11). However, because mass variations on Earth's
crust represent only a negligible fraction of Earth's total mass, this simpliﬁcation is
acceptable.
If the other masses follow a time-dependent function, with known structure,
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each mass (omitting the index j) can be modeled as
m = fPolynomial + fPeriodic
=
Np∑
k=1
(
pk · (t− t0)k−1
)
+
Nc∑
l=1
(al sin θl + bl cos θl)
=
[
1 (t− t0) . . . (t− t0)Np sin θ1 cos θ1 . . . sin θNc cos θNc
]
︸ ︷︷ ︸
~α

p0
p1
...
pNp
a1
b1
...
aNc
bNc


~β
(2.13)
where ~α is the time-dependent, and ~β the time-independent part. The parameter
vector can then be rewritten for particles j = 1 . . . NE − 1 as
m1
...
mNE−1
 =

~α1 0
. . .
0 ~αNE−1


~β1
...
~βNE−1
 (2.14)
The resulting equation is of the form z = Hx and is thus a linear system with respect
to the particle parameters, solvable with the usual linear least squares methods. The
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ﬁnal equation is therefore:
∆ρ¨︸︷︷︸
z
=
GrˆT
[(
rˆ1A
r21A
− rˆ1B
r21B
)
. . .
(
rˆ(NE−1)A
r2(NE−1)A
− rˆ(NE−1)B
r2(NE−1)B
)]
~α1 0
. . .
0 ~αNE−1

︸ ︷︷ ︸
H

~β1
...
~βNE−1

︸ ︷︷ ︸
x
(2.15)
Note that this is a scalar equation, because H and z are of the dimensions
1× (NE − 1)Nm and (NE − 1)Nm× 1, respectively, where Nm = Np + 2Nc is the total
number of one particle's mass parameters. It is also a time-dependent equation valid
at only a particular epoch, as ~r, ~rjA, ~rjB, and ~αj are time-dependent. Introducing
the time index m = 1 . . . Nt, and stacking all data points zm and mapping rows Hm,
yields the linear system
~z︸︷︷︸
Nt×1
= H︸︷︷︸
Nt×(NE−1)Nm
~x︸︷︷︸
(NE−1)Nm×1
(2.16)
Note also that the calculation of H necessitates the knowledge of the position
of each satellite and each point mass in ECI coordinates, and the constants and fre-
quencies for every pattern the mass points are supposed to follow, see (2.13). Table 2.1
provides a summary of the indices, their range and description.
Finally, an abstraction of the above equations for range acceleration can be
formulated as
ρ¨Observed = ρ¨True + ρ¨Noise = ρ¨Modeled + ρ¨Residual (2.17)
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Index Range Description
i A, B GRACE Satellites
j 0 . . . NE − 1 Point masses representing Earth
k 1 . . . Np Number of polynomial terms
l 1 . . . Nc Number of periodic constituents
m 1 . . . Nt Number of data points
Table 2.1: Indices used in Problem Formulation
Because gravity-induced range acceleration is linear in the masses acting on the satel-
lites, analyzing acceleration anomalies in (2.17) acts as a proxy to estimating mass
anomalies. Therefore, it is a fair assumption that any functional structure (polynomial
trend, periodic oscillations etc.) of the mass would also be the functional structure
of the variability of the acceleration residuals. Adapting (2.13), a ﬁt through a time
series of ρ¨Residual can be computed using standard least squares techniques:
~¨ρResidual︸ ︷︷ ︸
~z
=

~α1
. . .
~αNt

︸ ︷︷ ︸
H
~γ︸︷︷︸
~x
(2.18)
Estimating these coeﬃcients ~γ is the purpose of the second part of the work. If
ρ¨Residual is only white noise, all parameters ~γ will tend towards zero. Otherwise, ~α(t)~γ
will be the optimal estimate of the missing signal.
2.3 Implementation
This section serves to present the structure of the implemented code and ex-
plain design choices for both parts of this study. Global initializations for the simu-
lation part (i.e., integration settings, initial conditions of the satellites, ﬁlter parame-
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ters, position and amplitudes of the mass anomalies) are made before the main code
is launched, and will be touched upon in the appropriate subsections. Most of the
code is written in MATLAB for reasons of simplicity, and is suﬃcient for proof of
concept purposes.
2.3.1 Orbit Simulation and Anomaly Estimation
A simpliﬁcation of the simulation and estimation processes is shown in Fig-
ure 2.1, which doubles as a guide to the following subsections. The main goal of
this work is to simulate and evaluate inter-satellite range accelerations between two
GRACE-like satellites to assess the feasibility of localized mass anomaly estimation.
Thus, the most important data to simulate are the satellite's orbits, and consequently,
the measurements. Two diﬀerent orbits are distinguished: a true orbit, and a nomi-
nal orbit. The former is what instruments on the satellites experience, and the latter
is the closest approximation one can have of the true orbit. Orbits, measurements,
observables and partials are calculated and accumulated inside a loop, where one it-
eration corresponds to one day. Once the loop has exited, the least squares solution
using all the generated data can be computed.
True Orbit
A satellite's dynamic state and orbit is fully described by its three-dimensional
position and velocity. Thus, a set of initial conditions is suﬃcient to propagate the
state of the satellite indeﬁnitely to generate an orbit, provided all forces acting on
the satellite are known. For all simulation purposes, Earth is assumed to be homoge-
neous and completely spherical (i.e., one point mass at its center is a mathematically
equivalent representation). A small number of mass anomalies (usually one or two)
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Figure 2.1: Structure of Simulation Implementation
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are added onto the surface that are to be estimated later. The acting forces are
therefore purely gravitational. In theory, if a pair of satellite is present, they would
exert gravitational attraction on each other as well, but due to their low mass and
comparatively similar distance to Earth, this eﬀect can be neglected. Aerodynamic
drag and solar radiation pressure, that usually act on any low-Earth orbit satellite,
are also not included in the model.
While representing Earth as a point mass and ignoring drag may seem like an
oversimpliﬁcation of conditions, it should be noted that all these inﬂuences are usually
modeled and/or estimated alongside any gravity ﬁeld solution. While the observable
generated in real life applications may contain additional inﬂuences, they could also
be properly removed with the best of our knowledge. Thus, the diﬀerence between the
two, commonly referred to as O(bserved)-C (omputed), will approximately remain the
same. Therefore, omitting these gravitational anomalies in the ﬁrst place enables the
assessment of a best-case scenario. Speciﬁcally, the full geoid (the known collection
of mean mass anomalies distributed over Earth's surface), drag and solar radiation
pressure could be added as an additional acceleration to the simulation in (2.1).
The numerical integration of the equations of motion (2.2) is performed using
the MATLAB function ode45, one day at a time (called an arc). The ode45 integrator
is an explicit, single-step solver, which means that it only needs the current state to
calculate the best guess at the next time step (as opposed to needing data at multiple
times). It is based on the Runge-Kutta family of integrators and can be expected to
achieve up to nanometer precision in a two-body simulation where the analytic values
at every time step can be computed with the Kepler equations (one day, 0.1 s step
size) [10, Ch. 3.1]. While this precision may not be suﬃcient for scientiﬁc purposes
using real data, it is acceptable for the simulation of a true orbit.
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Nominal Orbit
Once the true orbit is generated and stored as a time series of position and
velocity (for both satellites), this information can be corrupted with noise and then
used as measurements to estimate the nominal orbit. This is a proxy for the more
elaborate precise orbit determination done in practice. Because an orbit is fully
deﬁned by its initial conditions (given full knowledge of the acting forces), orbit
determination methods reference any future state or measurement back to the initial
time using State Transition Matrices (STMs). In the following, let
~x(t) =
~r
~˙r

STMs Φ are solutions of the diﬀerential equation
~˙x(t) = F~x(t)
that satisfy the relation
~x(t) = Φ(t, t0)~x(t0)
For non-linear problems, where ~x = ~x∗ + ∆~x, ~˙x = ~˙x∗ + ∆~˙x, and
~˙x(t) = F (~x(t))
a ﬁrst-order Taylor series expansion of ~x about the true trajectory ~x∗ leads to the
STM mapping the deviations back to the initial deviation:
∆~x(t) =
[
∂~x(t)
∂~x(t0)
]
~x∗(t)
∆~x(t0) = Φ(t, t0)∆~x(t0)
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Furthermore, a ﬁrst-order Taylor series expansion of ~˙x about ~x∗ maps the deviation
of the derivative to the current deviation of the state:
∆~˙x(t) =
[
∂F (~x(t))
∂~x(t)
]
~x∗(t)
∆~x(t) = A(t)∆~x(t)
Combining the last two equations yields
∆~˙x(t) = Φ˙(t, t0)∆~x(t0) = A(t)∆~x(t) = A(t)Φ(t, t0)∆~x(t0)
Because ∆~x(t0) is just a constant multiplier, the STM Φ can be numerically integrated
using
Φ˙(t, t0) = A(t)Φ(t, t0) (2.19)
In practice, Φ is computed alongside the numerical integration of ~x.
Using the STMs of the true orbit, a simple way to generate a nominal orbit
is to estimate initial deviations to the true orbit using the state measurements of the
true orbit. In order to generate an initial deviation in the ﬁrst place, however, noise
needs to be added to the measurements. Eﬀectively, this reduces to estimating initial
deviations from random noise:
Φ(t, t0)︸ ︷︷ ︸
6×6
∆~x(t0)︸ ︷︷ ︸
6×1
= ~η︸︷︷︸
6×1
In this work, Gaussian white noise with GRACE-typical uncertainties in the position
and velocity is used:
σpos = 1 cm σvel = 10 µm
For observations at multiple time steps Nt, the STMs and noise vectors can be stacked
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Figure 2.2: Diﬀerences between a true and simulated nominal orbit
to form the familiar
H︸︷︷︸
6Nt×6
∆~x(t0)︸ ︷︷ ︸
6×1
= ~z︸︷︷︸
6Nt×1
(2.20)
Adding the estimated deviation to the true initial condition forms the perturbed
initial conditions. Propagating them ﬁnally yields the simulated nominal orbit. This
process is repeated on a daily basis.
Diﬀerences in the true and nominal orbit are usually presented in the Radial,
Transversal and Normal (RTN) reference frame (see Appendix A.3). An example is
shown in Figure 2.2. Secular and periodic trends are clearly visible over the time span
of a day.
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Measurements, Observables, and Partials
Using the true and nominal trajectories of both satellites, the equations derived
in Section 2.2 can be used to generate measurements (i.e., what an instrument aboard
the spacecraft would experience), observables (derived quantities used in the least
squares formulation, the O-C) and partials (mapping the observable to the parameters
to be estimated). Speciﬁcally,
• The inter-satellite range observations ρ, ρ˙ and ρ¨ are generated with the true
positions of the spacecraft (2.10), as this is what instruments (disregarding
noise) would measure.
• The ideal, analytic observable ∆ρ¨ as deﬁned in (2.12) is calculated analytically
using the true orbit and the knowledge of the mass of the anomalies present.
It is used to verify and compare other quantities, and also serves to provide a
best-case solution.
• ∆R¨out, analogous to (2.11) but substituting the true range, range rate and
position with their nominal counterparts, and using numerical diﬀerentiation
to compute the inter-satellite range acceleration, is the simulated observable.
Because of the diﬀerentiation technique employed being a digital ﬁlter, it will
also be referred to as the ﬁltered observable. Using the nominal orbit implies
that the ﬁltered and analytic observables will not be equal.
• The partials H as deﬁned in (2.15) are calculated with the nominal orbit.
To imitate the division of available GRACE observables into spatial grids
covering Earth, and only accessing one grid at a time, a boundary is deﬁned. A mea-
surement is included in the solution process if at the time at which the measurement
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is taken, at least one of the two satellites is above a rectangle deﬁned by a margin in
latitudinal and longitudinal direction centered at the modeled mass anomaly.
Least Squares Solution
Once orbits, measurements, observables and partials have been calculated for
every time step, the linear system (2.16) can be solved using common least squares
methods. A selection is given in [11, Ch. 12]. The most straightforward solution is
given by solving the system's normal equation
(HTH)~x = HT~z ⇒ ~x = (HTH)−1HT~z
However, this method suﬀers from several drawbacks, namely
1. Suﬀering round-oﬀ errors when calculating HTH, eﬀectively a form of matrix
squaring
2. Having to store the large Nt ×Nt matrix HTH in memory
3. Inverting a large matrix, which is prone to numerical instabilities
To avoid these problems, the H matrix is usually decomposed and the solution equa-
tion rearranged. The most common method is the QR decomposition, whereH = QR,
Q is an orthonormal and R is an upper-triangular matrix [12, Ch. 2.4]. Deﬁning
QT~z =
z˜
˜

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and recognizing that
min
~x
‖H~x− ~z‖2 = min
~x
‖R~x− z˜‖2 + ‖˜‖2
the solution can be found by back-substituting for ~x in
R~x = z˜
Alternatively, the Singular Value Decomposition (SVD) can be used [13, Ch. 4]. The
decomposition yields H = UΣV T , where Σ is purely diagonal (with the diagonal
entries called singular values) and U , V are orthonormal. After rearranging, the
solution of the system becomes
~x = V Σ−1 UT ~z
where it should be noted that Σ−1 is now just the inversion of each of the diagonal
elements. Another positive side eﬀect when using SVD is the introduction of singular
values, which can be used as a metric of how numerically well-posed the system is.
The condition number of a matrix is deﬁned as the ratio of the largest to the smallest
singular value, and the closer it is to one, the better. A high condition number implies
that a small change in the observations can have an excessively large impact on the
solution, making it very susceptible to noisy or imperfect observations.
In this work, SVD is used by default when estimating mass anomalies because
of the variability in the condition numbers of H when experimenting with diﬀerent
mascon geometries and amplitudes. Although it is computationally more expensive,
it is still only a fraction of time spent on propagating the orbits, which makes it
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Figure 2.3: Structure of Estimation Implementation using GRACE Data
acceptable.
2.3.2 GRACE Data Analysis
In the second part of the work, instead of inferring mass anomalies that give rise
to unmodeled accelerations, (2.18) will be used to estimate parameters of a model for
their time variability, and determine if the force models are incomplete. A simpliﬁed
structure of the implemented code is shown in Figure 2.3.
Editing Orbit
For GRACE and any other satellite missions, it is impossible to know the
true orbit. GPS measurements enable real-time observation of the spacecraft's state.
However, a signiﬁcant factor in estimating the current position and velocity is the
precision of the orbit of the GPS satellites, which are only approximate in real-time.
After precise positioning orbits have been calculated (usually with a delay of approx-
imately two weeks) for the GPS satellites, a new GRACE orbit can be estimated.
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Using the combination of GPS measurements, satellite laser ranging (if available),
accelerometers, and star trackers (the latter observations providing additional con-
straints on the state). The resulting orbit, called editing orbit in CSR nomenclature,
is calculated iteratively by the CSR-internal Multi-Satellite Orbit Determination Pro-
gram (MSODP) [14, Ch. 2]. A multitude of background models for inﬂuences such as
the gravity ﬁeld, atmospheric and oceanic tides, the ionosphere, and the troposphere
are included. It is output at a 5 second rate, and the best estimate of GRACE's true
orbit.
Measurements, Observables and Partials
The inter-satellite range measurement is performed using the K/Ka-Band
Ranging (KBR) onboard system (see Section 3.1 and [15]). The micrometer-precision
observations are then numerically diﬀerentiated to generate inter-satellite acceleration
values ρ¨Observed. One method to compute derivatives of discrete data is a CRN-class
digital ﬁlter presented in Section 3.2. Because of the quality of the KBR instrument,
ρ¨Observed is also the best approximation of the true range acceleration ρ¨True (after
adjusting for necessary corrections).
The modeled acceleration ρ¨Modeled can be calculated numerically using (2.10)
and all the available knowledge about the state of the spacecraft (e.g. attitude, orbit,
mass), Earth's potential (inﬂuenced by solid, ocean and atmospheric tides) and other
forces acting (e.g. solar radiation pressure, thruster activity). Alternatively, it can
be numerically obtained using ρ˙Modeled, which, as well, can be calculated using all the
available information present in the editing orbit.
As the understanding of the forces acting on the satellites increases, the resid-
ual ρ¨Residual between the true and modeled (O-C) acceleration is reduced. Apart from
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intrinsic noise apparent in every physical process, it will contain the inﬂuence of any
non-modeled force. Thus, analyzing the residual acceleration directly informs about
the quality of the model. Any spatial or temporal pattern apparent in it is likely
to be caused by either a real signal, or an incomplete understanding of instrument
behavior or numeric corrections. Following the notation of Section 2.2 and (2.17), the
residual acceleration becomes the observable
ρ¨Residual = ρ¨Observed − ρ¨Modeled + ρ¨Noise
Like in the orbit simulation case, a grid is then placed onto Earth's surface.
Each observables is then associated with a grid element if at the time of the measure-
ment, at least one of the two satellites is above it.
Least Squares Solution
Collecting all the measurements and partials for each grid element and stacking
them over time yields enough data to estimate potential patterns using (2.18) and
standard least squares methods on a grid-by-grid basis. In contrast to estimating
masses, ﬁtting simple polynomial and periodic coeﬃcients to a time series is much
less ill-posed. Therefore, the QR decomposition (as presented in Subsection 2.3.1) is
used to solve the linear system without loss of precision.
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Chapter 3
GRACE Ranging Products
This chapter serves to illustrate how inter-satellite range acceleration (as need-
ed in the least squares formulation) is obtained from either the ranging instrument
aboard each spacecraft, or the ground-processed orbit solutions. Section 3.1 brieﬂy
presents the phase measurement as output by the satellite's instruments. The nu-
merical diﬀerentiation method, a digital ﬁlter simultaneously reducing signal noise,
is presented in Section 3.2. Its performance is then assessed in Section 3.3 for both
simulation and data analysis parts.
3.1 Range Measurement
The distance between the spacecraft can be calculated through the time of
ﬂight of the microwave signals exchanged between the two. However, the phase mea-
surements are inherently corrupted by oscillator noise and time tag errors. To address
these issues, dual one-way ranging (DOWR) is used, where phase measurements from
both satellites are combined in ground processing. To correct for the ionospheric
delay, DOWR is performed on both K (26 GHz) and Ka (32 GHz) band frequencies
at a 10 Hz output rate. The result is the range measurement, precise to micrometers,
and only oﬀset by a constant bias [15, Ch. 2.2]. Using GPS data, this bias can
be estimated, although it is not necessary for the generation of inter-satellite range
acceleration. In reference to the notation used in Section 2.2 and speciﬁcally to the
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deﬁnition of ρi in (2.10):
ρi = R
raw
i +R
bias (3.1)
3.2 Acceleration Filtering
To suppress noise outside of the signal band, and generate the range deriva-
tives, a digital ﬁlter was developed [16, App. A.3]. The signal band is deﬁned by the
frequency spectrum where the gravity signal in the data can be found. For GRACE,
the goal is to estimate the global gravity ﬁeld to spherical harmonics up to degree
200, which corresponds to a frequency of 0.036 Hz. For a target output sample rate
of 0.2 Hz, the corresponding Nyquist frequency of 0.1 Hz leaves enough margin for
this, and is therefore chosen to be the target bandwidth for the low-pass ﬁlter.
The perfect low-pass ﬁlter is a rectangular window in the frequency domain,
and corresponds to the sinc function in the time domain. Because sinc has an inﬁnite
support, however, such a ﬁlter is impossible to implement in reality, and a window
needs to applied to reduce its range. A purely rectangular window in the time domain
would suﬃce, but entails defects in the frequency domain due to its sharp edges. To
mitigate these problems, a window with smoother transitions can be chosen. For
GRACE, a CRN ﬁlter is used: N self-convolutions of a rectangular time-domain
window. This ﬁlter class has a simple closed-form solution in both the time and
frequency domain, is highly customizable, and can be designed in discrete time. To
generate time derivatives of the observable, the weighting function is diﬀerentiated in
the frequency domain, as diﬀerentiation becomes multiplication. The resulting ﬁlter
(as summarized in [17, App. B] and used in GRACE processing) is shown in (3.2),
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where i is the time index of the measurements.
Routi =
Nh∑
n=−Nh
FnR
raw
i−n Fn =
1
FNorm
Nh∑
k=−Nh
Hk cos
(
2pikn
Nf
)
(3.2a)
R˙outi =
Nh∑
n=−Nh
F˙nR
raw
i−n F˙n =
1
FNorm
Nh∑
k=−Nh
− (2pik/Tf )Hk sin
(
2pikn
Nf
)
(3.2b)
R¨outi =
Nh∑
n=−Nh
F¨nR
raw
i−n F¨n =
1
FNorm
Nh∑
k=−Nh
− (2pik/Tf )2Hk cos
(
2pikn
Nf
)
(3.2c)
where Nh = (Nf − 1)/2 and
Hk =
NB∑
m=−NB
(
sin (pi(k −m)/Nc)
sin (pi(k −m)/Nf )
)Nc
(3.2d)
FNorm =
Nh∑
i=−Nh
(
cos
(
2pif0i
fs
) Nh∑
k=−Nh
Hk cos
(
2piki
Nf
))
(3.2e)
Sample values for standard GRACE processing are shown in Table 3.1. Note the
fs = raw sampling rate = 10 Hz
f0 = dominant signal frequency = 0.37 mHz
Bt = target low-pass bandwidth = 0.1 Hz
Tf = ﬁlter window length = 70.7 s
Nc = number of self-convolutions = 7
NR = number of points in basis rectangle = 101
NB = BTf = number of frequency bins = 7
Nf = fsTf = NcNR = number of points in ﬁlter window (odd) = 707
Table 3.1: Standard CRN Parameters for GRACE
diﬀerence between the ideal (target) bandwidth Bt, and the eﬀective (quantized)
bandwidth as speciﬁed by B = NB/Tf ≈ 0.0099 Hz. Similarly, the eﬀective ﬁlter
time span Tf is derived from an ideal time span T , but suﬃcing the requirements of
the integer nature of its relations to Nc, NR and NB.
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For GRACE processing, the ﬁltering of the range includes another, purely
numerical step [17, Ch. 2.3.4]. Before applying the ﬁlter to the raw range measure-
ments, a simple quadratic is ﬁt through the data points in the ﬁlter window, and
removed. Only the residual is ﬁltered. The ﬁnal range value is then the ﬁltered
residual combined with the middle point of the removed quadratic.
Now that a numerical way of calculating the inter-satellite range acceleration is
known, the ﬁltered observable as introduced in Subsection 2.3.1 can ﬁnally be deﬁned.
Connecting (3.2) to the deﬁnition of ρi (2.10), recognizing that the constant bias of
Rrawi−n is irrelevant to the calculation of derivatives, and neglecting noise, the ﬁltered
inter-satellite range acceleration is given by:
ρ¨i ≈ R¨outi =
Nh∑
n=−Nh
F¨nR
raw
i−n =
Nh∑
n=−Nh
F¨nρi−n (3.3)
The ﬁltered observable can now be deﬁned as:
∆R¨out = R¨out − 1
ρ
(
‖~˙ρ‖2 − ρ˙2
)
−Gm0rˆT
(
rˆ0A
r20A
− rˆ0B
r20B
)
(3.4)
where the nominal orbit needs to be used to calculate the second and third term.
3.3 CRN Filter Performance
To validate the implementation of the ﬁlter, a comparison is made between
oﬃcial Level 1B ﬁltered GRACE inter-satellite biased range and range acceleration,
and processed results obtained from the raw, 10 Hz biased DOWR range. Figure 3.1
shows that, for an arbitrary day, the CRN ﬁlter presented above does yield the same
results as the oﬃcial GRACE data repository (to machine precision).
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Figure 3.1: CRN Filter Validation
In the following, the CRN ﬁlter is used to numerically diﬀerentiate a variety
of input data to assess its performance with respect to the two main goals of this
study: generating the range acceleration to infer mass anomalies using a simulated
orbit; and generating range acceleration residuals to create global maps of unmodeled
inﬂuences.
3.3.1 Using Simulated Orbits
Recalling the estimation formulation in Section 2.2, to estimate the parameters
of a time-varying mass anomaly, we need the inter-satellite range acceleration ρ¨ to
form the observable ∆ρ¨, see (2.11). In this section, the goal is to use a simulated,
true orbit to compare the true range acceleration as calculated by the right-hand side
in (2.10c) to the output of the CRN ﬁlter (3.2c). The following plots are generated
using a 10 year-long simulated mission, with one mass anomaly present (exhibiting a
linear trend and 8 diﬀerent periodic frequencies) and without any added observation
noise.
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Figure 3.2: Relations Between Observables in the case of a Simulated Orbit. The
color coding here is reﬂected in Figures 3.3 through 3.6.
Figure 3.2 provides an overview of the quantities compared in this section. In
reality, our measurements of the biased range between the spacecraft is very precise.
When taking derivatives, the bias is irrelevant, and we can therefore use the true range
as the input for our CRN ﬁlter diﬀerentiation routine in order to simulate real mission
behavior. To further test the performance of the numeric derivatives, we can reduce
the diﬀerentiation order of the CRN ﬁlter (3.2) when generating range acceleration if
we use the true range rate as an input. Then, we can use the expression for the ﬁrst
derivative (F˙n instead of F¨n), but get the same physical quantity.
Figure 3.3 compares the true range to the smoothed range as output by the
zeroth order of the CRN ﬁlter, for two diﬀerent days of the baseline simulation: the
ﬁrst day, which features a direct pass of the satellites over the mass anomaly, and
a day 5 years into the mission, also featuring a pass over the anomaly. These two
days will be used throughout this subsection. Figure 3.4 compares the corresponding
range accelerations.
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Figure 3.3: CRN Range Results for Simulated Orbit. The error is deﬁned relative to
the true range.
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Figure 3.4: CRN Range Acceleration Results for a Simulated Orbit. The error is
deﬁned relative to the true range acceleration. The numerically derived
values are given for the cases where the CRN ﬁlter is applied twice (gen-
erating acceleration from range ρ) and once (generating acceleration from
range rate ρ˙).
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Figure 3.5: Diﬀerence between Analytical and Filtered Range Acceleration
In general, we can see the ﬁlter working as expected. Both numerically-derived
range accelerations (twice-diﬀerentiated from ρ, or once-diﬀerentiated from ρ˙) track
the true range acceleration with an error on the nanometer-per-second-squared scale
(which is comparable to the accepted noise levels of GRACE of about 2 nm/s2). The
next thing to note, however, is that the error in both range and range acceleration
estimates deteriorate over time. Figure 3.5 conﬁrms this behavior for the whole 10
year simulation time span.
Plots of the power spectral density (PSD) (Figure 3.6) of the three range
acceleration observables indicate that high-frequency noise is introduced inside the
passband of the ﬁlter, especially in the case of diﬀerentiating twice. Additionally, the
magnitude of the introduced error close to the cutoﬀ frequency increases between the
two dates. Using the range rate as the input and only diﬀerentiating once reduces
the error signiﬁcantly by orders of magnitudes.
The large and growing errors are therefore most likely due to the quality of the
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(a) Day 1 (b) Day 1824
Figure 3.6: Power Spectral Density of ρ¨ for a Simulated Orbit. The CRN ﬁlter band-
width is marked in orange.
orbit propagator and subsequent round-oﬀ errors. As alluded to in Subsection 2.3.1
and discussed in detail by [10, Ch. 3], the simple, Matlab-included ode45 function is
not comparable to the integrators used for research-quality results. Apparently, the
second-order CRN diﬀerentiating coeﬃcients are signiﬁcantly more sensitive to these
errors from a numerical standpoint. Additionally, because the daily orbit propagation
relies on the last state of the previous arc to be initialized, the accumulation of errors
is signiﬁcant for a total simulation time span of 10 years, explaining the increase in
total noise level between the two dates.
Reducing the target bandwidth of the CRN ﬁlter only shifts the problem.
While smaller values for Bt reduce the average range acceleration error, it drastically
increases the errors when the satellites pass over the anomaly, and the excess acceler-
ation due to the anomaly is the highest, see Figure 3.7. This is particularly harmful
for the estimation process, as these are the times where observables have the highest
inﬂuence on the solution.
For both of the aforementioned reasons, the interpretation of results using
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Figure 3.7: CRN Range Acceleration Behavior for Diﬀerent Bandwidths. Top: Bt =
0.1 Hz, Center: Bt = 0.05 Hz, Bottom: Bt = 0.03 Hz
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simulated orbits in the rest of this study will focus on the cases where the true range
acceleration is used as the observable.
3.3.2 Using Interpolated GRACE Data
In the second part of the work, the goal is to calculate range acceleration
residuals between the observed and modeled accelerations experienced by GRACE,
as introduced in (2.17). The residuals can then be used to ﬁt a model (such as the
one used for the mass time series) through them to search for unmodeled forces, see
(2.18). Although there is no knowledge of the true inter-satellite range, the precise
measurements of the KBR instrument can be assumed to be the closest possible,
and therefore the best approximation of the true range acceleration is computed by
twice-diﬀerentiating the KBR measurements.
Our best estimate of GRACE's orbit is given by the editing orbit as presented
in Subsection 2.3.2. It contains the information of all knowledge available: Earth's
gravity ﬁeld (including monthly variations), oceanic, atmospheric and solid tides, as
well as attitude and GPS measurements [18]. It is stored in the form of 5 s pairs
of position and velocity for both spacecraft. If we want to compute the residual
acceleration at each 10 Hz time step, one straightforward way of doing so is to inter-
polate the editing orbit to match the KBR's output frequency, and using the CRN
ﬁlter calculate the modeled acceleration given the range (or range rate) as implied
by the satellites' states. Table 3.2 provides an overview of the available data and
derivable quantities, and Figure 3.8 sketches the relations between them. Appendix
A.1 describes the Hermite interpolation technique used.
As Figure 3.9 through Figure 3.12 show for the time span of an arbitrary day,
the interpolation works as expected, and provides CRN-ﬁltered range, range rate
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Figure 3.8: Relations Between Observables in the case of Interpolated GRACE Data.
The color coding here is reﬂected in Figures 3.9 through 3.13.
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Type Rate ~r ~˙r ρ ρ˙ ρ¨
Editing Orbit 0.2 Hz     
Interpolated Editing Orbit 10 Hz     H#
KBR Observations 10 Hz  # #
Table 3.2: Overview of Interpolated and Diﬀerentiated Orbit and Measurement Prod-
ucts.  : Quantity is either explicitly stored in the product, or can be de-
rived analytically, H: Range Acceleration based on interpolated orbits has
to be derived using either the interpolator's analytic expression, or using
the CRN ﬁlter (as it is done in this study), #: Range Rate and Acceleration
based on the KBR observations has to be derived using the CRN ﬁlter.
and range acceleration time series close to the measured ones. The range acceleration
generated using range (and twice diﬀerentiating) and using range rate (diﬀerentiating
once) yield practically the same result. Their power spectral densities are shown in
Figure 3.13 (blue)all of their PSDs overlap. Furthermore, they exhibit an increase
of the noise level in the higher frequencies similar to the simulated results shown in
Figure 3.6.The higher power at lower frequencies is most likely due to the information
that got added by means of the interpolation, to make use of the 10 Hz datait is
not a physical signal.
As a comparison, the PSD of the oﬃcial range acceleration residuals (0.2 Hz
sampling rate) is shown in the same ﬁgure (green). It has approximately the same
signal power in the band between 0.5 mHz and 10 mHz, but does not show any of
the noise inﬂuences presented above.
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Figure 3.9: Orbit Interpolation Performance (along the ECI x-axis)
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Figure 3.10: Range Interpolation Performance.
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Figure 3.11: Range Rate Interpolation Performance. The orders in which the diﬀer-
encing and derivatives are taken are shown in the legend.
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Figure 3.12: Range Acceleration Interpolation Performance. The orders in which the
diﬀerencing and derivatives are taken are shown in the legend.
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Figure 3.13: Comparison of Range Acceleration Power Spectral Densities. The CRN
ﬁlter bandwidth is Bt = 0.1 Hz.
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Chapter 4
Results
This chapter presents, explains and analyzes the results from the two key parts
of this study:
• Assessing the feasibility of using spatially gridded range accelerations to infer
mass anomalies present in the respective region. This work is performed using
simulations of GRACE-like orbits under the attraction of a spherical Earth and
a single mass anomaly, positioned on the Earth's surface.
• Searching for unmodeled accelerations as experienced by the GRACE satellites
during their mission span using the KBR measurements and best available or-
bits.
First, a common model for tides is presented and explained in Section 4.1. It ﬁts
the mathematical framework developed in Section 2.2, which is used as the general
form of an unmodeled mass or acceleration. In Section 4.2, the main ﬁndings of the
simulations are presented. A sensitivity analysis is performed in Subsection 4.2.3 to
assess parameter inﬂuences. Finally, estimated residual accelerations in GRACE data
are shown in Section 4.3 as a ﬁrst step to identify local unmodeled mass anomalies.
4.1 Tidal Theory
The earliest known connection between sea tides and the Moon by humankind
dates back to the 4th century BC [19]. Since then, signiﬁcant insights into under-
standing gravitational attraction and the tide-generating potential were published by
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Kepler, Newton and Laplace. However, it was not until the Fourier analysis was ap-
plied to the theory in the late 18th and early 19th century that diﬀerent tidal frequency
could be distinguished and accurate predictions could be made. A scheme to catego-
rize and describe speciﬁc harmonic constituents developed by Arthur T. Doodson in
1921, now called Doodson numbers, is still in use [20].
In the modern context, tides can refer to a multitude of oceanic, atmospheric,
and solid Earth periodic oscillations. In this work, only oceanic tides expressed as
excess or default mass (or equivalent sea surface height) are considered. Given a
set of elemental frequencies, amplitudes and phases, the total tide can be calculated
by superimposing every constituent (synthesis). In return, given direct or indirect
observations such as sea level or gravitational anomalies, the underlying constituents
can be inferred (analysis).
The model of a time-varying mass in Section 2.2 already included such a
formulation. In fact, if the phases θl in (2.13) are calculated with tidal harmonic
frequencies, and al, bl are their respective amplitudes, the periodic part of a mass
variability due to tidal height change is completely described:
fPeriodic =
Nc∑
l=1
al sin θl + bl cos θl
The constituent frequencies are multiples of several fundamental frequencies that give
rise to the tides, such as the Moon's orbit around Earth, or Earth's movement around
the sun. The International Astronomical Union has speciﬁed conventions to calculate
key angles between the bodies. The phases for each tidal constituent l can then be
generated by multiplying six independent angles φr with the six tide-speciﬁc integer
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Doodson coeﬃcients d
(l)
r [20, 21]:
θl =
6∑
r=1
d(l)r φr (4.1)
The independent angles, using Doodson's notation, are chosen to be
φ1 = τ Local mean lunar time angle
φ2 = s Moon's mean longitude
φ3 = h Sun's mean longitude
φ4 = p Longitude of Moon's perigee
φ5 = N
′ Negative longitude of Moon's mean node
φ6 = p1 Longitude of Sun's mean perigee
The coeﬃcients d
(l)
r for eight major tidal species are given in Table 4.1. Doo-
dson recognized that the ﬁrst coeﬃcient is always positive, and the vast majority of
coeﬃcients r = 2 . . . 6 are between -4 and 4. In his paper, he therefore introduced a
compact notation by adding 5 to the last ﬁve coeﬃcients, and calling the resulting
number sequence the argument-number, which today is just called Doodson num-
ber. The constituent's symbols follow George Darwin's notation from the early 20th
century.
Finally, it should be noted that in reality, the amplitudes of the constituents
change as Earth's distance and orientation to the Moon and Sun varies over the course
of its orbit. These eﬀects are neglected for the simulations and the amplitudes are
set to be constant.
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Species l Symbol Coeﬃcients d
(l)
r Number
Lunar diurnal K1 1 1 0 0 0 0 165.555
Lunar diurnal O1 1 -1 0 0 0 0 145.555
Larger lunar elliptic diurnal Q1 1 -2 0 1 0 0 135.655
Solar diurnal P1 1 1 -2 0 0 0 163.555
Principal lunar semidiurnal M2 2 0 0 0 0 0 255.555
Principal solar semidiurnal S2 2 2 -2 0 0 0 273.555
Larger lunar elliptic semidiurnal N2 2 -1 0 1 0 0 245.655
Lunisolar semidiurnal K2 2 2 0 0 0 0 275.555
Table 4.1: Doodson numbers of eight major tidal constituents
4.2 Estimating Local Tides Using Simulated Orbits
Using the framework developed in Chapter 2, the tidal modeling of Section 4.1,
and optionally the ﬁltering presented in Section 3.2, simulations can be run to assess
the errors in the estimation of mass variations using regionally restricted observations.
First, simulation characteristics are presented that enable meaningful comparisons of
diﬀerent runs. Then, a baseline case is discussed.
4.2.1 Characterizing a Simulation
The following criteria are used to describe the nature of the simulation, as well
as interpret their accuracy.
Setup
• Mass Variability Function. The type of function that deﬁnes how the mass
of the included anomalies varies over time. In most cases, it consists of a
polynomial and a periodic term (2.13).
• Number and Positions of Mascons. The spatial arrangement of the mas-
cons, deﬁned by pairs of latitude and longitude, has an inﬂuence of the ability
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to estimate the individual eﬀects.
• Regional Restriction. Deﬁnes whether only measurements close to the mas-
cons, or the entire set of observations are used. Can include the speciﬁc latitu-
dinal and longitudinal margins.
• Simulation Length. Time span used in the simulation. Short (days to
months) for testing purposes, long (multiple years) otherwise to resolve aliases.
• Filter Parameters. Describes the type of ﬁlter used (usually a CRN-class
one), and applicable parameters (e.g., for a CRN ﬁlter, number of convolutions
or target bandwidth).
Performance
• Condition Number. The condition number of the mapping matrix H, see
(2.16), is an indicator of how numerically well-posed the problem is. The closer
the condition number is to one, the better, see Subsection 2.3.1.
• Mass RMSE. The Root-Mean-Squared Error of the Mass is deﬁned for each
mascon j as
RMSEMass =
√√√√ 1
Nt
Nt∑
m=1
(M tm −M em)2
where the M tm is the true mass of the mascon at time index m as deﬁned by
the parameters ~β, and M em is the estimated mass, calculated using the solution
of the least squares problem (2.15). It is independent from the underlying mass
variability function. It will be diﬀerent depending on which observable (analytic
or ﬁltered) is used.
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• Observable RMSE. The Root-Mean-Squared Error of the observable is de-
ﬁned as
RMSEObservable =
√√√√ 1
Nt
Nt∑
m=1
(
∆R¨outm −∆ρ¨m
)2
where ∆R¨outm (3.4) is the ﬁltered observable (using measurements derived from
the true orbit, and corrective terms derived from the nominal orbit) and ∆ρ¨m
(2.12) is the analytic observable, calculated from the true orbit. It is useful to
assess the diﬀerence between the analytic, true observable and the observable
that a practical ﬁlter relying on measurements and nominal orbits can create.
• Filter RMSE. The Root-Mean-Squared Error of the ﬁlter RMSEFilter is deﬁned
just as RMSEObservable, with the only diﬀerence that the corrective terms are
also derived from the true orbit, which makes it dependent only on the ﬁlter's
performance.
4.2.2 Results of the Baseline Simulation
The parameters of the baseline simulation are shown in Table 4.2 (the same
simulation was used as the basis for Subsection 3.3.1). A time span of 10 years ensures
that any aliasing between the periodic constituents can theoretically be resolved. The
epoch is chosen arbitrary and irrelevant to the simulation. An instrument sampling
and orbit output frequency of 0.2 Hz is adopted from the GRACE mission. To
assess the digital ﬁlter's performance, ﬁltered observables are generated alongside the
analytic ones, and use default GRACE CRN ﬁlter parameters.
The selection of coeﬃcients for the mass variability functions of the mass
anomaly abstracts the motivating example of Greenland's fjords. A mass anomaly
is placed at the center of Scoresby Sound (Figure 4.1), with its maximum amplitude
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Time Span 10 y
Epoch 2012-03-05 23:12:40
Sampling Frequency 0.1 Hz
Types of Orbits True and Nominal
Types of Observations Analytic and Filtered
Filter Type CRN
Filter Parameters Nc = 7
Bt = 0.1 Hz
Tf = 70.7 s
Number of Mascons 1
Position of Mascons Lat = 70.8 deg, Lon = 335.2 deg
Size of Region ∆Lat = ±4 deg
∆Lon = ±3 deg
Polynomial Coeﬃcients Constant 0 t
Linear 225.0 Mt/y
Periodic Constituents K1 0.94 Gt 0.94 Gt
O1 0.88 Gt 0.88 Gt
Q1 0.16 Gt 0.16 Gt
P1 0.32 Gt 0.32 Gt
M2 15.91 Gt 15.91 Gt
S2 2.65 Gt 2.65 Gt
N2 3.18 Gt 3.18 Gt
K2 0.80 Gt 0.80 Gt
Table 4.2: Baseline Simulation Parameters
being 45 Gt. This corresponds to about 10 m of maximum unmodeled sea level
over the entire main body of the fjord (approximately 5000 km2). Then, the total
mass is separated into the diﬀerent polynomial and periodic terms. Typical relative
amplitudes of the tidal constituents are roughly respected, reﬂecting their natural
importance. Finally, a region is deﬁned around the mass anomaly outside which
observations are discarded in the estimation process, see Figure 4.2. The size of the
boundaries are chosen arbitrarily initially, but validated later in Subsection 4.2.3.
Results of the simulation in form of the estimated mass parameters is presented
in Table 4.3. The ﬁrst two columns show the solutions using the analytically computed
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Figure 4.1: Scoresby Sound Satellite Image [22]
observable, and the last two columns use the ﬁltering method (usually the CRN ﬁlter)
to generate the range acceleration measurement. As the model does not include
a constant bias in the total mass, one case each assumes knowledge of this (No
Constant), while the other one does not (Full). The Mass RMSE values of each of
the four solutions is included in the last row. Table 4.4 shows additional solution
performance characteristics. The condition number of the mapping matrix H is in an
acceptable range for the solution to be numerically stable. Furthermore, as discussed
in Subsection 3.3.1, the poor performance of the numerical diﬀerentiation because of
the low-quality orbit integration is reﬂected in the Observable and Filter RMSE.
The ﬁrst thing to notice is the signiﬁcant decrease of accuracy when using the
default CRN-class digital ﬁlter instead of the analytic equation to diﬀerentiate the
range measurement. An RMSE of 100 Mt correspondsover the main surface of the
fjordto about 2 cm of water height, whereas 0.01 kt would correspond to about 1
nm. The larger issue is that the error in the solutions with ﬁltered observables is not
homogeneous throughout the components, but focuses on the constant bias, K1 and
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Figure 4.2: Baseline Simulation Region
K2. As will be shown in Subsection 4.2.3, this is not exclusively due to the aliasing
between K1 and K2, as it does occur even when no semi-diurnal frequencies are
present. In fact, as Figure 4.3 shows for the ﬁltered observables, full estimation case
(blue line), the inaccurate diurnal and semidiurnal constituents are a numerical way to
match the observed mass during ﬂyovers, given their large error in the constant bias.
The result is a signiﬁcantly degraded estimated mass time series between the times
when measurements are available. It therefore emphasizes the poor observability of
the harmonic constituents and vulnerability to low-quality acceleration observations.
Giving the least squares problem knowledge about the nonexistence of a con-
stant bias (i.e., not estimating it but setting it to zero) greatly reduces this problem,
as Figure 4.4 shows. While the ﬁltered observables, no constant estimated case (cyan
line) is still orders of magnitude larger than the cases using analytic observables, it
does follow the general trend, and just over- or underestimates peaks (see Figure 4.3,
where the cyan line is mostly behind the red and black lines). Through the course of
the following sensitivity analysis, this behavior of the estimated time series for both
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Analytic Filtered
Model No Constant Full No Constant Full
Constant 0 t 0 t 164.75 t 0 t -14.28 Gt
Linear 225 Mt/y 225.00 Mt/y 225.00 Mt/y 225.84 Mt/y 225.87 Mt/y
Ks1 0.94 0.94 0.94 1.47 -3.13
Kc1 0.94 0.94 0.94 1.03 0.12
Os1 0.88 0.88 0.88 0.83 0.83
Oc1 0.88 0.88 0.88 0.86 0.86
Qs1 0.16 0.16 0.16 0.18 0.18
Qc1 0.16 0.16 0.16 0.14 0.14
P s1 0.32 0.32 0.32 0.31 0.31
P c1 0.32 0.32 0.32 0.32 0.32
M s2 15.91 15.91 15.91 15.91 15.91
M c2 15.91 15.91 15.91 15.90 15.90
Ss2 2.65 2.65 2.65 2.61 2.61
Sc2 2.65 2.65 2.65 2.64 2.64
N s2 3.18 3.18 3.18 3.23 3.23
N c2 3.18 3.18 3.18 3.15 3.15
Ks2 0.80 0.80 0.80 0.49 -4.89
Kc2 0.80 0.80 0.80 0.64 13.68
RMSE 0.01 kt 0.01 kt 109.00 Mt 113.02 Mt
Table 4.3: Baseline Simulation Results. Note the diﬀerent scales for mass units. Units
are Gt except where noted.
cases (with or without bias estimation) does not change. Furthermore, it should be
noted that in reality, one would rarely not want to estimate a constant bias. For
these two reasons, plots and tables for the No Constant cases are omitted.
For completeness, the formal standard deviation of the baseline solution is
shown in Table 4.5. As suspected by the diﬀerences between the estimated and
model mass parameters, the constant bias, K1 and K2 exhibit the largest formal
uncertainties. Because of the aliasing between the components, their correlation
coeﬃcients (see Table 4.6) are high. Therefore, any slight error in one component
can have a disproportionate impact on any correlated element.
57
04-Apr-2012 08-Apr-2012 11-Apr-2012
-50
-40
-30
-20
-10
0
10
20
30
M
as
s 
[G
t]
Filtered, No C
Filtered, Full
Analytic, No C
Analytic, Full
True
Flyover
Figure 4.3: Baseline Simulation Mass Time Series (sample week)
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Figure 4.4: Baseline Simulation Mass Error (sample week)
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Condition Number 5.9 · 103
Observable RMSE 0.42 nm/s2
Filter RMSE 0.38 nm/s2
Table 4.4: Baseline Simulation Performance
Constant 3.25 · 1011 kg/(nm/s2)
Linear 1.62 · 108 kg/(y nm/s2)
Ks1 1.06 · 1011 kg/(nm/s2)
Kc1 2.11 · 1010 kg/(nm/s2)
Os1 6.63 · 108 kg/(nm/s2)
Oc1 6.64 · 108 kg/(nm/s2)
Qs1 6.64 · 108 kg/(nm/s2)
Qc1 6.64 · 108 kg/(nm/s2)
P s1 6.64 · 108 kg/(nm/s2)
P c1 6.64 · 108 kg/(nm/s2)
M s2 6.63 · 108 kg/(nm/s2)
M c2 6.65 · 108 kg/(nm/s2)
Ss2 6.64 · 108 kg/(nm/s2)
Sc2 6.64 · 108 kg/(nm/s2)
N s2 6.64 · 108 kg/(nm/s2)
N c2 6.64 · 108 kg/(nm/s2)
Ks2 1.23 · 1011 kg/(nm/s2)
Kc2 2.97 · 1011 kg/(nm/s2)
Table 4.5: Baseline Simulation Formal Standard Deviation
4.2.3 Sensitivity Analysis
After presenting the baseline simulation, the inﬂuence of the multitude of dif-
ferent parameters in the simulation and computation steps needs to be assessed. They
can roughly be separated into settings of the ﬁlter (e.g. type, window, bandwidth),
of the mass anomalies (e.g. number, geometry, mass variability), as well as of the
simulation itself (e.g. time span, regional restriction), and are going to be ordered
in that fashion. Three purposes are being served: First, a set of parameters can be
determined that enable the (relatively) best solution given simulated orbit data. Sec-
ond, if certain criteria have a signiﬁcantly larger impact on the results than others,
this should be noted for future work using real GRACE data. Third, it is veriﬁed if
the signiﬁcant inconsistencies of the CRN ﬁlter with simulated data are also due to
simulation parameters and can be mitigated.
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C 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 -1
Lin 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ks1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 -1
Kc1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 -1
Os1 0 0 0 0 1 0 0 0 0 0 0 -0.1 0 0 0 0 0 0
Oc1 0 0 0 0 0 1 0 0 0 0 0.1 0 0 0 0 0 0 0
Qs1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 -0.1 0 0
Qc1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0.1 0 0 0
P s1 0 0 0 0 0 0 0 0 1 0 0 0 0 -0.1 0 0 0 0
P c1 0 0 0 0 0 0 0 0 0 1 0 0 0.1 0 0 0 0 0
Ms2 0 0 0 0 0 0.1 0 0 0 0 1 0 0 0 0 0 0 0
M c2 0 0 0 0 -0.1 0 0 0 0 0 0 1 0 0 0 0 0 0
Ss2 0 0 0 0 0 0 0 0 0 0.1 0 0 1 0 0 0 0 0
Sc2 0 0 0 0 0 0 0 0 -0.1 0 0 0 0 1 0 0 0 0
N c2 0 0 0 0 0 0 0 0.1 0 0 0 0 0 0 1 0 0 0
N c2 0 0 0 0 0 0 -0.1 0 0 0 0 0 0 0 0 1 0 0
Kc2 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 -1
Kc2 -1 0 -1 -1 0 0 0 0 0 0 0 0 0 0 0 0 -1 1
Table 4.6: Baseline Simulation Correlation Matrix
Impact of Diﬀerent CRN Filter Parameters
Test cases with Nc = 3, 5, 7, 9, Tf ≈ 70 s, 100 s and Bt = 0.05Hz, 0.10Hz
and their respective performance indices are shown in Table 4.7. Figure 4.5 shows
that the halving of the bandwidth has a large impact on the RMSEs of the ﬁlter
and the observable. Additionally, while the ﬁlter time span has a small impact on
the performance when using Bt = 0.10 Hz, it becomes a factor when reducing the
bandwidth. However, as Figure 4.6 suggests, these improvements are not large enough
to overcome the errors between ﬂyovers presented in Subsection 3.3.1, as the resulting
Mass RMSEs are still multiple orders of magnitude above the ones created using
analytic observables.
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RMSE
Nc Tf [s] Bt [Hz] Mass [Mt] Filter [nm/s
2] Observable [nm/s2]
3
69.9
0.05 95.70 0.17 0.25
0.10 91.35 0.40 0.44
99.9
0.05 90.02 0.21 0.27
0.10 88.68 0.40 0.44
5
70.5
0.05 91.56 0.23 0.29
0.10 89.29 0.39 0.43
100.5
0.05 90.18 0.20 0.27
0.10 104.44 0.39 0.43
0.05 91.79 0.23 0.29
70.7
0.10 113.02 0.38 0.42
100.1
0.05 90.73 0.20 0.27
7
0.10 88.74 0.39 0.43
9
71.1
0.05 101.83 0.22 0.29
0.10 107.09 0.37 0.42
99.9
0.05 92.10 0.19 0.27
0.10 95.48 0.39 0.42
Table 4.7: Impact of Number of Convolutions, Filter Window Length and Bandwidth.
The baseline case is highlighted. The Analytic Mass RMSEs are identical
to the baseline case.
Use of Polynomial Filter
To validate the implemented code and have an alternative diﬀerentiating ﬁlter
to the CRN method, a polynomial ﬁlter is designed to compare the observables and
the inferred mass. A 5th-order polynomial is ﬁt through the measurements at every
time step using the same ﬁlter window length Tf as before. The derived function
is then diﬀerentiated to generate range rate and acceleration, and evaluated at the
center point.
Table 4.8 shows the performance of the ﬁlter in terms of the RMSEs. While
the Filter and Observable errors are signiﬁcantly reduced, the Mass RMSE is actu-
ally increased. This is most likely due to the inherent limitations of approximating
extrema of sinusoidal time series using a low-order polynomial.
62
RMSE
Filter Mass [Mt] Filter [nm/s2] Observable [nm/s2]
CRN 113.02 0.38 0.42
Polynomial 182.44 0.07 0.19
Table 4.8: Impact of Polynomial Filter. The baseline case is highlighted. The Ana-
lytic Mass RMSEs are identical to the baseline case.
No Linear or Semidiurnal Components
As Table 4.9 and Table 4.10 show, the poor performance of the estimation using
ﬁltered observables can not be tied exclusively to the Constant, K1 and K2 triple, as
Table 4.3 might have suggested. The absolute values of the estimated constituents
still digress non-uniformly from the model, showing large diﬀerences in the periodic
and constant components. Furthermore, the condition number is still high, and the
Observable and Filter RMSEs do not reduce.
The cases using analytical measurements perform as well as before.
Two Mascons
A second mascon is added to the simulation, and test cases are run where the
two mascons are separated by ∆Lon = 0 deg, but ∆Lat = 0.5, 1, 5, 15 deg. The
mass variations structure is the same as the baseline case for each mass anomaly,
except that the total mass is conserved by dividing it in two, thus resulting in smaller
individual amplitudes. Figure 4.7 shows that while, relatively, a separation of only
1 deg or less is much worse than a larger separation, it is still possible to estimate
the anomalies in both grids. This gives conﬁdence in the previously chosen 3-by-4
degree grid sizes. (The boundaries to restrict measurements are now applied to each
of the mascons.)
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No Linear No Semidiurnal
Component Model Analytic Filtered Model Analytic Filtered
Constant 0 t 475.35 t 61.41 Mt 0 t 2.76 t -77.90 Mt
Linear 225 Mt/y 225.00 Mt/y 247.58 Mt/y
Ks1 0.94 0.94 1.40 0.94 0.94 1.66
Kc1 0.94 0.94 1.00 0.94 0.94 1.07
Os1 0.88 0.88 0.90 0.88 0.88 0.91
Oc1 0.88 0.88 0.93 0.88 0.88 0.91
Qs1 0.16 0.16 0.12 0.16 0.16 0.10
Qc1 0.16 0.16 0.09 0.16 0.16 0.14
P s1 0.32 0.32 0.36 0.32 0.32 0.38
P c1 0.32 0.32 0.28 0.32 0.32 0.30
M s2 15.91 15.91 15.95
M c2 15.91 15.91 15.89
Ss2 2.65 2.65 2.65
Sc2 2.65 2.65 2.57
N s2 3.18 3.18 3.20
N c2 3.18 3.18 3.20
Ks2 0.80 0.80 0.80
Kc2 0.80 0.80 0.72
RMSE Mass 0.01 kt 114.76 Mt 0.00 kt 103.3 Mt
Table 4.9: Impact of Mass Variability Structure. Note the diﬀerent scales for mass
units. Units are Gt except where noted.
Size of Regional Restriction
Table 4.11 shows that the region to restrict the measurements around the
mass anomaly is only a minor factor for the performance of the overall solution when
using ﬁltered observation, thus not having an impact on the performance of the CRN
ﬁlter (which would decrease the diﬀerence between the Filter and Observable RMSE).
While a larger region slightly decreases the Mass RMSE for the analytic observable, all
region size choices remain in approximately the same order of magnitude. Therefore,
the choice of the region size when examining a single mass anomaly is not a critical
design choice.
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No Linear No Semidiurnal
Condition Number 1.4 · 103 0.2 · 103
Observable RMSE 0.41 nm/s2 0.41 nm/s2
Filter RMSE 0.37 nm/s2 0.37 nm/s2
Table 4.10: Impact of Mass Variability Structure
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Figure 4.7: Impact of Adding a Second Mascon
Global vs. Regionally Restricted Measurements
Increasing the available measurements to encompass all time steps, and there-
fore the whole orbit around the globe, yields a notable improvement in the condition
number of the problem, see Table 4.12. This results in most correlation coeﬃcients
that used to be close to 1 (compare Table 4.6) to drop to about 0.3 to 0.8; only the
Constant-K2 remains 1. The Mass RMSE, using the analytic observable to estimate
the solution, can also be slightly reduced.
An important caveat to note here is that only one mass anomaly was included,
so the validity of this result when expecting multiple mass anomalies to be present in
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RMSE
∆Lon [deg] ∆Lat [deg] Mass, A. [t] Mass, F. [Mt] Filter [nm/s2] Obs. [nm/s2]
1 2 25.21 123.77 0.36 0.40
3 4 8.65 113.02 0.38 0.42
5 6 6.11 92.87 0.38 0.41
Table 4.11: Impact of Size of Region. The baseline case is highlighted. Note the
diﬀerent scales for mass units.
the simulation is not guaranteed.
Condition Number Analytic Mass RMSE
5 years 10 years 5 years 10 years
Regional 3157.2 8689.6 8.7 t 8.7 t
Global 44.8 84.3 1.7 t 2.5 t
Table 4.12: Inﬂuence of Regionally Restricting Measurements
Simulation Time Span
Restricting available measurements to a small grid element greatly reduces the
information content available to the least squares problem, which can theoretically
be countered by increasing the time span during which data is collected. Figure 4.8
shows the RMSEs of the mass time series and the ﬁlter output for time spans between
1 and 10 years (note the diﬀerent scaling factors). The Mass RMSE of the analytic
observable stays approximately constant and shows no trend between the diﬀerent
time spans, indicating that given accurate observations, reliable estimates can be
computed using only a couple of year's data.
For completeness, the results using the low-quality ﬁltered observable are
shown as well, being consistently poor, but constantly improving with more data.
This is most likely due to eﬀect of averaging out the higher-frequency noised intro-
duced by the CRN ﬁlter. However, this trend is not likely to continue forever, as the
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Figure 4.8: Impact of Simulation Time Span
ﬁlter error increases steadily (also compare Figure 3.5).
Sampling Frequency and Measurement Noise
Table 4.13 shows simulations run to test whether the estimate improves when
increasing the sampling frequency from the current GRACE default of 0.2 Hz up to
the native measurement frequency of 10 Hz. Interestingly, an increase in available
data does increase the Mass RMSEs slightly (for a total time span of 10 years of
simulation, and no added measurement noise). For the estimate using the analytic
observable, this is possibly due to accumulation of errors in the mapping matrix, which
is computed using the nominal (not true) orbit. For the estimate with the ﬁltered
observable, it might have a reduced eﬀect given the poor quality of the diﬀerentiated
observable. In general, though, this supports the current standard of using 0.2 Hz
data, which has the additional beneﬁt of reduced computation time.
When adding measurement noise (white, σobs = 2 nm/s
2) to both the analytic
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Mass RMSE, no noise Mass RMSE, with noise
fs [Hz] Analytic Filtered Analytic Filtered
0.2 8.38 · 10−6 129.71 573.92 390.67
1 8.54 · 10−6 131.25 194.87 273.04
10 8.65 · 10−6 131.19 43.28 165.48
Table 4.13: Impact of Sampling Frequency. The baseline case is highlighted. Units
are Mt except where noted.
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Figure 4.9: Impact of Sampling Frequency
and ﬁltered observable (again for a time span of 10 years), three key results change,
see Figure 4.9. First, the analytic observable produces mass time series estimates
on the same order of magnitude than the ﬁltered observables. Second, for the 5 s
sampling rate, the analytic Mass RMSE is actually higher than the ﬁltered Mass
RMSEindicating the noise reducing eﬀect of the CRN ﬁlter. Third, an increased
sampling frequency does signiﬁcantly change the Mass RMSE by up to one order of
magnitude.
The Filter RMSE now also mirrors the imposed noise variance σobs.
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Summary
Given the results of the sensitivity analysis, the three goals that motivated
this sensitivity analysis are reproduced and addressed in the following.
• Set of best simulation parameters. As the sensitivity analysis showed,
most changes had either a negligible (CRN parameters, increasing grid size,
diﬀerent polynomial and periodic constituents, total time span, sampling fre-
quency) or a negative (decreasing grid size, using a diﬀerent ﬁlter altogether)
eﬀect on the estimation problem. This supports the current best practices. The
only parameter that somewhat aﬀected the result was the decrease of the CRN
ﬁlter bandwidth when using analytic observables.
• Identiﬁcation of large-impact parameters. The largest inﬂuence by far
was between using the analytic (true) and ﬁltered observable, given the lat-
ter's already mentioned diﬀerentiation issues. Addressing these issues will be
paramount when going forward. The second key takeaway is that when using
observation corrupted by white noise, increasing the sampling frequency can
improve mass time series estimates signiﬁcantly.
• Veriﬁcation of CRN ﬁlter issues. Unfortunately, no changes made to
the simulation setup (number of ﬁlter convolutions, low-pass bandwidth, ﬁl-
ter length, regional restriction, removal of polynomial or periodic constituents)
could change the poor behavior of the direct double derivative version of the
CRN ﬁlter for simulated data.
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4.3 GRACE Acceleration Residuals Using Editing Orbits
As the simulations in Subsection 4.2.2 have shown, it is theoretically possible
to estimate mass anomalies using gridded observations, given high quality range ac-
celeration measurements. In this section, an attempt is made to ﬁnd mass anomalies
using GRACE data. As explained in Subsection 2.3.2, range acceleration residuals
act as a proxy when identifying regions where the mass variability is not fully under-
stood. Searching for spatial patterns in the residual accelerations is therefore a viable
ﬁrst step in the direction of investigating anomalous mass time series that give rise
to the unmodeled acceleration residuals. In this section, GRACE range acceleration
residuals as output by the orbit integration and gravity ﬁeld estimation procedure are
used. They are the diﬀerence (O-C) between the observed DOWR range acceleration,
and the range acceleration as implied by the GRACE editing orbits.
So far, the simulations in this work that aimed to estimate mass anomalies
have been carried out using 10 Hz rate measurements. However, Figure 3.13 of
Subsection 3.3.2 has suggested that it is more important to have accurate range
acceleration residuals, than to have more observationsif the latter rely on using
interpolated orbits and applying the CRN ﬁlter twice. Therefore, the native 0.2 Hz
sampling frequency of the GRACE range acceleration residuals is kept.
Figure 4.10 shows the standard deviations of the range acceleration residuals in
each grid element for the time span between 2005 and 2015. Clearly, the variability
is higher in some regions around the globe than others, conﬁrming the assessment
presented in the beginning of this study that processes there are not fully understood
and modeled yet.
Using (2.18) on a grid-by-grid basis, a linear trend and periodic variations can
be ﬁtted to the residual accelerations accumulated over the 11 year time span. If the
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Figure 4.10: Standard Deviation of GRACE Range Acceleration Residuals for the
period of 20052015, plotted in 3 degree bins.
Figure 4.11: Standard Deviation of the GRACE Range Accelerations after removing
the Fit for the period of 20052015, plotted in 3 degree bins.
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variability in the grid is mostly noise, the coeﬃcients for the polynomial and periodic
basis functions would tend towards zero. If nonzero coeﬃcients do emerge, however,
we expect this bin to still contain a signal that is yet to be incorporated into the
models.
As Figure 4.13 and Figure 4.14 show, most estimated grid coeﬃcients are
indeed close to zero. In regions that exhibit large total standard deviations, this
indicates that the variability is either due to noise, or is not explainable by any of
the polynomial terms or tidal frequencies that were assumed in the ﬁtting model.
In some areas, however, the constant bias, K1, O1 and M2 components of the ﬁt
do present clear spatial patterns (e.g. O1 between Antarctica and Australia, or M2
around the Amazon basin). This indicates that further investigation to understand
the local activity is warranted.
The total ﬁt function is then the sum of the periodic part (as deﬁned by the
coeﬃcient and harmonic frequencies) and the polynomial part (using the constant
bias and linear trend). The variability of the periodic ﬁt indicates which regions' ac-
celeration residuals could best be ﬁt by the model (Figure 4.12). After removing the
total ﬁt function for each grid from the whole time series, the new acceleration resid-
uals variability is shown in Figure 4.11. While the standard deviations did decrease
in the most prominent regions, it did not have a signiﬁcant impact.
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Figure 4.12: Standard Deviation of the Periodic Fit for the period of 20052015,
plotted in 3 degree bins.
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(a) Constant (b) Linear
Figure 4.13: Estimated Polynomial Fit Coeﬃcients for GRACE Acceleration Resid-
uals for the period of 2005-2015, plotted in 3 degree bins.
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Figure 4.14: Estimated Periodic Fit Coeﬃcients for GRACE Acceleration Residuals
for the period of 20052015, plotted in 3 degree bins.
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Chapter 5
Conclusion
This chapter will conclude the study by presenting key ﬁndings and putting
them into context. First, the main results of the simulations and data analyses are
summarized in Section 5.1. Then, Section 5.2 will suggest a way forward.
5.1 Summary
The center of this work has been the development and use of a simulation
and estimation framework to infer local mass anomalies using regionally restricted,
GRACE-like observations. Starting from ﬁrst principles, the equations of motion of a
particle under the inﬂuence of other point masses (the N-body problem) were derived
to lay the mathematical groundwork to simulate the satellite's orbits. Separating the
terms of known inﬂuence on the satellites (simpliﬁed to be the spherical, homoge-
neous Earth) from each spacecraft's absolute acceleration led to a linear least squares
formulation to estimate mass variations using inter-satellite range acceleration mea-
surements.
To generate simulated acceleration measurements, two methods were intro-
duced. First, analytical equations were derived to directly compute absolute space-
craft acceleration as a function of all the masses present in the system, including
the mass anomalies (referred to as the analytic observable). This true acceleration
would not be obtainable in real life applications, which is why the second approach
used range (as can be output quite precisely using the onboard microwave ranging
instrument) and a CRN-class digital ﬁlter to create range acceleration observations
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(called ﬁltered observables). This process, however, yielded signiﬁcantly worse re-
sults when used with anything other than actual GRACE data. Speciﬁcally, it has
introduced high-frequency variations in its second derivative output when used on
simulated range measurements, attaining an RMSE of about 0.4 nm/s2only an or-
der of magnitude below the analytical range acceleration itself. This behavior is most
likely due to the the low quality orbits produced by Matlab's standard integrators.
Using ten years of simulated orbits, consisting of point-mass Earth, one mass
anomaly and two satellites, measurements were then restricted to a region in close
proximity to the mass anomaly. The analytic and ﬁltered observations were each
used independently to infer the anomaly's mass variability. In the former case, the
estimated solution was very accurate, with the Mass RMSE being less than a kiloton
for a total signal of up to several gigatons (corresponding to about a nanometer
of water height over the surface area analyzed). It also proved to be robust when
changing the number of mass anomalies simulated, their respective geometry, or their
variability function.
Using the ﬁltered observables, however, failed to achieve an accurate solution
because of the digital ﬁlter's insuﬃciencies when operating on the simulated data.
Inferring the mass time series yielded total Mass RMSEs of more than 100 Mt for
the same truth model as above (comparable to 2 cm of water height over the surface
area), and individual error components of several gigatons. A sensitivity analysis
was performed to assess the inﬂuence of ﬁltering and simulation parameters such
as the size of the regional restriction, the mass variability structure, and the CRN
parameters on the estimation results. All changes, however, were negligible compared
to the loss of quality in going from analytical to ﬁltered observables.
As inter-satellite range acceleration is proportional to the masses exerting in-
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ﬂuence on the spacecraft, spatial patterns in the former will also be present in the
latter. Using GRACE mission data from 2005 to 2015 and dividing the data into grid
elements spanning Earth's surface, regions of higher acceleration residuals variability
were identiﬁed. Speciﬁcally, regions around the Falkland Islands, in the South Indian
Ocean, in Northeastern Australia, and around Peru exhibited a range acceleration
standard deviation of up to 2 nm/s2.
Finally, polynomial and periodic coeﬃcients were ﬁt to the acceleration resid-
ual time series of each grid element to assess whether the variability could be explained
by noise, or if there was actually a signal to be investigated. The estimation process
yielded ﬁtting functions, whose largest components (for the same regions mentioned
above) were the constant bias, K1, O1, M2 and K2, reaching up to ±1 nm/s2 in
amplitude. However, the overall reduction in the variability of the residuals was not
particularly signiﬁcant.
5.2 Outlook
As the signiﬁcant diﬀerence in the mass estimation results between the an-
alytical and ﬁltered observable show, data quality is the single largest inﬂuence on
whether local signals can be resolved. Several observations can be made:
• Given accurate measurements and a detailed background force model, restrict-
ing the measurements spatially does allow for local mass anomalies to be esti-
mated.
• Special attention should be given to the quality of the orbit propagator and to
the numerical diﬀerentiation methods to avoid the introduction of noise when
generating acceleration observables.
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• When trying to reduce the variability in the GRACE mission's range acceler-
ation residuals, ﬁtting functions may need to be more sophisticated than the
ones used in this study to entail a signiﬁcant improvement.
The full potential of currently available observations, therefore, still needs
to be reached. Going forward, similar simulation studies using higher quality orbit
integrators (such as MSODP) should be conducted to validate the preliminary results
presented here. Furthermore, a deeper investigation of the numerical processes giving
rise to the issues of the CRN ﬁlter when used in its second-order version could yield
improvements to the ﬁlter (possibly in the form of higher-precision computing), or
consensus on when to avoid using it. These assessments will be essential in the future,
as the quality of the measurements increases with upcoming missions like GRACE
Follow-On, and data analysis methods could be the limiting factor in the solution
quality.
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Appendix A
Algorithms
A.1 Hermite Interpolation
(This appendix uses diﬀerent indices and ranges than the rest of this work for read-
ability purposes.)
GRACE position and velocity data is computed and stored for 5 s intervals.
When the satellite's state is needed at intermediate times for post-processing appli-
cations, Hermite interpolation can be applied. It is based on the Lagrange interpola-
tion function, which ﬁts a polynomial of degree n− 1 exactly through n data tuples
(tk, xk), called knots. Hermite interpolation additionally requires that the polyno-
mial's derivative pass through the derivatives of the knots at (tk, x˙k) [23, Ch. 1].
This is particularly useful, as orbit solution for GRACE are precisely known in po-
sition and velocity, and thus the velocity information can be used to smoothen the
position time series. By adding the derivative constraints, the degree of the inter-
polator increases to 2n − 1. The Hermite interpolating function is then given by
f(t) =
n∑
k=1
Uk(t)xk +
n∑
k=1
Vk(t)x˙k
f˙(t) =
n∑
k=1
U˙k(t)xk +
n∑
k=1
V˙k(t)x˙k
(A.1)
for each coordinate x, y, z. In order to match the knot values xk and their derivatives
81
x˙k at the knot times tk, the auxiliary functions Uk(t) and Vk(t) suﬃce
Uk(tj) = δjk Vk(tj) = 0
U˙k(tj) = 0 V˙k(tj) = δjk
where δjk is the Kronecker delta. This is enabled by choosing
Uk(t) =
(
1− 2(t− tk)L˙k(tk)
)
L2k(t)
Vk(t) = (t− tk)L2k(t)
Their derivatives are therefore
U˙k(t) = 2
(
L˙k(t)− L˙k(tk)Lk(t)− 2(t− tk)L˙k(tk)L˙k(t)
)
Lk(t)
V˙k(t) = L
2
k(t) + 2(t− tk)Lk(t)L˙k(t)
Uk(t) and Vk(t) are deﬁned using the Langrange interpolating polynomial
Lj(t) = Cj
n∏
k=1
k 6=j
(t− tk) where Cj =
n∏
k=1
k 6=j
(tj − tk)−1 (A.2)
and its derivative
L˙j(t) = Cj
n∑
k=1
k 6=j
n∏
l=1
l 6=j,k
(t− tl)
suﬃcing Lj(ti) = δij to match the knot values.
While Hermite interpolating functions are smooth in x, and continuous in x˙,
no guarantee can be made about the smoothness of x˙. In fact f˙(t) usually exhibits
oscillatory behavior between the knot times tk, especially when approximating sinu-
soidal functions. This eﬀect is mitigated by keeping the number of knots low (n = 4
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for GRACE), eﬀectively reducing the order of the polynomial. This implies that the
interpolator is now deﬁned piecewise, i.e. only the four closest knots to the target time
are used to interpolate the data series. A piecewise Hermite interpolator, however,
will exhibit discontinuities in the derivatives at the knot tuples, another important
negative side eﬀect, that needs to be considered when using a digital ﬁlter on the
interpolated data.
A.2 Time Systems
It should be noted that given the diﬀerent data inputs, diﬀerent time systems
have to be used. Speciﬁcally,
• GRACE satellite clocks (GRC) are synchronized with the GPS time system
to date measurements. As such, they don't observe leap seconds. However,
they are not counted in weeks and seconds since the GPS epoch is at midnight
January 6, 1980, but use (only) seconds since noon, January 1, 2000 (referenced
as the J2000 epoch).
• Julian Date (JD) is counted as days since noon Universal Time (UT) on Jan-
uary 1, 4713 BC. It is tied to Earth's position relative to the sun, and most
commonly used in its Universal Time Coordinated (UTC) variant (the diﬀer-
ence between UT and UTC being kept at less than 0.9 s at every point in time
by the introduction of leap seconds).
• Tide calculations rely on ephemerides of Earth, Moon and the Sun. Since 2001,
the time system used for astronomical observations is Terrestrial Time (TT), a
theoretical time system approximated post-factum.
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• The Greenwich Apparent Sidereal Time (GAST) can be understood as the local
solar time at every point on Earth, meaning that noon will always coincide with
the highest sun elevation angle. GAST can be derived from JD.
• To convert between the Earth-Centered Inertial and Earth-Fixed frames, the ro-
tation angle of Earth with respect to the J2000 epoch is needed. It is calculated
using hour angles, derived from GAST.
GPS is always 19 seconds behind of TAI, and TAI is always 32.184 seconds behind
TT [24, Recommendation IV], therefore
TT = TAI + 32.184 s = GPS + 32.184 s + 19 s
The conversion between GRACE seconds to JD follows
JD = (GRC− LS)/86400 s/d + 2451545 d
and satisﬁes the diﬀerent epochs of GRC and GPS. LS denotes the leap seconds
introduced to UTC since the start of GPS time.
Finally, GAST can be computed as described by the US Naval Observatory [25].
A.3 Reference Frames
For simplicity, converting between the Earth-Centered, Earth-Fixed (ECEF)
and Inertial (ECI) reference frame is reduced to a single rotation about the Earth's
z-axis. The rotation angle between the ECI reference x-axis and the instantaneous
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ECEF x-axis is given by the aforementioned hour angle:
γ = GAST/24 h · 2pi
Then, the conversion for any vector ~y becomes
~y ECEF =

cos γ sin γ 0
− sin γ cos γ 0
0 0 1
 ~y ECI
Diﬀerences in orbits are much more palpable when presented in the Radial,
Transversal and Normal (RTN) reference frame. It is deﬁned by the instantaneous
state ~r, ~˙r of a spacecraft in orbit, as the radial direction eˆR is given by the position,
and the normal direction eˆN is perpendicular to the orbit plane. The transversal
direction eˆT completes the right-hand system (position and velocity in ECI):
eˆR = rˆ =
~r
r
eˆT =
eˆN × eˆR
‖eˆN × eˆR‖
eˆN =
~r × ~˙r
‖~r × ~˙r‖
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