Abstract: Canonical signed digit (CSD) encoding is applied to the COordinate Rotation DIgital Computer (CORDIC) algorithm. The closedform expressions of angle quantization error are obtained and verified with the simulation results, showing that the CSD-based CORDIC algorithm improves the accuracy significantly if the rotation angle is decomposed appropriately. The VLSI implementation results show that the proposed CSD-based CORDIC algorithm remarkably reduces the execution time of the conventional CORDIC algorithm.
Introduction
COordinate Rotation DIgital Computer (CORDIC) algorithm has long been a unified solution for a wide range of real-time arithmetic operations (e.g, trigonometric, transcendental and linear functions) used in the domain of multimedia processing and communication systems [1] . One of the latency bottlenecks is the sequential decision of the rotation directions [2] . One of the attempts made to break the bottleneck is the so-called hybrid CORDIC algorithm, which makes it possible to determine the rotation directions in parallel based on the 2's complement representation of the rotation angle [3, 4, 5] .
In this letter, the canonical signed digit (CSD) encoding [6, 7, 8 ] is applied to the 2's complement representation of the rotation angle. The closed-form expressions of the angle quantization error are obtained and it is shown that the CSDbased CORDIC algorithm improves the accuracy significantly if the rotation angle is decomposed appropriately. The VLSI implementation results verify that, given the level of accuracy, the execution time of a CORDIC operation can be reduced by skipping some of the iterations appropriately.
Principle of CORDIC algorithm
As shown in Fig. 1 , a vector p 0 ¼ ½x 0 y 0 T is rotated by an angle θ to obtain another vector p N ¼ ½x N y N T , i.e., p N ¼ Rp 0 , where the rotation matrix R is defined as
The rotation angle θ is then decomposed into the N sub-angles of
In detail, the actual rotation angle is expressed aŝ
where the n-th rotation direction n 2 fÀ1; þ1g is given as
It follows from Eq. (3) that the rotation by θ is achieved by applying N consecutive rotations by the sub-angles of S. More specifically, the n-th rotation is expressed as p n ¼ R nÀ1 p nÀ1 , where the rotation matrix R n is defined as
being the scale factor. Note that the scale factor can often be removed in each rotation since the magnitude of the final output can be scaled by K ¼ Q NÀ1 n¼0 K n or the exact scale factor is not required (e.g., digital up/down converter) [1] . Therefore, from Eq. (5), the left-multiplication by R n can be seen as a set of shift-and-add operations.
Analysis of rotation accuracy
Let the desired rotation angle θ be decomposed into the more significant part 1 and the less significant part 2 , i.e., ¼ 1 þ 2 . Such angle decomposition allows for parallel decision of rotation directions for the less significant part in the hybrid CORDIC algorithm. Moreover, the angle decomposition makes it possible to apply the CSD encoding to the less significant part, as will be explained later.
The more significant part 1 is again decomposed into the N 1 sub-angles of
In detail, 1 is expressed as
where the n-th rotation direction 1;n 2 fÀ1; þ1g is given as
In other words, the rotation by 1 is achieved by applying N 1 consecutive CORDIC iterations. The less significant part 2 is approximated by the actual rotation angle, 2 , that is decomposed into the Q sub-angles of
where an integer P represents the offset of the sub-angle set. In detail, 2 is expressed as
where the n-th rotation direction 2;n is taken from fÀ1; 0; þ1g. (This is the main difference from the conventional CORDIC algorithms and the hybrid CORDIC algorithm), which helps to improve the accuracy, as will be shown later.) Moreover, it is assumed that 
In other words, at most N 2 sub-angles (out of the Q sub-angles), i.e., at most N 2 (non-consecutive) CORDIC iterations, are used for the rotation by 2 . Consequently, the rotation by θ is achieved by at most N :
In order to allow for the parallel decision of rotation angles, the sub-angles in S 2 are approximated by the power-of-two values of the smallest sub-angle Δ, i.e.,
which corresponds to the generalization of the hybrid CORDIC algorithm where the rotation directions are obtained based on the 2's complement representation for the less significant part [3] . Here Δ is assumed to be either
If θ is restricted to the domain of convergence, 2 is bounded as j 2 j ¼ j À 1 j < arctanð2 ÀðN 1 À1Þ Þ according to the convergence theorem [9] . Since
where
where the i-th digit b i is taken from f0; 1g. The decision of the rotation directions f 2;n : n ¼ 0; 1; Á Á Á ; Q À 1g is based on the M most significant bits, i.e., fb n : n ¼ 1; 2; Á Á Á ; Mg, which can be obtained directly from the 2's complement representation of the normalized rotation angle, i.e., 2 =Á. It is clear in Eq. (10) and Eq. (14) that the desired rotation angle 2 is generally different from the actual rotation angle 2 . If the rotation directions are set such that Eq. (14) can be rewritten as
it readily follows from Eq. (10) and Eq. (15) that the angle quantization error " :¼ 2 À 2 is given as
where e n is defined as
It is shown in Eq. (16) that the angle quantization error can be seen as the sum of two different errors, i.e., " ¼ " 1 þ " 2 where " 1 is the rotation-dependent error defined as
and " 2 is the rotation-independent error defined as
It should be pointed out that " 1 occurs due to the approximation of arctangents, i.e., arctanð2 Àn Þ % 2 Àn and is dependent on the rotation directions. On the other hand, " 2 occurs due to the angle quantization, independently of the rotation directions, and is bounded as j" 2 j Á.
Hybrid CORDIC
Let us set P and Q as P ¼ N 1 and Q ¼ N 2 . The rotation directions are related to the M ¼ N 2 most significant bits as
thereby satisfying Eq. (15). Since 2;n is taken from fÀ1; þ1g, the rotation by θ is achieved by N consecutive CORDIC iterations. It can be understood in Eq. (18) that j" 1 j is maximized when 2;n ¼ signðe n Þ. Thus j"j is bounded as
Recall that the angle quantization error of the conventional CORDIC algorithm with N iterations is bounded as j"j arctanð2 ÀðN 1 þN 2 À1Þ Þ :¼ E 0 [9] . Thus the accuracy gain of hybrid CORDIC algorithm is measured by E 0 =E H . From Eq. (17) and Eq. (21), it follows that E 0 =E H < 1 and, more importantly,
In other words, the hybrid CORDIC algorithm attains almost the same accuracy of the conventional CORDIC algorithm if N 1 is so large that the rotation-dependent error becomes negligible (compared to Δ).
CSD-based CORDIC
Let us set P and Q as P ¼ N 1 À 1 and Q ¼ 2N 2 À 1. The CSD encoding is applied to the M ¼ ð2N 2 À 2Þ most significant bits, i.e., fb n : n ¼ 1; 2; Á Á Á ; Mg, thereby generating the M canonical signed digits fd n : n ¼ 0; 1; Á Á Á ; M À 1g, in other words,
Then the rotation directions are related to the CSD representation as
which makes Eq. (15) hold true. In addition, Eq. (11) also holds true since adjacent canonic signed digits (i.e., d n and d nþ1 ) are never both non-zero [6] . In other words, the total number of CORDIC iterations is constrained to be no more than N. It is also worth mentioning that the sub-angle arctanð2 ÀN 1 Þ is used twice for the rotation by θ (i.e., belonging to both S 1 and S 0 2 ) and that the last rotation direction is set to be 1. This can be explained by the conversion from b n 2 f0; 1g to 2;n 2 fÀ1; 0; þ1g.
If Á ¼ Á 1 , j" 1 j in Eq. (18) is maximized when 2;2i ¼ 0 and 2;2iþ1 ¼ signðe 2iþ1 Þ for i ¼ 0; 1; Á Á Á ; N 2 À 2, since e 0 ¼ 0 and je 1 j > je 2 j > je 3 j > Á Á Á. Consequently, j"j is bounded as
If Á ¼ Á 2 , then e n is positive and je n j decreases with n, i.e., je 0 j > je 1 j > je 2 j > Á Á Á . Hence j" 1 j is maximized either when 2;2i ¼ 0 and 2;2iþ1 ¼ 1 for i ¼ 0; 1; Á Á Á ; N 2 À 2 or when 2;n ¼ À1 for n ¼ 0 and 2;n ¼ 0 for n ¼ 1; 2; Á Á Á ; 2N 2 À 3 (depending on N 1 and N 2 ). Consequently, j"j is bounded as
From Eq. (17) and Eq. (22), it follows that E 0 =E C;1 % E 0 =E C;2 ! 2 N 2 À2 as N 1 ! 1. This implies that the CSD-based CORDIC algorithm improves the accuracy by (N 2 À 2) bits if N 1 is large enough to make the rotation-dependent error negligible.
Simulation results
In this section, the angle quantization error is evaluated with emphasis on the angle quantization error. Therefore other error sources (e.g., the quantization error of the datapath) are ignored in this section. Fig. 2 shows the dependence of the angle quantization error on N 2 with respect to N 1 . The closed-form expressions in the previous sections (solid lines) match quite well with the simulation results (dashed lines) where the rotation angle is uniformly distributed within the domain of convergence. It is verified that the hybrid CORDIC algorithm achieves almost the same accuracy as the conventional CORDIC algorithm if N 2 2N 1 , as analyzed in [2] . Furthermore, in terms of accuracy, the CSD-based CORDIC algorithm (Á ¼ Á 1 ) outperforms the conventional CORDIC algorithm by (N 2 À 2) bits if N 2 N 1 , as analyzed previously. Fig. 3 shows the impact of the angle decomposition on the accuracy of the CSD-based CORDIC algorithm. The left-side figure shows that the accuracy gain of CSD-based CORDIC algorithm improves linearly with N 2 if N 2 N 1 and degrades with N 2 otherwise. Recalling that the number of the rotation directions decided in parallel increases with N 2 , given the total number of CORDIC iterations N, equal decomposition of the rotation angle (i.e., N 1 ¼ N 2 ) can be seen as a good trade-off between accuracy and latency, as shown in the right-side figure. It is shown that, with N 1 ¼ N 2 , the accuracy gain monotonically increases with the number of iterations. Fig. 4 shows the block diagram of the CSD-based CORDIC algorithm. The CSD encoding generates the canonical signed digits in parallel, which are then fed into the datapath as the rotation directions. The wordlengths of x and y datapath and the angle were appropriately set to limit the quantization error [10] . Note that only the CSD encoding block and the multiplexer in the datapath (displayed in gray) are added to the conventional CORDIC hardware. The proposed algorithm was implemented in Verilog HDL and synthesized with Synopsys Design Compiler using a 0.18-um CMOS technology. It turned out that the aforementioned additional hardware blocks occupy only a small fraction of the total hardware area, for example, about 300 gate-equivalents (GE) out of 3300 GE (less than 10%) for
Furthermore, the CSD encoding accounts for a negligible fraction of the total execution time, for example, 2.1 nsec out of a few hundred nanoseconds for N 1 ¼ N 2 ¼ 7. It should be noted that, by reducing the number of canonical signed digits generated in parallel and allowing for a correspondingly longer execution time in the CSD encoding, the additional hardware area can be reduced into an ignorable level (e.g., a few % of the total hardware area).
The pre-layout simulation results were bit-accurately verified and the overall quantization error (including the quantization error in the datapath) with equal decomposition of the rotation angle (N 1 ¼ N 2 ) was measured. In order to compare the computational complexity for the same accuracy level, the number of iterations is set to be P þ Q ¼ 3N 1 À 2 for the conventional CORDIC algorithm and N 1 þ shows that the measurement results of overall quantization error (solid lines) match well with the previous analysis of angle quantization error (dashed lines). This implies that the overall quantization error is dominated by the angle quantization error. It can also be understood that one additional iteration decreases the quantization error by 6 dB and 9 dB for the conventional CORDIC algorithm and the CSDbased CORDIC algorithm, respectively. In addition, the right-side figure of Fig. 5 shows that the CSD-based CORDIC algorithm significantly reduces the execution time per CORDIC operation, i.e., the product of the number of iterations and the execution time per iteration. For example, for N 1 ¼ N 2 ¼ 7, the number of iterations is 19 and 14 for the conventional CORDIC algorithm and the CSDbased CORDIC algorithm, respectively. The execution time per iteration was measured to be 10.7 nsec and thus, taking into account the CSD encoding time, the CSD-based CORDIC algorithm reduces the execution time per CORDIC operation from 204.4 nsec down to 152.7 nsec (25% reduction), thereby improving the hardware throughput. Finally, it is worthwhile to mention that the throughput gain continuously increases with the number of iterations as shown in Fig. 5 .
Conclusion
In this letter, the accuracy of the CSD-based CORDIC algorithm is analyzed. Based on the closed-form expressions of the angle quantization error, it is shown that the accuracy gain is maximized when the rotation angle is decomposed equally. Moreover, the VLSI implementation results show that the CSD-based CORDIC algorithm improves the hardware throughput remarkably for the given accuracy level.
