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Strongly mixing operators on Hilbert spaces and
speed of mixing
Vincent DEVINCK
Abstract
We investigate the subject of speed of mixing for operators on infinite dimensional Hilbert
spaces which are strongly mixing with respect to a nondegenerate Gaussian measure. We
prove that there is no way to find a uniform speed of mixing for all square-integrable
functions. We give classes of regular functions for which the sequence of correlations
decreases to zero with speed n−α when the eigenvectors associated to unimodular eigen-
values of the operator are parametrized by an α-Ho¨lderian T-eigenvector field.
Mathematics Subject Classification (2010) codes: 37A05, 37A25, 58D20, 65F15
1 Introduction
In this paper, we will be interested in the dynamics of a bounded linear operator T acting on
a complex separable infinite dimensional Hilbert space H from the measure-theoretic point
of view, and more precisely in the strong mixing property of T . The study of strongly mixing
operators on infinite dimensional spaces was begun in 2006 by Bayart and Grivaux in [2]
where they give conditions on T so that T admits a nondegenerate Gaussian measure m
with respect to which it defines a strongly mixing transformation on (H,m). In a second
work, they extended this result when the underlying space is a complex separable Banach
space of type different from 2 (see [3]). The idea of studying a linear operator from the
measure-theoretic point of view is that measurable dynamics and topological dynamics are
connected: if an operator T acting on some complex separable infinite dimensional Banach
space X turns out to be ergodic with respect to some nondegenerate measure, then the
operator is hypercyclic, that is there exists a vector x in the space X such that the orbit
Orb(x, T ) = {T nx ; n ≥ 0} of x under the action of T is dense in X. Building from the work
in [2] and [3], our aim is to study the convergence to zero of the correlations in the definition
of the strong mixing property.
All the definitions on ergodic theory can be found in [15]. The first important concept is
that of measure-preserving transformation.
Definition 1.1. Let (X,B,m) be a probability space. We say that a measurable map
T : (X,B,m) −→ (X,B,m) is a measure-preserving transformation if for any measurable set
A in B, we have m(T−1(A)) = m(A).
To begin with, we should recall the fundamental notion of ergodicity.
Definition 1.2. Let (X,B,m) be a probability space. We say that a measure-preserving
transformation T : (X,B,m) −→ (X,B,m) is ergodic if one of the two equivalent conditions
is satisfied:
(i) for every measurable set A in B, if T−1(A) = A, then m(A) = 0 or m(A) = 1;
(ii) for every functions f, g in L2(X,B,m),
1
N
N−1∑
n=0
∫
X
f(T nx)g(x) dm(x) −→
N→+∞
∫
X
f dm
∫
X
g dm
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We now define the central notion of the paper which is a stronger notion than ergodicity.
Definition 1.3. Let (X,B,m) be a probability space. We say that a measure-preserving
transformation T : (X,B,m) −→ (X,B,m) is strongly mixing if one of the two equivalent
conditions is satisfied:
(i) for every measurable sets A,B in B, m(T−n(A) ∩B) −→
n→+∞ m(A)m(B);
(ii) for every functions f, g in L2(X,B,m),
∫
X
f(T nx)g(x) dm(x) −→
n→+∞
∫
X
f dm
∫
X
g dm.
By the speed of mixing, we refer to the speed with which the correlation of order n between
f and g
In(f, g) :=
∫
X
f(T nx)g(x) dm(x) −
∫
X
f dm
∫
X
g dm (1.1)
converges to zero as n goes to infinity, where f and g belong to L2(X,B,m).
The fundamental notions of ergodicity, weak mixing (see the definition in [2]) or strong
mixing in ergodic theory are very studied when we deal with transformations on compact
sets (for more on the compact setting, see [9]). The notion of speed of mixing when the
transformation is strongly mixing on a compact set K is systematically studied and the way
of computation depends on the structure of the compact set K (see for instance [7], [8],
[16] or [17]). It is proved in these papers that, in the situations studied here, the sequences
of correlations decrease to zero with exponential speed when dealing with some classes of
regular functions.
Troughout this paper, H is a complex separable infinite dimensional Hilbert space, with
Borel σ-algebra B generated by the bounded real linear functionals Re〈x, ·〉 : H −→ R, where
x is a vector of H. It is equipped with a scalar product 〈u, v〉 which is assumed to be linear
with respect to v and conjugate-linear with respect to u and we adopt the convention that all
the scalar products which appear in the paper have this property. The algebra of bounded
linear operators on the Hilbert space H is denoted by B(H). Finally, T stands for the set of
all complex numbers of modulus 1 and µ is the normalized Lebesgue measure on T, that is
dµ = dθ2π .
The starting point of our investigation here is Theorem 3.29 of [2] which says that for
a bounded linear operator T on H whose eigenvectors associated to unimodular eigenvalues
are µ-spanning (Definition 2.3), there exists a Gaussian measure m on H (Definition 2.2)
for which T : (H,B,m) −→ (H,B,m) is a strongly mixing transformation. It is the object
of Section 2 to recall the main definitions and ideas around this result which will be useful
in our work. In particular, the parametrization of these eigenvectors by T-eigenvector fields
(Definition 2.6) in a regular way (Assumption 2.8) gives us the first basic result about speed
of mixing (Proposition 2.9) which is the kind of result we would like to generalize to a
broader class of functions than bounded linear functionals on H. We also give examples of
strongly mixing operators on Hilbert spaces where the T-eigenvector field is directly given
in a regular way (Examples 2.11, 2.12, 2.13 and 2.14) and where Assumption 2.8 is satisfied.
From the examples of α-Ho¨lderian T-eigenvector fields arises a natural question (Question
2.15): can we find a Hilbert space and a bounded linear operator on it which admits a T-
eigenvector field which is Ho¨lderian for a fixed Ho¨lder exponent? We give a positive answer
to it (Theorem 2.16). From now on, let T denote a bounded linear operator on the Hilbert
space H whose eigenvectors associated to unimodular eigenvalues are µ-spanning (Definition
2.3) and are parametrized by a T-eigenvector field E (Definition 2.6) which is α-Ho¨lderian
(α ∈ (0, 1]).
Our main problem is to study the convergence to zero of the sequence of correlations
(1.1) for any functions f and g in L2(H,B,m). A first natural question is to wonder if there
exists a sequence of positive real numbers (sn)n∈N going to zero as n goes to infinity such
that
|In(f, g)| ≤ Cf,g sn for any functions f and g in L2(H,B,m), (1.2)
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where the positive constant Cf,g only depends on f and g. In this case, we will say that the
correlation In(f, g) goes to zero with speed sn.
In Section 3, we give an answer to the problem (1.2) and we prove that there is no way
to have a speed of mixing in the whole space L2(H,B,m) (Theorem 3.4).
Sections 4 and 5 are devoted to study the problem (1.2) for functions f and g which
belong to some classes of regular functions in L2(H,B,m). In Section 4, we explain a way
of computation of the correlations by considering an orthogonal decomposition of the space
L2(H,B,m) which is given by the theory of Fock spaces. We then make some smoothness
assumption on our functions (condition (5.1)) and we prove that the Fourier coefficients
of such a function f have an integral representation (Lemma 5.2) which yields naturally a
sequence of useful multilinear forms associated to the components of f in its decomposition
as Wiener chaos (4.1). After proving several useful estimates involving these multilinear
forms, we prove the main theorem of the paper (Theorem 5.19) on the rate of mixing for
some classes of regular functions. More precisely, we define two classes X and Y of regular
functions in L2(H,B,m) having the property that for any f ∈ X and g ∈ Y there exists a
positive constant Cf,g such that for any n ≥ 1, |In(f, g)| ≤ Cf,g n−α. We finally give some
applications of this result by exhibiting concrete functions which belong to our classes X and
Y.
2 A known result about strongly mixing operators
We present here a result which is for us the starting point for the question of speed of mixing.
It gives a condition for an operator to admit a measure for which the operator is strongly
mixing. Before stating the theorem, we need to recall some definitions and facts about
Gaussian measures on complex Hilbert spaces. All the definitions and facts on Gaussian
measures stated below can be found in one of the references [5] or [10]. Even if the notion
of Gaussian measure can naturally be developped in the Banach space setting, we will stay
in the Hilbert case since our method to get a speed of mixing is purely Hilbertian (for
the definitions in the Banach case, see for instance [5]). Furthermore, Bayart and Matheron
proved in a recent paper ([4]) that the result of this section we are going to present (Theorem
2.4) is also true when the space is not a Hilbert space with the weaker conclusion that the
operator is a weakly mixing transformation.
2.1 Gaussian measures on Hilbert spaces
First, we have to introduce complex Gaussian distribution. For any σ > 0, let us denote by
γσ the centred Gaussian measure on R with variance σ
2, that is
dγσ =
1
σ
√
2π
e−t
2/2σ2 dt.
Definition 2.1. Let (Ω,F ,P) be a probability space and f : (Ω,F ,P) −→ C be a complex-
valued measurable function. Then we say that f has complex symmetric Gaussian distribu-
tion if either f is almost surely equal to zero or the real and imaginary parts Re f and Im f
have independent centred Gaussian distribution with the same variance.
In other words, a nonzero random variable f has a complex Gaussian distribution if and
only if its distribution is γσ ⊗ γσ for some σ > 0.
It is important to note that if f has complex symmetric Gaussian distribution then so does
λf for any complex number λ. In particular, f and λf have the same distribution when λ
is a complex number of modulus 1.
Definition 2.2. A Gaussian measure on H is a probability measure m on H such that for
every vector x of H, the bounded linear functional 〈x, ·〉 : y 7−→ 〈x, y〉 has complex symmetric
Gaussian distribution when considered as a random variable on (H,B,m).
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For a random variable f : (H,B,m) −→ C, we denote by varm(f) its variance with respect
to m, that is
varm(f) :=
∫
H
|f(z)|2 dm(z)−
∣∣∣∣ ∫H f(z) dm(z)
∣∣∣∣2
and in the special case where f = Re〈x, ·〉 is a bounded real linear functional, we denote the
variance of f by
σ2x :=
∫
H
(Re〈x, z〉)2 dm(z).
A fundamental result is that a Gaussian measure m on H has finite moments of all orders.
In particular, the quantity ∫
H
||x||2 dm(x) (2.1)
is always finite.
In order to study the properties of a Gaussian measure m, we introduce its covariance
operator Rm which is defined on H by the following equation:
〈Rmx, y〉 =
∫
H
〈x, z〉〈y, z〉 dm(z)
for every vectors x, y of H. According to (2.1), Rm is a bounded linear operator which is
self-adjoint and positive. Furthermore, Rm is of trace class. In fact, the Gaussian measurem
is completely determined by its covariance operator Rm: if R is a bounded linear self-adjoint
positive operator which is of trace class, then there is a unique Gaussian measure on H whose
covariance operator is R (see [5], Chapter 5).
In the sequel, we need some factorization of the covariance operator R of a Gaussian measure
m. Since R is a positive operator, it admits a square root, that is there exists a unique pair
(H˜,K) consisting in a separable Hilbert space H˜ and a bounded linear operator K : H˜ −→ H
such that R = KK∗. By the uniqueness we mean that if Hˆ is another Hilbert space and
K1 : Hˆ → H is such that R = K1K∗1 , then there is an isometry V : H˜ → Hˆ such that
K1 = KV
∗.
2.2 The result
It is now time to state the result which provides strongly mixing operators with respect
to a Gaussian measure. We need to point out the main ideas of the proof which will be
fundamental in the sequel. The condition for the operator to be strongly mixing with respect
to a Gaussian measure is to have sufficiently many eigenvectors associated to unimodular
eigenvalues. All the definitions and facts of the present section can be found in [2], [3] (or
the book [5] for a summary).
Definition 2.3. Let T ∈ B(H). We say that the eigenvectors of T associated to unimodular
eigenvalues are µ-spanning if for every µ-measurable subset A of T such that µ(A) = 1, the
eigenspaces Ker(T−λ), λ ∈ A, span a dense subset of H, where µ is the normalized Lebesgue
measure on T.
The result that we are going to start with is the following (see for instance [2]) and is due
to Bayart and Grivaux.
Theorem 2.4. Let T ∈ B(H). If the eigenvectors of T associated to unimodular eigenvalues
are µ-spanning, then there exists a nondegenerate invariant Gaussian measure m on H such
that T : (H,B,m) −→ (H,B,m) is a strongly mixing transformation.
Since a Gaussian measure is completely determined by its covariance operator, the idea
of the proof of this theorem is to construct directly the covariance operator R. Moreover,
the positivity of a covariance operator shows that we only need to build its square root
K : H˜ −→ H, where H˜ is a separable Hilbert space to determine. When R is a covariance
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operator, we will denote by m the probability measure associated to the operator R (or
equivalently to K). Recall that the measure m is said to be nondegenerate if m(U) > 0 for
every nonempty open subset U of H. Then, the following fact, which is proved in [5], collects
the main steps of the proof of Theorem 2.4.
Fact 2.5. Let T ∈ B(H).
(i) If K is a Hilbert-Schmidt operator, then m defines a Gaussian measure on H (in fact,
this is also a necessary condition).
We now assume that m is a Gaussian measure. Then we have:
(ii) the probability measure m is nondegenerate if and only if the operator K has dense range;
(iii) the probability measure m is T -invariant if and only if there exists a co-isometry V :
H˜ −→ H˜ such that the intertwining equation
TK = KV (2.2)
is satisfied;
(iv) when the above conditions are realized, the operator T is strongly mixing with respect to
the Gaussian measure m if and only if for every vectors x, y in H,
〈RT ∗nx, y〉 −→
n→+∞ 0.
With this result in hands, it remains to exhibit the operators K : H˜ −→ H and V :
H˜ −→ H˜ which make the intertwining equation (2.2) true. They are defined by using the
eigenvectors of T associated to the unimodular eigenvalues. We first need to introduce some
terminology.
Definition 2.6. Let T ∈ B(H). A bounded map E : T −→ H such that E(λ) belongs to
Ker(T − λ) for every λ in T is called a T-eigenvector field for T .
The definition of the operator K comes from a parametrization of the eigenvectors of T
associated to unimodular eigenvalues which is based on the following fact (see [2], Lemma
3.17).
Fact 2.7. There exists a countable family (Ei)i∈I of T-eigenvector fields for T such that
Ker(T − λ) = spanH[Ei(λ) ; i ∈ I] for every λ in T.
For our purpose, we can assume that we have a unique T-eigenvector field E for T (see [5]
for the general setting). Then, under the assumption that the eigenvectors of T associated
to the unimodular eigenvalues are µ-spanning, the following operators K : H˜ −→ H and
V : H˜ −→ H˜ defined on the separable Hilbert space H˜ = L2(T, µ) as
Kf =
∫
T
f(λ)E(λ) dµ(λ) and V f(λ) = λf(λ)
satisfy Fact 2.5. Moreover, the adjoint operator K∗ : H −→ L2(T, µ) of K is given by
K∗x = 〈x,E(·)〉
for every vector x of H. In order to prove that T is strongly mixing with respect to the
Gaussian measure m associated to K, it is crucial to see that 〈RT ∗nx, y〉 is a Fourier coeffi-
cient. Indeed, it is proved in Lemma 3.23 of [2] that for every vectors x, y of H we have the
following integral representation:
〈RT ∗nx, y〉 =
∫
T
λn〈x,E(λ)〉〈y,E(λ)〉 dµ(λ) = µ̂x,y(n) (2.3)
where
dµx,y(λ) = 〈x,E(λ)〉〈y,E(λ)〉 dµ(λ),
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which is a consequence of the intertwining equation (2.2). It is obvious that the normalized
Lebesgue measure on T is a Rajchman measure (that is the sequence (µˆ(n))n∈Z of its Fourier
coefficients tends to zero as |n| goes to infinity). Since the measure µx,y is absolutely con-
tinuous with respect to µ, it is also a Rajchman measure (see [13]) and the strong mixing
property follows.
We now want to give another proof of the convergence to zero of the sequence (〈RT ∗nx, y〉)n∈N
by making some regularity assumption on the T-eigenvector field E. The additional assump-
tion will provide a speed of convergence of this sequence and we will see in the examples
that this condition of smoothness arises naturally.
Assumption 2.8. There exists a real number α in (0, 1] such that the T-eigenvector field
E is α-Ho¨lderian, that is there exists a constant C(E) > 0 such that∣∣∣∣E(eiθ)− E(eiθ′)∣∣∣∣ ≤ C(E) |θ − θ′|α
for any θ, θ′ in [0, 2π).
The next result on the convergence to zero of the sequence of correlations (〈RT ∗nx, y〉)n∈N
explains the initial motivation of the paper.
Proposition 2.9. There exists a positive constant C(E,α) which only depends on E and α
such that, for every vectors x, y of H, we have
|〈RT ∗nx, y〉| ≤ C(E,α) ||x|| ||y||
nα
for any positive integer n.
Proof. To do this, we use a very classical argument which can be found in [12] (Chapter 1).
For x, y ∈ H, we consider the function fx,y : θ 7−→ 〈x,E(eiθ)〉〈y,E(eiθ)〉. By a change of
variable in the integral representation (2.3), we find that
〈RT ∗nx, y〉 = 1
2
∫ 2π
0
(
fx,y(θ)− fx,y
(
θ +
π
n
))
einθ
dθ
2π
.
Since E is α-Ho¨lderian with Ho¨lder constant C(E), the function fx,y is also α-Ho¨lderian and
||fx,y(θ)− fx,y(θ′)|| ≤ 2C(E) ||x|| ||y|| |θ − θ′|α
for any θ, θ′ in [0, 2π). Then the conclusion easily follows with the constant C(E,α) :=
C(E)πα.
Motivation 2.10. This proposition shows that, by taking f = 〈x, ·〉 and g = 〈y, ·〉, the
sequence of correlations (In(f, g))n∈N goes to zero with speed n−α since∣∣In(f, g)∣∣ ≤ C(E,α) ||x|| ||y||
nα
for any positive integer n. Thus, it is natural to wonder if there exists a uniform rate of
mixing in L2(H,B,m). For instance, have we got a convergence to zero of the sequence of
correlations (In(f, g))n∈N with speed n−α for any functions f, g in L2(H,B,m)?
2.3 Examples
In order to illustrate the previous subsection, let us give examples which show that the µ-
spanning condition is rather easy to check in general. In practice, the T-eigenvector field
is usually directly given with a regular parametrization. We will also construct a bounded
linear operator on a Hilbert space which admits an α-Ho¨lderian T-eigenvector field for a
fixed Ho¨lder exponent α. We denote by (en)n≥0 the canonical basis of ℓ2(Z+).
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Example 2.11. Let w be a complex number such that |w| > 1 and B be the classical
backward shift on ℓ2(Z+), that is Be0 = 0 and Ben = en−1 when n is a positive integer.
The eigenvectors of wB associated to the unimodular eigenvalues are E(λ) :=
∑
n≥0
(
λ
w
)n
en,
where λ belongs to T. It is proved in [2] (Example 3.3) that (E(λ))λ∈T is µ-spanning.
Furthermore, the map E : T −→ ℓ2(Z+) is a T-eigenvector field for wB which is a vector-
valued analytic function.
Example 2.12. We deal with an operator which has been introduced by Kalisch in [11]: it
is the so-called Kalisch-type operator T defined on L2([0, 2π]) by the formula
Tf(θ) = eiθf(θ)−
∫ θ
0
ieitf(t) dt
for any f in L2([0, 2π]). For any α in [0, 2π), let E(eiα) := 1(α,2π). Then E(e
iα) is an
eigenvector of T associated to the unimodular eigenvalue eiα and it is proved in [3] (Example
3.11) that (E(eiα))α∈[0,2π) is µ-spanning. In particular, the map E : T −→ L2([0, 2π]) is a
T-eigenvector field for T which is 12 -Ho¨lderian since for every 0 ≤ α < β < 2π,
∣∣∣∣E(eiα)−E(eiβ)∣∣∣∣
2
=
(∫ 2π
0
∣∣E(eiα)(θ)− E(eiβ)(θ)∣∣2 dθ
2π
)1/2
= (β − α)1/2.
Example 2.13. For a bounded sequence of positive real numbers w = (wn)n≥1, we define
the weighted backward shift Bw on ℓ2(Z+) by Bwe0 = 0 and Bwen = wnen−1 when n is a
positive integer. For the particular sequence w where w1 = 1 and wn =
n
n−1 when n ≥ 2, the
weighted backward shift Bw admits a µ-spanning T-eigenvector field which is
1
2 -Ho¨lderian.
Proof. It is already known from [2] (Example 3.21) that the T-eigenvector field E : T −→
ℓ2(Z+) which is defined by
E(λ) :=
∑
n≥0
λn
w1 . . . wn
en = e0 +
∑
n≥1
λn
n
en
is µ-spanning. Now, for every λ, ξ in T, we have
||E(λ)− E(ξ)||22 =
∑
n≥1
|λn − ξn|2
n2
=
∑
n≥1
|(λξ)n − 1|2
n2
·
Then, if we introduce the 2π-periodic function f : [0, 2π[−→ R by setting
f(θ) :=
∑
n≥1
|einθ − 1|2
n2
= 2
(
π2
6
−
∑
n≥1
cos(nθ)
n2
)
,
we can check that f(θ) = πθ − θ22 for every θ in [0, 2π[. In particular, f(θ) behaves like πθ
when θ is closed to zero. We deduce from this that f is a Lipschitz function and then that
E is 12 -Ho¨lderian.
Example 2.14. In the same way as in the previous example, we consider the weighted
sequence w such that w1 = 1 and wn =
(
n
n−1
)κ
for n ≥ 2, where κ > 32 . The weighted
backward shift Bw admits a µ-spanning T-eigenvector field which is a Lipschitz function.
Proof. We define the T-eigenvector field E for Bw as in the previous proof:
E(λ) :=
∑
n≥0
λn
w1 . . . wn
en = e0 +
∑
n≥1
λn
nκ
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and it is already known from [2] (Example 3.21) that E is µ-spanning. Moreover, for every
λ, ξ in T, we have
||E(λ) − E(ξ)||22 =
∑
n≥1
|λn − ξn|2
n2κ
= |λ− ξ|2
∑
n≥1
∣∣λn−1ξ0 + λn−2ξ1 + · · ·+ λ0ξn−1∣∣2
n2κ
≤
(∑
n≥1
1
n2κ−2
)
|λ− ξ|2
and we conclude that E is a Lipschitz function since the series
∑
n≥1 n
−2κ+2 is convergent
by definition of κ.
From the above examples arises the next natural question.
Question 2.15. If α is any fixed number in (0, 1], can we find a separable complex Hilbert
space and a bounded linear operator on this space which admits a µ-spanning T-eigenvector
field which is exactly α-Ho¨lderian (that is α-Ho¨lderian and not β-Ho¨lderian for any β > α)?
Refining Example 2.14, we can solve this problem. This positive answer is essentially due to
the referee (originally, it was a partial answer).
Theorem 2.16. Let α be a real number in (0, 1]. There exists a sequence of positive real
numbers w = (wn)n≥1 such that the weighted backward shift Bw ∈ B(ℓ2(Z+)) admits a T-
eigenvector field which is exactly α-Ho¨lderian and µ-spanning.
Proof. For α = 1, the problem has already been studied in Example 2.14. Let α ∈ (0, 1) and
κ = α+ 12 . Our goal is to prove that there exists a weighted backward shift on ℓ2(Z+) which
admits a T-eigenvector field which is exactly α-Ho¨lderian and µ-spanning. As in Example
2.14, we consider the weighted sequence w such that w1 = 1 and wn =
(
n
n−1
)κ
for n ≥ 2 and
we define the T-eigenvector field E for Bw by setting
E(λ) :=
∑
n≥0
λn
w1 . . . wn
en = e0 +
∑
n≥1
λn
nκ
·
It is already known from [2] (Example 3.21) that E is µ-spanning. We prove that E is not
better than α-Ho¨lderian. Let N be an even positive integer and λN = e
iπ/N . Then there
exists a positive constant C (which not depends on N) such that |λkN − 1| ≥ C > 0 for any
k ∈ {N, . . . , 3N/2}. Then we have
||E(λN )− E(1)||22 ≥
3N/2∑
n=N
|λnN − 1|2
n2κ
≥ C2
3N/2∑
n=N
1
n2α+1
≥ C2
∫ 3N/2+1
N
dt
t2α+1
=
C2
2α
(
1
N2α
− 1
(3N/2 + 1)2α
)
and we conclude that there exists Cα > 0 (which only depends on α) such that
||E(λN )− E(1)||22 ≥
Cα
N2α
≥ Cα
2απ2α
|λN − 1|2α.
This proves that the T-eigenvector field E is not better than α-Ho¨lderian. We now prove
that E is α-Ho¨lderian. We just need to prove that E is α-Ho¨lderian at 1 (since |λn − ξn| =
8
|(λξ)n − 1| for every λ, ξ ∈ T). We write ⌊x⌋ to denote the integer part of the real number
x. Let λ ∈ T \ {1} (close to 1) and we put N =
⌊
1
|λ−1|
⌋
. Then we have
||E(λ)− E(1)||2 =
N∑
n=1
|λn − 1|2
n2α+1
+
+∞∑
n=N+1
|λn − 1|2
n2α+1
:= S1(λ) + S2(λ)
where we denote the first sum by S1(λ) and the second one by S2(λ). We estimate S1(λ) by
using the inequality |λn − 1| ≤ n|λ− 1|:
S1(λ) ≤ |λ− 1|2
N∑
n=1
1
n2α−1
and
N∑
n=1
1
n2α−1
= (1− 2α)
N∑
n=1
∫ n
1
dt
t2α
+N
= (1− 2α)
∫ N
1
( ∑
t<n≤N
1
)
dt
t2α
+N
= (1− 2α)
∫ N
1
(N − ⌊t⌋) dt
t2α
+N.
Putting {t} for the fractional part of t (that is {t} = t− ⌊t⌋), we get
N∑
n=1
1
n2α−1
= N
(
1
N2α−1
− 1
)
− 1− 2α
2− 2α
(
1
N2α−2
− 1
)
+ (1− 2α)
∫ N
1
{t}
t2α−1
dt+N
≤ 1
(2− 2α)N2α−2 +
∣∣∣∣1− 2α2− 2α
∣∣∣∣+ ∣∣∣∣1− 2α2− 2α
∣∣∣∣( 1N2α−2 + 1
)
It easily follows that there exists a positive constant Dα such that
S1(λ) ≤ Dα|λ− 1|2α.
We then estimate S2(λ) by using the inequality |λ− 1| ≤ 2 and we get
S2(λ) ≤ 4
+∞∑
n=N+1
1
n2α+1
≤ 4
∫ +∞
N
dt
t2α+1
=
2
αN2α
and there exists a positive constant Eα such that S2(λ) ≤ Eα|λ− 1|2α. Finally, we conclude
that the T-eigenvector field E is α-Ho¨lderian, which concludes the proof of Theorem 2.16.
3 A negative result
The aim of this section is to show that, given a bounded linear operator T on H whose eigen-
vectors associated to unimodular eigenvalues are parametrized by a µ-spanning T-eigenvector
field, there is no uniform rate of decrease of the sequence of correlations for every functions
in L2(H,B,m).
Since the covariance operator R is a positive trace class operator, the Hilbert space H has an
orthonormal basis (en)n∈N consisting of eigenvectors of R. Thus Ren = λnen where λn ≥ 0,
trR =
∑
n≥1 λn < +∞ and one can easily shows that λn = 2σ2n, where σ2n is the variance
of the Gaussian random variable Re〈en, ·〉 with respect to the measure m. The following
property of this basis is fundamental for the sequel.
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Proposition 3.1. The sequence of random variables (〈ek, ·〉)k∈N is orthogonal in the space
L2(H,B,m). In fact, the complex Gaussian variables 〈ek, ·〉 are independent.
Proof. Since (ek)k∈N is an orthogonal sequence of eigenvectors of R, 〈Rek, eℓ〉 = 0 for every
distinct positive integers k and ℓ. Hence, the first statement holds by definition of R.
Furthermore, the independence comes from the fact that for any distinct positive integers k
and ℓ, the real Gaussian variables Re〈ek, ·〉 and Im〈ek, ·〉 are independent from Re〈eℓ, ·〉 and
Im〈eℓ, ·〉 since they are orthogonal real Gaussian variables. Indeed, the covariances of these
real Gaussian variables are computed in the following lemma which is a consequence of the
rotation invariance of a Gaussian measure (see [3], Section 3).
Lemma 3.2. For every vectors x, y of H, we have〈
Re〈x, ·〉,Re〈y, ·〉〉
L2(m)
=
〈
Im〈x, ·〉,Im〈y, ·〉〉
L2(m)
=
1
2
Re〈Rx, y〉 (3.1)
and 〈
Im〈x, ·〉,Re〈y, ·〉〉
L2(m)
= −〈Re〈x, ·〉,Im〈y, ·〉〉
L2(m)
=
1
2
Im〈Rx, y〉. (3.2)
The integral representation of the correlations (2.3) gives us the corresponding result in
L2(T, µ).
Corollary 3.3. The sequence of functions
(〈ek, E(·)〉)k∈N is orthogonal in L2(T, µ) and∫
T
∣∣〈ek, E(λ)〉∣∣2 dµ(λ) = ∫
H
∣∣〈ek, x〉∣∣2 dm(x) = 2σ2k
for any positive integer k.
We now introduce the complex Gaussian space
GC := spanL2(H,B,m)
[〈ek, ·〉 ; k ∈ N].
This subspace is called Gaussian in the sense that any function in GC has complex symmetric
Gaussian distribution. We can now prove the main result of this section.
Theorem 3.4. Let T ∈ B(H) be a bounded linear operator on H whose eigenvectors as-
sociated to unimodular eigenvalues are parametrized by a µ-spanning T-eigenvector field E.
Then, for every null sequence (sn)n∈N of positive real numbers, there exists a function f in
GC such that ∣∣In(f , f)∣∣ ≥ sn
for any positive integer n, where f denotes the function x 7−→ f(x).
Proof. Since the random variables 〈ek, ·〉 are orthogonal in the space L2(H,B,m) by Propo-
sition 3.1, for every function f in GC we can find a sequence of complex numbers (ak)k∈N
such that
f =
∑
k≥1
ak〈ek, ·〉 with
+∞∑
k=1
|ak|2σ2k < +∞.
Now the random variable f is centered and then the integral representation (2.3) gives us
In(f, f) =
∑
(k,ℓ)∈N2
akaℓ
∫
H
〈ek, T nx〉〈eℓ, x〉 dm(x) =
∑
(k,ℓ)∈N2
akaℓ〈RT ∗nek, eℓ〉
=
∑
(k,ℓ)∈N2
akaℓ
∫
T
λ−n〈ek, E(λ)〉〈eℓ, E(λ)〉 dµ(λ) =
〈
V n(f ◦ E), f ◦ E〉
L2(T,µ)
,
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that is
{In(f , f) ; n ∈ N} is the weak orbit of the vector f ◦ E under the action of the
operator V of multiplication by the variable λ on L2(T, µ). Then we consider the closed
subspace of L2(T, µ):
E = spanL2(T,µ)[〈ek, E(·)〉 ; k ∈ N].
Since E(λ) is an eigenvector of T associated to the eigenvalue λ, the subspace E of L2(T, µ) is
V -invariant. At this stage, we apply a result of [1] due to Badea and Mu¨ller which deals with
the speed of convergence to zero of the weak orbits (〈Snx, y〉)n∈N of an operator S such that
Sn −→ 0 in the weak operator topology. In particular, it is proved in [1] that if S is a bounded
linear operator on a complex Hilbert space H with spectral radius equal to 1 such that
Sn −→ 0 in the weak operator topology, then for any sequence (sn)n≥1 of positive numbers
which decreases to zero, we can find a vector x in H such that |〈Snx, x〉| ≥ sn for any positive
integer n. Applying this result here, we get that for any sequence (sn)n≥1 of positive numbers
which decreases to zero there exists a function fE in E such that |〈V nfE, fE〉L2(T,µ)| ≥ sn
for any positive integer n. We expand fE as
fE =
∑
k≥1
ak〈ek, E(·)〉 with
+∞∑
k=1
|ak|2 σ2k < +∞,
and we conclude that f =
∑
k≥1 ak〈ek, ·〉 is a function in GC which satisfied the conclusion
of Theorem 3.4.
Remark 3.5. In our work, we consider bounded linear operators which admit only one
T-eigenvector field E which is µ-spanning. In a more general situation, the T-eigenvectors
of the bounded linear operator T ∈ B(H) are parametrized by a countable family of T-
eigenvector fields (Ei)i∈I (see Fact 2.7). Then the operator K is defined on the Hilbert space⊕
i∈I L
2(T, µ) by
K(⊕i∈Ifi) =
∑
i∈I
αiKEi(fi) where KEi(fi) =
∫
T
fi(λ)Ei(λ) dµ(λ)
and where (αi)i∈I is a sequence of positive numbers such that
∑
i∈I α
2
i ||Ei||22 < ∞ where
||Ei||22 =
∫
T
||Ei(λ)||2 dµ(λ) (and we put R := KK∗ =
∑
i∈I α
2
iKEiK
∗
Ei
). In this case, it
readily follows from the proof of Theorem 3.4 that there is no uniform rate of decrease in
this situation too.
This result shows that there is no uniform rate of decrease of the correlations in the whole
space L2(H,B,m). The rest of the paper is devoted to find a speed of mixing for classes of
regular functions of L2
R
(H,B,m) := {f : H −→ R ; f ∈ L2(H,B,m)}. In a first step, we will
need to compute the correlations In(P,Q) where P and Q are real polynomials in several
variables. We can do this by using the Fock space associated to L2
R
(H,B,m).
4 Orthogonal decomposition of L2
R
(H,B, m)
In this section, we aim to present a way to compute the correlations In(f, g) for arbitrary
functions f, g in L2
R
(H,B,m). In order to do this, we will first explain the construction of
the Fock space over a Gaussian subspace of L2
R
(H,B,m) and we will establish some helpful
properties of the orthogonal components of the Fock space before giving the general formula
for the correlations.
4.1 Fock space over a Gaussian space
The theory of Fock spaces will allow us to compute the correlations for arbitrary real functions
in L2(H,B,m) by using an orthogonal decomposition of this space. We begin by recalling
some definitions and facts on Fock spaces that will be useful in the sequel; for a thorough
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account see [10] or [14].
We denote by Z∗ the set of integers different from zero. In the sequel, we denote by (eℓ)ℓ∈Z∗
the sequence of vectors of H defined by
eℓ = eℓ and e−ℓ = ieℓ
for any positive integer ℓ. Recall that for any positive integer ℓ, σ2ℓ denotes the variance of
the Gaussian random variables Re〈eℓ, ·〉 = Re〈eℓ, ·〉 and Re〈e−ℓ, ·〉 = Im〈eℓ, ·〉:
σ2ℓ =
∫
H
(Re〈eℓ, x〉)2 dm(x) =
∫
H
(Re〈e−ℓ, x〉)2 dm(x)
and we put σ2−ℓ := σ
2
ℓ . We also denote by G the real Gaussian space
G = spanL2R(H,B,m)[Re〈ek, ·〉; k ∈ Z∗].
Since B is the σ-algebra generated by the functions in G, we get by applying the Weierstrass
Theorem:
L2R(H,B,m) = spanL
2
R
(H,B,m)[gk; g ∈ G, k ∈ Z+].
Let Gk denote the space of homogeneous polynomials of degree k of elements of G, with
G0 = R. Then the spaces Gk are linearly independent (see [14], Chapter 8, Lemma 2.3) and
we can orthonormalize them by the so-called Wick transform.
Definition 4.1. The Wick tranform : f : of a function f belonging to one of the spaces Gk
is defined in the following way:
(i) if f is constant, : f := f ;
(ii) if f ∈ Gk, k ≥ 1, then : f := f −Pk(f), where Pk denotes the orthogonal projection onto
the closure in L2
R
(H,B,m) of span[Gj ; 0 ≤ j ≤ k − 1].
We also define : Gk : to be the space {: f : ; f ∈ Gk}.
By definition of the Wick transform, we have an orthogonal decomposition of L2
R
(H,B,m)
as
L2R(H,B,m) =
⊕
k≥0
: Gk :
and a function f in L2
R
(H,B,m) can be decomposed into its so-called Wiener chaos decom-
position
f =
∑
k≥0
P:Gk:f, (4.1)
where P:Gk: denotes the orthogonal projection onto the space : Gk :.
Our aim is to identify the space L2
R
(H,B,m) with the Fock space over G by using this
decomposition. We define the scalar product 〈·, ·〉⊗ on the Hilbert tensor product
⊗
k G by
setting, for every g1, . . . , gk, h1, . . . , hk in G,
〈g1 ⊗ · · · ⊗ gk, h1 ⊗ · · · ⊗ hk〉⊗ = 〈g1, h1〉L2(m) . . . 〈gk, hk〉L2(m).
We then introduce the space Gk⊙ which is the range of the projection
Sym :
⊗
k
G −→ Gk⊙
defined by, for every f1, . . . , fk in G,
Sym(f1 ⊗ · · · ⊗ fk) = 1
k!
∑
τ∈Sk
fτ(1) ⊗ · · · ⊗ fτ(k), (4.2)
where Sk denotes the group of permutations of the set {1, . . . , k}. For convenience, we
endow Gk⊙ with a new scalar product 〈·, ·〉⊙ by setting
〈f, g〉⊙ = k! 〈f, g〉⊗ (4.3)
for every f, g in Gk⊙.
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Definition 4.2. The Fock space F(G) over G is defined by
F(G) =
⊕
k≥0
Gk⊙
where the sum is an orthogonal direct sum and each Gk⊙ is endowed with the scalar product
〈·, ·〉⊙.
The main interest of this is that the map
: Gk : −→ Gk⊙
: f1 . . . fk : 7−→ Sym(f1 ⊗ · · · ⊗ fk) (4.4)
extends uniquely to an isometry from
(
: Gk :, 〈·, ·〉L2(m)
)
onto
(Gk⊙, 〈·, ·〉⊙). Hence, the
orthogonal decomposition
L2R(H,B,m) =
⊕
k≥0
: Gk :
allows us to make the identification L2
R
(H,B,m) = F(G).
In order to compute the correlations between two functions in L2
R
(H,B,m), we are now going
to find a helpful decomposition of the functions P:Gk:f which appear in (4.1).
4.2 Canonical decomposition in the spaces : Gk :
It is now time to understand more precisely the spaces : Gk : and to make some computations
in them. We shall begin with the space : G1 := G which is of important interest in the rest
of the paper. The following result ensues directly from Proposition 3.1 and Lemma 3.2.
Corollary 4.3. The sequence of random variables
(
Re〈ek, ·〉
)
k∈Z∗ is orthogonal in the space
L2
R
(H,B,m).
Remark 4.4. According to Corollary 4.3, every function f in G can be written in a unique
way as
f =
∑
k∈Z∗
ak Re〈ek, ·〉
where (ak)k∈Z∗ is a sequence of real numbers such that
∑
k∈Z∗ a
2
k σ
2
k < +∞.
It is now time to look more closely at the Wick transform of a polynomial of elements of
G.
Proposition 4.5. For any vector x of H and any positive integer k, there exists a k-tuple
(α0, . . . , αk−1) of real numbers such that
: (Re〈x, ·〉)k := (Re〈x, ·〉)k + αk−1 (Re〈x, ·〉)k−1 + · · ·+ α1 Re〈x, ·〉+ α0.
More precisely, if Hk denotes the k
th Hermite polynomial, that is
Hk(t) = (−1)ket2/2 d
k
dtk
e−t
2/2,
then we have
: (Re〈x, ·〉)k := σkxHk
(
Re〈x, ·〉
σx
)
. (4.5)
Proof. The Wick transform of (Re〈x, ·〉)k does not depend of the Gaussian space which
contains Re〈x, ·〉 (see for instance [10], Theorem 3.4). Then there exists a monic polynomial
with real coefficients Qk such that
: (Re〈x, ·〉)k := Qk(Re〈x, ·〉).
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By definition of the Wick transform, we know that for every integer j in {0, . . . , k − 1}, we
have ∫
H
: (Re〈x, ·〉)k : (z)(Re〈x, z〉)j dm(z) =
∫
H
Qk(Re〈x, z〉)(Re〈x, z〉)j dm(z) = 0.
We now use the fact that the random variable Re〈x, ·〉 has Gaussian distribution γσx and we
get ∫
R
Qk(σx s) s
j e−s
2/2 ds = 0
for any j in {0, . . . , k−1}. The conclusion follows from the definition of Hermite polynomials
(Hℓ)ℓ≥0 which is the sequence of monic polynomials in the weighted space L2(R, e−s
2/2 ds)
which orthogonalizes the polynomials tk in this space. Indeed, we proved that Hk =
Qk(σx ·)
σkx
,
that is Qk = σ
k
xHk(
·
σx
) and we finally find that
: (Re〈x, ·〉)k := Qk(Re〈x, ·〉) = σkxHk
(
Re〈x, ·〉
σx
)
.
We now want to give a canonical decompostion of a function belonging to the space : Gk :
by using the properties of the orthonormal basis (en)n∈N. To do this, the following lemma
will be useful.
Lemma 4.6. For every k-tuples (j1, . . . , jk) and (ℓ1, . . . , ℓk) of integers different from zero,
we have ∫
H
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (x) : Re〈eℓ1 , ·〉 . . .Re〈eℓk , ·〉 : (x) dm(x)
=
∑
τ∈Sk
〈
Re〈ej1 , ·〉,Re〈eℓτ(1) , ·〉
〉
L2(m)
. . .
〈
Re〈ejk , ·〉,Re〈eℓτ(k) , ·〉
〉
L2(m)
.
Proof. This is a consequence of the fact that the map between
(
: Gk :, 〈·, ·〉L2(m)
)
and(Gk⊙, 〈·, ·〉⊙) given by (4.4) is an isometry. So
I(j1, . . . , jk ; ℓ1, . . . , ℓk)
:=
∫
H
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (x) : Re〈eℓ1 , ·〉 . . .Re〈eℓk , ·〉 : (x) dm(x)
=
〈
Sym
(
Re〈ej1 , ·〉 ⊗ · · · ⊗Re〈ejk , ·〉
)
,Sym
(
Re〈eℓ1 , ·〉 ⊗ · · · ⊗Re〈eℓk , ·〉
)〉
⊙
= k!
〈
Sym
(
Re〈ej1 , ·〉 ⊗ · · · ⊗Re〈ejk , ·〉
)
,Sym
(
Re〈eℓ1 , ·〉 ⊗ · · · ⊗Re〈eℓk , ·〉
)〉
⊗
where the last equality comes from (4.3). By using the expression (4.2) of the function Sym,
we get by definition of the scalar product 〈·, ·〉⊗ that
I(j1, . . . , jk ; ℓ1, . . . , ℓk)
=
1
k!
∑
σ∈Sk
τ∈Sk
〈
Re〈ejσ(1) , ·〉 ⊗ · · · ⊗Re〈ejσ(k) , ·〉,Re〈eℓτ(1) , ·〉 ⊗ · · · ⊗Re〈eℓτ(k) , ·〉
〉
⊗
=
1
k!
∑
σ∈Sk
τ∈Sk
〈
Re〈ejσ(1) , ·〉,Re〈eℓτ(1) , ·〉
〉
L2(m)
. . .
〈
Re〈ejσ(k) , ·〉,Re〈eℓτ(k) , ·〉
〉
L2(m)
=
∑
ω∈Sk
〈
Re〈ej1 , ·〉,Re〈eℓω(1) , ·〉
〉
L2(m)
. . .
〈
Re〈ejk , ·〉,Re〈eℓω(k) , ·〉
〉
L2(m)
.
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This computation allows us to find an orthogonal basis of the space : Gk :.
Proposition 4.7. For any positive integer k, an orthogonal basis of the space : Gk : is given
by the family (
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 :
)
(j1,...,jk)∈(Z∗)k
j1≤···≤jk
. (4.6)
Proof. By definition of the space : Gk :, the only thing we need to prove is that the sequence
(4.6) is orthogonal. If j1 ≤ · · · ≤ jk and ℓ1 ≤ · · · ≤ ℓk are two different k-tuples, then the
orthogonality of the sequence (Re〈ep, ·〉)p∈Z∗ shows that〈
Re〈ej1 , ·〉,Re〈eℓτ(1) , ·〉
〉
L2(m)
. . .
〈
Re〈ejk , ·〉,Re〈eℓτ(k) , ·〉
〉
L2(m)
= 0
for every τ ∈ Sk and the conclusion follows from Lemma 4.6.
In order to give explicitly the expansion of a function of the space : Gk : with respect to
the basis (4.6), we also need to determine the variance with respect to the measure m of an
element of this basis.
Proposition 4.8. For every k-tuple (j1, . . . , jr) of integers different from zero such that
j1 < · · · < jr, and for every k-tuple (ℓ1, . . . , ℓr) of positive integers, we have
varm
[
: (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
]
= ℓ1! . . . ℓr!σ
2ℓ1
j1
. . . σ2ℓrjr .
Proof. Since j1 < · · · < jr, the random variables Re〈ej1 , ·〉,. . . , Re〈ejr , ·〉 are orthogonal.
The fact below is a particular case of a more general statement which can be found in
[10] (Chapter 3, Theorem 3.20) and which computes the Wick transform of a product of
orthogonal functions.
Fact 4.9. Under the assumptions of Proposition 4.8, we have
: (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :=: (Re〈ej1 , ·〉)ℓ1 : · · · : (Re〈ejr , ·〉)ℓr : .
We know that the random variables Re〈ei, ·〉 are independent since they are orthogonal real
Gaussian variables. Since the Wick transform of (Re〈x, ·〉)p is a measurable function in the
variable Re〈x, ·〉 according to Proposition 4.5, the random variables : (Re〈ej1 , ·〉)ℓ1 :, . . . , :
(Re〈ejr , ·〉)ℓr : are independent. Then we get
varm
[
: (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
]
=
r∏
t=1
varm
[
: (Re〈ejt , ·〉)ℓt :
]
=
r∏
t=1
ℓt!σ
2ℓt
jt
,
where the computation of each variance in the last equality follows directly to Lemma 4.6.
According to Proposition 4.7 and Proposition 4.8, we have the following decomposition of a
function fk in : Gk :.
Proposition 4.10. A function fk which belongs to : Gk : can be written in a unique way as
fk =
∑
(j1,...,jk)∈(Z∗)k
j1≤···≤jk
a
(k)
j1,...,jk
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (4.7)
where the real numbers a
(k)
j1,...,jk
are given by the formula
a
(k)
j1,...,jk
=
〈
fk, : Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 :
〉
L2(m)
varm
[
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 :
] (4.8)
and satisfy the condition ∑
j1≤···≤jk
∣∣a(k)j1,...,jk ∣∣2σ2j1 . . . σ2jk < +∞. (4.9)
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Proof. The decomposition directly follows from the orthogonality of the family
(: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 :)j1≤···≤jk
and condition (4.9) is a consequence of Proposition 4.8.
So, according to (4.1) and (4.7), the computation of the correlations of two functions
in L2
R
(H,B,m) can be reduced to the computation of the correlations between the Wick
transforms of two homogeneous polynomials.
4.3 Orthogonality and computation of the correlations
It is now time to compute the correlations of two functions living in two different spaces
: Gk : and then of two functions belonging to the same space : Gk :.
Proposition 4.11. For any vectors x, y of H and any nonnegative integers k, ℓ such that
k 6= ℓ, we have ∫
H
: (Re〈x, ·〉)k : (T nz) : (Re〈y, ·〉)ℓ : (z) dm(z) = 0
for any nonnegative integer n.
Proof. With the notations of Proposition 4.5, : (Re〈x, ·〉)k := Qk(Re〈x, ·〉). Then, we have
: (Re〈x, ·〉)k : (T nz) = Qk(Re〈x, ·〉)(T nz) = Qk(Re〈T ∗nx, ·〉)(z)
that is
: (Re〈x, ·〉)k : ◦ T n =: (Re〈T ∗nx, ·〉)k : (4.10)
by definition of the polynomial Qk. The conclusion follows from the orthogonality of the
spaces : Gj :.
From this we can easily deduce the general case.
Corollary 4.12. For every functions fk in : Gk : and gℓ in : Gℓ : such that k 6= ℓ, we have
In(fk, gℓ) = 0 for any nonnegative integer n.
Proof. According to decomposition (4.7), it suffices to check that for any tuples (j1, . . . , jk)
and (m1, . . . ,mℓ) of integers different from zero such that j1 ≤ · · · ≤ jk and m1 ≤ · · · ≤ mℓ,
we have ∫
H
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (T nx) : Re〈em1 , ·〉 . . .Re〈emℓ , ·〉 : (x) dm(x) = 0
for any nonnegative integer n. But the orthogonality follows from Proposition 4.11 and from
the multilinear identity
p!
p∏
j=1
xj =
p∑
r=1
(−1)p−r
∑
j1<···<jr
(xj1 + · · ·+ xjr)p (4.11)
which holds true for any elements x1, . . . , xp of a unit commutative ring (see for instance
[14], Chapter 1). Indeed, one can rewrite each product Re〈x1, ·〉 . . .Re〈xk, ·〉 as
1
k!
k∑
r=1
(−1)k−r
∑
j1<···<jr
(
Re〈xj1 + · · ·+ xjr , ·〉
)k
and the conclusion follows from the linearity of the Wick transform on the space Gk and
Proposition 4.11.
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Remark 4.13. By using the multilinear identity (4.11), the linearity of the Wick transform
on the space Gk and (4.10), we can also prove that for every k-tuple (j1, . . . , jk) of integers
different from zero,
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : ◦T n =: Re〈T ∗nej1 , ·〉 . . .Re〈T ∗nejk , ·〉 :
which will be useful in the rest of the paper.
A consequence of Corollary 4.12 is that it suffices to know the values of the correlations
between two functions which belong to the same space : Gk :. Indeed, if we consider two
functions f and g in L2
R
(H,B,m) with Wiener chaos decompositions f = ∑k≥0 fk and
g =
∑
ℓ≥0 gℓ as in (4.1) (with fk := P:Gk:f and gℓ := P:Gℓ:g), then the nth correlation
between f and g becomes
In(f, g) =
∑
k≥1
In(fk, gk),
where the sum begins at 1 since
∫
H f dm = f0 and
∫
H g dm = g0. In fact, it suffices by
decomposition (4.7) to compute the correlations when the functions are Wick transforms of
homogeneous polynomials of the same degree.
Proposition 4.14. For every k-tuples (j1, . . . , jk) and (ℓ1, . . . , ℓk) of integers different from
zero, we have∫
H
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 :(T nx) : Re〈eℓ1 , ·〉 . . .Re〈eℓk , ·〉 : (x) dm(x)
= σ2ℓ1 . . . σ
2
ℓk
∑
τ∈Sk
Re〈ej1 , T neℓτ(1)〉 . . .Re〈ejk , T neℓτ(k)〉
for any nonnegative integer n.
Proof. The beginning of the proof is the same as that of the proof of Lemma 4.6. We use the
isometry between
(
: Gk :, 〈·, ·〉L2(m)
)
and
(Gk⊙, 〈·, ·〉⊙), which is given by (4.4), and Remark
4.13:
I(j1, . . . , jk ; ℓ1, . . . , ℓk)
:=
∫
H
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (T nx) : Re〈eℓ1 , ·〉 . . .Re〈eℓk , ·〉 : (x) dm(x)
=
∫
H
: Re〈T ∗nej1 , ·〉 . . .Re〈T ∗nejk , ·〉 : (x) : Re〈eℓ1 , ·〉 . . .Re〈eℓk , ·〉 : (x) dm(x).
By replacing ej1 , . . . , ejk by T
∗n
ej1 , . . . , T
∗n
ejk in the proof of Lemma 4.6, we find that
I(j1, . . . , jk ; ℓ1, . . . , ℓk)
=
∑
τ∈Sk
〈
Re〈T ∗nej1 , ·〉,Re〈eℓτ(1) , ·〉
〉
L2(m)
. . .
〈
Re〈T ∗nejk , ·〉,Re〈eℓτ(k) , ·〉
〉
L2(m)
and the fact above yields the desired conclusion.
Fact 4.15. For every integers i and j different from zero, we have〈
Re〈T ∗nei, ·〉,Re〈ej , ·〉
〉
L2(m)
= σ2j Re〈ei, T nej〉.
Proof. We already know from (3.1) that〈
Re〈T ∗nei, ·〉,Re〈ej , ·〉
〉
L2(m)
=
1
2
Re〈RT ∗nei, ej〉.
The covariance operator is self-adjoint and ej is an eigenvector of R corresponding to the
eigenvalue 2σ2j . Then the result follows readily.
17
By using Proposition 4.14, we are now able to compute the correlations between two
arbitrary functions in L2
R
(H,B,m). Since we have no uniform rate of decrease in L2
R
(H,B,m)
according to Theorem 3.4, we need to make some assumptions of regularity on our functions.
In the next section, we study some of these regularity assumptions and we show that the
correlations decrease to zero with speed n−α when we consider square-integrable real-valued
functions which satisfy these conditions.
5 Speed of mixing
We consider here a bounded linear operator T onH whose eigenvectors associated to unimod-
ular eigenvalues are parametrized by a µ-spanning T-eigenvector field E which is assumed to
be α-Ho¨lderian as in Assumption 2.8. We already know from Section 3 that there is no hope
to find a uniform speed of mixing in the whole space L2(H,B,m). Then a natural problem
is to find some classes of functions of L2
R
(H,B,m) for which the correlations decrease to zero
with some speed of mixing. We will exhibit classes of functions for which the speed of mixing
is exactly n−α.
5.1 Speed of mixing for functions in a finite number of variables
Our first result, which requires no regularity on the functions, gives a speed of mixing by
considering functions of a finite number of variables.
Theorem 5.1. Let N be a positive integer and
f = φ
(
Re〈e−N , ·〉, . . . ,Re〈eN , ·〉
)
, g = ψ
(
Re〈e−N , ·〉, . . . ,Re〈eN , ·〉
)
be two real-valued functions which belong to L2
R
(H,B,m), where φ,ψ : R2N −→ R. Then
there exists a positive constant CN , which only depends on N and σ1, . . . , σN , such that∣∣In(f, g)∣∣ ≤ CN
nα
||f ||L2(m) ||g||L2(m)
for any positive integer n.
Proof. In this proof, we deal with the Gaussian space generated by the random variables
Re〈eℓ, ·〉 where ℓ ∈ {−N, . . . ,N} \ {0}, that is
GN := span
[
Re〈e−N , ·〉, . . . ,Re〈eN , ·〉
]
.
We expand the functions fand g as in (4.7) by using this Gaussian space and we find that
f =
∑
(i−N ,...,iN )∈(Z+)2N
fi−N ,...,iN : (Re〈e−N , ·〉)i−N . . . (Re〈eN , ·〉)iN :
where
||f ||2L2(m) =
∑
(i−N ,...,iN )∈(Z+)2N
|fi−N ,...,iN |2 i−N !σ2i−N−N . . . iN !σ2iNN < +∞,
and
g =
∑
(j−N ,...,jN )∈(Z+)2N
gj−N ,...,jN : (Re〈e−N , ·〉)j−N . . . (Re〈eN , ·〉)jN :
where
||g||2L2(m) =
∑
(j1,...,jN )∈(Z+)2N
|gj−N ,...,jN |2 j−N !σ2j−N−N . . . jN !σ2jNN < +∞.
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Then it follows from Corollary 4.12 that
In(f, g) =
+∞∑
ℓ=1
∑
(i−N ,...,iN )∈(Z+)2N
i−N+···+iN=ℓ
∑
(j−N ,...,jN)∈(Z+)2N
j−N+···+jN=ℓ
fi−N ,...,iN gj−N ,...,jN
× In
(
: (Re〈e−N , ·〉)i−N . . . (Re〈eN , ·〉)iN :, : (Re〈e−N , ·〉)j−N . . . (Re〈eN , ·〉)jN :
)
.
We now expand the correlation
In(: (Re〈e−N , ·〉)i−N . . . (Re〈eN , ·〉)iN :, : (Re〈e−N , ·〉)j−N . . . (Re〈eN , ·〉)jN :)
by using the proof of Proposition 4.14 (before Fact 4.15). The triangle inequality and the
proof of Proposition 2.9 show that the absolute value of this correlation is less than ℓ! C(E,α)
ℓ
nℓα
.
There exists a positive constant C such that C−ℓ ≤ σi−N−N . . . σiNN for any nonnegative integers
i−N , . . . , iN such that i−N + · · · + iN = ℓ and then
∣∣In(f, g)∣∣ ≤ +∞∑
ℓ=1
ℓ! [C(E,α)C2]ℓ
nℓα
∑
(i−N ,...,iN )∈(Z+)2N
i−N+···+iN=ℓ
|fi−N ,...,iN |
√
i−N ! . . . iN ! σ
i−N
−N . . . σ
iN
N√
i−N ! . . . iN !
×
∑
(j−N ,...,jN )∈(Z+)2N
j−N+···+jN=ℓ
|gj−N ,...,jN |
√
j−N ! . . . jN ! σ
j−N
−N . . . σ
jN
N√
j−N ! . . . jN !
·
By applying the Cauchy-Schwarz inequality, we find that
∑
(i−N ,...,iN )∈(Z+)2N
i−N+···+iN=ℓ
|fi−N ,...,iN |
√
i−N ! . . . iN ! σ
i−N
−N . . . σ
iN
N√
i−N ! . . . iN !
is less or equal than( ∑
(i−N ,...,iN )∈(Z+)2N
i−N+···+iN=ℓ
1
i−N ! . . . iN !
)1/2
||f ||L2(m) =
√
(2N)ℓ
ℓ!
||f ||L2(m).
If we do the same thing with the sum corresponding to g, it follows that
∣∣In(f, g)∣∣ ≤ ( +∞∑
ℓ=1
[2C(E,α)C2N ]ℓ
nℓα
)
||f ||L2(m) ||g||L2(m).
Finally, we can find a constant CN > 0 such that
∣∣In(f, g)∣∣ ≤ CNnα ||f ||L2(m) ||g||L2(m) for any
positive integer n, which concludes the proof.
We now deal with more general functions on which we will have to impose some condition
of smoothness in order to still have a speed of mixing. More precisely, in the estimation of
In(f, g), we will consider a large class of infinitely differentiable functions for f which satisfy
some integrability condition and for g, we will deal with a more restrictive class of functions
which contains the class of polynomial functions. It is the object of the next section to define
these classes of functions.
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5.2 Regularity and Fourier coefficients
In this section, we consider an infinitely differentiable function f : H −→ R and we make
the assumption that∫
H
∣∣∣∣Dkf(x)∣∣∣∣ dm(x) < +∞ for any nonnegative integer k, (5.1)
where the k-linear form Dkf is the kth derivative of the function f . Recall that the norm
|| · || of a bounded k-linear form φ is defined by
||φ|| = sup
||x1||≤1,...,||xk||≤1
|φ(x1, . . . , xk)|. (5.2)
We write our function as in (4.1), that is f =
∑
k≥0 fk, where fk := P:Gk:f is given by the
expansion (4.7). Our first task is to get informations on the coefficients a
(k)
j1,...,jk
of fk in this
expansion.
Lemma 5.2. For any positive integer r and any r-tuples (j1, . . . , jr) and (ℓ1, . . . , ℓr) of
integers such that j1 < · · · < jr and ℓ1 + · · · + ℓr = k, we have
a
(k)
j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
,...,jr, . . . , jr︸ ︷︷ ︸
ℓr times
=
1
ℓ1! . . . ℓr!
∫
H
Dkf(x)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, . . . , ejr , . . . , ejr︸ ︷︷ ︸
ℓr times
) dm(x).
Proof. Recall that the coefficient a
(k)
j1,...,jk
is given in (4.8) by
a
(k)
j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
,...,jr, . . . , jr︸ ︷︷ ︸
ℓr times
=
〈
f, : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
〉
L2(m)
varm
[
: (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
]
and we already know from Proposition 4.8 that
varm
[
: (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
]
= ℓ1! . . . ℓr!σ
2ℓ1
j1
. . . σ2ℓrjr .
In this proof, we assume that all the integers j1, . . . , jr are positive, that is to say 0 <
j1 < · · · < jr. The computations are the same when one of the integer is negative. We
now compute 〈f, : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :〉L2(m) by using integrations by parts with
respect to the Gaussian measure m on H. To do this, we decompose the Hilbert space H as
follows:
H =
r+1⊕
t=1
Ht
where H1 = span[ej ; 1 ≤ j ≤ j1], H2 = span[ej ; j1 < j ≤ j2],..., Hr = span[ej ; jr−1 < j ≤
jr] and Hr+1 = spanH[ej ; j > jr]. Hence, we can write our Gaussian measure m as a finite
product of Gaussian measures, that is
m =
r+1⊗
t=1
mt
wherem1 is the distribution of the Gaussian vector (〈e1, ·〉, . . . , 〈ej1 , ·〉), m2 is the distribution
of
(〈ej1+1, ·〉, . . . , 〈ej2 , ·〉),..., mr+1 is the distribution of (〈ei, ·〉)i>jr . Then we can write that the
scalar product
〈
f, : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
〉
L2(m)
is equal to∫
H
f(x) : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr : (x) dm(x)
=
∫
H1
. . .
∫
Hr+1
f(x) : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr : (x) dm1(x1) . . . dmr+1(xr+1)
=
∫
H1
. . .
∫
Hr+1
f(x) : (Re〈ej1 , ·〉)ℓ1 : (x1) · · · : (Re〈ejr , ·〉)ℓr : (xr) dm1(x1) . . . dmr+1(xr+1),
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where the last equality comes from Fact 4.9. We now fix (x2, . . . , xr+1) in H2 × · · · × Hr+1
and we compute
αj1,ℓ1 :=
∫
H1
f(x) : (Re〈ej1 , ·〉)ℓ1 : (x1) dm1(x1) =
∫
H1
f(x1+ζ) : (Re〈ej1 , ·〉)ℓ1 : (x1) dm1(x1)
where ζ := x2+ · · ·+xr+1. But we know from (4.5) that : (Re〈ej1 , ·〉)ℓ1 := σℓ1j1 Hℓ1
(
Re〈ej1 ,·〉
σj1
)
.
Then, since m1 is the distribution of the Gaussian vector (〈e1, ·〉, . . . , 〈ej1 , ·〉), we get
αj1,ℓ1 = σ
ℓ1
j1
∫
R2j1
f
( j1−1∑
s=1
tses + i
j1∑
s=1
t
′
ses+tj1ej1 + ζ
)
Hℓ1
( tj1
σj1
)
× d(γσ1 ⊗ γσ1)(t1, t
′
1) . . . d(γσj1 ⊗ γσj1 )(tj1 , t
′
j1).
We now fix (t1, . . . , tj1−1, t
′
1, . . . , t
′
j1−1, t
′
j1
) in R2j1−1 and we put ω :=
j1−1∑
s=1
tses+ i
j1∑
s=1
t
′
ses+ζ.
The only integral we really need to compute is
I :=
∫
R
f(tej1 + ω)Hℓ1
( t
σj1
)
dγj1(t) =
∫
R
f(tej1 + ω)Hℓ1
( t
σj1
)
e
−t2/2σ2j1 dt
σj1
√
2π
=
∫
R
f(σj1sej1 + ω)Hℓ1(s)e
−s2/2 ds√
2π
·
By considering the expression of the Hermite polynomial Hℓ1 which is given in Proposition
4.5 and integrating by parts ℓ1 times, we have
I = (−1)ℓ1
∫
R
f(σj1sej1 + ω)
dℓ1
dsℓ1
e−s
2/2 ds√
2π
= σℓ1j1
∫
R
Dℓ1f(σj1sej1 + ω)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
)e−s
2/2 ds√
2π
= σℓ1j1
∫
R
Dℓ1f(tej1 + ω)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
)e
−t2/2σ2j1 dt
σj1
√
2π
·
So we conclude that
αj1,ℓ1 = σ
2ℓ1
j1
∫
R2j1
Dℓ1f
( j1−1∑
s=1
tses + i
j1∑
s=1
t
′
ses + tj1ej1 + ζ
)
(ej1 , . . . , ej1)
× d(γσ1 ⊗ γσ1)(t1, t
′
1) . . . d(γσj1 ⊗ γσj1 )(tj1 , t
′
j1),
and then the scalar product
〈
f, : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
〉
L2(m)
is equal to
σ2ℓ1j1
∫
H1
. . .
∫
Hr+1
Dℓ1f(x)(ej1 , . . . , ej1)
× : (Re〈ej2 , ·〉)ℓ2 : (x2) · · · : (Re〈ejr , ·〉)ℓr : (xr) dm1(x1) . . . dmr+1(xr+1).
Secondly, we do the same thing for∫
H2
Dℓ1f(x)(ej1 , . . . , ej1) : (Re〈ej2 , ·〉)ℓ2 : (x2) dm2(x2)
and we find that this integral is equal to
σ2ℓ2j2
∫
H2
Dℓ1+ℓ2f(x)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, ej2 , . . . , ej2︸ ︷︷ ︸
ℓ2 times
) dm2(x2).
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At the ith step (1 ≤ i < r), we easily obtain that〈
f, : (Re〈ej1 , ·〉)ℓ1 . . . (Re〈ejr , ·〉)ℓr :
〉
L2(m)
σ2ℓ1j1 . . . σ
2ℓi
ji
(5.3)
is equal to∫
H1
. . .
∫
Hr+1
Dℓ1+···+ℓif(x)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, . . . , eji , . . . , eji︸ ︷︷ ︸
ℓi times
)
×
r∏
t=i+1
: (Re〈ejt , ·〉)ℓt : (xt) dm1(x1) . . . dmr+1(xr+1),
and finally, since ℓ1 + · · · + ℓr = k, we find that (5.3) is equal to∫
H1
. . .
∫
Hr+1
Dkf(x)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, . . . , ejr , . . . , ejr︸ ︷︷ ︸
ℓr times
) dm1(x1) . . . dmr+1(xr+1)
=
∫
H
Dkf(x)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, . . . , ejr , . . . , ejr︸ ︷︷ ︸
ℓr times
) dm(x),
which proves the lemma.
Remark 5.3. In the sequel, we denote by
∫
HD
kf(x) dm(x) the k-linear form defined by∫
H
Dkf(x) dm(x)(x1, . . . , xk) :=
∫
H
Dkf(x)(x1, . . . , xk) dm(x)
for every vectors x1, . . . , xk of H.
Further on in the proof, we will need to write a function fk in : Gk : in a way which is a
bit different from (4.7). We now expand fk as
fk =
∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
: Re〈ei1 , ·〉 . . .Re〈eik , ·〉 : (5.4)
where this sum is taken over all the k-tuples (i1, . . . , ik) of integers different from zero. The
difference with the first decomposition (4.7) is that each Wick transform
: Re〈ei1 , ·〉 . . .Re〈eik , ·〉 :
appears several times and so that the coefficient α
(k)
i1,...,ik
comes from all the coefficients
a
(k)
iσ(1),...,iσ(k)
, where σ is a permutation in Sk such that iσ(1) ≤ · · · ≤ iσ(k). More precisely,
the computation of α
(k)
i1,...,ik
is given by the next proposition.
Proposition 5.4. For any k-tuple (i1, . . . , ik) of integers different from zero, we can find
some integers r, j1, . . . , jr and ℓ1, . . . , ℓr such that the set {i1, . . . , ik} is equal to the set
{j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
, . . . , jr, . . . , jr︸ ︷︷ ︸
ℓr times
} where j1 < · · · < jr and ℓ1 + · · · + ℓr = k. Furthermore,
α
(k)
i1,...,ik
=
ℓ1! . . . ℓr!
k!
a
(k)
j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
,...,jr, . . . , jr︸ ︷︷ ︸
ℓr times
. (5.5)
Proof. The only thing we really need to prove is (5.5). It is based on the following combina-
torial fact.
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Fact 5.5. The number of k-tuples (i1, . . . , ik) in (Z
∗)k such that
{i1, . . . , ik} = {j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
, . . . , jr, . . . , jr︸ ︷︷ ︸
ℓr times
}
is equal to
k!
ℓ1! . . . ℓr!
.
Proof. We want to compute the number of k-tuples we can produce with ℓ1 integers j1,...,
ℓr−1 integers jr−1 and ℓr integers jr, where jp 6= jq when p 6= q. The number of different
positions of the ℓ1 integers j1 in a k-tuple is exactly
( k
ℓ1
)
. Then, for the ℓ2 integers j2, there
are k − ℓ1 positions left, that is
(
k−ℓ1
ℓ2
)
possibilities. At the end, for the ℓr integers jr, we
have only
(k−ℓ1−···−ℓr−1
ℓr
)
= 1 possibility. Hence, the number of k-tuples we have is(
k
ℓ1
)(
k − ℓ1
ℓ2
)
. . .
(
k − ℓ1 − · · · − ℓr−1
ℓr
)
=
k!
ℓ1!(k − ℓ1)! ·
(k − ℓ1)!
ℓ2!(k − ℓ2)! · · ·
(k − ℓ1 − · · · − ℓr−1)!
ℓr!(k − ℓ1 − · · · − ℓr)!
=
k!
ℓ1! . . . ℓr!
,
since ℓ1 + · · ·+ ℓr = k.
We can now conclude the proof of Proposition 5.4 since our new coefficient α
(k)
i1,...,ik
is the
coefficient a
(k)
j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
,...,jr, . . . , jr︸ ︷︷ ︸
ℓr times
divided by
k!
ℓ1! . . . ℓr!
·
The sequence of coefficients
(
α
(k)
i1,...,ik
)
(i1,...,ik)∈(Z∗)k in the expansion (5.4) satisfies a prop-
erty of symmetry which is defined above.
Definition 5.6. A sequence of real numbers (αi1,...,ik)(i1,...,ik)∈(Z∗)k is said to be symmetric if
for every permutation σ in Sk, αiσ(1),...,iσ(k) = αi1,...,ik for any k-tuple (i1, . . . , ik) of integers
different from zero.
The reason we consider this new expansion (5.4) is that the symmetry of the sequence
of coefficients defined in (5.5) enables us to define a symmetric k-linear form associated to
fk by setting
Bfk : ℓ2(Z∗,R)× · · · × ℓ2(Z∗,R) −→ R (5.6)((
x
(1)
i1
)
i1∈Z∗ , . . . ,
(
x
(k)
ik
)
ik∈Z∗
) 7−→ ∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
x
(1)
i1
. . . x
(k)
ik
.
Remark 5.7. When the k-linear form Bfk is well defined, that is to say when the series∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
x
(1)
i1
. . . x
(k)
ik
is convergent for every vectors x(1), . . . , x(k) in ℓ2(Z
∗,R), then it is easy to prove by using
the uniform boundedness principle that this k-linear form is bounded.
We recall that the multilinear form Bfk is continuous at zero if and only if it is bounded on
H, that is if there exists a positive constant C such that for every (x(1)i1 )i1∈Z∗ , . . . , (x(k)ik )ik∈Z∗
in ℓ2(Z
∗,R), we have∣∣∣ ∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
x
(1)
i1
. . . x
(k)
ik
∣∣∣ ≤ C ∣∣∣∣x(1)∣∣∣∣2 . . . ∣∣∣∣x(k)∣∣∣∣2,
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where ||x(i)||22 :=
∑
p∈Z∗ |x(i)p |2. The important result of this section is the connection between
the k-linear form Bfk and our infinitely differentiable function f which satisfies (5.1). We
introduce the unitary operator ϑ which is defined by
ϑ : ℓ2(Z
∗,R) −→ H
x 7−→
∑
j∈Z∗
xjej =
+∞∑
j=1
(xj + ix−j)ej .
The k-linear forms Bfk may exist if f is not infinitely differentiable. But in the case where
our function f is infinitely differentiable, we can give an integral representation for Bfk .
Theorem 5.8. For any positive integer k, we have the following expression for the k-linear
form Bfk :
Bfk
(
x(1), . . . , x(k)
)
=
1
k!
∫
H
Dkf(x)
(
ϑ
(
x(1)
)
, . . . , ϑ
(
x(k)
))
dm(x)
for every x(1), . . . , x(k) ∈ ℓ2(Z∗,R). In particular, Bfk is bounded and
||Bfk || =
1
k!
∣∣∣∣∣∣∣∣ ∫HDkf(x) dm(x)
∣∣∣∣∣∣∣∣
where the norm || · || has been defined in (5.2).
Proof. It follows from Lemma 5.2 and (5.5) that for every r-tuples (j1, . . . , jr) and (ℓ1, . . . , ℓr)
of integers such that j1 < · · · < jr and ℓ1 + · · ·+ ℓr = k, we have
α
(k)
j1, . . . , j1︸ ︷︷ ︸
ℓ1 times
,...,jr, . . . , jr︸ ︷︷ ︸
ℓr times
=
ℓ1! . . . ℓr!
k!
· 1
ℓ1! . . . ℓr!
∫
H
Dkf(z) dm(z)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, . . . , ejr , . . . , ejr︸ ︷︷ ︸
ℓr times
)
=
1
k!
∫
H
Dkf(z) dm(z)(ej1 , . . . , ej1︸ ︷︷ ︸
ℓ1 times
, . . . , ejr , . . . , ejr︸ ︷︷ ︸
ℓr times
).
Since the sequence
(
α
(k)
i1,...,ik
)
(i1,...,ik)∈(Z∗)k is symmetric, we can deduce that for any (i1, . . . , ik)
in (Z∗)k,
α
(k)
i1,...,ik
=
1
k!
∫
H
Dkf(z) dm(z)(ei1 , . . . , eik ).
Then, for every x(1) =
(
x
(1)
i1
)
i1∈Z∗ , . . . , x
(k) =
(
x
(k)
ik
)
ik∈Z∗ in ℓ2(Z
∗,R), we have
Bfk(x(1), . . . , x(k)) =
∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
x
(1)
i1
. . . x
(k)
ik
=
1
k!
∑
(i1,...,ik)∈(Z∗)k
∫
H
Dkf(z) dm(z)(ei1 , . . . , eik)x
(1)
i1
. . . x
(k)
ik
=
1
k!
∫
H
Dkf(z) dm(z)
(
ϑ
(
x(1)
)
, . . . , ϑ
(
x(k)
))
and the theorem is proved.
With the conditions of regularity we presented in this subsection, we can prove a result
about the speed of mixing for functions which satisfy the integral condition (5.1).
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5.3 Speed of mixing in the spaces : Gk :
Before stating the general result, some estimations are needed. The first of these, which
is essentially based on Parseval’s theorem, will give the rate of mixing term in the main
theorem.
Lemma 5.9. For every positive integer n, we have
0 ≤ In
(|| · ||2, || · ||2) ≤ C(E)2 π2α
n2α
||E||22, (5.7)
where by definition ||E||22 =
∫
T
||E(λ)||2 dµ(λ).
Proof. Recall that the correlation In(|| · ||2, || · ||2) is defined by
In
(|| · ||2, || · ||2) = ∫
H
||T nx||2 ||x||2 dm(x)−
(∫
H
||x||2 dm(x)
)2
and that we can rewrite it in a more tractable way as
In
(|| · ||2, || · ||2) = ∑
(k,ℓ)∈N2
∫
H
|〈ek, T nx〉|2 |〈eℓ, x〉|2 dm(x)−
(∫
H
||x||2 dm(x)
)2
.
We now compute each integral∫
H
|〈ek, T nx〉|2 |〈eℓ, x〉|2 dm(x)
by splitting the two factors of the integrand term into real and imaginary parts. Since for
every vector x of H, we have
(Re〈x, ·〉)2 =: (Re〈x, ·〉)2 : +σ2x, (5.8)
we easily find, by using the isometry (4.4) between
(
: G2 :, 〈·, ·〉L2(m)
)
and
(G2⊙, 〈·, ·〉⊙) and
(3.1), that ∫
H
(Re〈ek,T nx〉)2 (Re〈eℓ, x〉)2 dm(x) = 2!
22
(Re〈RT ∗nek, eℓ〉)2 + σ2kσ2ℓ . (5.9)
Furthermore, since Im〈eℓ, ·〉 = Re〈ieℓ, ·〉, we deduce from (5.9) that∫
H
(Re〈ek, T nx〉)2 (Im〈eℓ, x〉)2 dm(x) = 1
2
(Re〈RT ∗nek, ieℓ〉)2 + σ2kσ2ℓ
=
1
2
(Im〈RT ∗nek, eℓ〉)2 + σ2kσ2ℓ . (5.10)
By using the same method, we get∫
H
(Im〈ek, T nx〉)2 (Re〈eℓ, x〉)2 dm(x) = 1
2
(Im〈RT ∗nek, eℓ〉)2 + σ2kσ2ℓ (5.11)
and ∫
H
(Im〈ek, T nx〉)2 (Im〈eℓ, x〉)2 dm(x) = 1
2
(Re〈RT ∗nek, eℓ〉)2 + σ2kσ2ℓ . (5.12)
We can deduce from (5.9), (5.10), (5.11) and (5.12) that∫
H
|〈ek, T nx〉|2 |〈eℓ, x〉|2 dm(x) = |〈RT ∗nek, eℓ〉|2 + 4σ2kσ2ℓ .
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Finally, since
∫
H || · ||2 dm = 2
∑
j≥1 σ
2
j , we get
In
(|| · ||2, || · ||2) = ∑
(k,ℓ)∈N2
|〈RT ∗nek, eℓ〉|2. (5.13)
We now need the integral representation (2.3) of 〈RT ∗nek, eℓ〉: for any positive integers k
and ℓ, we have
〈RT ∗nek, eℓ〉 =
∫
T
λn〈ek, E(λ)〉〈eℓ, E(λ)〉 dµ(λ) =
〈
ek,
∫
T
λn〈eℓ, E(λ)〉E(λ) dµ(λ)
〉
,
and by the Plancherel theorem,
In
(|| · ||2, || · ||2) = +∞∑
ℓ=1
∣∣∣∣∣∣∣∣ ∫
T
λn〈eℓ, E(λ)〉E(λ) dµ(λ)
∣∣∣∣∣∣∣∣2.
We need to estimate the Fourier coefficient cn =
∫
T
λn〈eℓ, E(λ)〉E(λ) dµ(λ) which appears in
this equation and the way to do this is the same as in the proof of Proposition 2.9. For any
θ, we put θn := θ +
π
n and we have
||cn||2 = 1
4
∣∣∣∣∣∣∣∣ ∫ 2π
0
einθ
[
〈eℓ, E(eiθ)− E(eiθn)〉E(eiθ) + 〈eℓ, E(eiθn)〉
(
E(eiθ)− E(eiθn))]dθ
2π
∣∣∣∣∣∣∣∣2
Then ||cn||2 is less or equal than
1
2
(∣∣∣∣∣∣∣∣ ∫ 2π
0
〈eℓ, E(eiθ)− E(eiθn)〉E(eiθ) dθ
2π
∣∣∣∣∣∣∣∣2 + ∣∣∣∣∣∣∣∣ ∫ 2π
0
〈eℓ, E(eiθn)〉
(
E(eiθ)− E(eiθn)) dθ
2π
∣∣∣∣∣∣∣∣2)
≤ 1
2
(∫ 2π
0
∣∣〈eℓ, E(eiθ)− E(eiθn)〉∣∣2 dθ
2π
||E||22
+
∫ 2π
0
∣∣〈eℓ, E(eiθn)〉∣∣2 ∣∣∣∣E(eiθ)− E(eiθn)∣∣∣∣2 dθ
2π
)
where the last inequality is a consequence of the Cauchy-Schwarz inequality. Since the
T-eigenvector field E is α-Ho¨lderian with Ho¨lder constant C(E), we conclude that the cor-
relation In
(|| · ||2, || · ||2) is less or equal that
1
2
∫ 2π
0
∣∣∣∣E(eiθ)− E(eiθn)∣∣∣∣2 dθ
2π
||E||22 +
C(E)2 π2α
2n2α
||E||22 ≤
C(E)2 π2α
n2α
||E||22.
This lemma shows that the sequence of correlations decreases to zero with speed n−2α if
we consider the square norm function. Moreover, in the same way as in Fact 4.15, we have
〈RT ∗nek, eℓ〉 = 2σ2ℓ 〈ek, T neℓ〉 for any positive integers k, ℓ. Then we deduce from (5.13)
and the conclusion of Lemma 5.9 that the sum
∑
k≥1 σ
4
k ||T nek||2 tends to zero as n goes to
infinity. More precisely, we have the following corollary.
Corollary 5.10. For any positive integer n, we have
+∞∑
k=1
σ4k ||T nek||2 ≤
C(E)2 π2α
4n2α
||E||22.
The next lemma says that if we replace σ4k by σ
2
k in the sum which appears in Corollary 5.10,
then this sum remains uniformly bounded in n.
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Lemma 5.11. For any positive integer n, the series
∑
k≥1 σ
2
k ||T nek||2 is convergent. More
precisely, for any n ≥ 1,
+∞∑
k=1
σ2k ||T nek||2 ≤
||E||22
2
· (5.14)
Proof. Since Rek = 2σ
2
k ek for any positive integer k, the intertwining equation TK = KV
gives us
2σ2k T
nek = T
nKK∗ek = KV nK∗ek =
∫
T
λn〈ek, E(λ)〉E(λ) dµ(λ).
Then, for any positive integer k, we define the function ωk :=
〈ek,E(·)〉
σk
√
2
and we get by applying
the Parseval theorem in (H, 〈·, ·〉) that
2
+∞∑
k=1
σ2k ||T nek||2 =
+∞∑
k=1
∣∣∣∣∣∣∣∣ ∫
T
λn
〈ek, E(λ)〉
σk
√
2
E(λ) dµ(λ)
∣∣∣∣∣∣∣∣2
=
+∞∑
k=1
∣∣∣∣∣∣∣∣ +∞∑
p=1
∫
T
λnωk(λ)〈ep, E(λ)〉 dµ(λ) ep
∣∣∣∣∣∣∣∣2
=
∑
(k,p)∈N2
∣∣∣∣ ∫
T
λnωk(λ)〈ep, E(λ)〉 dµ(λ)
∣∣∣∣2.
By Corollary 3.3, the sequence
(
ωk
)
k∈N is orthogonal in L
2(T, µ) and for any positive integer
k, the norm of ωk in this space is equal to 1. Hence, if we denote by Φn,p ∈ L2(T, µ) the
function λ 7→ λn〈ep, E(λ)〉, the Bessel theorem in L2(T, µ) gives us
+∞∑
k=1
∣∣∣∣ ∫
T
ωk(λ)Φn,p(λ) dµ(λ)
∣∣∣∣2 ≤ ||Φn,p||2L2(T,µ)
=
∫
T
∣∣λn〈ep, E(λ)〉∣∣2 dµ(λ)
=
∫
T
∣∣〈ep, E(λ)〉∣∣2 dµ(λ).
Hence, we can conclude that 2
∑
k≥1 σ
2
k ||T nek||2 ≤ ||E||22 for any positive integer n.
To finish, we need an estimate of the moments of the measure m.
Proposition 5.12. For any positive integer k, we have the following estimate:∫
H
||x||2k dm(x) ≤ k! ||E||2k2 .
Proof. The case k = 1 is important for the rest of the proof. It is a consequence of Corollary
3.3: ∫
H
||x||2 dm(x) = 2
+∞∑
j=1
σ2j = ||E||22.
We now fix a positive integer k. We expand our integral as∫
H
||x||2k dm(x) =
∑
(j1,...,jk)∈Nk
∫
H
|〈ej1 , x〉|2 . . . |〈ejk , x〉|2 dm(x)
and we need to estimate the integrals∫
H
|〈ej1 , x〉|2 . . . |〈ejk , x〉|2 dm(x).
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Each integral can be written in the form∫
H
|〈ei1 , x〉|2ℓ1 . . . |〈eir , x〉|2ℓr dm(x)
where r ∈ {1, . . . , k}, (ℓ1, . . . , ℓr) ∈ Nr with ℓ1 + · · · + ℓr = k and i1 < · · · < ir. It can be
proved that ∫
H
|〈y, x〉|2i dm(x) = i!
(∫
H
|〈y, x〉|2 dm(x)
)i
= i! 2i σ2iy
for every vector y of H and any nonnegative integer i (see for instance [10], Chapter 1). But
the random variables 〈ek, ·〉 are independent by Proposition 3.1. So we deduce that∫
H
|〈ei1 , x〉|2ℓ1 . . . |〈eir , x〉|2ℓr dm(x) =
r∏
t=1
∫
H
|〈eit , x〉|2ℓt dm(x) =
r∏
t=1
(
ℓt! 2
ℓtσ2ℓtit
)
=
(
r∏
t=1
ℓt!
)
2kσ2ℓ1i1 . . . σ
2ℓr
ir
,
since ℓ1 + · · ·+ ℓr = k. We now use the inequality i! j! ≤ (i+ j)!, which is easily seen to be
true for any nonnegative integers i and j, and we get∫
H
|〈ei1 , x〉|2ℓ1 . . . |〈eir , x〉|2ℓr dm(x) ≤ k! 2k σ2ℓ1i1 . . . σ2ℓrir .
Eventually, we find that∫
H
||x||2k dm(x) ≤ k! 2k
∑
(j1,...,jk)∈Nk
σ2j1 . . . σ
2
jk
= k!
(
2
+∞∑
j=1
σ2j
)k
= k! ||E||2k2 .
By using the estimate of Proposition 5.12, we can prove that, given a function f in
L2(H,B,m) such that the multilinear forms Bfk are bounded (where f =
∑
k≥0 fk is the
Wiener chaos decomposition of f), then the series
∑
(i1,...,ik)∈(Z∗)k
∣∣α(k)i1,...,ik∣∣2σ2i1 . . . σ2ik−1 is
convergent. In particular, it is the case when the function f is an infinitely differentiable
real-valued function on H which satisfies condition (5.1).
Corollary 5.13. Let f ∈ L2
R
(H,B,m) where fk is written as in (5.4) such that the multi-
linear forms Bfk are bounded. Then the series
∑
(i1,...,ik)∈(Z∗)k
∣∣α(k)i1,...,ik∣∣2 σ2i1 . . . σ2ik−1 is con-
vergent for any positive integer k. More precisely, we have the following estimate:∑
(i1,...,ik)∈(Z∗)k
∣∣α(k)i1,...,ik ∣∣2 σ2i1 . . . σ2ik−1 ≤ ||Bfk ||2 ||E||2(k−1)2 . (5.15)
Proof. In order to get this estimate, we consider the quantities
Sk :=
∑
ik∈Z∗
∫
H
( ∑
(i1,...,ik−1)∈(Z∗)k−1
α
(k)
i1,...,ik
: Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉 : (x)
)2
dm(x). (5.16)
First, we give an upper bound of Sk and secondly we compute explicitly this quantity. Recall
that for a positive integer j and for a function g in Gj , the Wick transform of g is defined by
: g := (Id−Pj)g, where Id is the identity operator and Pj denotes the orthogonal projection
onto spanL
2
R
(H,B,m)[Gi ; 0 ≤ i ≤ j− 1]. Since the functions Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉 belong to
Gk−1, we have
Sk =
∑
ik∈Z∗
∣∣∣∣∣∣∣∣(Id−Pk−1)( ∑
(i1,...,ik−1)∈(Z∗)k−1
α
(k)
i1,...,ik
Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉
)∣∣∣∣∣∣∣∣2
L2(m)
≤
∑
ik∈Z∗
∣∣∣∣∣∣∣∣ ∑
(i1,...,ik−1)∈(Z∗)k−1
α
(k)
i1,...,ik
Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉
∣∣∣∣∣∣∣∣2
L2(m)
.
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Now, the upper bound comes from the boundedness of the k-linear form Bfk . Indeed, for
every vectors x, z of H, we know that∣∣∣ ∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
Re〈ei1 , x〉 . . .Re〈eik−1 , x〉Re〈eik , z〉
∣∣∣ ≤ ||Bfk || ||x||k−1 ||z||.
By taking the supremum over all the vectors z in the closed unit ball of H, we get∑
ik∈Z∗
( ∑
(i1,...,ik−1)∈(Z∗)k−1
α
(k)
i1,...,ik
Re〈ei1 , x〉 . . .Re〈eik−1 , x〉
)2
≤ ||Bfk ||2 ||x||2(k−1).
Then, we deduce from the beginning of the proof that
Sk ≤ ||Bfk ||2
∫
H
||x||2(k−1) dm(x) ≤ (k − 1)! ||Bfk ||2 ||E||2(k−1)2 , (5.17)
where the last inequality results from Proposition 5.12. The second part of the proof consists
in the computation of Sk. We expand Sk as
Sk =
∑
ik∈Z∗
∑
(i1,...,ik−1)∈(Z∗)k−1
(j1,...,jk−1)∈(Z∗)k−1
α
(k)
i1,...,ik−1,ik
α
(k)
j1,...,jk−1,ik
×
∫
H
: Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉 : (x) : Re〈ej1 , ·〉 . . .Re〈ejk−1 , ·〉 : (x) dm(x) (5.18)
and the computation of the integrals (5.18) is given by the following combinatorial fact.
Fact 5.14. The integral∫
H
: Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉 : (x) : Re〈ej1 , ·〉 . . .Re〈ejk−1 , ·〉 : (x) dm(x)
denoted by I(i1, . . . , ik−1 ; j1, . . . , jk−1) is nonzero if and only if there exists a permutation τ
in Sk−1 such that for every integer ℓ in {1, . . . , k − 1}, iℓ = jτ(ℓ).
Proof. This result is a consequence of Proposition 4.14. Indeed, for n = 0, this proposition
gives us that
I(i1, . . . , ik−1 ; j1, . . . , jk−1) = σ2j1 . . . σ2jk−1
∑
τ∈Sk−1
Re〈ei1 , ejτ(1)〉 . . .Re〈eik−1 , ejτ(k−1)〉.
Then, the integral is nonzero if and only if there exists a permutation τ in Sk−1 such that
Re〈ei1 , ejτ(1)〉 . . .Re〈eik−1 , ejτ(k−1)〉 6= 0
since each term in the sum above is equal to 0 or 1 by the orthogonality of the sequence
(eℓ)ℓ∈N. This means that for every integer ℓ in the set {1, . . . , k − 1}, iℓ = jτ(ℓ).
We now proceed with the proof of Corollary 5.13: Fact 5.14 above allows us to rewrite Sk as
Sk =
∑
ik∈Z∗
∑
(i1,...,ik−1)∈(Z∗)k−1
∑
(j1,...,jk−1)∈(Z∗)k−1
{i1,...,ik−1}={j1,...,jk−1}
∣∣α(k)i1,...,ik−1,ik ∣∣2
×
∫
H
: Re〈ei1 , ·〉 . . .Re〈eik−1 , ·〉 : (x) : Re〈ej1 , ·〉 . . .Re〈ejk−1 , ·〉 : (x) dm(x)
since the sequence
(
α
(k)
i1,...,ik
)
(i1,...,ik)∈(Z∗)k is symmetric. A (k − 1)-tuple of integers different
from zero (i1, . . . , ik−1) can be written as {i1, . . . , ik−1} = {ℓ1, . . . , ℓ1︸ ︷︷ ︸
p1 times
, . . . , ℓr, . . . , ℓr︸ ︷︷ ︸
pr times
} where
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1 ≤ r ≤ k− 1, p1+ · · ·+ pr = k− 1 and with ℓp 6= ℓq when p 6= q. Then for any (j1, . . . , jk−1)
in (Z∗)k−1 such that {i1, . . . , ik−1} = {j1, . . . , jk−1}, we know from Proposition 4.8 that
I(i1, . . . , ik−1 ; j1, . . . , jk−1) = I(ℓ1, . . . , ℓ1︸ ︷︷ ︸
p1 times
, . . . , ℓr, . . . , ℓr︸ ︷︷ ︸
pr times
; ℓ1, . . . , ℓ1︸ ︷︷ ︸
p1 times
, . . . , ℓr, . . . , ℓr︸ ︷︷ ︸
pr times
)
= varm
[
: (Re〈eℓ1 , ·〉)p1 . . . (Re〈eℓr , ·〉)pr :
]
= p1! . . . pr! σ
2p1
ℓ1
. . . σ2prℓr .
But we know from Fact 5.5 that the number of (k − 1)-tuples (j1, . . . , jk−1) such that
{i1, . . . , ik−1} = {j1, . . . , jk−1} is equal to (k−1)!p1!...pr! · Then we deduce that
Sk = (k − 1)!
∑
(i1,...,ik)∈(Z∗)k
∣∣α(k)i1,...,ik ∣∣2 σ2i1 . . . σ2ik−1 , (5.19)
and the result follows readily from (5.17) and (5.19).
At this stage, we are able to prove the main result which gives the rate of mixing in each
space : Gk :.
Theorem 5.15. Let fk, gk be two functions in the space : Gk : such that the k-linear forms
Bfk and Bgk are bounded. Then, for any positive integer n, we have∣∣In(fk, gk)∣∣ ≤ k! C(E)πα
nα
||E||2k−12 ||Bfk || ||Bgk ||.
Proof. As usual, we write the functions fk and gk as in (5.4) (with coefficients β
(k)
j1,...,jk
for
gk) and we have that the correlation In(fk, gk) is equal to∑
(i1,...,ik)∈(Z∗)k
(j1 ...,jk)∈(Z∗)k
α
(k)
i1,...,ik
β
(k)
j1,...,jk
×
∫
H
: Re〈ei1 , ·〉 . . .Re〈eik , ·〉 : (T nx) : Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (x) dm(x).
The integrals above have been computed in Proposition 4.14:
In(fk, gk) =
∑
τ∈Sk
∑
(i1,...,ik)∈(Z∗)k
(j1 ...,jk)∈(Z∗)k
α
(k)
i1,...,ik
β
(k)
j1,...,jk
σ2j1 . . . σ
2
jk
Re〈ei1 , T nejτ(1)〉 . . .Re〈eik , T nejτ(k)〉.
Since the sequence
(
β
(k)
j1,...,jk
)
(j1,...,jk)∈(Z∗)k is symmetric, we obtain that In(fk, gk) is equal to
k!
∑
(i1,...,ik)∈(Z∗)k
(j1 ...,jk)∈(Z∗)k
α
(k)
i1,...,ik
β
(k)
j1,...,jk
σ2j1 . . . σ
2
jk
Re〈ei1 , T nej1〉 . . .Re〈eik , T nejk〉
= k!
∑
(j1,...,jk)∈(Z∗)k
β
(k)
j1,...,jk
σ2j1 . . . σ
2
jk
∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
Re〈ei1 , T nej1〉 . . .Re〈eik , T nejk〉.
We now use the triangle inequality and the boundedness of the k-linear form Bfk :∣∣In(fk, gk)∣∣
≤ k!
∑
(j1,...,jk)∈(Z∗)k
∣∣β(k)j1,...,jk∣∣ σ2j1 . . . σ2jk ∣∣∣ ∑
(i1,...,ik)∈(Z∗)k
α
(k)
i1,...,ik
Re〈ei1 , T nej1〉 . . .Re〈eik , T nejk〉
∣∣∣
≤ k! ||Bfk ||
∑
(j1,...,jk)∈(Z∗)k
∣∣β(k)j1,...,jk∣∣ σ2j1 . . . σ2jk ||T nej1 || . . . ||T nejk ||
= k! ||Bfk ||
∑
(j1,...,jk)∈(Z∗)k
(∣∣β(k)j1,...,jk∣∣ σj1 . . . σjk−1)(σj1 ||T nej1 || . . . σjk−1 ||T nejk−1 ||σ2jk ||T nejk ||).
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Then, the Cauchy-Schwarz inequality gives us that
∣∣In(fk, gk)∣∣ is less than
k! ||Bfk ||
( ∑
(j1,...,jk)∈(Z∗)k
∣∣β(k)j1,...,jk∣∣2 σ2j1 . . . σ2jk−1)1/2(∑
j∈Z∗
σ2j ||T nej ||2
)(k−1)/2(∑
j∈Z∗
σ4j ||T nej ||2
)1/2
.
We conclude the proof by using Corollary 5.10, and the estimates (5.14) and (5.15):
∣∣In(fk, gk)∣∣ ≤ k! C(E)πα
nα
||E||2k−12 ||Bfk || ||Bgk ||.
With this result on the rate of mixing in each space : Gk :, we can prove a general result
on the rate of mixing for regular functions in L2(H,B,m) by considering the Wiener chaos
decomposition (4.1) of our functions.
5.4 The rate of mixing theorem
It is now time to define the spaces of functions which will be used in our main theorem.
We denote by X the space of real-valued functions f in L2(H,B,m) such that the series∑
k≥0 ||Bfk ||2 is convergent, where Bfk is the k-linear form (5.6) associated to the component
fk of f in the Wiener chaos decomposition (4.1) of f : f =
∑
k≥0 fk. We also introduce
the subspace Y of X of real-valued functions g such that all the multilinear forms Bgk are
bounded and such that the quantity supk≥0 k! ||Bgk || is finite. We then endow these two
spaces with the norms
||f ||X :=
(
||f ||2L2(m) +
+∞∑
k=0
||Bfk ||2
)1/2
and ||g||Y := ||g||L2(m) + sup
k≥0
(
k! ||Bgk ||
)
.
Proposition 5.16. (i) The map || · ||X defines a norm on the space X and (X , || · ||X ) is a
Banach space of functions which is contained in L2
R
(H,B,m).
(ii) If f is a real-valued infinitely differentiable function in L2(H,B,m) such that the series∑
k≥0
|| ∫
H
Dkf(x) dm(x)||2
(k!)2 is convergent, then f belongs to X and the norm of f can also be
written as
||f ||X =
(
||f ||2L2(m) +
+∞∑
k=0
∣∣∣∣ ∫HDkf(x) dm(x)∣∣∣∣2
(k!)2
)1/2
·
(iii) The map || · ||Y defines a norm on the space Y and (Y, || · ||Y) is a Banach space.
Furthermore, every real-valued infinitely differentiable function g in L2(H,B,m) such that
sup
k≥0
∫
H
||Dkg(x)|| dm(x) < +∞ (5.20)
belongs to the space Y.
Proof. (i) It is straightforward to check that || · ||X defines a norm on the space X . We
now prove that (X , || · ||X ) is a Banach space. Let (fn)n∈N be a Cauchy sequence in the
space (X , || · ||X ) where the Wiener chaos decomposition of each function fn is written as
fn =
∑
k≥0 fn,k. We know that for all ǫ > 0, there is an integer nǫ ≥ 1 such that for any
n,m ≥ nǫ,
∣∣∣∣fn − fm∣∣∣∣X ≤ ǫ and then that∣∣∣∣fn − fm∣∣∣∣L2(m) ≤ ǫ and ∑
k≥0
∣∣∣∣Bfn,k − Bfm,k ∣∣∣∣2 ≤ ǫ2 for any n,m ≥ nǫ. (5.21)
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This shows that there is a function f˜ in L2
R
(H,B,m), with Wiener chaos decomposition
f˜ =
∑
k≥0 f˜k, such that (fn)n∈N is convergent to f˜ in (L
2(H,B,m), || · ||L2(m)). Furthermore,
the second inequality of (5.21) gives us
∣∣∣∣Bfn,k − Bfm,k ∣∣∣∣ ≤ ǫ for any n,m ≥ nǫ and for all
k ≥ 0. Since the space of bounded k-linear forms is a Banach space for the norm || · ||, it
follows that there exists a bounded k-linear form Bk such that limn→+∞
∣∣∣∣Bfn,k − Bk∣∣∣∣ = 0.
If we expand Bk as in (5.6), we easily see that Bk = Bf˜k for any nonnegative integer k. We
now see that for any n ≥ nǫ, we have
∣∣∣∣f˜ − fn∣∣∣∣2X = ∣∣∣∣f˜ − fn∣∣∣∣2L2(m) + +∞∑
k=0
∣∣∣∣Bk − Bfn,k ∣∣∣∣2
≤ lim
m→+∞
∣∣∣∣fm − fn∣∣∣∣2L2(m) + limm→+∞ +∞∑
k=0
∣∣∣∣Bfm,k − Bfn,k ∣∣∣∣2 ≤ 2 ǫ2.
This proves that the function f˜ belongs to X and that the sequence (fn)n∈N is convergent
to f˜ in the space (X , || · ||X ), that is (X , || · ||X ) is a Banach space.
(ii) is an immediate consequence of Theorem 5.8.
(iii) In the same way as in the proof of (i), we prove that any Cauchy sequence in (Y, || · ||Y )
is convergent in this space, that is (Y, || · ||Y ) is a Banach space. Furthermore, the fact that Y
contains any real-valued infinitely differentiable function in L2(H,B,m) satisfying condition
(5.20) is a consequence of Theorem 5.8.
Before stating our result about the rate of mixing, we point out some classes of functions
which belong to the spaces X or Y. Recall that an entire function φ : C −→ C is said to be
of exponential type if there exist constants M and τ such that for every r > 0 and θ in R,
|φ(reiθ)| ≤Meτr. Letting κ stand for the infimum of all such τ , we say that the function φ
is of exponential type κ (see [6] for more details on these functions).
Proposition 5.17. (i) A polynomial in the elements Re〈ek, ·〉 belongs to Y.
(ii) A square-integrable function f of the form
f = φ
(
Re〈e−N , ·〉, . . . ,Re〈eN , ·〉
)
,
where φ : R2N −→ R is a real-valued measurable function, belongs to X .
(iii) Let φ : C −→ C be an entire function of exponential type κ such that κ < (2||E||22)−1.
Then the function f = Re
(
φ ◦ || · ||2) belongs to X .
Proof. Assertion (i) follows immediately from Proposition 5.16. In order to prove (ii), we
show that ||f ||X can be controlled by ||f ||L2(m) in this case. The function f can be written
as f =
∑
k≥0 fk where
fk =
∑
(j1,...,jk)∈({−N,...,N}\{0})k
α
(k)
j1,...,jk
: Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 :
and with
||f ||2L2(m) =
+∞∑
k=0
||fk||2L2(m) < +∞.
We now compute the norm ||f ||L2(m). For every positive integer k we have
||fk||2L2(m) =
∑
(i1,...,ik)∈({−N,...,N}\{0})k
(j1,...,jk)∈({−N,...,N}\{0})k
α
(k)
i1,...,ik
α
(k)
j1,...,jk
×
∫
H
: Re〈ei1 , ·〉 . . .Re〈eik , ·〉 : (x) : Re〈ej1 , ·〉 . . .Re〈ejk , ·〉 : (x) dm(x).
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By using the same method of computation as in Corollary 5.13, we obtain
||fk||2L2(m) = k!
∑
(i1,...,ik)∈({−N,...,N}\{0})k
∣∣α(k)i1,...,ik ∣∣2σ2i1 . . . σ2ik .
and then
||f ||2L2(m) =
+∞∑
k=0
k!
∑
(i1,...,ik)∈({−N,...,N}\{0})k
∣∣α(k)i1,...,ik ∣∣2σ2i1 . . . σ2ik . (5.22)
Furthermore, the k-linear form Bfk is defined by
Bfk
(
x(1), . . . , x(k)
)
=
∑
(i1,...,ik)∈({−N,...,N}\{0})k
α
(k)
i1,...,ik
x
(1)
i1
. . . x
(k)
ik
for every vectors x(1), . . . , x(k) in ℓ(Z∗,R) and the Cauchy-Schwarz inequality gives us
||Bfk || ≤
( ∑
(i1,...,ik)∈({−N,...,N}\{0})k
∣∣α(k)i1,...,ik ∣∣2
)1/2
.
We can conclude that
+∞∑
k=0
||Bfk ||2 ≤
+∞∑
k=0
∑
(i1,...,ik)∈({−N,...,N}\{0})k
∣∣α(k)i1,...,ik ∣∣2.
Let σ˜ = min(σ−N , . . . , σN ). Then σ˜k ≤ σi1 . . . σik for every k-tuple (i1, . . . , ik) belonging
to ({−N, . . . ,N} \ {0})k and the sequence (k!σ˜2k)k≥0 tends to infinity. Then there exists a
constant CN > 0 such that k!σ˜
2k ≥ CN for every positive integer k. It follows that
+∞∑
k=0
||Bfk ||2 ≤ C−1N ||f ||2L2(m).
This proves that ||f ||2X ≤ (1 + C−1N )||f ||2L2(m) and that f belongs to the space X .
We now deal with assertion (iii). There exist constants κ < τ < (2||E||22)−1 andM such that
|φ(reiθ)| ≤Meτr for any r and θ. In order to prove that f belongs to L2(H,B,m), it suffices
to show that the function eτ ||·||2 belongs to L2(H,B,m) (recall that ||E||22 = 2
∑
k≥1 σ
2
k).
Since (|〈ek, ·〉|)k∈N is a sequence of independant complex random variables, we have∫
H
e2τ ||x||
2
dm(x) =
+∞∏
k=1
(∫
H
e2τ(Re〈ek,x〉)
2
dm(x)
)2
=
+∞∏
k=1
(∫
R
e
−
(
1
2σ2
k
−2τ
)
t2 dt
σk
√
2π
)2
=
+∞∏
k=1
(
1
1− 4τσ2k
)
and this infinite product is convergent since the series
∑
k≥1 σ
2
k is convergent, which proves
that f belongs to L2(H,B,m). We are now going to prove that the infinitely differentiable
function g = φ ◦ || · ||2 is such that the series ∑k≥1(k!)−1∣∣∣∣ ∫HDkg(x) dm(x)∣∣∣∣ is convergent
(it will follow that f belongs to the space X ). To do this, we expand our entire function φ
as
φ(z) =
∑
k≥0
ak
k!
zk. (5.23)
We will need a characterization of functions of exponential type in terms of the coefficients
ak. It is a well known result that an entire function written as in (5.23) is of exponential
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type κ if and only if limn→+∞|an|1/n = κ (see for instance [6]). In particular, there exists a
positive constant C such that for any nonnegative integer n, we have
|an| ≤ Cτn. (5.24)
In order to compute the derivatives of g, we introduce the symmetric bilinear function A :
H×H −→ R which is defined by A(u, v) =∑k≥1 (Re〈ek, u〉Re〈ek, v〉+ Im〈ek, u〉Im〈ek, v〉).
Then it is rather easy to see that the derivatives of g can be written as follows:
D2ng(x)(h1, . . . , h2n) =
n∑
j=0
2n+jS2j(x, h1, . . . , h2n)
+∞∑
k=0
ak+n+j
k!
||x||2k
where for any j ∈ {0, . . . , n}, S2j(x, h1, . . . , h2n) is the sum of all the terms of the form
A(x, hi1) . . . A(x, hi2j )A(hi2j+1 , hi2j+2) . . . A(hi2n−1 , hi2n)
with {i1, . . . , i2n} = {1, . . . , 2n} and
D2n+1g(x)(h1, . . . , h2n+1) =
n∑
j=0
2n+j+1S2j+1(x, h1, . . . , h2n+1)
+∞∑
k=0
ak+n+j+1
k!
||x||2k,
where for any j ∈ {0, . . . , n}, S2j+1(x, h1, . . . , h2n+1) is the sum of all the terms of the form
A(x, hi1) . . . A(x, hi2j+1)A(hi2j+2 , hi2j+3) . . . A(hi2n , hi2n+1)
with {i1, . . . , i2n+1} = {1, . . . , 2n+1}. In order to estimate |Dng(x)(h1, . . . , hn)|, we need to
compute the number of terms which appear in the sums
S2j(x, h1, . . . , h2n) and S2j+1(x, h1, . . . , h2n+1)
Since the number of partitions by pairs of a set of 2p elements is equal to (2p)!2pp! , we easily see
that there is exactly
(2n
2j
) (2(n−j))!
2n−j(n−j)! terms in the sum S2j(x, h1, . . . , h2n) and
(2n+1
2j+1
) (2(n−j))!
2n−j(n−j)!
terms in the sum S2j+1(x, h1, . . . , h2n+1). Then, since |A(u, v)| ≤ 2 ||u|| ||v||, we get for any
h1, . . . , h2n in the closed unit ball B of H, |S2j(x, h1, . . . , h2n)| ≤
(2n
2j
) (2(n−j))!
2n−j(n−j)!2
n+j ||x||2j
and then by using (5.24):
∣∣D2ng(x)(h1, . . . , h2n)∣∣ ≤ n∑
j=0
2n+j
(
2n
2j
)
(2(n − j))!
2n−j(n− j)!2
n+j ||x||2j
+∞∑
k=0
Cτk+n+j
k!
||x||2k
≤ C(2n)!
n∑
j=0
(4τ)n+j
(n− j)!
||x||2j
(2j)!
eτ ||x||
2
.
By using the same method, we find that for any h1, . . . , h2n+1 in B,∣∣D2n+1g(x)(h1, . . . , h2n+1)∣∣ ≤ C(2n+ 1)! n∑
j=0
(4τ)n+j+1
(n− j)!
||x||2j+1
(2j + 1)!
eτ ||x||
2
.
Then, we have
+∞∑
n=0
∣∣∣∣ ∫HD2ng(x) dm(x)∣∣∣∣
(2n)!
≤ C
∫
H
eτ ||x||
2
+∞∑
n=0
n∑
j=0
(4τ)n+j
(n− j)!
||x||2j
(2j)!
dm(x)
= C
∫
H
eτ ||x||
2
+∞∑
j=0
(4τ ||x||)2j
(2j)!
( +∞∑
n=j
(4τ)n−j
(n− j)!
)
dm(x)
= Ce4τ
∫
H
eτ ||x||
2
+∞∑
j=0
(4τ ||x||)2j
(2j)!
dm(x),
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and in the same way,
+∞∑
n=0
∣∣∣∣ ∫HD2n+1g(x) dm(x)∣∣∣∣
(2n + 1)!
≤ Ce4τ
∫
H
eτ ||x||
2
+∞∑
j=0
(4τ ||x||)2j+1
(2j + 1)!
dm(x).
We finally conclude that
+∞∑
n=0
∣∣∣∣ ∫HDng(x) dm(x)∣∣∣∣
n!
≤ Ce4τ
∫
H
eτ ||x||
2+4τ ||x|| dm(x).
According to the beginning of the proof, the integral
∫
H e
2τ ||x||2 dm(x) is convergent and the
function f belongs to the space X .
Remark 5.18. It is not difficult to see that the space X is smaller than the whole space
L2
R
(H,B,m). Indeed, we can take a function f in G which is written as in Remark 4.4:
f =
∑
k∈Z∗ ak Re〈ek, ·〉 where (ak)k∈Z∗ is a sequence of real numbers such that
∑
k∈Z∗ a
2
k σ
2
k <
+∞. It is clear that f = f1 (in the Wiener chaos decomposition of f) and that ||Bf1 || =
||(ak)k∈Z∗ ||2 which is not finite if the sequence (ak)k∈Z∗ does not belong to ℓ2(Z∗,R).
We finally state and prove our result on the decrease of correlations when we consider a
function f in the space X and a function g in the space Y.
Theorem 5.19. Let T ∈ B(H) be a bounded linear operator on H whose eigenvectors as-
sociated to unimodular eigenvalues are parametrized by a T-eigenvector field E which is
µ-spanning and α-Ho¨lderian as in Assumption 2.8. Then, there exists a positive constant
C ′(E) such that for any f ∈ X and g ∈ Y, we have
∣∣In(f, g)∣∣ ≤ C ′(E)
nα
||f ||X ||g||Y
for any positive integer n.
Proof. We consider the Wiener chaos decomposition of the functions f ∈ X and g ∈ Y, that
is f =
∑
k≥0 fk and g =
∑
k≥0 gk, where fk, gk belong to the space : Gk :. Since the spaces
: Gj : are orthogonal, we know that for any positive integer n, we have
In(f, g) =
+∞∑
k=1
In(fk, gk).
The functions fk and gk belong to the same space : Gk :, so we can apply Theorem 5.15.
Hence, by using the triangle inequality, we get
∣∣In(f, g)∣∣ ≤ +∞∑
k=1
∣∣In(fk, gk)∣∣ ≤ C(E)πα
nα
+∞∑
k=1
k! ||E||2k−12 ||Bfk || ||Bgk ||
≤ C(E)π
α
nα
( +∞∑
k=1
||E||4k−22
)1/2
||f ||X ||g||Y
where the series
∑
k≥0 ||E||4k−22 can always be assumed to be convergent by taking, if neces-
sary, a smaller Ho¨lder constant C(E). Then the result follows with the constant
C ′(E) := C(E)πα
(∑
k≥1
||E||4k−22
)1/2
.
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By using the examples of functions we find in the spaces X and Y in Proposition 5.17,
we can for instance deduce from Theorem 5.19 the following corollary.
Corollary 5.20. Let T ∈ H whose eigenvectors associated to unimodular eigenvalues are
parametrized by a T-eigenvector field E which is µ-spanning and α-Ho¨lderian as in Assump-
tion 2.8. For any entire function φ : C −→ C of exponential type κ < (2||E||22)−1 and any
polynomial p in the variables Re〈ei, ·〉, we have∣∣In(φ(|| · ||2), p)∣∣ ≤ C ′(E)
nα
∣∣∣∣Re(φ ◦ || · ||2)∣∣∣∣X ||p||Y
for any positive integer n, where the positive constant C ′(E) appears in Theorem 5.19.
Remark 5.21. In a more general situation, the T-eigenvectors of T ∈ B(H) are parametrized
by a countable family (Ei)i∈I of T-eigenvector fields (see Remark 3.5 for the definitions of
the operators KEi and K). Under the stronger assumption that the series
∑
i∈I α
2
i ||Ei||2 is
convergent and that the T-eigenvector fields are Ho¨lderian with the same Ho¨lder exponent
α ∈ (0, 1] (and with the same Ho¨lder constant C(Ei) := C), one can easily proves that
Proposition 2.9 remains true, that is the sequence (〈RT ∗nx, y〉)n∈N is convergent to zero
with speed n−α (with the constant Cπα
∑
i∈I α
2
i ||Ei||2 instead of the constant C(E,α)).
Then, it is not difficult to prove that Lemma 5.9 and Lemma 5.11 can be proved in this
context and then that we have the same kind of result that Theorem 5.19.
5.5 Analytic T-eigenvector fields
In many cases (see for instance Example 2.11 or various examples given in the book [5] on
composition operators), a stronger regularity assumption on our T-eigenvector field holds
true: the T-eigenvector field E is a vector-valued analytic function in a neighbourhood of
T. In this case, the convergence to zero of the correlations In(f, g) is exponential when the
functions f and g belong to the spaces X and Y respectively. More precisely:
Theorem 5.22. Let T ∈ B(H) be a bounded linear operator on H whose eigenvectors as-
sociated to unimodular eigenvalues are parametrized by a T-eigenvector field E which is
µ-spanning and analytic. Then there exists 0 < t < 1 and a positive constant D(E) such
that for any f ∈ X and g ∈ Y,
|In(f, g)| ≤ D(E) tn ||f ||X ||g||Y
for any positive integer n.
Indeed, the two only results where we use the fact the the T-eigenvector field E is regular
(Ho¨lderian or analytic) is Proposition 2.9 and Lemma 5.9. Assume that E : T −→ H is a
vector-valued analytic function (in a neighbourhood of T). Then there exists a sequence of
complex numbers (cn)n∈Z+ such that E(λ) =
∑
n≥0 cnλ
nen and there exist two constants
t ∈ (0, 1) and M > 0 such that |cn| ≤Mtn for every nonnegative integer n. For instance, if
one rewrite the proof of Proposition 2.9, then he gets
∣∣〈RT ∗nx, y〉∣∣ = ∣∣∣∣ ∫
T
λn〈x,E(λ)〉〈y,E(λ)〉 dµ(λ)
∣∣∣∣
=
∣∣∣∣∣
+∞∑
q=0
cq+ncq〈x, eq+n〉〈y, eq〉
∣∣∣∣∣
≤M2tn||x|| ||y||
by using the Cauchy-Schwarz inequality and since 0 < t < 1. Then we obtain the same
kind of result as in Proposition 2.9 and the correlations decrease to zero with exponential
speed. If we do the same thing with Lemma 5.9, we find that the correlations In
(|| · ||2, || · ||2)
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decrease to zero with exponential speed tn. With these two results, we can prove Theorem
5.22 in the context of analytics T-eigenvector fields.
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