This paper considers robust dynamic optimization problems, where the unknown parameters are modeled as uncertainty sets. We seek to bridge two classical paradigms for solving such problems, namely (1) Dynamic Programming (DP), and (2) policies parameterized in model uncertainties (also known as decision rules), obtained by solving tractable convex optimization problems.
Introduction
Dynamic optimization problems under uncertainty have been present in numerous fields of science and engineering, and have elicited interest from diverse research communities, on both a theoretical and a practical level. As a result, many solution approaches have been proposed, with various degrees of generality, tractability, and performance guarantees. One such methodology, which has received renewed interest in recent years due to its ability to provide workable solutions for many real-world problems, is robust optimization and robust control. Problem 1. Consider a two-echelon supply chain, consisting of a retailer and a supplier. The retailer is selling a single product over a finite planning horizon, and facing unknown demands from customers. She is allowed to carry inventory and to backlog unsatisfied demand, and she can replenish her inventory in every period by placing orders with the supplier.
The supplier is facing capacity investment decisions, which must be made in advance, before the selling season begins. In an effort to smoothen the production, the supplier enters a contract with the retailer, whereby the latter pre-commits (before the start of the selling season) to a particular sequence of orders. The contract also prescribes payments that the retailer must make to the supplier, whenever the realized orders deviate from the pre-commitments.
The goal is to determine, in a centralized fashion, the capacity investments by the supplier and the pre-commitments and ordering policies by the retailer that would minimize the overall, worst-case system cost (consisting of capacity investments, inventory, ordering, and contractual penalties).
The typical approach for solving such problems is via a Dynamic Programming (DP) formulation (Bertsekas [2001] ), in which the optimal state-dependent policies u t (x t ) and value functions J t (x t ) are characterized going backwards in time. DP is a powerful and flexible technique, enabling the modeling of complex problems, with nonlinear dynamics, incomplete information structures, etc. For certain "simpler" (low-dimensional) problems, the DP approach also allows an exact characterization of the optimal actions; this has lead to numerous celebrated results in operations research, a classic example being the optimality of basestock or (s, S) policies in inventory systems (Scarf [1960] , Clark and Scarf [1960] , Veinott [1966] ). Furthermore, the DP approach often entails very useful comparative statics analyses, such as monotonicity results of the optimal policy with respect to particular problem parameters or state variables, monotonicity or convexity of the value functions, etc. (see, e.g., the classical texts Zipkin [2000] , Topkis [1998] , Heyman and Sobel [1984] , Simchi-Levi et al. [2004] , Talluri and van Ryzin [2005] for numerous such examples). We critically remark that such comparative statics results are often possible even for complex problems, where the optimal policies cannot be completely characterized (e.g., Zipkin [2008] , Huh and Janakiraman [2010] ).
The main downside of the DP approach is the well-known "curse of dimensionality", in that the complexity of the underlying Bellman recursions explodes with the number of state variables [Bertsekas, 2001] , leading to a limited applicability of the methodology in practical settings. In fact, an example of this phenomenon already appears in the model for Problem 1: after the first period (in which the capacity investment and the pre-commitment decisions are made), the state of the problem consists of the vector of capacities, pre-commitments, and inventory available at the retailer. As Ben-Tal et al. [2005b remark, even though the DP optimal ordering policy might have a simple form (e.g., if the ordering costs were linear, it would be a base-stock policy), the methodology would run into trouble, as (i) one may have to discretize the state variable and the actions, and hence produce only an approximate value function, (ii) the DP would have to be solved for any possible choice of capacities and pre-commitments, (iii) the value function depending on capacities and pre-commitments would, in general, be non-smooth, and (iv) the DP solution would provide no subdifferential information, leading to the use of zero-order (i.e., gradient-free) methods to solve the resulting first-stage problem, which exhibit notoriously slow convergence. This drawback of the DP methodology has motivated the development of numerous schemes for computing approximate solutions, such as Approximate Dynamic Programming, Model Predictive Control, and others (see, e.g., Bertsekas and Tsitsiklis [1996] , Bertsekas [2001] , de Farias and Van Roy [2003] or Powell [2007] ).
An alternative approach is to give up solving the Bellman recursions altogether (even approximately), and instead focus on particular classes of policies that can be found by solving tractable optimization problems. One of the most popular such approaches is to consider decision rules directly parameterized in the observed disturbances, i.e.,
where m is the number of control actions at time t. One such example, of particular interest due to its tractability and empirical success, has been the class of affine decision rules. Originally suggested in the stochastic programming literature [Charnes et al., 1958, Garstka and Wets, 1974] , these rules have gained tremendous popularity in the robust optimization literature due to their tractability and empirical success (see, e.g., Löfberg [2003] , Ben-Tal et al. [2004] , Ben-Tal et al. [2005a , Bemporad et al. [2003] , Maciejowski [2003, 2004] , Skaf and Boyd [2010] , and the book Ben-Tal et al. [2009] and survey paper Bertsimas et al. [2011] for more references). Recently, they have been reexamined in stochastic settings, with several papers (Nemirovski and Shapiro [2005] , Chen et al. [2008] , Kuhn et al. [2009] ) providing tractable methods for determining optimal policy parameters, in the context of both single-stage and multi-stage linear stochastic programming problems. One central question when restricting attention to a particular subclass of policies (such as affine) is whether this induces large optimality gaps as compared to the DP solution. One such attempt was Bertsimas and Goyal [2010] , which considers a two-stage linear optimization problem and shows that affine policies are optimal for a simplex uncertainty set, but can be within a factor of O dim(W) of the DP optimal objective in general, where dim(W) is the dimension of the (first-stage) uncertainty set. The work that is perhaps most related to ours is , where the authors show that affine policies are provably optimal for a considerably simpler setting than Problem 1 (without capacity or pre-commitment decisions, with linear ordering costs, and with the uncertainty set described by a hypercube). The proofs in the latter paper rely heavily on the problem structure, and are not easily extendable to any other settings (including that of Problem 1). Other research efforts have focused on providing tractable dual formulations, which allow a computation of lower or upper bounds, and hence an assessment of the sub-optimality level (see Kuhn et al. [2009] for details).
However, these (seemingly weak) theoretical results stand in contrast with the considerably stronger empirical observations. In a thorough simulation conducted for an application very similar to Problem 1, Ben-Tal et al. [2009] (Chapter 14, page 392) report that affine policies are optimal in all 768 instances tested, and Kuhn et al. [2009] find similar results for a related example.
In view of this observation, the goal of the present paper is to enhance the understanding of the modeling assumptions and problem structures that underlie the optimality of affine policies. We seek to do this, in fact, by bridging the strengths of the two approaches suggested above. Our contributions are as follows.
• We provide a set of unifying conditions on (a) the uncertainty sets, and (b) the optimal policies and value functions of a DP formulation, which, taken together, guarantee that affine decision rules are optimal in a dynamic optimization problem. The reason why such conditions are useful is that one can often conduct meaningful comparative statics analyses, even in situations when a DP formulation is computationally intractable. If the optimal value functions and policies happen to match our conditions, then one can forget about numerically solving the DP, and can instead simply focus attention on affine decision rules, which can often be computed by solving particular tractable (convex) mathematical programs.
Our conditions critically rely on the convexity and supermodularity of the objective functions in question, as well as the lattice structure of the uncertainty set W. To the best of our knowledge, these are the first results suggesting that lattice uncertainty sets might play a central role in constructing dynamic robust models, and that they bear a close connection with the optimality of affine forms in the resulting problems. Our proof techniques combine ideas from three areas of optimization typically studied separately -robust optimization, combinatorial optimization (the theory of lattice programming and supermodularity), and global optimization (the theory of concave envelopes) -and may be of independent interest.
• Using these conditions, we reexamine Problem 1, and show that -once the capacities and pre-commitment decisions are fixed -affine ordering policies are provably optimal, under any convex ordering, inventory and contractual penalty costs. Furthermore, the worst-case optimal ordering policy has a natural interpretation in terms of fractional satisfaction of backlogged demands. This is a considerable generalization and simplification of the results in , and it enforces the notion that optimal decision rules in robust models can retain a simple form, even as the cost structure of the problem becomes more complex: for instance, when ordering costs are convex, ordering policies that are affine in historical demands remain optimal, whereas policies parameterized in inventory become considerably more complex (see the discussion in Section 3.3.1).
• Recognizing that, even knowing that affine policies are optimal, one could still face the conundrum of solving complex mathematical programs, we provide a set of conditions under which the maximization of a sum of several convex and supermodular functions on a lattice can be replaced with the maximization of a single linear function. With these conditions, we show that, if all the costs in Problem 1 are jointly convex and piece-wise affine (with at most m pieces), then all the decisions in the problem (capacity investments, pre-commitments and optimal ordering policies) can be obtained by solving a single linear program, with O(mT 2 ) variables. This explains the empirical results in Ben-Tal et al. [2005b , and identifies the sole modeling component that renders affine decision rules suboptimal in the latter models.
The rest of the paper is organized as follows. Section 2 contains a precise mathematical description of the two main problems we seek to address. Section 3 and Section 4 contain our main results, with the answers to each separate question, and a detailed discussion of their application to Problem 1 stated in the introduction. Section 5 concludes the paper. The Appendix contains relevant background material on lattice programming, supermodularity and concave envelopes (Section 7.1 and Section 7.2), as well as some of the technical proofs (Section 7.3).
Notation
Throughout the text, vector quantities are denoted in bold font. To avoid extra symbols, we use concatenation of vectors in a liberal fashion, i.e., for a ∈ R n and b ∈ R k , we use (a, b) to denote either the row vector (a 1 , . . . , a n , b 1 , . . . , b k ) or the column vector (a 1 , . . . , a n , b 1 , . . . , b k )
T . The meaning should be clear from context. The operators min, max, ≥ and ≤ applied to vectors should be interpreted in component-wise fashion.
For a vector x ∈ R n and a set S ⊆ {1, . . . , n}, we use x(S) def = j∈S x j , and denote by x S ∈ R n the vector with components x i for i ∈ S and 0 otherwise. In particular, 1 S is the characteristic vector of the set S, 1 i is the i-th unit vector of R n , and 1 ∈ R n is the vector with all components equal to 1. We use Π(S) to denote the set of all permutations on the elements of S, and π(S) or σ(S) denote particular such permutations. We let S C = {1, . . . , n} \ S denote the complement of S, and, for any permutation π ∈ Π(S), we write π(i) for the element of S appearing in the i-th position under permutation π.
For a set P ⊆ R n , we use ext(P ) to denote the set of its extreme points, and conv(P ) to denote its convex hull.
Problem Statement
As discussed in the introduction, both the DP formulation and the decision rule approach have well-documented merits. The former is general-purpose, and allows very insightful comparative statics analyses, even when the DP approach itself is computationally intractable. For instance, one can check the monotonicity of the optimal policy or value function with respect to particular problem parameters or state variables, or prove the convexity or sub/supermodularity of the value function. A recent such example in the inventory literature are the monotonicity results concerning the optimal ordering policies in single or multi-echelon supply chains with positive lead-time and lost sales (Zipkin [2008] and Huh and Janakiraman [2010] ). For more examples, we refer the interested reader to several classical texts on inventory and revenue management: Zipkin [2000] , Topkis [1998] , Heyman and Sobel [1984] , Simchi-Levi et al. [2004] , Talluri and van Ryzin [2005] .
In contrast, the decision-rule approach does not typically allow such structural results, but instead takes the pragmatic view of focusing on practical decisions, which can be efficiently computed by convex optimization techniques (see, e.g., Chapter 14 of Ben-Tal et al. [2009] ).
The goal of the present paper is to provide a link between the two analyses, and to enhance the understanding of the modeling assumptions and problem structures that underlie the optimality of affine decision rules. More precisely, we pose and address two main problems, the first of which is the following.
Problem 2. Consider a one-period game between a decision maker and nature
where w denotes an action chosen by nature from an uncertainty set W ⊆ R n , u is a response by the decision maker, allowed to depend on nature's action w, and f is a total cost function. With u (w) denoting the Bellman-optimal policy, we seek conditions on the set W, the policy u (w), and the function f w, u (w) such that there exists an affine policy that is worst-case optimal for the decision maker, i.e.,
To understand the question, imagine separating the objective into two components, f (w, u) = h(w)+J(w, u). Here, h summarizes a sequence of historical costs (all depending on the unknowns w), while J denotes a cost-to-go (or value function). As such, the outer maximization in (2) can be interpreted as the problem solved by nature at a particular stage in the decision process, whereby the total costs (historical + cost-to-go) are being maximized. The inner minimization exactly captures the decision maker's problem, of minimizing the cost-to-go.
As remarked earlier, an answer to this question would be most useful in conjunction with comparative statics results obtained from a DP formulation: if the optimal value (and policies) matched the conditions in the answer to Problem 2, then one could forget about numerically solving the DP, and could instead simply focus attention on disturbance-affine policies, which could be computable by efficient convex optimization techniques (see, e.g., Löfberg [2003] , Ben-Tal et al. [2004] , Ben-Tal et al. [2005a] , Ben-Tal et al. [2009] or Skaf and Boyd [2010] ).
We remark that the notion of worst-case optimal policies in the previous question is different than that of Bellman-optimal policies [Bertsekas, 2001] . In the spirit of DP, the latter requirement would translate in the policy u (w) being the optimal response by the decision maker for any revealed w ∈ W, while the former notion only requires that u(w) = Qw+q is an optimal response at points w that result in the overall worst-case cost (while keeping the cost for all other w below the worst-case cost). This distinction has been drawn before , and is one of the key features distinguishing robust (mini-max) models from their stochastic counterparts, and allowing the former models to potentially admit optimal policies with simpler structure than those for the latter class. While one could build a case against worst-case optimal policies by arguing that a rational decision maker should never accept policies that are not Bellman optimal (see, e.g., Epstein and Schneider [2003] and Cheridito et al. [2006] for pointers to the literature in economics and risk theory on this topic), we adopt the pragmatic view here that, provided there is no degeneracy in the optimal policies (i.e., there is a unique set of optimal policies in the problem), one can always replicate the true Bellman-optimal policies through a receding horizon approach [Bertsekas, 2001] , by applying the first-stage decisions and resolving the subproblems in the decision process. While answering the above question is certainly very relevant, the results might still remain existential in nature. In other words, even armed with the knowledge that affine policies are optimal, one could be faced with the conundrum of solving complex mathematical programs to find such policies. To partially alleviate this issue, we raise the following related problem.
Problem 3. Consider a maximization problem of the form
where W ⊆ R n denotes an uncertainty set, and T is a finite index set. Let J denote the maximum value in the problem above (assumed finite). We seek conditions on W and/or h t such that there exist affine functions z t (w), ∀ t ∈ T , such that
In words, the latter problem requires that substituting a set of true historical costs h t with potentially larger (but affine) costs z t results in no change of the worst-case cost. Since one can typically optimize linear functionals efficiently over most uncertainty sets of practical interest (see, e.g., Ben-Tal et al. [2009] ), an answer to this problem, combined with an answer to Problem 2, might enable very efficient mathematical programs for computing worst-case optimal affine policies that depend on disturbances.
Discussion of Problem 2
We begin by considering Problem 2 in the introduction. With u (w) ∈ arg min u f (w, u) denoting a Bellman-optimal response by the decision maker, the latter problem can be summarized compactly as finding conditions on W, u and f such that
To the best of our knowledge, two partial answers to this question are known in the literature. If W is a simplex or a direct product of simplices, and f (w, Qw + q) is convex in w for any Q, q, then a worst-case optimal policy can be readily obtained by computing Q, q so as to match the value of u (w) on all the points in ext(W) (see Bertsimas and Goyal [2010] and Lemma 14.3.6 in Ben-Tal et al. [2009] for the more general case). This is not a surprising result, since the number of extreme points of the uncertainty set exactly matches the number of policy parameters (i.e., the degrees of freedom in the problem). A separate instance where the construction is possible is provided in , where
n is the unit hypercube in R n , u : W → R, and f has the specific form
where a 0 , b 0 , c ∈ R, a, b ∈ R n are arbitrary, and g : R → R is any convex function. The proof for the latter result heavily exploits the particular functional form above, and does not lend itself to any extensions or interpretations. In particular, it fails even if one replaces c · u with c(u), for some convex function c : R → R.
In the current paper, we also focus our attention on uncertainty sets W that are polytopes in R n . More precisely, with V = {1, . . . , n}, we consider any directed graph G = (V, E), where E ⊆ V 2 is any set of directed edges, and are interested in uncertainty sets of the form:
It can be shown (see Tawarmalani et al. [2010] and references therein for details) that the polytope W in (3) has boolean vertices, since the matrix of constraints is totally unimodular. As such, any x ∈ ext(W) can be represented as x = 1 Sx , for some set S x ⊆ V . Furthermore, it can also be checked that the set ext(W) is a sublattice of 1 {0, 1} n [Topkis, 1998] ,
Among the uncertainty sets typically considered in the modeling literature, the hypercube is one example that fits the description above. Certain hyper-rectangles, as well as any simplices or crossproducts of simplices could also be reduced to this form via a suitable change of variables 2 (see, e.g., Tawarmalani et al. [2010] ). For an example of such an uncertainty set and its corresponding graph G, we direct the reader to Figure 1 .
For any polytope of the form (3), we define the corresponding set Π W of permutations of V that are consistent with the pre-order induced by the lattice ext(W), i.e.,
In other words, if (i, j) ∈ E, then i must appear before j in any permutation π ∈ Π W . Furthermore, with any permutation π ∈ Π(V ), we also define the simplex ∆ π obtained from vertices of H in the order determined by the permutation π, i.e.,
It can then be checked (see, e.g., Tawarmalani et al. [2010] ) that any vertex w ∈ ext(W) belongs to several such simplices. More precisely, with w = 1 Sw for a particular S w ⊆ V , we have
In other words, w is contained in any simplex corresponding to a permutation π that (a) is consistent with the pre-order on W, and (b) has the indices in S w in the first |S w | positions. An example in included in Figure 1 . Since ext(W) is a lattice, we can also consider functions f : W → R that are supermodular on ext(W), i.e.,
1 We could also state these results in terms of W itself being a sublattice of H n . However, the distinction will turn out to be somewhat irrelevant, since the convexity of all the objectives will dictate that only the structure of the extreme points of W matters.
2 For a simplex, if
. . , n}, the corresponding uncertainty set in the y variables is 
The properties of such functions have been studied extensively in combinatorial optimization and economics (see, e.g., Fujishige [2005] , Schrijver [2003] and Topkis [1998] for detailed treatments and references). The main results that are relevant for our purposes are summarized in Section 7.1 and Section 7.2 of the Appendix. With these definitions, we can now state our first main result, providing a set of sufficient conditions guaranteeing the desired outcome in Problem 2. Theorem 1. Consider any optimization problem of the form
where W is of the form (3). Let u : W → R m denote a Bellman-optimal response of the decision maker, and f (w) def = f w, u (w) be the corresponding optimal cost function. Assume the following conditions are met:
[A1] f (w) is convex on W and supermodular in w on ext(W).
[A2] For Q ∈ R m×n and q ∈ R n , the function f w, Qw + q is convex in (Q, q) for any fixed w.
[A3] There existsŵ ∈ arg max w∈W f (w) such that, with Sŵ given by (6), the matrices {Q π } π∈Sŵ and vectors {q π } π∈Sŵ obtained as the solutions to the systems of linear equations
are such that the function f w,Qw +q is convex in w and supermodular on ext(W), for anyQ andq obtained as
Then, there exist {λ π } π∈Sŵ such that, withQ andq given by (8),
Before presenting the proof of the theorem, we provide a brief explanation and intuition for the conditions above. A more detailed discussion, together with relevant examples, is included immediately after the proof.
The interpretation and the test for conditions [A1] and [A2] are fairly straightforward. The idea behind [A3] is to consider every simplex ∆ π that contains the maximizerŵ; there are exactly |Sŵ| such simplices, characterized by (6). For every such simplex, one can compute a corresponding affine decision rule Q π w + q π by linearly interpolating the values of the Bellman-optimal response u (w) at the extreme points of ∆ π . This is exactly what is expressed in condition (7), and the resulting system is always compatible, since every such matrix-vector pair has exactly m rows, and the n + 1 variables on each row participate in exactly n + 1 linearly independent constraints (one for each point in the simplex). Now, the key condition in [A3] considers affine decisions rules obtained as arbitrary convex combinations of the rules Q π w + q π , and requires that the resulting cost function, obtained by using such rules, remains convex and supermodular in w.
Proof of Theorem 1
In view of these remarks, the strategy behind the proof of Theorem 1 is quite straightforward: we seek to show that, if conditions [A1-3] are obeyed, then one can find suitable convex coefficients λ π π∈Sŵ so that the resulting affine decision ruleQw +q is worst-case optimal. To ensure the latter fact, it suffices to check that the global maximum of the function f (w,Qw +q) is still reached at the pointŵ, which is one of the maximizers of f (w). Unfortunately, this is not trivial to do, since both functions f (w,Qw +q) and f (w) are convex in w (by [A1,3]), and it is therefore hard to characterize their global maximizers, apart from stating that they occur at extreme points of the feasible set [Rockafellar, 1970] .
The first key idea in the proof is to examine the concave envelopes of f (w,Qw +q) and f (w), instead of the functions themselves. Recall that the concave envelope of a function f : P → R on the domain P , which we denote by conc P (f ) : P → R, is the point-wise smallest concave function that over-estimates f on P [Rockafellar, 1970] , and always satisfies arg max x∈P f ⊆ arg max x∈P conc P (f ) (the interested reader is referred to Section 7.2 of the Appendix for a short overview of background material on concave envelopes, and to the papers Tardella [2008] or Tawarmalani et al. [2010] for other useful references).
In this context, a central result used repetitively throughout our analysis is the following characterization for the concave envelope of a function that is convex and supermodular on a polytope of the form (3). Lemma 1. If f : W → R is convex on W and supermodular on ext(W), then 1. The concave envelope of f on W is given by the Lovász extension of f restricted to ext(W):
3. The polyhedral subdivision of W yielding the concave envelope is given by the restricted Kuhn triangulation,
Proof. This result is a particular instance of Corollary 3 in the Appendix, which in itself is a restatement of Theorem 3.3 and Corollary 3.4 in Tawarmalani et al. [2010] , to which we direct the interested reader for more details.
The previous lemma essentially establishes that the concave envelope of a function f that is convex and supermodular on an integer sublattice of {0, 1}
n is determined by the Lovász extension [Lovász, 1982] . The latter function is polyhedral (i.e., piece-wise affine), and is obtained by affinely interpolating the function f on all the simplicies in the Kuhn triangulation K W of the hypercube (see Section 7.2.1 of the Appendix). A plot of such a function f and its concave envelope is included in Figure 2 .
Figure 2: A convex and supermodular function (a) and its concave envelope (b). Here,
The plot in (b) also shows the two normals of non-vertical facets of conc W (f ), corresponding to g (1,2) and g (2,1) .
With this powerful lemma, we can now provide a result that brings us very close to a complete proof of Theorem 1.
Lemma 2. Suppose f : W → R is convex on W and supermodular on ext(W). Consider an arbitraryŵ ∈ ext(W) ∩ arg max w∈W f (w), and let g π be given by (10). Then, 1. For any w ∈ W, we have
2. There exists a set of convex weights {λ π } π∈Sŵ such that g = π∈Sŵ λ π g π satisfies
Proof. The proof is rather technical, and we defer it to Section 7.3 of the Appendix.
For a geometric intuition of these results, we refer to Figure 2 . In particular, the first claim simply states that the vectors g π corresponding to simplicies that containŵ are valid supergradients of the function f atŵ; this is a direct consequence of Lemma 1, since any such vectors g π are also supergradients for the concave envelope conc W (f ) atŵ. The second claim states that one can always find a convex combination of the supergradients g π that yields a supergradient g that is not a direction of increase for the function f when moving in any feasible direction away fromŵ (i.e., while remaining in W).
With this lemma, we can now complete the proof of our main result.
Proof of Theorem 1. Consider anyŵ satisfying the requirement [A3]. Note that the system of equations in (7) is uniquely defined, since each row of the matrix Q π and the vector q π participate in exactly n+1 constraints, and the corresponding constraint matrix is non-singular. Furthermore, from the definition of ∆ π in (5), we have that 0 ∈ ext(∆ π ), ∀ π ∈ Sŵ, so that the system in (7) yields q π = u (0), ∀ π ∈ Sŵ. By Lemma 2, consider the set of weights
To this end, note that, by [A3], the functions f (w,Qw +q) and
, ∀ π ∈ Sŵ are convex in w and supermodular on ext(W). Also, by construction,
Thus, for any π ∈ Sŵ, the supergradient g π defined for the function f in (10) remains a valid supergradient for f π at w =ŵ. As such, relation (11) also holds for each function f π , i.e.,
The following reasoning then concludes our proof
≤ f (ŵ,Qŵ +q).
Examples and Discussion of Existential Conditions
We now proceed to discuss the conditions in Theorem 1, and relevant examples of functions satisfying them. Condition [A1] can be generally checked by performing suitable comparative statics analyses. For instance, f (w) will be convex in w if f (w, u) is jointly convex in (w, u), since partial minimization preserves convexity [Rockafellar, 1970] . For supermodularity of f , more structure is typically needed on f (w, u). The following proposition provides one such example, which proves particularly relevant in our analysis of Problem 1.
, where c, g : R → R are arbitrary convex functions, and
Proof. Since f is jointly convex in w and u, f is convex. Furthermore, note that f only depends on w through b T w, i.e., f (w) =f (b T w), for some convexf . Therefore, since b ≥ 0 or b ≤ 0, f is supermodular (see Lemma 2.6.2 in Topkis [1998] ).
Condition [A2] can also be tested by directly examining the function f . For instance, if f is jointly convex in w and u, then [A2] is trivially satisfied, as is the case in the example of Proposition 1.
In practice, the most cumbersome condition to test is undoubtedly [A3]. Typically, a combination of comparative statics analyses and structural properties on the function f will be needed. We exhibit how such techniques can be used by making reference, again, to the example in Proposition 1.
Proof. Let h(x, y) def = c(y) + g(x + y). It can be shown (see Lemma 6 of the Appendix, or Heyman and Sobel [1984] and Theorem 3.10.2 in Topkis [1998] ) that arg min y h(x, y) is decreasing in x, and x + arg min y h(x, y) is increasing in x.
Consider anyŵ ∈ arg max w∈P f (w) ∩ ext(P ). In this case, the construction in (7) yields
for some y (x) ∈ arg min y h(x, y). We claim that:
We prove the first claim (the second follows analogously). Since 0 ∈ ext(∆ π ), we have q
which implies that q π ≤ 0. Similarly, the monotonicity of x + y (x) implies that b + q π ≥ 0. With the previous two claims, it can be readily seen that the functions
are convex in w and supermodular on ext(P ), and that the same conclusion holds for affine policies given by arbitrary convex combinations of (q π , q
In view of Proposition 1 and Proposition 2, we have the following example where Theorem 1 readily applies, and which will prove essential in the discussion of the two-echelon example of Problem 1.
where h : H n → R is convex and supermodular on {0, 1} n , and c, g : R → R are arbitrary convex functions. Then, if either
Proof. The optimality for the case of b ≥ 0 and b ≤ 0 follows directly from Proposition 1 and Proposition 2 (note that adding the convex and supermodular function h does not change any of the arguments there). The proofs for the sign relations concerning q follow from (15a) and (15b), by recognizing that the same inequalities hold for any convex combination of the vectors q π . When h is affine, then the case with an arbitrary b can be transformed, by a suitable linear change of variables for w, to a case with b ≥ 0, and modified b 0 and affine h.
Application to Problem 1
In this section, we revisit the production planning model discussed in Problem 1 of the introduction, where the full power of the results introduced in Section 3 can be used to derive the optimality of ordering policies that are affine in historical demands.
As remarked in the introduction, a very similar model has been originally considered in BenTal et al. [2005b] and Ben-Tal et al. [2009] ; we first describe our model in detail, and then discuss how it relates to that in the other two references.
Let 1, . . . , T denote the finite planning horizon, and introduce the following variables:
• K t : the installed capacity at the supplier in period t. With K = (K 1 , . . . , K T ), let r(K) denote the investment cost for installing capacity vector K.
• p t : the contractual pre-commitment for period t. Let p = (p 1 , . . . , p T ) be the vector of pre-committed orders.
• q t : the realized order quantity from the retailer in period t. The corresponding cost incurred by the retailer is c t (q t , K, p), and includes the actual purchasing cost, as well as penalties for over or under ordering.
• I t : the inventory on the premises of the retailer at the beginning of period t ∈ {1, . . . , T }. Let h t (I t+1 ) denote the holding/backlogging cost incurred at the end of period t.
• d t : unknown customer demand in period t. We assume that the retailer has very limited information about the demands, so that only bounds are available,
The problem of designing investment, pre-commitment and ordering decisions that would minimize the system-level cost in the worst case can then be re-written as
By introducing the class of ordering policies that depend on the history of observed demands,
we claim that the theorems of Section 3 can be used to derive the following structural results.
Theorem 2. Assume the inventory costs h t are convex, and the ordering costs c t (q t , K, p) are convex in q t for any fixed K, p. Then, for any fixed K, p,
1. Ordering policies that depend affinely on the history of demands are worst-case optimal.
2. Each affine order occurring after period t is partially satisfying the demands that are still backlogged in period t.
Before presenting the proof, we discuss the meaning of the result, and comment on the related literature. The first claim confirms that ordering policies depending affinely on historical demands are (worst-case) optimal, as soon as the first-stage capacity and order pre-commitment decisions are fixed. The second claim provides a structural decomposition of the affine ordering policies: every such order placed in or after period t can be seen as partially satisfying the demands that are still backlogged in period t, with the free coefficients corresponding to safety stock that is built in anticipation for future increased demands.
The model is related to that in Ben-Tal et al. [2005b in several ways. With the exception of the investment cost r(K), the latter model has all the ingredients of ours, with the costs having the specific form
Here,c t is the per-unit ordering cost, α +/− t are the penalties for over/under-ordering (respectively) relative to the pre-commitments, β +/− t are penalties for differences in pre-commitments for consecutive periods,h t is the per-unit holding cost, and b t is the per-unit backlogging cost. Such costs are clearly piece-wise affine and convex, and hence fit the conditions of Theorem 2. Note that our model allows more general convex production costs, for instance, reflecting the purchase of units beyond the installed capacity at the supplier (e.g., from a different supplier or an open market), resulting in an extra cost c om t max(0, q t − K t ). The one feature present in Ben-Tal et al. [2005b] , but absent from our model, are cumulative order bounds, of the formL
Such constraints have been shown to preclude the optimality of ordering policies that are affine in historical demands, even in a far simpler model (without investments, pre-commitments, and with linear ordering cost) -see . Therefore, the result in Theorem 2 shows that these constraints are, in fact, the only modeling component in Ben-Tal et al. [2005b that hinders the optimality of affine ordering policies.
We also mention some related literature in operations management to which our result might bear some relevance. A particular demand model, which has garnered attention in various operational problems, is the Martingale Model of Forecast Evolution (see Hausman [1969] , Heath and Jackson [1994] , Graves et al. [1998] , Lee [2009], Bray and Mendelson [2012] and references therein), whereby demands in future periods depend on a set of external demand shocks, which are observed in each period. In such models, it is customary to consider so-called Generalized Order-Up-To Inventory Policies, whereby orders in period t depend in an affine fashion on demand signals observed up to period t (see Graves et al. [1998] , Lee [2009], Bray and Mendelson [2012] ). Typically, the affine forms are considered for simplicity, and, to the best of our knowledge, there are no proofs concerning their optimality in the underlying models. In this sense, if we interpret the disturbances in our model as corresponding to particular demand shocks, our results may provide evidence that affine ordering policies (in historical demand shocks) are provably optimal for particular finite horizon, robust counterparts of the models.
Dynamic Programming Solution
In terms of solution methods, note that Problem 1 can be formulated as a Dynamic Program (DP) [Ben-Tal et al., 2005b . In particular, for a fixed K and p, the state-space of the problem is one-dimensional, i.e., the inventory I t , and Bellman recursions can be written to determine the underlying optimal ordering policies q t (I t , K, p) and value functions J t (I t , K, p),
where J T +1 (I, K, p) can be taken to be 0 or some other convex function of I, if salvaging inventory is an option (see Ben-Tal et al. [2005b] for details). With this approach, one can derive the following structural properties concerning the optimal policies and value functions.
Lemma 4. Consider a fixed K and p. Then, 1. Any optimal order quantity is non-increasing in starting inventory, i.e., q t (I t , K, p) is nonincreasing in I t .
2. The optimal inventory position after ordering is non-decreasing in starting inventory, i.e., I t + q t (I t , K, p) is non-decreasing in I t .
3. The value functions J t (I t , K, p) and g t (y, K, p) are convex in I t and y, respectively.
Proof. These properties are well-known in the literature on inventory management (see Example 8-15 in Heyman and Sobel [1984] , Proposition 3.1 in Bensoussan et al. [1983] or Theorem 3.10.2 in Topkis [1998] ), and follow by backwards induction, and a repeated application of Lemma 6 in the Appendix. We omit the complete details due to space considerations.
When the convex costs c t are also piece-wise affine, the optimal orders follow a generalized basestock policy, whereby a different base-stock is prescribed for every linear piece in c t (see Porteus [2002] ).
In terms of completing the solution of the original problem, once the value function J 1 (I 1 , K, p) is available, one can solve the problem min K,p J 1 (I 1 , K, p) . However, as outlined in Ben-Tal et al. [2005b , such an approach would encounter several difficulties in practice: (i) one may have to discretize I t and q t , and hence only produce an approximate value for J 1 , (ii) the DP would have to be solved for any possible choice of K and p, (iii) J 1 (I 1 , K, p) would, in general, be non-smooth, and (iv) the DP solution would provide no subdifferential information for J 1 , leading to the use of zero-order (i.e., gradient-free) methods for solving the resulting first-stage problem, which exhibit notoriously slow convergence.
These results are in stark contrast with Theorem 2, which argues that affine ordering policies remain optimal for arbitrary convex ordering cost, i.e., the complexity of the policy does not increase with the complexity of the cost function. Furthermore, as we argue in Section 4, the exact solution for the case of piece-wise affine costs (such as those considered in Ben-Tal et al. [2005b, 2009] ) can actually be obtained by solving a single LP, with manageable size.
Proof of Theorem 2
To simplify the notation, let d . Whenever K and p are fixed, we suppress the dependency on K and p for all quantities of interest, such as q t , J t , c t , g t , etc. The following lemma essentially proves the desired result in Theorem 2.
Lemma 5. Consider a fixed K and p. For every period t ∈ {1, . . . , T }, one can find an affine ordering policy q
where
denotes the affine dependency of the inventory I k on historical demands, for any k ∈ {1, . . . , t}. Furthermore, we also have
Let us first interpret the main statements. Equation (20) guarantees that using the affine ordering policies in periods k ∈ {1, . . . , t} (and then proceeding with the Bellman-optimal decisions in periods t+1, . . . , T ) does not increase the overall optimal worst-case cost. As such, it essentially proves the first part of Theorem 2.
Relation (21) confirms the structural decomposition of the ordering policies: if a particular demand d k no longer appears in the backlog at the beginning of period t (i.e., b T t 1 k = 0), then the current ordering policy does not depend on d k (i.e., q T t 1 k = 0). Furthermore, if a fraction −b t,k ∈ (0, 1] of demand d k is still backlogged in period t, the order q aff t will satisfy a fraction q t,k ∈ [0, −b t,k ] of this demand. Put differently, the affine orders decompose the fulfillment of any demand d k into (a) existing stock in period k and (b) partial orders in periods k, . . . , T , which is exactly the content of the second part of Theorem 2.
Proof of Lemma 5. The proof is by forward induction on t. At t = 1, an optimal constant order is available from the DP solution, q aff 1 = q 1 (I 1 ). Also, since I 2 = I 1 + q aff 1 − d 1 , we have b 2 ≤ 0. Assuming the induction is true at stages k ∈ {1, . . . , t − 1}, let us consider the problem solved by nature at time t − 1, given by (20). The cumulative historical costs in stages 1, . . . , t − 1 are given bỹ
By the induction hypothesis, q k ≥ 0, b k ≤ 0, ∀ k ∈ {1, . . . , t − 1}, and b t ≤ 0. Therefore, since c k and h k are convex, the functionh t is convex and supermodular in d [t] . Recalling that J t is derived from the Bellman recursions (19), i.e.,
we obtain that equation (20) can be rewritten equivalently as
In this setup, we can directly invoke the result of Lemma 3. Since the non-negativity constraints can be emulated via a suitable convex barrier, we readily obtain that there exists an affine ordering policy q
, that is worst-case optimal for problem (22) above. Furthermore, Lemma 3 also states that sign(q t ) = − sign(b t ) and sign(q t + b t ) = sign(b t ), which completes the proof.
Discussion of Problem 3
As suggested in the introduction, the sole knowledge that affine decision rules are optimal might not necessarily provide a "simple" computational procedure for generating them. An immediate example of this is Problem 1 itself: to find optimal affine ordering policies q
for any fixed K and p, we would have to solve the following optimization problem:
While the constraints (23b) can be handled via standard techniques in robust optimization [Ben-Tal et al., 2009] , the objective function is seemingly intractable, even when the convex costs c t and h t take the piece-wise affine form (18), also considered in Ben-Tal et al. [2005b .
With this motivation in mind, we now recall Problem 3 stated in the introduction, and note that it is exactly geared towards simplifying objectives of the form (23a). In particular, if the inner expression in (23a) depended bi-affinely 3 on the decision variables and the uncertain quantities, then standard techniques in robust optimization could be employed to derive tractable robust counterparts for the problem (see Ben-Tal et al. [2009] for a detailed overview). The following theorem summarizes our main result of this section, providing sufficient conditions that yield the desired outcome.
Theorem 3. Consider an optimization problem of the form
where P ⊂ R k is any polytope, a ∈ R n is an arbitrary vector, I is a finite index set, and h i : R n → R are functions satisfying the following properties 3 That is, it would be affine in one set of variables when the other set is fixed.
[P1] h i are concave extendable from ext(P ), ∀ i ∈ I,
Then there exists a set of affine functions z i (w), i ∈ I, satisfying z i (w) ≥ h i (w), ∀ w ∈ P, ∀ i ∈ I, such that
Proof. The proof is slightly technical, so we choose to relegate it to Section 7.3 of the Appendix.
Let us discuss the statement of Theorem 3 and relevant examples of functions satisfying the conditions therein.
[P1] requires the functions h i to be concave-extendable; by the discussion in Section 7.2 of the Appendix, examples of such functions are any convex functions or, when P = H n , any component-wise convex functions. More generally, concave-extendability can be tested using the sufficient condition provided in Lemma 7 of the Appendix.
Apriori, condition [P2] seems more difficult to test. Note that, by Theorem 8 in the Appendix, it can be replaced with any of the following equivalent requirements:
[P3] conc P (h i ) + conc P (h j ) is concave-extendable from vertices, for any i = j ∈ I
[P4] For any i = j ∈ I, the linearity domains R h i ,P = {F k : k ∈ K} and R h j ,P = {G : ∈ L} of conc P (h i ) and conc P (h j ), respectively, are such that The proof for this fact is the subject of Corollary 4 of the Appendix. An instance of this, which turns out to be particularly pertinent in the context of Problem 1, is h i (w) = f i (b i,0 + b T i w), where f i : R → R are convex functions, and b i ≥ 0 or b i ≤ 0. A further subclass of the latter is P = H n and b i = b ≥ 0, ∀ i ∈ I, which was the object of a central result in (Section 4.3 in that paper, and in particular Lemmas 4.8 and 4.9).
We remark that, while maximizing convex functions on polytopes is generally NP-hard (the max-cut problem is one such example [Pardalos and Rosen, 1986] ), maximizing supermodular functions on lattices can be done in polynomial time [Fujishige, 2005] . Therefore, our result does not seem to have direct computational complexity implications. However, as we show in later examples, it does have the merit of drastically simplifying particular computational procedures, particularly when combined with outer minimization problems such as those present in many robust optimization problems.
As another subclass of Example 1, we include the following.
Example 2. Let P = H n , and h i (w) = k∈K i f k (w), where K i is a finite index set, and f k are nonnegative, supermodular, and increasing (decreasing), for all k ∈ K i . Then h i are convex and supermodular.
This result follows directly from Lemma 2.6.4 in Topkis [1998] . One particular example in this class are all polynomials in w with non-negative coefficients. In this sense, Theorem 3 is useful in deriving a simple (linear-programming based) algorithm for the following problem.
Corollary 1. Consider a polynomial p of degree d in variables w ∈ R n , such that any monomial of degree at least two has positive coefficients. Then, there is linear programming formulation of size O(n d ) for solving the problem max w∈[0,1] n p(w).
Proof. Note first that the problem is non-trivial due to the presence of potentially negative affine terms. Representing p in the form p(w) = a T w + i∈I h i (w), where each h i has degree at least two, we can use the result in Theorem 3 to rewrite the problem equivalently as follows:
By Theorem 3, the semi-infinite LP on the right-hand side has the same optimal value as the problem on the left. Furthermore, standard techniques in robust optimization can be invoked to reformulate constraints (*) in a tractable fashion (see Ben-Tal et al. [2009] for details), and constraints (**) can be replaced by a finite enumeration over at most 2 d extreme points of the cube (since each monomial term h i has degree at most d). Therefore, the semi-infinite LP can be rewritten as an LP of size O(n d ).
Application to Problem 1
To exhibit how Theorem 3 can be used in practice, we again revisit Problem 1. More precisely, recall that one had to solve the seemingly intractable optimization problem in (23a) and (23b) in order to find the optimal affine orders q aff t for any fixed first-stage decisions K, p, and this was the case even when all the problem costs were piecewise-affine.
In this context, the following result in a direct application of Theorem 3.
Theorem 4. Assume the costs c t , h t and r are jointly convex and piece-wise affine, with at most m pieces. Then, the optimal K, p, and a set of worst-case optimal ordering policies {q aff t } t∈{1,...,T } can be computed by solving a single linear program with O(m · T 2 ) variables and constraints.
Proof. Consider first a fixed K and p. The expression for the inner objective in (23a) is
is the expression for the inventory under affine orders. The functions c t and h t are convex. Furthermore, by Lemma 4, there exist worst-case optimal affine rules q
Therefore, c t q aff In particular, an application of the latter result implies the existence of a set of affine ordering costs c
With this transformation, the objective is a bi-affine function of the uncertainties d [T +1] and the decision variables {c t , z t }. Furthermore, if the costs c t and h t are piece-wise affine, the constraints ( * ) and ( * * ) can also be written as bi-affine functions of the uncertainties and decisions. For instance, suppose
for suitably sized vectors α j , j ∈ ∪ t J t . Then, ( * ) are equivalent to
which are bi-affine in d [T +1] and the vector of decision variables x def = K, p, q t , q t,0 , c t , c t,0 , z t , z t,0 ) t∈{1,...,T } . As such, the problem of finding the optimal capacity and order pre-commitments and the worstcase optimal policies can be written as a robust LP (see, e.g., Ben-Tal et al. [2005b] and Ben-Tal et al. [2009] ), in which a typical constraint has the form
where λ i (x) are affine functions of the decision variables x. It can be shown (see Ben-Tal et al. [2009] for details) that the previous semi-infinite constraint is equivalent to
which are linear constraints in the decision variables x, ξ. Therefore, the problem of finding the optimal parameters can be reformulated as an LP with O(m T 2 ) variables and O(m T 2 ) constraints, which can be solved very efficiently using commercially available software.
Conclusions
In this paper, we strived to bridge two well-established paradigms for solving robust dynamic problems. The first is Dynamic Programming -a methodology with very general scope, which allows insightful comparative statics analyses, but suffers from the curse of dimensionality, which limits its use in practice. The second involves the use of decision rules, i.e., policies parameterized in model uncertainties which are typically obtained by restricting attention to particular functional forms and solving tractable convex optimization problems. The main downside to the latter approach is the lack of control over the degree of suboptimality of the resulting decisions.
In this paper, we focus on the popular class of affine decision rules, and discuss sufficient conditions on the value functions of the dynamic program and the uncertainty sets, which ensure their optimality. We exemplify our findings in an application concerning the design of flexible contracts in a two-echelon supply chain, where the optimal contractual pre-commitments and the optimal ordering quantities can be found by solving a single linear program of small size. From a theoretical standpoint, our results emphasize the interplay between the convexity and supermodularity of the value functions, and the lattice structure of the uncertainty sets, suggesting new modeling paradigms for dynamic robust optimization.
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Appendix

Lattice Theory and Supermodularity
The proofs in the current paper use several concepts from the theory of lattice programming and supermodular functions, which we formally define here. The presentation follows closely Milgrom and Shannon [1994] and Topkis [1998] , to which we direct the interested reader for proofs and a detailed treatment of the subject.
Let X be any set equipped with a transitive, reflexive, antisymmetric order relation ≥. For elements x, y ∈ X, let x ∨ y denote the least upper bound (or the join) of x and y (if it exists), and let x ∧ y denote the greatest lower bound (or the meet) of x and y (if it exists). Definition 1. The set X is a lattice if for every pair of elements x, y ∈ X, the join and the meet exist and are elements of X.
Similarly, S ⊂ X is a sublattice if it is closed under the join and meet operations. In our treatment, the typical lattices under consideration are subsets of the hypercube H n = [0, 1] n . Therefore, the operations ≥ and ≤ are understood in component-wise fashion, and ∧ (∨) are given by component-wise minimum (maximum).
Our analysis requires stating when the sets of maximizers (or minimizers) of a function is increasing or decreasing in particular state variables. To compare two such sets, we use the strong set order introduced by Veinott [1989] . If X is a lattice with the relation ≥, and Y, Z are elements of the power set of X, we say that Y ≥ Z if, for every y ∈ Y and z ∈ Z, y ∨ z ∈ Y and y ∧ z ∈ Z. Definition 2. For a lattice S ⊆ R n , a function f : S → R is said to be supermodular if
Similarly, a function f is called submodular if −f is supermodular. Supermodular and submodular functions have been studied extensively in various fields, such as physics [Choquet, 1954] , economics (Schmeidler [1986] , Topkis [1998] , Milgrom and Shannon [1994] ) combinatorial optimization (Lovász [1982] , Schrijver [2003] , Fujishige [2005] ), or mathematical finance [Föllmer and Schied, 2004] , to name only a few. They also play a central role in our treatment, since they admit a compact characterization for their concave envelopes.
Apart from the definition, several methods are known for testing whether a function is supermodular. One such test, applicable to functions f : R n → R that are twice continuously differentiable, is
. . , n}. Two particular examples that occur often throughout our analysis are the following.
Example 3 (Lemma 2.6.2 in Topkis [1998] ). Suppose Y ⊆ R is a convex set, X is a sublattice of R n , a ∈ R n is a vector that satisfies a T x ∈ Y, ∀ x ∈ X, g : Y → R, and f (x) = g(a T x). Then, f is supermodular in x on X if one of the following conditions holds:
• a ≥ 0 and g is convex on Y .
• n = 2, sign (a 1 ) = −sign (a 2 ), and g is concave on Y .
We note that the results above hold even when g is not twice continuously differentiable. For an overview of many other relevant classes of supermodular functions, we direct the interested reader to Topkis [1998] and Fujishige [2005] .
As suggested earlier, we are interested in characterizing conditions when the set of maximizers (or minimizers) of a function is increasing (decreasing) with particular problem parameters. The following result provides a fairly general set of such conditions. Theorem 5 (Theorem 2.8.2 in Topkis [1998] ). If X and T are lattices, S is a sublattice of X × T , S t is the section of S at t ∈ T , and f (x, t) is supermodular in (x, t) on S, then arg max x∈St f (x, t) is increasing in t on {t : arg max x∈St f (x, t) = ∅}.
We note that more general conditions are known in the literature, based on concepts such as quasisupermodular functions (see, e.g., Milgrom and Shannon [1994] ). However, the result above suffices for our purposes in the present paper. To see how it can be used in a concrete setting, we include the following example, which is a well-known result in operations research (see, e.g., Example 8-15 in Heyman and Sobel [1984] , Proposition 3.1 in Bensoussan et al. [1983] or Theorem 3.10.2 in Topkis [1998] ), which is very useful in our analysis of Problem 1. We include its derivation here for completeness.
Lemma 6. Let f (x, u) = c(u) + g(x + u), where c, g : R → R are arbitrary convex functions. Then, arg min u f (x, u) is decreasing in x, and x + arg min u f (x, u) is increasing in x.
Proof. Note first that
Since g is convex, the function −c(−r) − g(x − r) is supermodular in (x, r) on the lattice R × R. Therefore, by Theorem 5, arg max r −c(−r) − g(x − r) is increasing in x, which implies that arg min u f (x, u) is decreasing in x. In a similar fashion, letting y def = x + u, it can be argued that the set arg min y f (x, y) is increasing in x, which concludes the proof.
We remark that the monotonicity conditions derived above would hold even if constraints of the form L ≤ u ≤ H (for L < H ∈ R) were added. In fact, both can be simulated by adding suitable convex barriers to the cost function c.
Convex and Concave Envelopes
Our proofs make use of several known results concerning concave envelopes of functions, which are summarized below. The notation and statements follow quite closely those of Tardella [2008] and Tawarmalani et al. [2010] , to which we refer the interested reader for a more comprehensive overview and references.
Definition 3. Consider a function f : S → R, where S is a non-empty convex subset of R n . The function conc S (f ) : S → R is said to be the concave envelope of f over S if and only if
In words, conc S (f ) is the point-wise smallest concave function defined on S that over-estimates f . An example is included in Figure 3 . In a similar fashion, one can define the convex envelope of f , denoted by conv S (f ), as the point-wise largest convex under-estimator of f on S. For the rest of the exposition, we focus attention on concave envelopes, but all the concepts and results can be translated in a straightforward manner to convex envelopes, by recognizing that conv S (f ) = −conc S (−f ). One of the main reasons for the interest in concave envelopes is the fact that the set of global maxima of f is contained in the set of global maxima of conc S (f ), and the two maximum values coincide. Expressing the concave envelope of a function is a difficult task in general, and even evaluating conc S (f ) at a particular point x can be as hard as minimizing the function f [Tardella, 2008] . In some cases, however, concave envelopes can be constructed by restricting attention to a subset of the points in the domain S. One such instance, particularly relevant to the treatment in our paper, is summarized in the following definition.
Definition 4. A function f : P → R, where P is a non-empty polytope, is said to be concaveextendable from the set S ⊂ P if the concave envelope of f over P is the same as the concave envelope of the function f | S over P , where
When S = ext(P ), we say that f is concave-extendable from the vertices of P . Such functions are known to admit piece-wise affine concave envelopes, which further generate a relevant partition of the polytope P (this connection and other relevant results are included in Section 7.2.1). A natural question, in this context, is how to recognize a function that is concave-extendable from vertices. To the best of our knowledge, the most general characterization in the literature seems to be the following result from Tardella [2008] .
Lemma 7 (Corollary 3 in Tardella [2008] ). Let D be a set of vectors in R n parallel to some edges of the polytope P . Let f be a function that is convex 4 on P along all directions in D, and let S denote the union of the faces of P (including the zero-dimensional faces ext(P )) that do not have any edge parallel to a direction in D. Then, conc P (f ) = conc S (f ). In particular, if f is edge-convex on P (i.e., D is maximal), then f is concave-extendable from ext(P ).
This characterization yields several interesting functions. For instance, any f that is convex on P is concave-extendable; when P is a hypercube, any f that is component-wise convex is also concave-extendable (an example in the latter category often studied in the literature is the case of monomials). For more examples and references, the interested reader can check Tardella [2008] and Tawarmalani et al. [2010] .
Concave Envelopes of Concave-Extendable Functions
Concave-extendable functions are known to admit polyhedral concave envelopes, i.e., concave envelopes that are given by the minimum of a finite collection of affine functions. The resulting concave envelopes also induce a polyhedral subdivision 5 of the domain P , which is relevant for several results in our treatment. To illustrate this connection, following Tawarmalani et al. [2010] , let V ∈ R n·| ext P | denote a matrix with columns V i given by the vertices of P , let
, and consider the following primal-dual pair of linear programs
It can be shown (see Rockafellar [1970] or Tawarmalani et al. [2010] ) that the optimal values in both programs are finite, and equal to conc P (f ) (x). Moreover, let D f,P denote the feasible region of the primal program (which only depends on f and P , and is independent of x), and, for a given (a, b) ∈ D f,P , let J(a, b) be the index set of constraints of D f,P that are tight at (a, b), let V J(a, b) be the matrix obtained from V by keeping the columns in J(a, b), and let R(a, b) def = conv V J(a, b) . Then, the following theorem summarizes several relevant properties of the linear programs above, and their connection with conc P (f ).
Theorem 6 (Theorem 2.4 in Tawarmalani et al. [2010] ). Consider a function f : P → R which is concave-extendable from the vertices of P , where P is a full-dimensional polytope in R n . Then, 1. The optimal values in P (x) and D(x) are the same, and equal to conc P (f ) (x).
2. Let (ā,b) ∈ ext(D f,P ). Then, (ā,b) is optimal for P (x) if and only if x ∈ R(ā,b). Further, the extreme points of D f,P are in one-to-one correspondence with the non-vertical facets of conc P (f ).
For any
is a polyhedral subdivision of conv(V ), and conc P (f ) can be computed by interpolating f affinely over each element of R.
Proof. This is a direct adaptation of Theorem 2.4 in Tawarmalani et al. [2010] , to which we direct the reader for a proof and discussion.
The previous theorem essentially states that conc P (f ) is given by affine interpolations of f over a particular polyhedral subdivision of P , given by the polytopes R(ā,b), for (ā,b) ∈ ext(D f,P ) (also known as the linearity domains of conc P (f ) [Tardella, 2008] ). From this result, utilizing the same notation as before, one can derive the following characterization concerning the problem of maximizing f over P .
Corollary 2. For any full-dimensional polytope P and any concave-extendable function f : P → R, we have
Proof. For any function f , we have max x∈P f (x) = max x∈P conc P (f ) (x). By Theorem 6, the latter function is exactly given by
which immediately leads to the conclusion of the corollary.
One particular case that is very relevant in our analysis is that of concave-extendable functions f defined on the unit hypercube, i.e., P = H n = [0, 1] n , which are also supermodular. It turns out that the concave envelope of any such function can be compactly described by the Lovász extension of the function f .
Definition 5 (Lovász [1982] ). Given any x ∈ H n , find a permutation π ∈ Π({1, . . . , n}) such that x π(1) ≥ x π(2) ≥ · · · ≥ x π(n) . Then, the Lovász extension of the function f : H n → R at the point x is given by
It can be seen from the definition that the Lovász extension of f is given by an affine interpolation of f on simplicies of the form ∆ π def = conv 0 + k j=1 1 π(j) : k = 0, . . . , n . The collection of corresponding simplicies {∆ π } π∈Π({1,...,n}) is known as the Kuhn triangulation of the hypercube. Using a result by Lovász [1982] , one can show the following remarkable fact.
Theorem 7 (Theorem 3.3 in Tawarmalani et al. [2010] ). Consider a function f : H n → R. The concave envelope of f over H n is given by f L if and only if f is supermodular when restricted to {0, 1} n and concave-extendable from {0, 1} n .
In the context of Theorem 6, this result immediately yields the following corollary, which provides a full characterization of the concave envelope of supermodular and concave-extendable functions on hypercubes.
Corollary 3. Consider a function f : H n → R that is supermodular on {0, 1} n and concaveextendable from {0, 1}
n . Then, 1. The concave envelope of f on H n is given by
The set of inequalities a
for π ∈ Π({1, . . . , n}) .
3. The polyhedral subdivision R f,Hn of H n yielding the concave envelope is exactly the Kuhn triangulation.
Proof. The proof is a direct application of Theorem 6 and Theorem 7 and is omitted (see Tawar- malani et al. [2010] for complete details).
In fact, the above results hold for the more general case of polytopes whose extreme points are integer sub-lattices of {0, 1}
n . Any such polytope P is given by
for some E ⊆ {1, . . . , n} 2 and I 0,1 ⊆ {1, . . . , n} (see Tawarmalani et al. [2010] and the original reference Grötschel et al. [1988] for details). For any such lattice, the Definition 5 of the Lovász extension is modified, by only including permutations that are compatible with the pre-order on P, i.e.,
In other words, if (i, j) ∈ E, then i always appears before j in the permutations in Π P . All the results in Theorem 7 and Corollary 3 then hold with the same modification for the set of permutations (see Tawarmalani et al. [2010] for details).
Summability of Concave Envelopes
For any two functions f, g defined on a polytope P ⊆ R n , it is always true that conc P (f + g) ≤ conc P (f ) + conc P (g), and equality holds if one of the two functions is affine [Tardella, 2008] . In practice, it is relevant to seek sufficient conditions on f , g and P that guarantee equality, since these would allow constructing the concave envelope of a (complex) sum of functions by characterizing the envelopes of individual components. The following result provides a general characterization of such conditions. Theorem 8 (Theorem 3 in Tardella [2008] ). For a polytope P ⊂ R n , let f, g be two functions that are concave-extendable from ext(P ), and let R f,P = {F i : i ∈ I}, and R g,P = {G j : j ∈ J } denote the polyhedral subdivisions of P that yield the linearity domains of conc P (f ) (w) and conc P (g) (w), respectively. Then, the following conditions are equivalent:
This theorem provides sufficient conditions for the concave envelope of a sum of two functions to be exactly given by the sum of the two separate concave envelopes. In view of the discussion in Section 7.2.1, the following corollary summarizes a particularly relevant class of functions that satisfy these requirements.
Corollary 4. For any polytope P ⊆ H n such that ext(P ) is a sublattice of {0, 1} n , and any finite collection of functions h i : P → R, i ∈ I, that are convex and supermodular on ext(P ),
Proof. A sum of convex and supermodular functions is also convex and supermodular. By Theorem 7, the concave envelope of any convex and supermodular function is given by the Lovász extension, which is an affine interpolation of the function on the simplicies ∆ π in the Kuhn triangulation. Applying this result for each h i and for the sum immediately yields the result.
Technical Results
Lemma (Lemma 2). Suppose f : P → R is convex on P and supermodular on ext(P ). Consider an arbitraryŵ ∈ ext(P ) ∩ arg max w∈P f (w), and let g π be given by (10). Then, 1. For any w ∈ P , we have
Proof. Note first that the set ext(P ) ∩ arg max w∈P f (w) is nonempty, since f is convex. Therefore, since the vertices of ext(P ) are integral,ŵ = 1 S for some S ⊆ {1, . . . , n}, andŵ belongs to the intersection of all simplices ∆ π that correspond to permutations π in the set
Here, Π P (S) is any permutation of the elements in S that is consistent with the pre-order on P . For instance, if {i, j} ⊆ S for some (i, j) ∈ E, then Π P (S) contains only permutations of S such that i appears before j.
[1] To argue the first claim, note that (by (9) and (10) in Lemma 1), the set {g π : π ∈ Sŵ} contains valid supergradients of the concave function conc W (f ) atŵ. As such, the supergradient inequality applied to the concave function conc W (f ) atŵ yields
The desired inequality follows since f (ŵ) = conc W (f ) (ŵ), and f (w) ≤ conc W (f ) (w), ∀ w ∈ P . For an example illustrating the relation, please refer to Figure 4 . [2] The intuition behind the second claim is geometric. We essentially seek to show that, at any vertexŵ maximizing f , there exists a supergradient of f (obtained as a convex combination of the supergradients corresponding to tight non-vertical facets of the concave envelope) that is a direction of decrease. In the example of Figure 4 , this means that there is a convex combination g of g (1,2) and g (2,1) atŵ = (1, 1), such that g ≥ 0. In order to construct the candidate vector g, let us first consider the problem of maximizing f on P . By Corollary 2 in the Appendix (and also from Lemma 1), we have
If we denote the optimal value by J , then t = J and w =ŵ are optimal in the program on the right. Furthermore, the only constraints ( * ) that are tight atŵ are those corresponding to π ∈ Sŵ. As such, by adding and subtracting terms (g π ) Tŵ , we have that the left program (in the following primal-dual pair) is equivalent to the problem above:
. The primal and dual programs above have an optimal value J , and, in any dual optimal solution, η = π λ π g π −μ . Furthermore, by complementary slackness, there exists an optimal dual solution (corresponding to the primal optimal solution J ,ŵ) satisfying η i = 0, ∀i ∈ S C . This implies that η satisfies η S C = 0, η S ≥ 0. The candidate vector g we would like to consider is exactly g = π λ π g π = η +μ . To complete part [2], we need to check that
However, note that w −ŵ can be written (for any w ∈ P ) as a conic combination of the vectors w a −ŵ, where w a are vertices of P adjacent 7 toŵ. Therefore, the required condition holds at an arbitrary w if and only if it holds at all vertices of P adjacent toŵ.
To characterize the latter set, denoted by A(ŵ), we introduce the following sets of nodes:
= {k ∈ {1, . . . , n} : ∃ i ∈ T and a directed path in G from i to k} (28a)
= {k ∈ {1, . . . , n} : ∃ i ∈ T and a directed path in G from k to i}.
D(T ) contains all the nodes "in the downstream" of nodes i ∈ T (by definition, we automatically include in D(T ) the set T itself). In particular, in any feasible w ∈ P , we have
Similarly, U(T ) has all the nodes "in the upstream" of nodes i ∈ T , and any feasible w ∈ P satisfies w k ≥ w i , ∀ k ∈ U(T ), ∀ i ∈ T . For an example, please refer to Figure 5 . With D(T ) and U(T ) as above, Lemma 8 in the Appendix provides the following inclusion relation for A(ŵ):
To argue that (w −ŵ) T g ≤ 0, ∀ w ∈ A(ŵ), it suffices to check the relation for the larger set on the right. Consider the following separate cases.
Consider an arbitrary node i in the summation above. For any j ∈ S C such that (i, j) ∈ E, we must have µ i,j = 0, by complementary slackness. For any j ∈ S such that (i, j) ∈ E, we must have j ∈ D(T ) ∩ S. Therefore, the dual variable µ i,j appears in the expression above twice, once with a "+" sign (for the edge (i, j) going out of node i), and once with a "-" sign (for the edge (i, j) going into node j). Since the two terms cancel out, the final expression above contains only terms in η i or µ i,j with negative signs, hence must be non-positive. To better understand the relation, please refer to Figure 5 for an example.
[C2] w −ŵ = 1 U (T )∩S C , for some T ⊆ S C . Then, the complementary slackness conditions atŵ imply that η i = 0, ∀ i ∈ U(T ) ∩ S C . We have By a similar argument as above, consider an arbitrary i in the summation. For any j ∈ S such that (j, i) ∈ E, we must have µ j,i = 0. For any j ∈ S C such that (j, i) ∈ E, we must have j ∈ U(T ) ∩ S C . Therefore, µ i,j again appears twice, once with a "+" sign (for the edge (j, i) going into i), and once with a "-" sign (for the edge (j, i) going out of j). Since the two terms cancel out, the final expression again contains only terms with negative signs. Figure 5: Example of a preorder graph with downstream and upstream nodes (a), and a vertex in the corresponding uncertainty set W, with the dual variables (b). Here, G = (V, E), where V = {1, . . . , 5} and E = {(1, 2), (1, 3), (2, 4), (2, 5), (3, 5), (5, 6)}. In (a), T = {2, 3}, so that D(T ) = {2, 3, 4, 5, 6}, and U(T ) = {1, 2, 3}. In (b), the relevant vertex in W isŵ = (1, 1, 1, 0, 1, 0), so that S y = {1, 2, 3, 5}, and µ 24 = µ 56 = 0.
U(T )
The following lemma provides a (partial) characterization for the set of adjacent points in a sublattice polytope of the form (3).
Lemma 8. Consider a polytope P = {w ∈ H n : x i ≥ x j , ∀ (i, j) ∈ E}, where E ⊆ {1, . . . , n} 2 is any set of directed edges. Let y ≡ 1 Sy denote any vertex of P , where S y ⊆ {1, . . . , n}. Then, all the vertices of P adjacent to y are contained in the set 
where D(T ) and U(T ) are given by:
= {k ∈ {1, . . . , n} : ∃ i ∈ T and a directed path in G from i to k} U(T ) def = {k ∈ {1, . . . , n} : ∃ i ∈ T and a directed path in G from k to i}.
Proof. Consider any vertex x adjacent to y, and let x = 1 Sx for some S x ⊆ {1, . . . , n}. We claim that x ≤ y or x ≥ y. Otherwise, since 1 Sx∪Sy and 1 Sx∩Sy are also valid vertices of P satisfying 1 Sx∪Sy + 1 Sx∩Sy = 1 Sx + 1 Sy , we would obtain two distinct convex representations for (x + y)/2 in terms of vertices of P , which can never be the case if x and y are adjacent (see, e.g., Lemma 1 in Gurgel and Wakabayashi [1997] ).
To complete the proof, we claim that
y + 1 U (T )∩S c y , T ⊆ S c y = x ∈ ext(P ) : x ≥ y .
We argue (30a) by double inclusion, and (30b) follows by an analogous argument.
Note that "⊆" follows trivially, since all the points in the set on the left of (30a) are valid extreme points of P and are ≤ y.
To argue "⊇", consider any x ≤ y and note that x = y − 1 Sy\Sx . By definition, S y \ S x ⊆ D(S y \ S x ) ∩ S y , and we claim the reverse inclusion also holds. To this end, note that S x cannot contain any elements in D(S y \ S x ), since the components corresponding to the latter indices are always set to zero when the components corresponding to S y \ S x are set to zero. Therefore, D(S y \ S x ) ∩ S y = S y \ S x , so that x = y − 1 D(Sy\Sx)∩Sy , which completes the reverse inclusion.
We note that the set of adjacent vertices in a binary sublattice does not seem to have a trivial characterization. In particular, it is easy to construct examples showing that the inclusion of the former set in the set in (29) can be strict. For instance, when P = H n , and y = 1, the set in (29) is actually ext(P ), i.e., all the extreme points of P .
A natural conjecture would be that the former set can be reached by changing a single coordinate i at a time, together with all the relevant corresponding coordinates in U({i}) or D({i}) (in other words, that we can restrict (29) to sets T with |T | = 1). Unfortunately, this characterization turns out to be incomplete. To see this, consider the simple example in Figure 1 , where P = {x ∈ R 3 : x 1 ≥ x 2 , x 1 ≥ x 3 }. Here, vertex (0, 0, 0) is adjacent to all the vertices of P -in particular, (1, 1, 1) -which cannot be reached by changing only one coordinate at a time.
The next result is a complete proof of the main theorem of Section 4 in the paper.
Theorem (Theorem 3). Consider an optimization problem of the form
where P ⊂ R k is any polytope, a ∈ R n is an arbitrary vector, I is a finite index set, and h i : R n → R are functions satisfying the following properties
[P2] conc P (h i + h j ) = conc P (h i ) + conc P (h j ), for any i = j ∈ I.
Then there exists a set of affine functions z i (w), i ∈ I, satisfying z i (w) ≥ h i (w), ∀ w ∈ P, ∀ i ∈ I, such that max w∈P a T w + i∈I z i (w) = max w∈P a T w + i∈I h i (w) .
Proof. We prove the result for a case with |I| = 2. The general result follows by induction on |I|, and by noting that properties [P1] and [P2] are preserved under addition of functions. Furthermore, to avoid technicalities, we consider the case when the optimal value in (31), denoted by J , is finite 8 . When |I| = 2, note that the affine function z(w) = J − a T w trivially satisfies the constraints z(w) ≥ h 1 (w) + h 2 (w), ∀ w ∈ P, J = max w∈P a T w + z(w) .
Therefore, to prove our claim, it suffices to find two affine functions z 1,2 (w), satisfying z 1 (w) + z 2 (w) = z(w) z i (w) ≥ h i (w), ∀ w ∈ P, ∀ i ∈ I.
With z 2 = z − z 1 , this is equivalent to finding a single affine function z 1 satisfying h 1 (w) ≤ z 1 (w) ≤ z(w) − h 2 (w), ∀ w ∈ P.
To this end, let us consider the functions f def = h 1 and g def = z − h 2 . By Property [P1], since z is affine, both f and −g are concave-extendable from ext(P ) (see Section 7.2 of the Appendix or Proposition 2 in Tardella [2008] ). Also, f ≤ g on P . We claim that conc P (f ) (w) ≤ conv P (g) (w), ∀ w ∈ P.
To see this, consider the function f − g. Since both f and −g are concave-extendable from ext(P ), so is f − g. By Property [P2], we also have that conc P (f − g) = conc P (f ) + conc P (−g) = conc P (f ) − conv P (g). Therefore, If the maximum is actually 0 in the above expression, then conc P (f ) = conv P (g), so that both are affine functions on P , and z 1 = conc P (f ) = conv P (g) would satisfy the requirement in (33). Therefore, we assume throughout that there exists w ∈ P : conc P (f ) (w) < conv P (g) (w). We can now introduce the following two sets:
H f ≡ hypo(conc P (f )) def = (w, t) ∈ R k+1 : w ∈ P, t ≤ f + (w) (hypograph of f + ), (35a) E g ≡ epi(conv P (g)) def = (w, t) ∈ R k+1 : w ∈ P, t ≥ g − (w) (epigraph of g − ).
(35b) . In both (a) and (c), h 1,2 are convex (cvx). In (a), h 1,2 are also supermodular (spm), so that f and −g are cvx, spm, conc P (f − g) = conc P (f ) − conc P (g), and conc P (f ) ≤ conv P (g) in (b). In (c), h 1 is spm, but h 2 is not, so that −g is not spm, and conc P (f − g) ≤ conc P (f ) − conc P (g). Note that conc P (f ) conv P (g) in (d).
