This paper discusses the numerical solution of rst order initial value problems and a special class of second order ones (those not containing rst derivative). Two classes of methods are discussed, super-implicit and Obrechko . We will show equivalence of super-implicit and Obrechko schemes. The advantage of Obrechko methods is that they are high order one-step methods and thus will not require additional starting values.
Introduction
In this paper we discuss the numerical solution of rst order initial value problems (IVPs) y 0 (x) = f(x y(x)) y(0) = y 0 (1) and a special class (for which y 0 is missing) of second order IVPs y 00 (x) = f(x y(x)) y(0) = y 0 y 0 (0) = y 0 0 :
There is a vast literature for the numerical solution of these problems as well as for the general second order IVPs y See for example the excellent book by Lambert 6 . Here we are interested speci cally in This paper is declared a work of the U.S. Government and is not subject to copyright protection in the United States two classes of methods. The rst class, called super-implicit, was developed recently by the second author 3 for the rst order IVPs (1) and for the special second order IVPs (2) . The methods are called super-implicit because they require the knowledge of functions not only at past and present but also at future time steps. Fukushima developed Cowell and Adams type super-implicit methods of arbitrary degree and auxiliary formulas to be used in the starting procedure. The resulting methods work as a one-step methods integrating a large time interval (on the order of tens of orbital periods). Symmetric Cowell type methods of order up to 12 are given. The integration error grows linearly with respect to time as in symmetric multistep methods.
The second one is due to Obrechko y10 .
These methods for the solution of rst order IVPs (1) are given by (see e.g. Lambert 6 , p p .
199-204, or Lambert and Mitchell
According to Lambert and Mitchell 7 , the error constant decreases more rapidly with increasing`rather than the step k. It is difcult to satisfy the zero stability for large k. The weak stability i n terval appears to be small. (7) we de ne the characteristic polynomials
and
The order of the method is de ned to be p if for an adequately smooth arbitrary test func-
where C p+1 is the error constant. The method is assumed to satisfy the following: De nition (Lambert and Watson 8 ) The method described by t h e c haracteristic polynomials , is said to be P-stable if its interval of periodicity i s ( 0 1): Lambert and Watson proved that a method described by has a nonvanishing interval of periodicity only if it is symmetric and for P-stability the order cannot exceed 2. Fukushima 4 has proved that the condition is also su cient. However higher order P-stable methods were developed by i n troducing ostep points or higher derivatives of f(x y):
De nition (Brusa and Nigro 2 ) P h a s e -l a g i s the leading coe cient in the expansion of j( (H) ; H)=Hj.
Symmetric two-step Obrechko methods involving higher order derivatives were developed by Ananthakrishnaiah 1 .
First Order IVPs
To show the similarity b e t ween Obrechko and super implicit methods, let us consider the method given by ( 5 ) . N o w i f w e approximate the higher order derivatives (in this case y 00 ) by some nite di erences we get super implicit methods (see Fukushima 3 ). Clearly the approximation must be of high enough order so as to preserve the order of Obrechko method. + O(h 6 ) so the method is actually fourth order. This time we h a ve the same error constant a s Obrechko method (5), but require more future values than before. It doesn't seem to be worthwhile. The price now i s 2 f u t u r e v alues to get the same error constant. For this price, we can get a higher order super-implicit method.
Second Order IVPs
The numerical integration methods for (2) can be divided into two distinct classes: (a) problems for which the solution period is known (even approximately) in advance (b) problems for which the period is not known 1 .
For the rst class, see Gautschi 5 and Neta 9 and references there. Here we consider the second class only.
In this section we t a k e the P-stable method of order six given by A n a n thakrishnaiah 1 y n+1 ; 2y n + y n;1 = h 2 20
; y 00 n+1 + 1 8 y 00 n + y 00 n;1 ; h 4 600 y (4) n+1 ; 22y (4) n + y (4) n;1 + h 6 14400 y (6) n+1 + 2 y (6) n + y (6) and it's of minimal phase-lag. In order to get a super-implicit, we expand y (6) n+1 + 1 8 y (6) n +y (6) n;1 in terms of y 00 at n and neighboring points, i.e. y (6) n+1 + 2 y (6) n + y 
Thus y (6) n+1 + 2 y (6) n + y (6) n;1 = 24y 00 n ; 16(y 00 n+1 + y 00 n;1 ) + 4 ( y 00 n+2 + y 00 n;2 ) h 4 (19) Now w e do the same for the 4 th order derivatives y (4) n+1 ; 22y (4) n + y 
n+1 ; 22y (4) n + y (4) n;1 = 168y 00 n ; 92(y 00 n+1 + y 00 n;1 ) + 8 ( y 00 n+2 + y 00 n;2 ) 3h 2 (22) Substituting (19) and (22) into (15) we h a ve after collecting terms, y n+1 ; 2y n + y n;1 = h 2 97 120 y 00 n + 1 10 ; y 00 n+1 + y 00 n;1 ; 1 240 ; y 00 n+2 + y 00 n;2 (23) which is the sixth order method given as equation (3) in Fukushima 3 . The error constant o f this sixth order method is C 8 = 31 60480 which is larger than the error constant for the P-stable sixth order method (15) of Ananthakrishnaiah by a factor of more than 25. Are super implicit methods always giving larger error constant? In rst order IVPs we s h o wed that we can get the same error constant i f w e a l l o w an extra future value (two instead of one). We now get a super-implicit method of the same order and error constant. (25) Again using MAPLE, we nd the error constant C 10 = ; 289 3628800 Compare this to the eighth order Obrechko method of Ananthakrishnaiah 1 with an error constant C 10 = ; 2 7 10! The super implicit has an error constant m o r e than 1012 times larger. We can create super implicit method of the same error constant but requiring more future values than the ones in Fukushima 3 . These additional future values can be used to increase the order. We must remark here that future values require more starting steps. For example the eighth order super-implicit of Fukushima requires three steps before actually using it. Formulas for these steps are also given by F ukushima.
Numerical Implementation Issues
To demonstarte how to implement the superimplicit methods, we consider the sixth order one as an example. In order to start the method, we need y 0 , the initial value, as well as y 1 3 asserts that the super-implicit methods are less practical for scalar computers but lends themselves quite easily to parallelism.
The Obrechko methods require additional formulas. For example y 0 is needed in calculating the higher derivatives.
Conclusion
In this paper we s h o wed the equivalence of super-implicit and Obrechko methods. The advantage of Obrechko methods is that they are high order one-step methods and thus will not require additional starting values. On the other hand they will require higher derivatives of the right hand side. In case the right hand side is complex, we m a y prefer super-implicit methods. One can use super-implicit methods given by F ukushima. In general, these methods have larger error constants. We h a ve found here that one can develop super-implicit methods having the same error constants as Obrechko but requiring an extra future value.
