Abstract-This paper is concerned with the design of signal predictor in oversampled signal predictive subband coding. Spectral analysis of the prediction error system is used to derive an H 2 optimization formulation of the design problem, and an LMI based method is obtained to design the H 2 optimal signal predictor that minimizes the variance of quantizer input signals. Simulation examples are presented to demonstrate the obtained design method.
I. INTRODUCTION
Signal prediction is a technique to reduce the quantization noise in A/D converter and digital coding, and has been studied extensively in different contexts, see eg [1, 9, 11, 12, 14, 15] and the references therein. Quantizer, often considered as the encoder, could convert the continuous signal to discrete signal or compress the high rate discrete-time signal to a low rate one. When filter bank (FB) is used for coding, the above procedure is known as subband coding. As a lossy compress technique, the quantization noise leads to signal distortion. To compensate the distortion caused by quantizer, signal prediction method is introduced to the subband coding. The function of signal prediction is to reduce the variance of the quantizer input, which is the variable to be quantized [8] . This technique is particularly useful at low bit rate, which is often required for data transmission over capacity limited communication channels.
In subband coding, it has been shown that for Gaussian sources, the signal prediction yields asymptotically rate-distortion-optimum encoder at high rate [15] . In [1] , Bölcskei and Hlawatsch have presented a method to design a cross band predictor that attempts to minimize the variance of prediction error (quantizer input). This method assumes that the power spectral of source signal and quantization noises is known, and solves the design problem by truncated approximation of optimal solution using the linear predictor with finite impulse response. Because truncation is involved, the solution of this method is not optimal, which may result in degraded performance. Another problem with this method is that the order (length) of the FIR predictor, which controls the approximation and hence affects directly the performance, is not analytically predictable and has to be determined by trial and error. This paper approaches the problem from systems point of view and uses the tools of optimal filtering to analyze the prediction error system and to obtain an 2 H optimization formulation for the design of signal predictor. From this formulation, an LMI based method is then derived to design the 2 H optimal linear predictor with infinite impulse response. The designed predictor minimizes the variance of quantizer input. The order of the predictor is determined directly by the order of the analysis FB and source signal, and therefore needs not to be determined by trial and error. Simulation examples are presented to demonstrate the obtained design method.
II. PRELIMINARY
A. Oversampled FBs and perfect reconstruction 
The FB achieves prefect reconstruction (PR) when x(k)=x(k) , which implies
When N>M, the synthesis FB ( ) R z s that satisfy (3) for a given ( ) E z is not unique. The one with minimum H 2 norm is given by [13] ( ) ( ) ( ) ( )
which is the left pseudo inverse of ( ) E z and is in general noncausal. For the properties of the above ( ) R z and the efficient direct computational method of ( ) R z , see [3] .
B. Quantization noise For a discrete-time signal, each sample value can be considered as an element in a set. The process of mapping a large set of elements into a smaller set is called quantization [7, 8] . If each sample is quantized individually, it is called scalar quantization. Fig.2 depicts the structure of a scalar quantization. 
The variance of quantization noise is defined as
where { } E • is the mathematical expectation.
It is known that the spectrum of quantization error is very complex, but if the input signal ( ) n k satisfies the uniform distribution, the quantization noise ( ) q k can be assumed to be a white additive noise to ( ) n k [7, 8] .
C. Signal and system norms
ℝ be a wide sense stationary (WSS) signal with zero mean. Then its auto-correlation and power spectral density (PSD) functions are given respectively by ( ) ( )
and its variance 2 ,
x σ which equals its power ,
If x P is bounded, then ( ) 
The above defined ||T|| 2 is called the H 2 norm of the system.
WeA01.4 The quantizer Q in the encoder is considered to be a device that injects an additive noise to the quantizer input p(k) . Thus the encoder output can be written as
where the quantization noise
If the quantizer length is fixed, the lower variance of a(k) leads to the lower quantization noise [7, 8] .
Using the quantizer model given in (13), the prediction error ( ) p k can be written as
Quantized by Q, the output signal of encoder is given by
Assume that the linear predictor ( ) G z is invertible, then the decoder output is given by
and the reconstructed signal is given by
Define the reconstruction error ( ) ( ) ( ) q e k n k -n k . = Under the PR condition, the reconstruction error becomes
The above equation shows that for a perfect reconstruction FB, the reconstruction error ( ) It is known that [7, 8] for a uniform scalar quantizer, the MSE of quantization noise is determined only by the quantization interval. One way to minimize the quantization noise is to decrease the quantization intervals, but this will increase the quantization length. If the quantizer input is a bounded power signal, another way to reduce the quantization noise is to reduce the variance of quantizer input.
Because ( ) n k is bounded power, so is the quantizer input.
The variance of ( ) 
and ( ) ( ) ( ) Because the polyphase matrix
an IIR transfer matrix, the optimal solution of ( ) G z should also be IIR in general.
IV.
H OPTIMAL PREDICTOR DESIGN
Define the state-space of ( ) 
Using the similarity transformation matrix 1 0 0
(23) can be transformed to
In (25), the unobservable part can be eliminated to give the minimum realization of ( ) pw T z [6, 16] ( )
With (26), the design of 2 H optimal predictor can be converted to the following optimization problem. [2, 6] 
It can be seen from (26) (28) and (29) are nonlinear. Following [10] , we can linearize (28) and (29) by linear variable change. Let n be the dimension of ES A and m the dimension of A G .
Define P and
where X and Y are n n × symmetric matrices, U and V are n m × matrices, and * denotes an arbitrary element.
By using congruence transformation on (28) and (29) 
Substituting (26) into (32) and (33) gives F obtained from the LMI optimization (37). To guarantee the solvability and the unique solution of (36), the dimension of U and V must be n n × . This means m n = , namely, the order of the predictor must be equal to that
V. DESIGN EXAMPLES Example 1: Considering the following two-channels critical sampling FB, Example 3: In previous examples, only uniform quantizers are considered in channel coding. In digital coding applications, the optimal quantizers are often nonuniform ones. In this example, we investigate the performance of 2 H predictor in nonuniform quantization. We replaced the uniform quantizer in Example 1 with a 4-bit nonuniform one, and then compared the SNRs achieved with and without H 2 optimal prediction. The nonunifrom quantizer used is given below, and the comparison results are given in Table 1 , which shows the same improvement as in uniform quantizer case. Table 1 Reconstruction SNR in nonuniform 4-bit quantizer VI. CONCLUSION Spectral analysis has been used to derive an H 2 optimization formulation of the design problem, and an LMI based method is obtained to design the H 2 optimal signal predictor with infinite impulse response. The designed predictor minimizes the variance of quantizer input. The order of the predictor is determined directly by the order of the analysis FB and source signal, and therefore needs not to be determined by trial and error. Simulation examples have been presented to demonstrate the obtained design method and to evaluate its performance.
