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Abstract
Reinforcement learning (RL) algorithms typically
start tabula rasa, without any prior knowledge
of the environment, and without any prior skills.
This however often leads to low sample efficiency,
requiring a large amount of interaction with the
environment. This is especially true in a lifelong
learning setting, in which the agent needs to con-
tinually extend its capabilities. In this paper, we
examine how a pre-trained task-independent word
embedding can make a goal-conditional RL agent
more sample efficient. We do this by facilitating
transfer learning between different related tasks.
We experimentally demonstrate our approach on
a set of object navigation tasks.
1. Introduction
In order to build complex intelligent systems, an agent needs
to be capable of re-using and adapting previously learned
traits. This property is often called the learning-to-learn
(Lake et al., 2017) ability of an agent.
This learning-to-learn approach is however in sharp con-
trast to how most RL approaches (Badia et al., 2020; Kap-
turowski et al., 2019; Schrittwieser et al., 2019) currently
are capable of solving sequential decision-making prob-
lems. Current RL algorithms typically start tabula rasa,
and do not re-use any knowledge previously learned in past
tasks. These approaches are often very sample inefficient,
requiring an unreasonable amount of interaction with the
environment in order to learn new tasks.
A learning-to-learn approach could allow the agent to be-
come more sample efficient, by allowing the agent to build
upon what it already learned in past similar tasks. However,
how to implement learning-to-learn in RL has remained
mostly an open question. In supervised machine learning
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with neural networks, training performance on vision tasks
can be significantly increased by re-using the initial lay-
ers of a previously trained neural network. These initial
layers learn to recognize features which are mostly task-
independent (Yosinski et al., 2014). Layers on top of these
features learn to map combinations of the resulting features
to the output labels.
Similar approaches have been used in RL (Taylor & Stone,
2009). Especially in deep RL, when working with high-
dimensional inputs, it makes a lot of sense to re-use parts of
the (learned) visual pipeline across different tasks (Chaplot
et al., 2016), especially when this high-dimensional input is
visually complex.
However, mapping a high-dimensional input to a latent
representation, is only part of the RL problem. In RL, the
agent also needs to explore the environment in order to map
actions to states. Such an action can consist of performing
a single primitive action, such as take one step forward.
However, exploration has been demonstrated (Jinnai et al.,
2020; Eysenbach et al., 2019; Bacon et al., 2017) to be
significantly faster when also utilizing temporal abstractions.
These abstractions utilize multiple primitive actions, when
exploring the environment (e.g. walk to the garden).
In our approach, we demonstrate that prior knowledge of
a deep RL agent can be used as temporal abstractions in
order to facilitate transfer learning to a novel previously
unseen tasks. We do this by utilizing a goal-conditional
agent. In this style, the RL agent receives a combination of
the current state and a goal as its input. Assuming a finite
set of possible goals, this goal is typically represented using
a one-hot encoded vector. In this one-hot goal-space the
distance has no meaning, as the distance between different
goals is always the same.
We express the goal of the agent using natural language.
We do this by using a task-independent pre-trained word
embedding. This allows the agent to quickly link a new,
previously unseen goal to what it has already learned from
past tasks. We experimentally demonstrate that these kinds
of pre-trained word goal-embeddings can be used to transfer
knowledge in the form of temporal abstractions in a transfer
learning settings.
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Figure 1. Top-down layout of the environment used in our exper-
iments. The three rooms (bathroom, kitchen, bedroom) are con-
nected through a long corridor.
Figure 2. An example rendering of the viewpoint the agent receives
as part of its state.
2. Related work
RL has been informed by natural language in various ways
(Luketina et al., 2019). The majority of research has been
conducted on how language instructions can be linked to
actions (Chen & Mooney, 2011; Mei et al., 2016; Hermann
et al., 2017). Additionally, language has been used as an
instrument to communicate domain knowledge (Zhong et al.,
2019), or assist by shaping the reward function (Bahdanau
et al., 2019).
Similar to our work, natural language has also been used to
transfer knowledge. For example in (Narasimhan et al.,
2018) a method is proposed to transfer knowledge be-
tween different environments. In previous work (Hutsebaut-
Buysse et al., 2020), we proposed a method to train a custom
goal word embedding based on transfer performance.
3. Object navigation task setting
In this paper, we are concerned with the problem of object
navigation. In a single instance of this problem, the agent
is randomly spawned in a corridor, and needs to navigate
towards an up-front specified object in the environment. The
episode is considered successful if the agent has positioned
itself near the goal object in a maximum of 500 steps.
In order to solve this problem, the agent does not have access
to a map of the environment, and only needs to rely on RGB
sensory input.
For our experiments, we use a custom designed level in the
MiniWorld (Chevalier-Boisvert, 2018) benchmarking envi-
ronment. Figure 1 shows the layout of the used environment.
Figure 2 renders an example viewpoint of the agent.
Our designed level mimics a small domestic apartment. The
layout consists of three rooms connected through a corridor.
Each room contains a number of objects in fixed positions:
• Bathroom: shower, bathtub, toilet
• Kitchen: stove, toaster, table, microwave
• Bedroom: bed, wardrobe, nightstand
Objects are represented with spheres and cubes in different
arbitrarily chosen colors. For example, in Figure 2, the black
box represents the table object.
After taking an action, the agent receives a reward which is
equal to the improvement of the distance to the goal object.
A slack penalty of -0.01 is added to the reward, in order to
force the agent to move. A bonus reward of 10 is awarded
when reaching the goal object.
4. Method
4.1. Goal-encoding
In order for a RL agent to be capable of executing multiple
tasks, the required task can be specified to the agent using a
goal-vector. In our problem setting, this goal-vector should
correspond with the object the agent needs to navigate to.
Typically, in order to encode different goals, a discrete one-
hot encoding is used. Unfortunately, when using such a
vector, the number of goals should be known in advance,
as it is not straightforward to alter a neural network which
depends on this vector.
However, in a lifelong learning setting (Silver et al., 2013)
we would like the agent to be capable of learning to navigate
to new goals, without having to explicitly define the number
of goals in advance. In order to support this, we propose to
encode goals using a pre-trained word embedding.
Such a model is trained (Mikolov et al., 2013) by taking
as input a large corpus of texts, and outputs a vector space.
Words that appear in similar contexts, are trained to be also
close to each other in the output vector space. We reason
that this prior knowledge can be of great use in a multi-
task object navigation task, and that goals closer in word
vector space, will also transfer better between different RL
policies.
The pre-trained model we use (Honnibal & Montani, 2017)
is trained on the OntoNotes 5 (Weischedel et al., 2013)
dataset. This dataset contains a large set of different type
of documents, and is not linked in any way with our task
setting. The resulting model is capable of expressing a goal
description with continuous vectors of size 300.
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Figure 3. Goal-conditional architecture.
4.2. Training architecture
In order to allow our agent to solve object navigation tasks,
we use a standard DRQN architecture (Hausknecht & Stone,
2015). We use the recurrent flavor (with sequence-length
8) of the DQN algorithm (Mnih et al., 2015), because the
current state does not contain enough information for the
agent to successfully navigate the environment. The goal-
vector is concatenated with the visual perception part of our
architecture. This architecture is displayed in Figure 3.
4.3. Transfer
In order for our lifelong learning agent to be capable of
transferring knowledge from one task to another task, we
propose to adapt the -greedy exploration scheme (Watkins,
1989). In this scheme, the agent takes a random action -
percent of the time, instead of greedily following the current
policy pi. This allows the agent to explore (potentially better)
actions, it would normally not take under the current policy.
This  value is typically decayed during training as the agent
becomes more confident in its policy.
We propose to instead of purely taking random exploratory
actions in order to navigate to a new goal (e.g. bathtub), to
also explore actions which would correspond to the action
the agent would take if it would be provided with a different
goal-vector which the agent already has mastered before
(e.g. shower).
However, how can the agent know which goal-vector will
transfer best to satisfy the new unseen goal? We propose
to solve this question by measuring the cosine similarity of
the unseen goal object and the mastered goal objects in their
word embedding space. As these embeddings are trained
to put words which are often related to each other close to
each other in the vector-space, we reason that goals close
in this space will most commonly also be located in similar
positions in typical building layouts.
Intuitively using knowledge from a prior object goal allows
the agent to use this knowledge as a form of temporal ab-
straction, which corresponds to navigating to the room the
object can most likely be found.
It however remains essential that the agent keeps doing
enough exploration, especially in states close to the prior
goal object. We propose to introduce a sampling rate hyper-
parameter α in order to balance the trade-off between biased
sampling from the prior policy, and random exploration.
In summary the policy of our agent when tasked with reach-
ing goal z, word embeddingM and prior goals ω0...i ∈ Ω
looks as follows:
• P (1− ): take greedy action pi(st, z)
• P ( ∗ α): sample action from pi(s, ω) with w =
argmaxw(cos(M(z),M(w))
• P ( ∗ (1− α)): take random action
5. Experiments and results
Experiments are terminated after reaching a success rate of
0.95 on the last 100.000 steps (and only minimal exploration
 = 0.01 is done ). In all experiments  is linearly decayed
over 1M steps, and we use an experience replay buffer of
size 500.000.
5.1. Using language goal-vector vs one-hot goal-vector
In our first experiment, we examine the impact of the goal-
vector on the training performance when training a goal-
conditional agent on a set of four different goals.
The results of our experiments presented in Figure 4 give an
indication that directly specifying the goal object using the
word embedding (R300) has no significant negative effect
over using a one-hot goal object encoding (R10). There also
seems to be an interesting relation that using the word goal
descriptions has a slightly positive effect of exploration, and
using the one-hot encoding seems to work better when the
policy is almost ( = 0.01) completely greedy (after 1M
timesteps).
Using the goal word embedding for our lifelong learning
agent is ideal, as we do not need to specify the amount of
possible goal objects up front. The word goal embedding
allows us to input a large amount of goals (the used model
has 20k unique vectors).
5.2. Initial training on limited goal sets
We would like our lifelong agent to be capable of navigating
to as many goals as possible. In order to do so, we could
train our agent on a large set of goals. However, research has
demonstrated (Narvekar et al., 2020) that using a carefully
selected task curriculum often leads to better results.
We plotted the results of training our agent using different
sizes of goal sets, in Figure 5. These results demonstrate
that larger sets of goals are significantly harder to train. This
finding supports our claim that a lifelong learning agent
significantly benefits from first learning a small sub-set of
goals, and gradually expanding its capabilities through trans-
fer learning.
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Figure 4. Comparing one-hot encoding vs language goal-vector on
a set of 4 goals (results are averaged over 3 runs).
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Figure 5. Comparing training performance on different sizes of
goal object sets (results are averaged over 3 runs).
5.3. Transfer to new objects using prior policy
In our final experiment, we allow the agent to transfer knowl-
edge from one goal object to a different unseen goal object
using the transfer mechanism described in Section 4.3.
We start with a policy which has been trained to reliably
reach four goal objects in the environment (shower, toilet,
bed and toaster). In this experiment we test the transfer
capability of our algorithm in order to learn to reach a new
goal object bathtub using a prior sampling-rate of α = 0.2.
The new policy is randomly initialized.
Our preliminary results, plotted in Figure 7, demonstrate
that the goal object that transfers best to the new unseen goal
object (bathtub) is shower, which is also the goal object that
is closest in language space (Figure 6). The performance
when using the second closest goal (toilet) in language space
also performs similarly.
Unrelated goals such as bed and toaster hinder the agent,
steering the agent to the wrong room (kitchen) and we ob-
serve a negative transfer effect compared to just learning to
navigate to the goal without any prior knowledge.
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Figure 6. Cosine similarity of holdout goal objects and prior goal
objects in the word embedding
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Figure 7. Comparison of using different prior goals in order to
learn how to reach a new unseen goal object (bathtub) (results are
averaged over 3 runs).
6. Conclusion
In this paper we presented our preliminary ideas on how
natural language can assist a RL agent in a lifelong learning
setting.
Our approach consists of training the agent on small sets
of goals, directly inputting the goal descriptions in natural
language. We utilize similarity of descriptions of seen and
unseen goal objects in natural language in order to decide
how to transfer existing knowledge to novel tasks. In order
to transfer knowledge, we propose a simple, but effective
transfer mechanism.
We support our method with preliminary results in a 3D
simulated domestic environment. In future work we propose
to further examine the impact of different language models,
utilize more complex floor layouts, and we would like to
study more complex prior goal selection schemes (e.g. use
different prior goals weighted by their similarity with the
current goal).
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