This paper deals with the problem of adaptive noise cancellation (ANC) when only corrupted speech signal by an additive noise is available for processing. A new method for analysis of speech signal based on a representation in term of an autoregressive (AR) process with variable order described by a state-space model is presented. An algorithm for the minimal realization of this model is proposed. The state transition matrix that characterizes the speech signal is determined by minimizing the mean squared error in the estimation of the speech signal by Kalman filtering. This paper presents an alternative solution that does not require the explicit estimation of the noise and the driving process variances using a new formulation of the approach proposed within a control literature framework by Mehra.
INTRODUCTION
Given a sequence of speech signal corrupted by an additive white noise, our purpose is to retrieve the speech signal. Several approaches based on the Kalman filtering have been reported in the literature. They usually operate in two steps: first, additive noise and driving process statistics and speech model parameters are estimated and second, the speech signal is estimated by using Kalman filtering. In fact these approaches differ in the way they estimate both the speech model parameters and the noise variances. Paliwal and Basu [1] have used estimates of the speech signal parameters from clean speech, before being contaminated by white noise. They then used a delayed version of Kalman filter in order to estimate the speech signal. Gibson et al. [2] have proposed a method that provides a sub-optimal solution, which is a simplified version of the Estimate-Maximize (EM) algorithm based on the maximum likelihood argument. However, noise variance was estimated during the silent period, which implies the use of Voice Activity Detector (VAD).
Gabrea et al. [3] have proposed a method that avoids the explicit estimation of noise and driving process variances by estimating the optimal Kalman gain when the speech signal was represented in term of an autoregressive process with a fixed order. After a preliminary Kalman filtering with an initial sub-optimal gain, an iterative procedure is derived to estimate the optimal Kalman gain using the property of the innovation sequence. Grivel et al. [4] have suggested that the speech enhancement problem can be stated as a realization issue in the framework of identification. The state-space model was identified using a subspace non-iterative algorithm based on orthogonal projection. Gabrea [5] has proposed sequential estimators for suboptimal adaptive estimation of the unknown a priori driving process and additive noise statistics simultaneously with the system state. The estimation of time-varying AR signal model is based on robust recursive least square algorithm with variable forgetting factor. The variable forgetting factor is adapted to a nonstationary signal by a generalized likelihood ratio algorithm through so-called discrimination function, developed for automatic detection of abrupt changes in stationarity of signal. In this paper a new method for analysis of speech signal based on a representation in term of an autoregressive process with variable order described by a state-space model is presented. The numbers of poles are dependent on the vocal tract configuration as well as the source location so that these numbers vary from sound to sound. An empirical choice of a fixed number of poles do not always provide accurate representation and the solution obtained do not always satisfy the condition of stability. The problem of estimating the optimum number of coefficients in the transfer function of the speech production process can be regarded as the minimal realization problem of a linear system. In this paper, we describe the application of system identification techniques to speech analysis. The state transition matrix that characterizes the speech signal is determined by minimizing the mean squared error in the estimation of the speech signal by Kalman filtering. In this paper signal and noise variances estimation are handled by the optimization gain procedure using a new formulation of the approach proposed within a control literature framework by Mehra. So, this new approach looks very attractive in comparison to the ones where these heavy tasks must also be made.
NOISY SPEECH MODEL AND KALMAN FILTERING
The speech signal s(n) is modeled as a variable pth-order AR process
Where s(n) is the nth sample of the speech signal, y(n) is the nth sample of the noisy speech signal, and a i is the ith AR parameter. This system can be represented by the following state-space model 
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The standard Kalman filter [6] provides the following updating state-vector estimation
where ) (n e is the innovation sequence. Here F and K are unknown and hence must be estimated. Then, the updating state vector estimation becomes
where F and K are respectively the estimated statetransition matrix and the Kalman gain. Finally, the estimated speech signal can be retrieved by
PARAMETER ESTIMATIONS

Estimation of the transition matrix
For a frame of data of N samples, the estimation of the transition matrix F is achieved this way: one needs to estimate first the autocorrelation of the observation ) (n y as follows
and, in the second step, the parameters of the AR process using the Cayley-Hamilton theorem applied of the matrix F Using these estimated AR parameters one can obtain the estimation of the state-transition matrix. A major cause of the error in the estimation of the transition matrix is the autocorrelation function of the noisy speech signal contains information about the vocal tract transfer function as well as the fundamental period. Hence, the accuracy of the estimated transition matrix may be dependent on the location and the length of the analysis interval. In order to reduce the undesirable effects a pitch synchronous technique is useful. This, however, will not be discussed in this paper. If, as a result of using F and K at an order p for the filtering, the order p of the system is not optimum, the order p should be increased. The computing of the AR parameters for the order (p + 1) can be performed recursively for an increase of the order by one, and the expression (10) does not require calculation of the inverse matrix, resulting much smaller amount of computation. The estimation of K proposed by Mehra is based on the statistical test of the whiteness of the innovation sequence. For an optimal Kalman filter where F and K are known, this innovation sequence is a Gaussian white noise sequence [9] . We are not in the presence of an optimal Kalman filter since F and K must be estimated. However, the innovation sequence is assumed to be a stationary Gaussian random sequence and an iterative procedure can be conducted to derive an asymptotical optimal Kalman filter. We give in the following the outlines of the gain optimization algorithm, for more details see [7] [8].
Kalman gain estimation
In fact, our aim is to retrieve the estimated signal from the observation sequence using equations (5) and (6) . So, this can also be done by estimating the Kalman gain instead of the estimation of the noise variances. Let us call
The gain K is estimated by the iterative algorithm
is the estimate of the autocorrelation of the innovation sequence at the (j-1)th iteration and at the lag k, and is given by
The Kalman filter must therefore be stable and the eigenvalues of ] -[ 
, a necessary condition for the stability of the Kalman filter is 1 1
where
is the first element of
. This condition will be used in search of the order p.
Estimation of the order p
For a system of given order p, it is possible to determinate the transition matrix and the Kalman gain from the autocorrelation function of the noisy speech. The optimum value of p, however, has to be found by an exhaustive search within a predetermined range based on a suitable criterion. Since the variance of the speech signal has a wide dynamic range, we use a modified final prediction error criterion normalized by the variance of the noisy speech signal. The use of this criterion is based on the fact that the innovation sequence should be white and should attain its minimum variance, if the value of p is optimum.
SIMULATION RESULTS
The observation sequence contains the speech component and the unwanted noise. The AR parameters estimation of the speech model are included in the transition matrix F and they are estimated using the procedure described in 3.1. The innovation sequence drives the iterative algorithm for optimizing the Kalman gain. In this paper the noise variances estimation is a part of Kalman gain estimation. This algorithm can be considered, in a sense, as operating in a global way in comparison to other approaches which can be considered as operating in multistage procedure. It is an advantage in running the iterative procedure since the Kalman gain are adapted with the innovation sequence less correlated than the observation sequence. This fact has been confirmed in the simulation results where the iterative algorithm converges at most in 4 iterations. The effectiveness of the method is tested using natural speech signal sampled at the frequency of 8 kHz corrupted by a Gaussian white noise. The number of samples N in an analysis interval is 256, the order p of the AR process of speech signal is varied between 2 and 12 and the maximum number of iteration for estimating the Kalman gain was set to 4. Figures 1, 2 and 3 represent, respectively, the spectrogram followed by the time signal of the free-noise speech, the noisy speech and the enhanced speech. For this example, the SNR of the noisy speech signal is 0 dB. 
