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Des dynamiques sensori-motrices au sens :
recherche d’un cadre mathématique
Sabine Ploux
Pourquoi les mathématiques sont-elles utilisées par les (autres)
scientifiques ? Face à un problème à résoudre, le scientifique or-
ganise et classe. Pour rendre le problème plus clair et donc plus
simple, il le rend plus abstrait : il construit un modèle mathé-
matique censé retranscrire plus ou moins fidèlement cette réalité.
Un modèle est d’autant plus pertinent qu’il décrit correctement
la réalité et permet d’en rendre compte.
Mais le modèle mathématique établi suscite toujours de nouvelles
interrogations, purement mathématiques cette fois. Et le problème
s’inverse : ces questions ne sont plus posées par la volonté d’ap-
préhender et de comprendre la réalité mais par la nécessité de
résoudre un problème mathématique abstrait.
Extrait d’un texte de présentation de l’année mondiale des mathé-
matiques Les mathématiques un langage universel pour les scien-
tifiques.
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Chapitre 1
Introduction
1.1 Parcours
Après une formation en mathématique pure (DEA de topologie différen-
tielle à Paris 11), et sous l’influence de lectures, en particulier la lecture de
R. Thom (Thom [92, 93]...) je me suis posée la question du choix des théories
mathématiques adaptées à la formalisation, la compréhension et l’unification du
champ des sciences cognitives. Dans cette perspective, j’ai suivi une formation
en Intelligence artificielle (DEA d’Intelligence artificielle à Paris 6) et j’ai dé-
veloppé un travail de thèse qui s’attachait à proposer un cadre conceptuel et
des simulations (laboratoire LISI, Université Lyon 1). Ces premières simulations
portaient d’une part sur le raisonnement et d’autre part sur la reconnaissance
des formes. Dans les années qui ont suivi, j’ai poursuivi cet objectif de mo-
délisation en abordant l’étude de la modélisation pour le langage (laboratoire
ELSAP à Caen, puis Institut des sciences cognitives-ISC à Lyon). Ce domaine
comprend à la fois des aspects perceptifs et moteurs (que l’on rencontre dans
le domaine de la parole), des aspects structuraux (principalement en morpho-
syntaxe et plus généralement dans l’organisation des énoncés et du discours) et
des aspects classificatoires (comme en sémantique lexicale). Pour cette raison,
l’étude du langage est un champ privilégié pour la recherche d’un cadre formel
synthétique. Je présenterai dans ce rapport d’habilitation des propositions déve-
loppées depuis ma thèse. Pour nombre d’entre elles, ces études ont été l’occasion
de collaborations, de travaux de stages ou de thèses.
Je cherche maintenant à organiser une approche cohérente qui fasse la syn-
thèse des différentes approches choisies lors de ces études. De plus, par delà
l’objectif général de modélisation, je cherche aussi à promouvoir une valori-
sation pour tous les travaux réalisés. Le site des Atlas sémantiques à l’ISC,
http://dico.isc.cnrs.fr, en ligne depuis décembre 1999, est largement uti-
lisé dans le monde. Cet aspect de mon travail est totalement intégré à la boucle
de renouvellement et d’avancement des problématiques de recherche.
1.2 Plan du rapport
Dans ce rapport, en faisant état des différentes propositions réalisées dans
divers champs de la cognition, je tenterai pour chacune d’elles de poser la ques-
7
tion de la nature de la modélisation, de ses buts, des gains qu’elle peut ap-
porter mais aussi des écueils rencontrés. Ces études sont présentées, non pas
dans l’ordre chronologique de leur réalisation, mais suivant un axe qui va de la
perception au raisonnement en passant par la sémantique. Plus précisément, je
traiterai dans la première partie de questions relatives à la reconnaissance des
formes manuscrites et prosodiques, et dans la seconde de sémantique lexicale
et du raisonnement. Chaque partie est introduite par un chapitre définissant le
point de vue théorique adopté : le chapitre 2 présente rapidement un lien entre
perception et dynamiques sensori-motrices, les chapitres 7 et 8 positionnent le
modèle géométrique de la représentation du sens lexical au regard des approches
de type WordNet [20] ou vectorielles (LSA [45], HAL [9]...).
La troisième partie du document est consacrée au travail de valorisation de
l’équipe et aux projets que je mets actuellement en place. Le projet qui me tient
le plus à coeur est la recherche du « bon »modèle mathématique, qui ferait la
synthèse des contraintes qui gèrent les objets de la cognition. Le chapitre 16
aborde la question de l’adéquation entre modèle et domaine en sciences cog-
nitives. En particulier, je tenterai de remettre en cause, sur la base des études
présentées, l’opposition discret/continu à la faveur de modèles hiérarchiques. En
résumé, les chapitres 2, 7, 8, 16 situent le contexte de mon travail, les autres
chapitres présentent les études effectuées.
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Première partie
Bilan scientifique : boucles
sensori-motrices et
sémantique lexicale
9

Chapitre 2
Reconnaissance des formes :
modélisation des dynamiques
sensori-motrices
La reconnaissance des formes, domaine très actif depuis les années 60, consiste
à identifier la catégorie associée à un signal donné. C’est un thème qui mobi-
lise à la fois la recherche et l’industrie. Les formes les plus souvent étudiées
sont les images (et en particulier les images satellitaires), les formes graphiques
(comme les caractères manuscrits), les visages, la parole. Différents algorithmes
ou types d’algorithmes ont été proposés : réseaux bayésiens (par calcul des
probabilités conditionnelles), réseaux neuronaux, algorithmes de détection de
contours (à partir de l’étude des dérivées de l’intensité de l’image)... En vision
artificielle, par exemple, les algorithmes utilisent des formes primitives de bas
niveaux comme les arêtes... et des formes primitives de haut niveau comme les
géons de Biderman [7] qui sont des constituants obtenus par déformation d’un
cylindre. Les différentes parties de la forme à reconnaître sont alors ramenées
à ces formes primitives puis combinées pour permettre la classification. Enfin,
certains algorithmes comme les réseaux neuronaux, comportent une phase d’ap-
prentissage à partir d’un ensemble d’exemples pour lesquels la catégorie est
connue. Les autres, sans cette étape initiale, calculent directement la réponse
à partir d’un modèle a priori de la correspondance entre formes et catégories.
On pourra se reporter à [4, 57] pour des exposés beaucoup plus complets sur
cette question que je n’approfondirai pas plus ici. En effet, comme dans les
autres différents domaines dans lesquels j’ai travaillé, je ne suis pas arrivée à
la reconnaissance des formes graphiques après y avoir été formée. C’est en ob-
servant ma propre écriture, qui est assez mauvaise, que m’est venue l’idée du
lien entre la forme manuscrite d’une lettre, ses déformations possibles, le geste
qui l’a produite et la théorie des singularités. Le travail que j’ai développé à la
suite de ces observations (voir chapitre 3) est resté marginal car peu soutenu, à
l’époque, par mon entourage scientifique. Depuis, j’ai eu la satisfaction de lire
des études qui proposaient des approches semblables (voir [35] par exemple)
utilisant des points de séparation ou points de segmentation qui correspondent
aux points singuliers. Avant de décrire plus précisément cette étude et celles qui
l’ont suivie, je présenterai brièvement deux points clefs de mon approche : le lien
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entre reconnaissance et geste, lien qui différencie la démarche de la plupart des
travaux d’ingénierie précédemment cités, et enfin l’utilisation de la théorie des
singularités. Le lien entre geste et perception renvoie à un vif débat, j’essaierai
d’en présenter, de mon point de vue, les éléments saillants pour ensuite envisa-
ger une synthèse. L’usage de la théorie des singularités s’inspire très largement
des travaux de R. Thom [93] et de J. Petitot [61]. J’essaierai ici de mettre en
évidence les apports de cette théorie et en particulier ses avantages au regard
du cadre logico-algébrique plus largement utilisé.
2.1 Formes et gestes
Je retiendrai deux courants majoritaires parmi ceux qui ont abordé la ques-
tion de la perception des formes et plus particulièrement sur la façon dont nous
humains la réalisons. Ces deux positions ont trouvé au vingtième siècle un déve-
loppement considérable à la fois théorique et expérimental. L’une défend l’idée
que l’action et plus spécifiquement le mouvement sont constitutifs de la percep-
tion. L’autre défend l’idée de programmes innés indépendants de la performance
du percevant. Je regrouperai comme Lécuyer [48] sous le terme de nativisme
cette deuxième approche.
2.1.1 Gestes et perception
L’idée que l’action est constitutive de la perception a motivé :
– des philosophes (Merleau-Ponty [56] écrit « la vision est palpation du re-
gard. » ) ;
– des travaux en psychologie expérimentale. P. Viviani [96], par exemple,
a établi une loi (nommée loi de la puissance des deux tiers) décrivant
la relation entre le rayon de courbure d’un tracé et la vitesse d’un geste
humain correspondant à ce tracé, et a montré que cette loi conditionne la
perception d’une forme graphique [96] ;
– des travaux en neurophysiologie.On pourra se reporter aux travaux d’A. Ber-
thoz pour qui « La perception est une action simulée » [6] ;
– ainsi que la conception de dispositifs techniques de réhabilitation pour les
non-voyants créés autour de l’idée de substitution sensorielle proposée par
P. Bach Y Rita [2].
Un paragraphe ne suffirait pas à présenter tous les travaux développés autour de
ce champ thématique. Voici une synthèse de C. Lenay [50] qui présente certaines
des hypothèses propres à ce courant : « Le rôle essentiel joué par l’action dans
l’émergence progressive de perceptions structurées permet de former quelques
hypothèses. Ce qui est perçu, reconnu, ce ne sont pas à proprement parler les
invariants de la sensation, mais plutôt les invariants de cercles sensorimoteurs
inséparables de l’activité du sujet [Gibson 1966, 1986 ; Piaget 1936 ; Paillard
1971 ; Varela 1979 ; Brooks 1999 ; O’Regan 2001]. On abandonne ici la concep-
tion passive de la perception pour laquelle le système recevrait en entrée une in-
formation puis effectuerait un calcul pour identifier des objets, des événements,
et produire des représentations dans un espace interne. Au contraire, c’est par
son action que le sujet cherche et construit des règles de liaisons constantes
entre action et sensation. Ces règles, qui permettent d’anticiper les effets des
actions sur les sensations correspondent à la perception des formes et de leurs
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positions spatiales. La perception d’un objet consiste en la découverte de régula-
rités dans la liaison entre variation d’action (mobilité de l’organe de perception)
et variation de sensation (produite par ces actions), c’est ce que Kevin O’Regan
appelle une loi de contingence sensorimotrice [O’Regan 2001]. La richesse de la
perception doit donc dépendre autant des qualités de l’action (mobilité, rapidité,
zoom, etc.) que de la sensation (largeur du spectre, nombre de senseurs, etc.). »
2.1.2 Les théories nativistes de la perception
À ce courant, qualifié aussi de théorie de l’apprentissage, a été opposé un en-
semble de faits. Des dispositifs expérimentaux toujours plus élaborés ont permis
de constater :
– que les nouveaux nés (de moins de 5 jours) discriminent la prosodie de
leur langue maternelle de celle d’une autre langue [55, 58] alors que les
premiers babillages ont lieu vers trois mois ;
– qu’à partir de quatre à six mois les nourrissons deviennent sensibles à
des unités plus fines que sont les voyelles et les consonnes de leur langue
maternelle [64] alors que les premières syllabes sont prononcées vers la fin
de la première année ;
– et qu’entre six et neuf mois ils sont capables de repérer des enchaînements
phonotactiques de leur langue pour comprendre vers douze mois une cin-
quantaine de mots (les tous premiers mots sont généralement prononcés
entre neuf et douze mois).
En somme, contrairement aux fondements des théories motrices, une forme de
perception précède la production. Une avalanche de résultats a vu le jour pour
mettre en évidence des capacités de plus en plus précoces du nourrisson. Les
concepts de maturation et d’acquisition ont été opposés à celui d’apprentissage.
Dans cette perspective, la perception ne serait qu’un corrélat de programmes
innés qui se développent indépendamment de l’interaction avec l’environnement.
Ces propositions ont reçu le soutien de N. Chomsky [12]. Elles sont conformes à
sa position que le langage aussi se développerait, tout comme le système visuel,
par réalisation de programmes génétiquement déterminés.
2.1.3 Les théories motrices et nativistes sont-elles incom-
patibles ?
Les expériences réalisées chez l’enfant utilisent comme paramètres de contrôle
le rythme de la succion, le rythme cardiaque, le mouvement des paupières... Plu-
sieurs questions se posent alors. La variation de ces rythmes est-elle uniquement
un effet (le plus souvent interprété comme effet de préférence) ? Et si ces mouve-
ments ne sont pas uniquement des réactions déclenchées par les stimuli, ont-ils
un rôle dans l’analyse du signal ? Les études de W. Condon [15], peuvent éclai-
rer ces questions. En effet, W. Condon a montré, sur la base d’analyses de films
sonores, que le locuteur mais aussi son allocutaire utilisent des rythmes com-
portementaux (mouvements de la tête, du poignet, des bras) congruents avec la
structure des énoncés (voir figures 2.1,2.2). Si l’allocutaire (celui qui perçoit)
produit des mouvements conformes à la structure linguistique des signaux reçus,
mouvements qui sont distincts des mouvements vocaux nécessaires à la produc-
tion d’un énoncé, on peut supposer que ces mouvements sont utilisés comme
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Fig. 2.1 – Mouvements du locuteur mis en regard du signal vocal. Reproduit
de [15].
Fig. 2.2 – Synchronie des rythmes comportementaux du locuteur et de l’allo-
cutaire et du signal de parole. Reproduit de [15].
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mode d’analyse du discours. Certes, les théories motrices ont souvent fait l’hy-
pothèse que ce sont les programmes moteurs, capables de reproduire une forme
(sonore ou graphique) qui permettent sa reconnaissance. Et, comme cela a été
rappelé au paragraphe précédent, cette hypothèse ne permet pas d’expliquer
pourquoi chez le nourrisson une forme de perception précède la production. Ce-
pendant, sur la base de l’étude de W. Condon, on peut se demander si cette
perception initiale n’est pas rendue possible par recours à d’autres programmes
sensori-moteurs (mais qui correspondent cependant à un fonctionnement du
système) que ceux qui permettent la reproduction et dont l’enfant dispose à
un stade précoce de son développement. Dans cette perspective aussi, l’espace
des catégories perçues serait contrôlé par un ensemble de programmes généti-
quement inscrits. La maturation de ses différents programmes et leur exercice
à certaines étapes du développement auraient pour conséquence la constitution
évolutive d’une perception telle qu’elle a été mise en évidence par les équipes
adoptant un point de vue nativiste. Car si l’enfant reconnaît à la naissance
la voix de sa mère, et les contours intonatifs propres à sa langue, puis cer-
tains enchaînements syllabiques avant de pouvoir les produire, il n’en reste pas
moins que l’exercice de la parole va modifier les qualités de cette perception pré-
langagière. L’hypothèse d’un lien constitutif entre les catégories et l’ensemble
des rythmes comportementaux exige pour être confirmée d’une part une théo-
rie synthétique modélisant les opérateurs de coordination et d’imbrication de
ces rythmes et d’autre part une série de nouvelles expériences. En outre, cette
perspective a l’avantage d’englober dans un même schéma les deux paradigmes
en opposition. Je tiens cet ensemble d’hypothèses auquel je suis arrivée après
avoir, dans un premier temps, adopté la théorie motrice de la perception à la
suite d’une première étude sur la reconnaissance de l’écriture, et après avoir été
convaincue, dans un second temps, que cette théorie était insuffisante, pour un
point d’ancrage de mon travail à venir.
La question de la modélisation devient essentielle pour décrire de façon syn-
thétique les qualités d’une perception en fonction de la diversité des programmes
qui peuvent être sollicités par un individu. J’en viens maintenant au choix du
modèle et plus précisément à celui de la théorie des singularités.
2.2 Pourquoi la théorie des singularités ?
C’est sûrement sous l’influence d’un DEA en topologie différentielle et d’une
première lecture de Modèles Mathématiques de la Morphogenèse et de Paraboles
et catastrophes que m’est venue l’idée que la théorie des singularités était un
bon cadre pour la modélisation de la reconnaissance de l’écriture manuscrite.
Un point essentiel de cette théorie est la modélisation du changement discon-
tinu faisant passer d’un état à un autre. Et c’est précisément ce qui se passe
quand une configuration de type point de rebroussement (PR) , très fré-
quente dans l’écriture manuscrite, donne lieu à deux différentes configurations :
la boucle (B) ou le « pont » (P) . La théorie des singularités est
ici totalement efficace puisqu’elle donne, par application d’un théorème sur le
déploiement d’un point singulier, ici le point de rebroussement, le nombre et la
forme des configurations réalisées. Si, au lieu de ce cadre, on adopte un forma-
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lisme logique, on pourra décrire les déformations rencontrées comme des règles
de type :
PR⇒ PR ∨B ∨ P
On construit ainsi une grammaire qui pourra être ensuite utilisée dans la recon-
naissance. Cependant, dans ce dernier paradigme on perd la capacité à expli-
quer les variations possibles puisque la règle d’inférence est proposée à partir de
formes constatées et non comme le résultat de l’application d’un théorème. La
théorie des singularités a été souvent utilisée sans explicitation directe du lien
entre les paramètres de contrôle et les boucles sensori-motrices associées. L’ap-
proche que j’ai retenue pour la reconnaissance des formes produites (graphiques,
langagières) est de combiner théorie des singularités et paramétrage de l’analyse
par des boucles sensori-motrices. Cette approche est également proposée par J.
Petitot [61] qui montre comment cette théorie permet de rendre compte d’une
perception catégorielle en phonologie. Dans le cas de l’écriture, par exemple, si
on analyse une lettre manuscrite en fonction des mouvements horizontaux et
verticaux comme l’ont fait les chercheurs de l’équipe de Neurobiologie humaine
de Marseille (voir figure 2.3), alors un point singulier est obtenu par synchro-
nisation des rythmes de deux types de mouvements : c’est un moment où les
vitesses des deux mouvements sont nulles en même temps. La combinaison des
deux approches lient également les variations de la forme, prévues par la théo-
rie, à une légère désynchronisation des deux mouvements. On obtient ainsi et
comme j’ai essayé de le montrer dans plusieurs études (chapitres 3 à 6) une
grammaire de la forme décrite à travers la coordination et l’imbrication des
boucles sensori-motrices impliquées.
2.3 Dynamiques sensori-motrices et reconnaissance
La série de travaux que j’ai effectués dans ce domaine porte donc sur la
reconnaissance des formes manuscrites ainsi que sur celle des formes prosodiques.
À travers les études présentées, seront développés différents aspects relatifs à
cette approche :
– l’organisation en plusieurs niveaux hiérarchiques des composants de la
forme et des dynamiques ;
– les opérations d’accrochage et de composition entre dynamiques ;
– la définition des espaces topologiques induits par les dynamiques et sur
lesquels se fondent la reconnaissance, la classification et l’interprétation.
Voici la liste des études présentées :
1. une étude préliminaire sur la reconnaissance des lettres manuscrites ;
2. une suite d’études mettant en évidence les opérations agissant sur l’en-
semble des dynamiques sensori-motrices vues comme un système :
3. accrochage entre deux modalités : l’exemple de la saisie comme couplage
entre vision et agrippement ;
4. asservissement entre deux niveaux d’organisation dans les dynamiques
d’exploration graphique ;
5. accrochage entre deux niveaux d’organisation à l’intérieur d’une même
modalité : couplage entre productions syllabiques et mélodiques dans la
constitution des énoncés.
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Fig. 2.3 – Figure reproduite à laquelle j’ai ajouté des marques indiquant les
points de rebroussement et leur repérage comme synchronisation de l’annulation
des vitesses des déplacements en X et en Y.
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Deux questions restent maintenant à approfondir : la première concerne la
définition d’un véritable modèle hiérarchique synthétique qui dépasse le cadre
des exemples traités (cette question sera aussi reprise dans le chapitre 17 à
la suite de la présentation des études portant sur la sémantique), la seconde
concerne le lien entre forme et contenu sémantique. Elle sera explicitée dans la
deuxième partie du document.
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Chapitre 3
Une étude sur l’écriture
manuscrite
3.1 Introduction
La première étude que j’ai effectuée dans le domaine de la reconnaissance des
formes portait sur la réalisation d’un système de reconnaissance automatique
de lettres manuscrites.
L’hypothèse qui m’avait motivée est la suivante : quand on reconnaît une
lettre on reconnaît la dynamique sensori-motrice qui l’a produite. Ce point de
vue est étayé par l’observation que des formes graphiques différentes sont re-
connues comme étant des instances d’une même lettre. De plus, si les carac-
téristiques graphiques d’une même lettre peuvent être très différentes, en re-
vanche, les dynamiques gestuelles qui les ont produites sont assez similaires.
Après avoir formulé cette hypothèse qui est conforme à d’autres travaux comme
ceux de P. Viviani [96], il était nécessaire de trouver un modèle mathématique
qui permette son implémentation informatique. La topologie différentielle et en
particulier la théorie des singularités permet de comprendre comment une dy-
namique peut varier, elle permet aussi de connaître a priori les différents types
de déformations qui vont être produites.
3.2 Participants
S. Ploux. (Travail réalisé pendant ma thèse).
3.3 Publications : [67, 69]
3.4 Discussion a posteriori sur le choix de la for-
malisation
Le logiciel développé lors de ce travail représente les dynamiques d’écriture à
partir de leur tableau de variation. Voici un exemple de tracé et son tableau
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de variations1.
t t1 t2 t3 t4
x′(t) + | + 0 + | + 0 +
x(t) ↗ | ↗ | ↗ | ↗ | ↗
y′(t) + 0 − 0 + 0 − 0 +
y(t) ↗ | ↘ | ↗ | ↘ | ↗
Ensuite, au voisinage de chaque singularité calculée est associée une fonction
polynomiale qui a localement le même tableau de variation. Ainsi, pour la lettre
u, chaque point de rebroussement est représenté localement par une
fonction ayant pour dérivée :
t 7→ (x′(t) = t2, y′(t) = −t)
Les résultats sur le déploiement universel permettent alors calculer les variations
autour du point de rebroussement qui sont donnés par la fonction :
t 7→ (x′(t) = t2 + α, y′(t) = −t)
Pour α < 0 la courbe comporte une boucle : . Pour α > 0 la courbe a l’al-
lure suivante : . On peut alors calculer la liste des tableaux de variations
des dynamiques voisines et donc de reconnaître de nouvelles lettres comme des
déformations d’un prototype. Voici un exemple de tableau de variations reconnu
analogue au précédent et le tracé dont il est issu.
t t11 t12 t13 t2 t31 t32 t33 t4
x′(t) + 0 − | − 0 + | + 0 − | − 0 + | +
x(t) ↗ | ↘ | ↘ | ↗ | ↗ | ↘ | ↘ | ↗ | ↗
y′(t) + | + 0 − | − 0 + | + 0 − | − 0 +
y(t) ↗ | ↗ | ↘ | ↘ | ↗ | ↗ | ↘ | ↘ | ↗
Bien que dans ce premier travail le logiciel utilise directement la comparaison des
tableaux de variations pour procéder à la catégorisation puis à la reconnaissance des
lettres, on pourrait formaliser l’étape de comparaison entre une lettre et un prototype
en utilisant des espaces topologiques. Voici, étape par étape, une rapide description de
l’usage et des qualités que pourraient apporter les espaces topologiques dans le cadre
de cette étude.
Construction des voisinages à partir du repérage des points singuliers des
dynamiques : À partir des dynamiques de tracé, on peut construire un espace
dans lequel les lettres sont représentées par l’ensemble des valeurs des coefficients
du déploiement (dans l’exemple précédent ce coefficient est noté α) pour les points
de rebroussement. Le graphique 3.1 figure l’ensemble des dynamiques associées aux
lettres a et u, dans un espace défini suivant deux axes : celui de la valeur du coefficient
α au premier point de rebroussement et celui de ce coefficient au second point de
rebroussement.
1La localisation des instants pour lesquels les dérivées s’annulent, se fait, dans ce logiciel,
par utilisation du théorème des valeurs intermédiaires : une fonction continue qui change de
signe admet un zéro. Le calcul du signe de la dérivée de la dynamique permet, par application
du théorème, de localiser ses zéros.
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Fig. 3.1 – Figuration des aires associées aux lettres a et u calculées suivant la
valeur des coefficients α du déploiement des points de rebroussement.
Classification des item : À chaque occurrence de lettre est donc associé un point
dans cet espace. Le domaine associé à l’ensemble des occurrences de la lettre u est
représenté comparativement à celui associé à l’ensemble des occurrences de la lettre a.
Cette représentation en espace de voisinages permet aussi de rendre compte, comme
le montre la figure, du recouvrement des item : le u et le a partagent des réalisations
qui sont représentées par l’intersection de leurs aires respectives ; leurs occurrences
spécifiques sont représentées par les portions d’aires distinctes de cette intersection.
Liens entre modèle et organisations des unités : Le passage de l’ensemble des
dynamiques à la représentation topologique permet de de metttre en évidence une
représentation des unités qui présente une organisation centrée sur un prototype2. Les
ambiguïtés (occurrences qui peuvent référer soit à une lettre soit à une autre) sont
aussi représentées.
2Le prototype de chaque lettre est au centre de l’aire associée à la lettre, comme le montre
la figure 3.1.
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Chapitre 4
La saisie comme couplage
entre vision et agrippement
4.1 Introduction
Cette étude s’appuie sur les premiers chapitres de « La naissance de l’intelligence
chez l’enfant » de J. Piaget [62]. J. Piaget décrit le passage de l’exercice des réflexes
comme la succion ou la fermeture de la paume de la main (qui sont pris comme des
réactions organiques héréditaires), aux adaptations acquises comme la préhension.
J’ai proposé l’idée qu’il existe une lecture du texte liant les différentes étapes du
développement – et plus spécifiquement encore leurs articulations – à un processus
dynamique (au sens de la théorie des systèmes dynamiques). L’étude met en parallèle,
d’une part la description piagétienne des réflexes du regard et de l’agrippement, leur
évolution et leur accrochage et d’autre part une interprétation mathématique de cette
description. Les réflexes sont définis comme des attracteurs dont le bassin va évoluer
par un appel progressif :
– aux unités motrices voisines de l’unité réflexe initiale en suivant l’anatomie
du système ;
– aux unités sensitives voisines de la fovéa rétinienne, ou de la paume de la
main pour l’agrippement.
L’accrochage entre les deux dynamiques (ici le regard et l’agrippement) est rendu
possible par l’expérience d’une synchronisation des deux dynamiques en leur centre
attracteur (l’enfant voit sa main tenir un objet).
4.2 Participants
S. Ploux.
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Fig. 4.1 – Gradient de la dynamique du déplacement avant apprentissage. Les
axes représentent respectivement les capteurs placés autour du Khépéra et la
distance des capteurs frontaux à la cible calculée par le robot.
Fig. 4.2 – Gradient de la dynamique du déplacement après apprentissage.
4.3 Publications : [65, 70, 72]
4.4 Implémentation et discussion sur le modèle
Cette interprétation de l’œuvre de Piaget m’a conduit à développer une application
robotique pour simuler l’acquisition d’une préhension. Le dispositif est composé de
deux robots Khépéra, l’un comporte des capteurs lumineux (pour l’œil), l’autre une
pince (pour la main). Le même schéma en deux étapes est reproduit : évolution de
dynamiques réflexes et interaction entre ces dynamiques.
Les figures 4.1, 4.2 montrent l’évolution de la dynamique du regard qui est fonction
des 8 capteurs disposés autour du robot. La disposition des capteurs est figurée sur de
graphique 4.3. À l’état initial, le bassin d’attraction est centré sur la fovéa, constituée
des deux capteurs frontaux ; le périmètre d’attraction est limité à cette fovéa. Une
cible située de part et d’autre de ces capteurs ne provoque aucun mouvement de
capture visuelle par la fovéa. En effet, le gradient associé à ces régions est nul. La
figure suivante donne les valeurs du gradient après apprentissage. Le robot est alors
capable de se déplacer quand un objet est perçu par ses capteurs périphériques afin de
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Fig. 4.3 – Déplacement du Khépéra vers la cible figurée en jaune.
se positionner face à la cible. Cet apprentissage est une implémentation de l’évolution
du regard par appel progressif aux unités sensitives voisines de la fovéa et aux unités
motrices.
4.4.1 Limites de l’implémentation
L’apprentissage s’est révélé très lourd en calculs. Pour cette raison, je ne suis pas
allée au bout de l’implémentation et en particulier je n’ai pas terminé l’implémentation
de l’accrochage entre la pince et l’« œil ». De plus, au delà des optimisations informa-
tiques nécessaires, il est apparu que le fait d’avoir deux robots autonomes pour modéli-
ser l’interaction entre la main et un œil ne correspondait pas aux contraintes physiques
qui définissent ce couplage. Il aurait été nécessaire, pour respecter ces contraintes phy-
siques, de lier les deux robots par un lien articulé afin de fonder le couplage sur un
schéma corporel et de rendre compte de l’implication progressive des unités motrices
qui suivent la topologie de cette organisation corporelle.
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Chapitre 5
Reconnaissance et
dynamiques exploratoires
5.1 Introduction
Le groupe « Suppléance perceptive » de l’équipe « COSTECH » (Responsable
C. Lenay) (voir http://www.utc.fr/gsp/accueil.html pour les publications et une
description des activités du groupe) développe à la suite des travaux de P. Bach-Y-Rita
[3, 2, 17] des études portant sur le rôle constitutif de l’action dans la perception. Grâce
à un dispositif composé d’un stylet et d’une tablette graphique, le sujet, les yeux ban-
dés, doit reconnaître la forme préalablement tracée sur la tablette. Les formes choisies,
dans l’expérience dont j’ai utilisé les données, sont des lettres typographiques. À chaque
contact entre le stylet et la forme, une impulsion tactile est renvoyée au sujet. Ma parti-
cipation dans cette étude a été de proposer un modèle pour la simulation de la fonction
de reconnaissance à partir des dynamiques d’exploration. Les dynamiques d’explora-
tion comportent en général deux composantes : le micro-balayage et le suivi [51]. Le
micro-balayage est une boucle sensori-motrice de fréquence relativement élevée réalisée
par des mouvements rapides qui impliquent plus spécifiquement l’extrémité du bras, le
suivi est une composante de plus basse fréquence réalisé par des mouvements plus lents
qui peuvent aussi impliquer le coude et l’épaule. J’ai analysé les dynamiques d’explo-
ration qui avaient été enregistrées afin de comprendre comment le micro-balayage est
asservi à la dynamique de suivi, et comment le sujet parvient à en extraire la forme
générale. Ces analyses ont permis :
– de mettre en évidence un phénomène d’accrochage entre la forme globale
et les extrémums de variation de la courbure lors du micro-balayage ;
– de proposer des règles qui conditionnent la perception d’une forme conti-
nue à partir de la série discrète des contacts avec la forme.
5.2 Participants
C. Lenay, J. Stewart, O. Gapenne, S. Ploux.
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Fig. 5.1 – Exploration de la forme par micro-balayage ; les points étoilés figurent
les contacts avec la forme.
Fig. 5.2 – Exploration de la forme avec une stratégie de type scan.
5.3 Contrats : [52, 24]
5.4 Implémentation et discussion sur le modèle
(Les résultats ont été présentés à plusieurs séminaires).
Afin de reconnaître une lettre à partir de l’exploration de la forme, j’ai utilisé les traces
des enregistrements des dynamiques d’exploration par le logiciel TACTOS (Com-
piègne). J’ai ensuite construit un système sous MATLAB qui simule la réponse des
sujets. Le système tient compte de la variété des explorations possibles pour la re-
connaissance d’une même forme. En effet, seules les stratégies de micro-balayage (voir
5.1) permettent la reconnaissance de la forme. Les stratégies de type scan (voir 5.2),
pour laquelle le sujet parcourt systématiquement toute la tablette, ou les stratégies de
parcours désordonné ne permettent pas sa reconnaissance.
Analyse du micro-balayage. En choisissant la courbure1 qui est un paramètre
indépendant de la synergie motrice impliquée, on remarque sur les données, un ac-
crochage entre la forme et le micro-balayage. La figure 5.4 donne une analyse de la
1La courbure est une fonction qui mesure l’inflexion d’une courbe en un point.
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Fig. 5.3 – Portion de dynamique d’exploration.
Fig. 5.4 – Étude de l’accrochage à la forme suivant la courbure du tracé. La
courbe représente la valeur de la courbure, les barres verticales les contacts avec
la forme pour le tracé 5.3.
courbure de la trajectoire du stylet calculée pour la portion d’exploration représentée
sur la figure 5.3. Les lignes verticales marquent les instants de contact avec la forme.
Ces données montrent un accrochage de la boucle sensori-motrice à la forme aux points
singuliers (ici aux minima) de la courbure de la dynamique d’exploration.
Hypothèse sur les conditions de perception d’une forme continue ; gram-
maire du geste. Pour rendre compte de la perception de la forme, j’ai fait l’hy-
pothèse suivante : la succession des contacts avec la forme, caractérisés par un accro-
chage entre le micro-balayage et la forme aux points singuliers de la dynamique, est
une condition nécessaire pour la perception d’une forme continue. Sur l’exemple précé-
dent, le sujet perçoit un segment de droite bien que les événements de contact avec la
forme soient distincts et discrets pour un observateur extérieur. A contrario, des par-
cours désordonnés (voir figure 5.2) même s’ils rencontrent la forme en presque tous ses
points ne permettent pas cette perception. Notons que la perception d’une continuité
de la forme, à travers des contacts discrets, est rendue possible par interaction entre
deux niveaux d’organisation : une boucle sensori-motrice de haute fréquence qui se
répète et un mouvement de plus basse fréquence (le suivi) qui englobe ces répétitions.
On peut donc suggérer que le micro-balayage joue ici un rôle équivalent à celui d’unités
sensorielles asservies à l’exploration globale.
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Analyse de la forme. Le logiciel réalisé, en extrayant la suite des accrochages
pertinents (au sens précédemment décrit), liste les contacts correspondants afin de les
lier en une forme globale. Si l’asservissement entre le micro-balayage et le suivi de
contour permet la perception d’un continuum, la reconnaissance d’une forme explorée
comme étant une occurrence de lettre (A, U...) nécessite le repérage des caractéristiques
de la lettre. La modélisation de cette dernière étape n’a pas été réalisée. Cependant,
le travail présenté dans l’étude précédente sur la reconnaissance des lettres (chapitre
4) devrait permettre de le faire.
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Chapitre 6
Couplage entre productions
syllabique et mélodique dans
la constitution d’énoncés
6.1 Introduction
Cette étude porte sur la structure des énoncés oraux. Les variations prosodiques au
cours d’un énoncé sont aussi les traces de dynamiques sensori-motrices. La modalité
mobilisée est le couplage audition-production orale à la différence des dynamiques pré-
cédemment étudiées qui reposaient sur le couplage vision-geste. Le but de cette étude
a été, comme précédemment, de partir des traces orales pour élaborer un modèle qui
mette en évidence leur organisation sous-jacente. J’ai développé sous MATLAB un logi-
ciel d’extraction et d’analyse de la fréquence fondamentale et des variations d’intensité.
Ce système sépare les énoncés en constituants. Il a été utilisé d’une part pour analyser
un corpus de productions enfantines. Il a permis le repérage d’un mode d’accrochage
entre unités syllabiques et pattern mélodique ainsi que la genèse d’un premier énoncé
(voir figure 6.1). Il a été utilisé d’autre part pour fournir automatiquement une orga-
nisation hiérarchique et de dépendance des constituants d’énoncés (voir figure 6.2, 6.3).
6.2 Participants
S. Ploux.
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Fig. 6.1 – Courbes du fondamental et de son enveloppe (en haut) et de l’am-
plitude (en bas) d’une tentative répétée trois fois par une enfant d’environ un
an et demi pour produire un énoncé. On peut noter la formation du centre
organisateur de l’énoncé représenté par le maximum du fondamental.
Fig. 6.2 – Courbes du fondamental et de son enveloppe de l’énoncé «Marescal
le reçut en haut des marches, et tout de suite le conduisit devant le cadavre
de la jeune anglaise. », extrait d’une version audio de «La demoiselle aux yeux
verts », Maurice Leblanc [47]. Les barres verticales marquent les maximums de
l’enveloppe du fondamental (pointillés roses) et de la fin de la syllabe commencée
(bleu).
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Fig. 6.3 – Résultat de l’organisation hiérarchique et de dépendance des consti-
tuants de l’énoncé obtenu automatiquement à partir du calcul de l’enveloppe
du fondamental (voir figure 6.2) et des variations de l’amplitude ainsi que par
l’application de règles de dépendance énoncées dans l’article [75].
6.3 Publications : [74, 75]
6.4 Discussion sur le modèle
6.4.1 Le choix des paramètres
La plupart des systèmes utilisent comme paramètres d’étude l’allongement de la
syllabe, l’intensité, les variations du fondamental ramenées à 4 ou 5 valeurs discrètes
(voir par exemple [59], [87], [63]) et les pauses. En français, l’allongement marque en
particulier la fin des constituants et des phrases. Dans le modèle, j’ai cherché un cadre
général indépendant de la modalité bien que chaque fois paramétré par les caracté-
ristiques propres des couplages sensori-moteurs1. Dans ce modèle, ce sont les points
singuliers des dynamiques sensori-motrices (ici de l’intensité et du fondamental) qui
permettent d’organiser et de décrire les formes. Ce cadre permet de comprendre que
les allongements qui représentent une variation nulle de la dynamique sensori-motrice
et donc un point singulier organisent la structure de la phrase en constituants. L’allon-
gement de la syllabe en clôture de constituants devient donc un corollaire du modèle
général proposé2.
1 Un exemple de ces caractéristiques propres est la bidimensionnalité de la rétine ou encore
le fonctionnement vibratoire et monodimensionnel du tympan.
2Notons que ce résultat est propre au système linguistique français. Les langues tonales
par exemple utilisent les variations du fondamental non pas au niveau de la structure de la
phrase mais au niveau lexical.
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Traitement des différents constituants de la phrase : le lien avec la syntaxe
et le lexique. Si on obtient une structure hiérarchique de dépendance de consti-
tuants globaux de l’énoncé, cette première étude ne met pas encore en relation les
constituants avec leur catégories grammaticales (GV, GN, N, V, ADJ, COMPL...) et
avec la suite des unités lexicales qu’ils contiennent. Ce lien entre le système actuel et
les aspects lexicaux et syntaxiques ouvre la voie à de nouvelles études nécessaires dans
le cadre d’un travail global sur la compréhension des mécanismes du langage (voir
chapitre 17).
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Chapitre 7
La sémantique lexicale et ses
modèles
Ce chapitre ne constitue pas une introduction à l’ensemble des théories en séman-
tique lexicale qui ont été développées au cours du vingtième siècle. On pourra se repor-
ter pour cela à de très bonnes synthèses : [27] qui donne un panorama des sémantiques
componentielles et met en regard des propositions développées de chaque côté de l’At-
lantique (Katz et Fodor d’une part et de Pottier, Greismas, Rastier d’autre part), [10]
pour le volet psychologique, [83] pour une analyse épistémologique de la place d’une
sémantique ballottée entre Intelligence Artificielle, cognitivisme et neurosciences. Il ne
constitue pas non plus une prise de position entre les différents courants linguistiques
de ce domaine (voir par exemple [84]), qui, malgré leurs divergences, ont presque tou-
jours essayé d’expliquer le langage par le langage. Donc, comme précédemment, mon
point de départ n’est pas tant d’apporter une contribution à un domaine constitué en
en suivant les habitudes et les notions que d’étudier le lien entre ce domaine et le ou
les cadres formels dans lesquels il peut s’exprimer. Cependant, avant d’explorer diffé-
rents types de modèles proposés, je commencerai par témoigner de la diversité que le
terme sémantique lexicale recouvre suivant la communauté scientifique dans lequel il
est employé, diversité qui m’a influencée et qui a bien sûr des implications sur le choix
du paradigme formel. Quand j’ai commencé à travailler au laboratoire ELSAP, ma
première impression sur la sémantique a été celle d’une complexité indomptable. Le
seul mot encore occupait plusieurs chercheurs depuis plusieurs années. Les exemples
illustratifs d’emploi étaient choisis pour souligner des variations subtiles, l’auditoire
et les lecteurs pouvaient alors savourer la finesse d’une langue que les modèles géné-
ratifs ne pourraient jamais approcher. Quand je suis arrivée à l’Institut des sciences
cognitives, j’ai pu constater, par mes lectures, que la sémantique des psycholinguistes
était peuplée de moineaux, de pingouins et autres représentants de l’imagier du Père
Castor. Deux mondes irréductibles. Ces différences sont marquées dans les pratiques
scientifiques : les linguistes décomposent le mot en traits distinctifs, sèmes... les psy-
cholinguistes les rassemblent dans des classifications, les premiers s’intéressent à la
polysémie, les seconds aux catégories. Enfin, si les linguistes prennent pour support
les phrases, les psycholinguistes eux interrogent les concepts.
Bien que la question du sens ait souvent pu paraître, par nature, moins objectivable
que d’autres domaines comme celui de la syntaxe, et que certains auteurs pensent
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même qu’elle résiste à toute tentative de modélisation computationnelle1, plusieurs
types d’approches formelles ont été proposés ces trente dernières années. Dans la suite
du chapitre, j’ai fait le choix de modèles « phares » que je présenterai à la fois du
point de vue du cadre formel choisi que de leurs liens quand cela est possible avec la
linguistique, le traitement automatique des langues et la psychologie. Ces modèles sont
là comme représentants de l’utilisation (1) des graphes (2) de la logique mathématique
(et en particulier de λ− calcul) (3) des espaces vectoriels (4) des réseaux neuronaux.
Ce bref panorama me servira, au chapitre suivant, à situer mes travaux par utilisation
d’un paradigme géométrique.
7.1 Le réseau Wordnet
WordNet ou EuroWornet (http://www.illc.uva.nl/EuroWordNet/), (le premier
est issu des travaux de G. Miller, le second étend le premier à différentes langues
européennes) proposent une organisation hiérarchique compatible avec l’organisation
aristotélicienne des concepts. L’approche classique (ou aristotélicienne) représente un
concept par une liste de propriétés nécessaires et suffisantes. Cette compatibilité entre
une organisation hiérarchique et un système de propriétés est assurée par l’héritage,
pour un concept donné, de tous les traits ou propriétés des concepts qui le subsument
dans la hiérarchie (c’est-à-dire ses hyperonymes). Dans WordNet, chaque concept lexi-
cal est représenté par un Synset qui est un ensemble de synonymes qui lui sont associés.
Les synsets sont liés par la relation d’hyperonymie. Notons cependant que cette hiérar-
chie fondatrice du système est augmentée d’autres relations comme la méronymie qui
lie une partie de l’objet au tout ou encore l’antonymie qui lie des opposés. Enfin pour
les verbes, à l’hyper-hyponymie s’ajoute la troponymie : un verbe V1 est un troponyme
de V2 si V2 c’est « faire » V1 d’une certaine manière. Par exemple, déambuler est une
troponyme de marcher. Ces nouvelles relations sont aussi représentées par un graphe
ayant pour nœuds les mêmes concepts lexicaux mais des arêtes différentes.
Cependant, l’architecture hiérarchique est plus adaptée aux noms qu’aux verbes,
et a fortiori aux adjectifs et aux adverbes. Si, la profondeur du graphe atteint jusqu’à
15 pour les noms, elle est inférieure à 5 pour les verbes, et nulle pour les adjectifs et
les adverbes. La base contient 81 426 synsets pour les noms, 13 650 pour les verbes,
18 877 pour les adjectifs, 3 644 pour les adverbes.
7.1.1 Constitution et formalisme du modèle
La constitution de la base lexicale WordNet est peu automatisée, elle a été effec-
tuée « à la main » avec le support de dictionnaires comme le Longman Dictionary
of Contemporary English, [80]. Le formalisme choisi pour représenter la hiérarchie
conceptuelle est le graphe. C’est donc un formalisme discret fondé sur deux notions :
l’unité conceptuelle et la relation entre unités. Comme nous venons de le voir, chaque
concept est un nœud du graphe, chaque instance d’une relation lexicale, comme l’hyper
ou l’hyponymie, est représentée par un arc entre deux nœuds du graphe.
1 « .., il faudrait que les disciplines concernées par la perception sémantique puissent
s’affranchir des modèles computationnels quels qu’ils soient...» Rastier [83].
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Fig. 7.1 – Extrait du sous-arbre de WordNet associé au concept bird ; chaque
nœud du graphe est étiqueté par un ensemble de propriétés qui sont ici données
pour le concept bird.
Page 37/100
Fig. 7.2 – Exemples de ruptures dans l’arborescence des concepts telle qu’elle est
proposée par Miller [20]. Ces ruptures rendraient compte des déficits affectant
une catégorie.
7.1.2 Fondements expérimentaux et pertinence linguistique :
le lien entre modèle et domaine.
Plusieurs études font état, chez certains patients aphasiques, de déficits affectant
sélectivement une catégorie qu’elle soit large comme l’ensemble des entités vivantes
vs. non vivantes ou encore plus fine comme les parties du corps, ou les fruits et les
végétaux (voir par exemple [22]). Le patient est alors incapable d’accéder aux infor-
mations relatives aux concepts de la catégorie déficitaire. Le choix d’une organisation
hiérarchique des concepts comme celle proposée par WordNet permettrait d’expliquer
ces pathologies. En effet, la rupture d’un lien dans l’arborescence des concepts (voir
Figure 7.2) rend inaccessibles tous les sous concepts comme cela semble se produire
chez ces patients.
Cependant, ce paradigme se révèle peu adapté pour rendre compte de l’effet de
prototypie ou encore de proximités sémantiques révélés par exemple par les travaux
de Rosch [86] (voir aussi [14] pour une synthèse sur les données expérimentales). Ces
effets se mesurent par exemple sur le temps de traitement d’un énoncé : Rips et al.
[85], [91] ont montré que la phrase A robin is a bird, (Un moineau est un oiseau) est
traité par les sujets plus rapidement que la phrase A penguin is a bird, (un pingouin
est un oiseau). Ces résultats impliquent que l’appartenance à une même catégorie,
ici bird, n’est pas calculée sur la base d’une unique liste de conditions nécessaires
et suffisantes (ou dans la représentation hiérarchique par la distance entre le sous
concept et le concept hyperonyme). En effet, la liste des conditions étant identique, le
temps de traitement devrait être le même (et de même, la distance séparant robin et
penguin de bird étant la même (ici 4 niveaux hiérarchiques, voir figure 7.1), le temps
de traitement devrait rester inchangé. Cette difficulté, pour les modèles aristotéliciens
et leur implémentation hiérarchique, à représenter des gradients de similarité a été
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utilisée comme argument en faveur de modèles vectoriels (voir paragraphe 6.3).
De plus, la finesse et la précision du rendu sémantique sont une exigence forte
des études en traitement automatique des langues : désambiguïsation, traduction...
Les modèles de type WordNet deviennent alors difficiles à utiliser tels quels. Plusieurs
propositions ont été formulées pour enrichir le réseau d’une distance sémantique per-
tinente (voir [8] pour une revue sur ces distances). Dans [71], j’ai montré pourquoi la
distance induite par un graphe pour la relation de synonymie n’était pas une bonne
distance sémantique. L’argument essentiel est que certains mots « pivots » (dans le
cas de la synonymie ces mots pivots sont des termes fortement polysémiques) lient, en
une étape sur le graphe, des item lexicaux éloignés du point de vue sémantique.
7.2 Le Lexique génératif (Generative Lexicon)
Le Generative Lexicon (GL) de Pustejovsky [81] est une proposition-cadre motivée
par l’inadéquation d’une conception énumérative du sens2 comme celle sous-jacente à
WordNet. Les trois arguments majeurs de la critique portant sur les théories à valeurs
finies sont leur incapacité à rendre compte :
– de la possible créativité du sens d’un mot dans un contexte inédit (Puste-
jovski prend pour exemple l’adaptation du sens des adjectifs comme good
ou fast en fonction du nom sur lequel ils portent : un bon repas est un repas
savoureux, un bon avocat est un avocat qui défend bien ses clients...) ;
– du partage possible du sens des mots (par exemple des verbes bake, cooke
ou fry) ;
– des multiples réalisations syntaxiques des mots (par exemple des verbes
forget ou remember pour lesquels les différents types de compléments dé-
terminent l’interprétation sémantique : oublier d’où l’on vient, c’est oublier
la réponse à la question sous-tendue, contrairement à oublier son parapluie
qui ne met pas en jeu une question).
Pour rendre compte de la sémantique complexe des unités lexicales, Pustejovsky pro-
pose que chaque mot soit décrit par ses composants argumentaux (le nombre, le type
argumental et le type ontologique des arguments sémantiques ainsi que leur réalisa-
tion syntaxique et sémantique), l’attribut AGSTR les regroupe (voir les exemples de
bake et cake ci-dessous), ses composants événementiels (trois éventualités : l’état, le
procès et la transition) représenté par l’attribut EVENSTR, ses composants de type
qualia, et ses liens d’héritage au sein du réseau lexical. Les composants de type qualia
comportent eux-mêmes quatre aspects :
– un aspect constitutif : la relation entre l’objet et ses composantes (matière,
poids, parties) ;
– un aspect formel qui distingue l’objet d’un domaine plus large (orientation,
taille, forme, dimension, couleur, position) ;
– un aspect télique qui décrit la fonction de l’objet ;
– un aspect agentif qui donne les facteurs impliqués dans la création de
l’objet.
2 Ce vocable regroupe toutes les tentatives de représentation des valeurs sémantiques d’un
item lexical en une suite finie de valeurs séparées.
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Voici recopiées de [81], les représentations associées aux termes bake et cake.
bake
EVENSTR =
[
E1 = e1 : process
HEAD = e1
]
ARGSTR =

ARG1 = 1
[
animate_ind
FORMAL = physobj
]
ARG2 = 2
[
mass
FORMAL = physobj
]

QUALIA =
[
state_change_lcp
AGENTIVE = bake_act(e1, 1 , 2 )
]


cake
ARGSTR =
 ARG1 =
[
x : food_ind
]
D-ARG1 =
[
y : mass
]

QUALIA =

CONST = y
FORMAL = x
CONST = eat(e2, z,x)
AGENTIVE = bake_act(e1,w,y)


Des opérations génératives agissent alors sur les éléments ainsi structurés pour créer
le sens d’une expression les contenant. Par exemple, l’opération de co-composition
permet d’unifier le rôle agentif du verbe et celui du complément (bake-act) et leurs
arguments dans la construction bake a cake :
bake a cake
EVENSTR =

E1 = e1 : process
E2 = e2 : state
RESTR = <∝
HEAD = e1

ARGSTR =

ARG1 = 1
[
animate_ind
FORMAL = physobj
]
ARG2 = 2
 artifactCONST = 3
FORMAL = physobj

D-ARG1 = 3
[
material
FORMAL = mass
]

QUALIA =
 create_lcpFORMAL = exist(e2, 2 )
AGENTIVE = bake_act(e1, 1 , 3 )


7.2.1 Constitution et formalisme du modèle
La décomposition d’un item lexical suivant la structure proposée et les opérations
agissant sur ces unités permettent, sur les exemples fournis, de répondre aux exigences
de variation du sens en contexte énoncées initialement. Cependant, aucune méthodo-
logie n’est donnée ni pour la détermination des valeurs des composants de la structure
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pour tous les éléments du lexique, ni pour la gestion de l’application des opérations
génératives. On peut alors se poser la question de la généralité et de l’étendue de la
couverture lexicale permise ainsi que celle du nombre de syntagmes qui pourront être
traités. Par exemple, comment la représentation des expressions les plus fréquentes
issues d’une recherche dans la base FranText [33] : jeter, exiger, décorer, pétrir, po-
ser, présenter, rester, donner, démouler, prendre, aimer, goûter, écorner, ronger... un
gâteau va-t-elle pouvoir être construite à partir de la structure proposée de cake, (gâ-
teau) ? En effet, pour la plupart de ces verbes, les rôles agentif et télique ne peuvent être
directement unifiés avec ceux de gâteau. De plus, si ce problème était résolu, comment
serait alors marquée la proximité sémantique entre les expressions goûter un gâteau
et savourer un gâteau, proximité qui devra aussi être marquée par une différence, et
leur plus grande distance à l’expression dévorer un gâteau ? En somme, la généralité et
la validité du calcul pour l’ensemble du lexique sont-elles véritablement assurées par
la théorie ? Ces questions ont une traduction dans le formalisme choisi. En effet, le
formalisme est le lambda-calcul ; c’est donc une approche logico-algébrique discrète. Il
opère comme cela vient d’être rappelé sur deux facettes :
– une représentation structurée de type attribut-valeur pour chaque lexème
(chaque unité est donc dotée d’une structure interne) ;
– un calcul sur ces représentations : trois opérations (coercion, selective bin-
ding, co-composition) permettent de calculer l’interprétation des mots en
contexte et d’assurer le caractère bien formé des combinaisons.
Ce deuxième aspect, plus particulièrement, positionne le modèle dans la lignée des ap-
proches génératives du langage qui utilisent, depuis les premiers travaux de Chomsky,
un paradigme logique. Or pour qu’un système logique fonctionne de façon autonome
(sans recours à l’habileté d’un expert qui perçoit les solutions avant de les démontrer),
il faut qu’il soit cohérent (qu’on ne puisse pas aboutir à une contradiction par appli-
cation des opérations) et sutout complet (que tous les énoncés puissent être dérivés
des axiomes, ici l’ensemble des représentations des lexèmes, par application des opéra-
tions). Enfin, pour que ces deux caractéristiques puissent être vérifiées, au moins sur
un ensemble de mots et de groupes verbaux ou nominaux qui dépassent les quelques
dizaines d’exemples souvent traités, on doit disposer, comme je viens de le rappeler,
d’une méthode qui guide l’ordre d’application des règles. Or ni la cohérence, ni la com-
plétude, ni l’algorithme de calcul ne sont présentés. La question de la généralité du
modèle reste donc en suspens. Le travail que j’ai réalisé en démonstration automatique
des théorèmes (voir chapitre 15) où seul change, par rapport à la proposition du GL, le
type des objets sur lesquels on travaille, (l’unification, la génération étant identiques)
me conduit cependant à émettre une réserve sur la généralité et l’efficacité du modèle.
Notons que cette critique porte sur le choix du cadre formel, la prise en compte des
rôles agentif et télique, de la délimitation d’une unité par rapport au domaine, de la
relation entre une unité et ses parties... reste essentielle.
7.3 Les modèles vectoriels
Les modèles vectoriels prennent appui sur les travaux d’analyse des données et plus
particulièrement d’analyse de données textuelles. L’analyse des données textuelles a
été développée comme méthode d’analyse et de mise en évidence des structures lin-
guistiques (voir les travaux de Jean-Paul Benzécri, [5]). Elle a aussi été utilisée dans le
cadre d’études sur les structures sémiométriques à partir d’enquêtes effectuées sur des
sujets [46]). Contrairement aux travaux présentés dans les paragraphes précédents, les
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Fig. 7.3 – Figuration des vecteurs associés à des mots dans un modèle vectoriel
modèles vectoriels ne présupposent pas une organisation a priori des concepts ou de
la sémantique des unités lexicales. Les auteurs mettent même en doute la possibilité
de parvenir à définir le sens des mots (voir [43]). Le développement des modèles vecto-
riels fait écho à la mouvance alternative à l’approche classique des concepts [14], [86]
fondée sur la similarité sémantique : "We seek a mechanism by which the experienced
and functional similarity of concepts... are created from an interaction of experience
with the logical (or mathematical or neural) machinery of mind" [44]. Les expériences
utilisent comme paramètre d’investigation les temps de réaction ou des jugements de
similarité fournis par des sujets, il semble naturel que ces indices qui prennent des va-
leurs numériques variables trouvent dans la notion de distance induite dans un espace
vectoriel un support adapté. Enfin, contrairement aux modèles génératifs ou encore
connexionnistes qui simulent les processus de calcul du sens, les modèles vectoriels ne
donnent pas accès aux processus mais à une représentation.
7.3.1 Constitution et formalisme des modèles
Les modèles vectoriels sont élaborés à partir d’une extraction automatique des
liens de cooccurrence dans des corpus. Les structures initiales du corpus sont le mot,
la phrase, le paragraphe et le texte, tous repérés par des séparateurs : blancs, ponc-
tuation, sauts de ligne... Notons que la donnée de ces unités, même très basiques,
constitue cependant un choix crucial puisque, dans cette perspective, pomme de terre,
par exemple, n’est pas constitué d’un mais de trois mots, et que maison et maisons
sont deux unités lexicales distinctes, etc. Le modèle vectoriel établit automatiquement
une analyse factorielle entre, d’une part les mots et d’autre part, les textes ou para-
graphes qui les contiennent. Cette méthode permet d’associer à chaque terme, chaque
paragraphe ou texte un vecteur dans un espace multidimensionnel (voir figure 7.3)
et de définir un système de voisinage à la fois sur les termes et sur les textes ou les
paragraphes.
Le cadre choisi pour représenter les voisinages sémantiques est donc l’espace eucli-
dien. La représentation associée à un mot est atomique en ce sens que les différentes
composantes du vecteur ne sont pas interprétables en caractéristiques sémantiques :
le vecteur constitue une unité indécomposable. Cette observation a aussi été énoncée
par D. Widdows et M. Higgins "The drawback of using only this most basic unit is
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that no point is contained in an other. . ." dans [98]. Pour cette raison, les valeurs
sémantiques d’un mot ne peuvent pas être représentées pour elles-mêmes, seule est
donnée une liste de mots voisins qui, bien qu’associés chacun à une ou plusieurs de
ces valeurs3, ne permettent pas de les séparer. La logique du sens (i.e. le mode d’arti-
culation des différentes valeurs sémantiques) n’est pas directement disponible comme
résultat du modèle ; seule est repérée la corrélation entre deux vecteurs associés à deux
mots (définie mathématiquement par cos(vecteurmot1, vecteurmot2)). L’organisation
des différents sens d’un mot en classes ou en arborescence (comme le proposent les
dictionnaires) n’a pas d’équivalent dans un modèle vectoriel.
7.4 Les réseaux de neurones
Les modèles connexionnistes sont nés d’une analogie biologique. On ne modélise
plus, comme dans les modèles symboliques, les objets de la pensée mais son substrat (les
neurones et leurs connexions en réseau), afin de simuler l’activité cognitive. Différents
réseaux de neurones ont été proposés pour modéliser les traitements liés au lexique.
Certains ont pour objet la modélisation du fonctionnement linguistique comme le ré-
seau de Fuchs, Victorri [95] qui cherche à rendre compte de la polysémie adverbiale
en contexte, d’autres tentent de simuler des processus mentaux comme par exemple le
réseau de Masson [54] qui modélise l’amorçage sémantique.
Un exposé de l’ensemble des différents types de réseaux dépasse l’objectif de ce
rapport. Notons cependant certaines propriétés relatives au formalisme choisi4.
7.4.1 Formalisme des réseaux
Une représentation distribuée. Parmi les arguments en faveur du choix d’un mo-
dèle neuronal figure celui de la nécessité d’un représentation distribuée des objets (ici
les mots ou les concepts). Dans l’approche distribuée, un concept est représenté par
un ensemble d’unités correspondant à différents types de processus. Inversement, les
réseaux sémantiques et les autres approches de type local, comme WordNet, repré-
sentent un concept par un nœud d’un graphe, objet insécable et sans parties, relié aux
autres concepts par les arêtes du graphe. Dans la représentation proposée par Masson,
une partie des composantes du vecteur associé à chaque concept encode les traits pho-
nologiques, une autre les traits orthographiques, la troisième les traits sémantiques. Ce
modèle distribué permet ainsi une certaine tolérance : la donnée partielle des caracté-
ristiques du concept (comme sa forme orthographique) donne accès, par convergence
du réseau, au concept désigné. Un concept (ou le sens d’un mot) sera donc finalement
représenté dans le réseau par le centre d’un bassin d’attraction sur l’espace constitué
des différentes dimensions. Ce formalisme soulève plusieurs questions. La première est
relative à la représentation des recouvrements sémantiques entre unités lexicales, vient
ensuite celle du choix de primitives que vont traiter les différentes couches du réseau,
et enfin celle du mode d’encodage des item initiaux dans le format du système.
Sémantique lexicale et bassins d’attraction. Un bassin d’attraction est,
comme le montre la figure 7.4, un puits de potentiel séparé par des lignes de crêtes.
3Notons cependant le travail de Schütze [90] qui aborde cette question en proposant une
classification automatique des différentes valeurs d’un terme par détermination des centres de
gravité de vecteurs représentant les différents contextes de ce mot.
4 Les réseaux de neurones ont aussi d’autres propriétés que celles données dans la suite
comme l’apprentissage ou la tolérance au bruit.
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Fig. 7.4 – Figure extraite de [54] représentant des bassins d’attraction. Les
lignes de crêtes séparant deux bassins ont été ajoutées à la main.
La modélisation par réseaux de neurones permet, à partir d’une entrée partielle, de
calculer par descente du gradient le concept ou la valeur sémantique modélisée par le
bassin. Cependant les différents bassins d’attractions sont tous séparés et le réseau mo-
délise donc un processus de choix entre différentes valeurs possibles. Or, en sémantique,
on observe des phénomènes de recouvrement entre unités lexicales (par exemple voir
et entendre partagent une valeur perceptive et une valeur relative à l’entendement :
je vois, j’entends : je comprends). De même pour insensible (voir [71]), les valeurs
morales (inhumain, dur...) et physiques (paralysé, engourdi...) ont des limites floues.
La séparation en bassins d’attraction, sans intersection mutuelle, ne permet pas de
représenter ces recouvrements.
Le choix des primitives. Le problème du choix des traits ou primitives n’est pas
propre aux modèles connexionnistes, on le retrouve dans la recherche des universaux
chez Chomsky et plus généralement dans tous modèles cognitifs. Comme pour les
modèles symboliques, la question qui reste posée est de savoir s’il existe un ensemble
complet et éventuellement minimal de primitives et de le choisir. (L’ensemble des
primitives est complet s’il permet de générer la description et la simulation d’une
fonction cognitive.)
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L’encodage. Dans les modèles connexionnistes, la donnée des primitives permet
la traduction d’un pattern d’entrée en une représentation vectorielle. À chaque pattern
d’entrée est associé un vecteur souvent composé de 0 et de 1 (1 pour la présence du
trait, 0 sinon). Cependant, une démarche assez courante comme chez Masson, consiste
à allouer une certaine portion du vecteur à la représentation d’un ensemble de traits et
à les remplir de façon aléatoire pour un pattern donné. Le réalisme des représentations
n’est alors plus assuré. De plus, le fait que le nombre de patterns (3 paires de mots
dans [54]) reste souvent dérisoire au regard de ceux couramment manipulés par un
être humain (contrairement aux modèles vectoriels ou de type Wordnet), constitue
une limite réelle de ces modèles.
La simulation des processus. Une des caractéristiques des réseaux neuronaux,
caractéristique qui les rapproche des systèmes génératifs (comme celui de Pustejovsky)
et qui l’oppose au modèle WordNet ou encore aux modèles vectoriels, est la simulation
des processus computationnels. En effet, le modèle neuronal comporte en plus d’une
représentation distribuée, des processus de convergence et de décision.
7.5 Premières conclusions
J’ai essayé de montrer, dans cette introduction, pourquoi ces différents modèles
rencontrent des écueils soit à cause des hypothèses émanant du domaine comme l’ato-
misme qui, associé à des modèles formels (graphes ou espace vectoriels), permet des
réalisations à large couverture lexicale (WordNet ou LSA) mais ne permet pas de rendre
compte de la polysémie lexicale ; soit par manque d’adaptation entre les hypothèses
du domaine et le modèle : validation problématique des processus génératifs (GL)
ou paradigme incompatible avec la représentation des phénomènes de recouvrements
sémantiques (réseaux de neurones).
Dans le chapitre qui suit, je présenterai un paradigme géométrique, qui bien qu’ayant
aussi des limites que je décrirai, offre cependant l’avantage à la fois d’une large couver-
ture lexicale et d’une représentation des valeurs sémantiques des unités lexicales ainsi
que des phénomènes de recouvrements sémantiques.
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Chapitre 8
Le paradigme géométrique et
le modèle des Atlas
sémantiques
8.1 Introduction
Depuis mon arrivée en septembre 1994 au laboratoire ELSAP et après mon inté-
gration en septembre 1997 à l’Institut des Sciences Cognitives-ISC, j’ai poursuivi un
travail sur la sémantique lexicale. L’objectif initial était de trouver un cadre mathé-
matique adapté à la représentation du sens des mots et à leur classification. Le modèle
choisi propose un cadre nouveau baptisé par la suite modèle géométrique pour les
raisons que je vais maintenant développer.
8.2 Le paradigme géométrique
Comme je l’ai montré au chapitre précédent, les paradigmes arborescents et vec-
toriels ont cherché respectivement à rendre compte des catégories et des similarités
sémantiques. Cependant, il semble nécessaire de pouvoir rendre compte de ces deux
aspects. En effet, bien que les expériences de Rosch [86], par exemple, aient ébranlé la
théorie classique, il n’en reste pas moins que certains phénomènes comme les déficits sé-
lectifs [22] relèvent de catégories et que les modèles vectoriels munis uniquement d’une
distance ne permettent pas de distinguer la structure ni les frontières de ces unités cog-
nitives. Cependant, ces différentes approches ont un point en commun : l’attribution à
un concept ou à un mot d’une représentation atomique insécable (le nœud du graphe
pour les modèles hiérarchiques, un vecteur pour les modèles vectoriels). L’ensemble de
ces modèles ne permet donc pas de représenter, si elle existe, une structure interne
du concept ou de la sémantique d’une unité lexicale mais uniquement des relations
extrinsèques entre ces unités.
C’est autour de cette triple exigence de similarité sémantique, de délimitation mu-
tuelle des unités lexicales (recouvrements partiels ou vides, liens sémantiques) et de
représentation intrinsèque des unités que sont construits les modèles géométriques et
en particulier celui des Atlas sémantiques.
Nous appelons géométrique un modèle qui associe à un concept ou un mot non plus
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Fig. 8.1 – Aires associées à différentes voyelles dans le plan des valeurs fréquen-
tielles des deux premiers formants (extrait de Fairbanks et Grubb 1961).
un vecteur mais un domaine1 dans un espace multidimensionnel. Ce choix permet à la
fois de représenter la structure interne des concepts par interprétation des différentes
zones qui constituent le domaine, de représenter la frontière du concept comme étant
le bord du domaine, de rendre compte de la similarité sémantique entre unités, à la fois
grâce à la mesure du recouvrement entre des aires qui leur sont associées et à la distance
qui les sépare2. Les propositions de modèles géométriques sont peu nombreuses3. On
pourra trouver chez Gärdenfors [25] un argumentaire philosophique en leur faveur.
Gärdenfors après avoir énoncé les limites à la fois des approches symboliques et des
approches connexionnistes, propose le paradigme géométrique comme un pont entre
ces deux niveaux de description. Dans cette perspective, l’espace associé à un concept
est construit à partir d’un ensemble de dimensions perceptives. La figure 8.1 est un
exemple repris de [25], lui-même emprunté à Fairbanks et Grubb 1961 [26], et qui donne
une représentation géométrique des voyelles construite en fonction des valeurs des deux
premiers formants. Le modèle géométrique est donc ici un mode qui lie deux niveaux :
un substrat perceptif et un niveau symbolique. Et c’est précisément à une conclusion
analogue à laquelle je suis arrivée, à savoir que l’espace sémantique associé à une unité
lexicale est la représentation du lien entre deux niveaux de natures différentes : celui
de la forme (orthographique ou phonologique) et celui d’un contenu cognitif.
La figure 8.2 donne une idée de cette projection entre espace des formes et contenu.
Ainsi, les figures 7.1, 7.3, 8.2 résument, du point de vue de leur implémentation for-
1Un domaine est tout d’abord un espace topologique, mais on suppose, de surcroît, que
chacun de ses points possède un voisinage homéomorphe à un ouvert de Rn (c’est-à-dire qu’il
existe une application bi-continue du voisinage vers un ouvert de Rn). Par exemple, les aires
délimitées par un disque, un carré, un rectangle ou une ellipse sont des domaines.
2Notons que l’association entre un mot et une aire a été proposée par d’autres auteurs. En
particulier, Ludovic Lebart, Marie Piron et Jean-François Steiner [46] construisent des ellipses
de confiance pour les mots proposés aux sujets dans des questionnaires sémiométriques. Ces
ellipses délimitent les variations possibles de la localisation d’un mot par rapport aux autres
sur une carte sémiométrique.
3Widdows et Higgins [98] présentent un exemple de modèle computationnel géométrique
pour l’organisation des concepts. Les résultats obtenus permettent par exemple de représenter
les différents sens d’un mot à partir de leurs coocurrences dans les textes ; ils sont proches de
ceux que H. Ji obtient dans le paradigme des Atlas sémantiques qui sera décrit au chapitre
13.
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Fig. 8.2 – Figuration du lien formes-contenus et des recouvrements partiels
associés à des mots sémantiquement proches.
melle, les différences entre trois grands types de modèles (hiérarchique, vectoriel, géo-
métrique). Le fait de distinguer ces deux niveaux permet à la fois de représenter les
recouvrements sémantiques entre des lexèmes et les différentes valeurs sémantiques
d’une unité lexicale mais aussi de rendre compte des différences entre langues (voir
chapitre 10). Ce partage d’un contenu cognitif indépendant des langues est figuré par
le schéma de la figure 8.3.
Cependant, nous n’avons pas accès directement au contenu cognitif. Nous ne pou-
vons nous en approcher qu’à travers les traces que ce contenu induit sur les réalisations
langagières. La notion de clique est un artefact utile pour nous en approcher. Nous
allons rappeler maintenant les principes du modèle des Atlas sémantiques et plus par-
ticulièrement la définition et les propriétés des cliques.
8.2.1 La sémantique des mots dans les Atlas sémantiques
Nous utilisons l’exemple du mot anglais good pour présenter les cliques. Cet exemple
permet de faire la synthèse des différentes caractéristiques du modèle. On trouvera dans
[71, 66] une analyse de la sémantique des mots français maison et insensible. Le modèle
des Atlas sémantiques repose sur deux composantes : une base lexicale et le modèle
géométrique à proprement parler.
Organisation de la base lexicale. WordNet définit les concepts lexicaux à partir
de synonymes. En effet, un lien de synonymie entre deux mots marque le partage d’un
contenu conceptuel. Dans un modèle géométrique, cette relation est figurée par un
recouvrement entre les aires associées (voir figure 8.2). C’est aussi à partir d’une base
de liens synonymiques et parasynonymiques que nous avons bâti le premier modèle
géométrique de représentation de la sémantique des mots (chapitre 8). Plusieurs bases
lexicales (pour le français, l’anglais et pour l’espagnol) ont été créées. H. Ji, dans le
cadre de sa thèse a construit une base sur un format analogue, non plus de similaires
sémantiques mais de liens de co-textes (chapitre 12). Chaque ligne d’une base lexicale
est de la forme :
Entrée : mot1, mot2, mot3...
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Fig. 8.3 – Figuration des projections de deux systèmes linguistiques sur un
espace de contenu commun.
Par exemple l’entrée good, de la base lexicale anglaise, comporte de nombreux
termes : . . ., able, adroit, clever, delectable, delicious, dependable, dexterous, expert,
lovely, reliable, safe, secure, skilful, savoury, scrumptious, tasty. . .. Certains de ces
termes sont associés à une valeur générique (right, sound. . .), d’autres marquent une
capacité (able. . .) ou ont une valeur affective (benevolent. . .), enfin on trouve des termes
associés au goût (tasty. . .). Comment à partir de ces synonymes distinguer et organiser
ces différentes valeurs sémantiques ?
La notion de clique. Si la représentation associée à la sémantique d’un mot est,
comme nous l’avons supposé, un domaine dans un espace multidimensionnel, nous
devons, pour construire ce domaine, représenter les unités qui le composent. Ces unités
qui sont de granularité plus fine que celle du mot lui-même sont instanciées dans
le modèle par des cliques. Les cliques sont des ensembles maximaux de mots tous
synonymes les uns des autres. Du point de vue du graphe de la synonymie c’est un
sous graphe maximal complet connexe (voir [71, 36]), du point de vue des aires c’est une
intersection de plusieurs aires associées à un ensemble de synonymes tous synonymes
entre eux (voir la figure 8.4). Une implication de la propriété de maximalité est qu’il
n’existe aucun autre terme dans la langue qui puisse diviser l’intersection des aires
associées à la liste des termes de la clique. Pour cette raison, une clique représente une
unité minimale de sens, un « grain » de sens.
Voici quelques exemples de cliques du mot good associées au sens le plus générique
en anglais : 4 :
– 84 : dependable, good, reliable, safe, secure
– 87 : dependable, good, reliable, solid, sound
– 102 : fair, good, honest, honourable, just, right, upright
4Les cliques sont numérotées par ordre alphabétique
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Fig. 8.4 – Une clique vue comme intersection des aires associées aux mots qu’elle
comporte.
Quelques cliques dont la valeur est associée à une aptitude :
– 6 : able, adequate, capable, competent, effective, good
– 7 : able, adroit, clever, dexterous, expert, good, skilful
– 8 : able, capable, clever, expert, good, skilful
Et quelques exemples de cliques dont la valeur est affective :
– 111 : friendly, gentle, good, kind, kindly, nice, sweet
– 112 : friendly, good, gracious, kind, kindly, nice, sweet
– 113 : friendly, good, helpful, kind
Notons qu’un terme peut appartenir à différentes cliques, cette caractéristique est due
à la non-transitivité de la relation de similarité. La topologie sous-jacente à l’ensemble
des cliques peut se discerner sur une liste de cliques. Ici nous donnons un chemin dans
lequel chaque clique partage au moins un terme avec la précédente, et qui fait passer
d’une valeur associée au goût à une valeur qui pourrait désigner une personne :
– 80 : delectable, delicious, good, lovely, savoury, scrumptious, tasty
– 78 : delectable, delicious, excellent, exquisite, good, lovely, scrumptious
– 77 : delectable, delicious, enjoyable, good, pleasant
– 79 : delectable, delicious, good, lovely, pleasant
– 82 : delicious, good, lovely, nice, pleasant
– 114 : friendly, good, kind, kindly, nice, pleasant, sweet
– 111 : friendly, gentle, good, kind, kindly, nice, sweet
La construction de la forme associée au mot initial, ici good, permet de faire la synthèse
de l’ensemble des liens de proximité.
Construction du domaine associé à un mot. Pour construire l’espace associé à
un mot, on utilise une analyse factorielle des correspondances [5] sur la matrice des
cliques et des termes (voir [71, 78]). Cette méthode permet de calculer les coordonnées
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Fig. 8.5 – Trois principales valeurs de good calculées à partir d’une classification
des cliques.
des cliques dans un espace multidimensionnel. Les cliques associées à une même valeur
sont plus proches, même si elles ne partagent aucun terme, que celles associées à des va-
leurs différentes. La projection des cliques sur le plan principal permet de visualiser les
résultats. Les cliques sont représentées par des points, les termes sont représentés par
l’enveloppe des points-cliques qu’ils contiennent. Enfin, un algorithme de classification
permet de distinguer à partir du nuage de points formé par les cliques les différentes
valeurs du mot. La figure 8.5 montre le plan principal associé au terme good sur lequel
trois clusters ont été distingués. Au centre est positionnée la valeur générique (right,
true. . .). Le nuage de points s’étend suivant deux directions, la première représente la
valeur de good associée à une aptitude, la seconde représente une valeur affective et se
prolonge sur la valeur associée au goût (tasty. . .).
En somme, l’espace géométrique permet de construire une organisation du sens d’un
item lexical. L’espace est centré autour d’une valeur générique (quand elle existe), les
valeurs proches du point de vue sémantique sont contiguës et les valeurs sémantiques
quasi-homonymiques sont nettement distinguées. Enfin, le modèle a la capacité de
construire l’espace associé, non plus à une seule entrée, mais à une liste d’entrées et
de rendre compte des phénomènes de recouvrement du sens entre les différents mots
de la liste.
Ce modèle est disponible pour le français (chapitre 8) pour l’anglais (http://dico.isc.cnrs.fr)
et dans une version en cours de réalisation pour l’espagnol (http://Pcdico.isc.cnrs.fr).
Il a permis de modéliser l’appariement sémantique entre langues (chapitre 10) et H. Ji
a utilisé les principes du modèle pour représenter le sens des mots non pas à partir
de synonymes mais à partir de mots du contexte extraits de larges corpus (chapitre
12, http://dico.isc.cnrs.fr/dico/context/search)). Enfin, j’ai développé depuis
2001 un travail sur la pertinence cognitive du modèle en collaboration avec A. Rouibah
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(chapitre 9), un travail sur la sémantique non plus seulement des mots mais aussi des
expressions (chapitre 11) et des développements computationnels sur la représenta-
tion des connaissances et la recherche d’information (chapitre 13). Les chapitres qui
suivent rappellent brièvement, pour chaque étude, son contexte et les développements
informatiques auxquelles elle a donné lieu. Le dernier chapitre de ce volet rappelle
une partie de mon travail de thèse qui portait sur la démonstration automatique des
théorèmes (chapitre 15).
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Chapitre 9
Représentation du sens à
partir des relations de
similarités et classification
9.1 Introduction
Le premier modèle de représentation géométrique du sens des mots a été construit
à partir d’une similarité sémantique : la synonymie. La base de données lexicales a
été créée à partir de fichiers issus de dictionnaires de synonymes fournis par l’INALF.
Le travail de modélisation a été accompagné d’une collaboration avec B. Victorri,
Y.-M. Visetti, B. Habert et A. Nazarenko. Bien que la spatialisation révèle une orga-
nisation sémantique, cette organisation n’était alors disponible que par interprétation
de la carte. J’ai donc construit un modèle de catégorisation qui utilise cette première
étape pour donner une classification organisée du sens. Les principes du modèle sont
rappelés au chapitre précédent.
9.2 Participants
S. Ploux, B. Victorri, Y. Visetti, F. Boudin et M. Genay, stagiaires de MIAGE
(Université Lyon I).
9.3 Collaborations
B. Habert et A. Nazarenko (ENS Fontenay-St Cloud).
9.4 Logiciel
J’ai réalisé une première maquette de la représentation géométrique du sens lors de
mes années passées à l’ELSAP. L’équipe « Modèles mathématiques et informatiques
pour le langage et la perception » de l’ISC a réalisé un logiciel écrit en C pour les
calculs, en JAVA pour l’interface graphique. L’ensemble des résultats du travail cité
est disponible sur la plate-forme Atlas sémantiques (http://dico.isc.cnrs.fr) de
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l’ISC. Pour chaque langue, l’utilisateur peut obtenir pour un mot ou un ensemble de
mots : les synonymes, les cliques, l’espace et la classification correspondants.
9.5 Publications [71, 66] et contrat : [73]
9.6 Discussion et perspectives
L’idée essentielle de ce travail est de distinguer deux niveaux : celui des unités
« granulaires » de sens et celui des unités lexicales, et d’utiliser l’espace comme cadre
approprié à cette distinction (les unités de sens sont représentées par des points, les
termes par des formes spatiales). Les chapitres de la première partie du document,
portant sur la reconnaissance des formes, ont mis l’accent sur les dynamiques associées
à la capture d’un objet. On pourrait de la même manière associer aux mots l’ensemble
des phrases qui les définissent ou décrivent leurs usage. Je chercherai par la suite
à construire une approche complémentaire de la représentation des mots à travers
leurs emplois en cherchant, comme cela a été fait pour les lettres manuscrites, à lier
espaces des phrases (pris ici comme des dynamiques) et espaces des unités lexicales
de telle sorte que des mots proches dans la topologie (c’est-à-dire synonymes ou para-
synonymes) puissent être substitués dans un ensemble de phrases données. De plus
cette approche permettra de pallier une limite du modèle actuel. En effet, le modèle
fonctionne massivement sur les 60 000 mots de la base de données ; cependant, certaines
catégories de mots sont moins bien représentées par la relation de synonymie que
d’autres. En particulier, les termes associés aux objets concrets (stylo, ordinateur...)
ou encore aux espèces biologiques (chevreuil, tulipe...) ont peu d’équivalents dans la
langue. Ces unités lexicales sont mieux représentées par leur contexte d’emploi, leurs
attributs, leur fonction... Le travail de H. Ji sur les relations de contexte (voir chapitre
12) donne une première réponse à ces questions.
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Chapitre 10
Sémantique et lexique mental
10.1 Introduction
Cette thématique est développée en collaboration avec A. Rouibah de l’équipe
« Cognition et Mémoire » de l’ISC. Nous avons testé l’adaptation du paradigme géo-
métrique à la représentation de la structure du lexique mental. Deux premières études
ont été menées afin de tester la pertinence cognitive du modèle. La première étude
concernait l’adaptation du paradigme géométrique à la simulation des phénomènes
d’interaction entre phonologie et sémantique mis en évidence dans des expériences
d’amorçage. Nous avons pour cela utilisé des similarités phonologiques et des similari-
tés synonymiques et catégorielles. On observe ainsi sur les distances entre mot-amorce
et mot-cible données par le modèle les mêmes effets que ceux obtenus expérimenta-
lement sur les temps de réaction. Dans la deuxième étude, H. Ji a montré en 2004
que le modèle géométrique construit à partir de liens de contexte simule des résultats
comparables aux résultats des sujets humains dans les expériences de Hirsh & Tree
[29] sur l’association de mots.
10.1.1 Temps de réaction et distances sémantiques : une com-
paraison au vu d’expériences d’amorçage
Les modèles locaux, tel que celui de Collins et Loftus [14] ou les modèles distribués,
tel que celui de Masson [54] ne permettent pas d’expliquer les effets d’interaction entre
phonologie et sémantique dans des expériences d’amorçage observés par Rouibah et
al. [1]. On pourra se reporter à l’article [88] pour un argumentaire sur cette ques-
tion. Nous avons, en utilisant des similarités phonologiques (par exemple, celles qui
apparaissent dans des dictionnaires de rimes), et des similarités synonymiques et caté-
gorielles, construit pour un mot ou un couple de mots un espace faisant la synthèse de
ces liens. Nous avons comparé le paramètre d’investigation utilisé dans les expériences,
le temps de réaction, à un paramètre d’organisation du modèle, la distance lexicale. On
observe ainsi sur les distances les mêmes effets que ceux obtenus expérimentalement
sur les temps de réaction.
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Lien amorce
- cible
Distance des
centres de gravité
Temps de catégo-
risation
Temps de détec-
tion de rime
sémantique 0,759 640 ms 546 ms
phonologique 0,615 642 ms 542 ms
double 0,533 615 ms 526 ms
Aucun 0,852 679 ms 591 ms
Fig. 10.1 – Comparatif des mesures de distance, obtenues sur l’ensemble du
lexique entré dans le modèle, et des temps de réaction, tirés des expériences
d’amorçage de [1]. Significativité des résultats : liens phonologiques et séman-
tiques. [F(1,32) = 82.96 ; p < .01] ; liens sémantiques [F(1,32) = 4.91 ; p < .05] ;
liens phonologiques [F(1,32) = 56.99 ; p < .01] ; double similarité/similarité pho-
nologique [F(1,32) = 7.61 ; p < .01] ; double similarité/similarité sémantique
[F(1,32) = 30.70 ; p < .01].
10.1.2 Comparaison entre les résultats du modèle et les ré-
ponses des sujets dans une tâche d’association de mots
Une deuxième étude réalisée par H. Ji compare les résultats du modèle ACOM
(Le modèle ACOM utilise non plus les similarités sémantiques mais les relations de
co-texte comme données initiales pour la construction de l’espace sémantique ; voir
chapitre 13) aux résultats des sujets humains dans les expériences de Hirsh & Tree 2001
sur l’association de mots. Hirsh et Tree ont testé 90 sujets adultes sur les associations
de mots. Les sujets étaient répartis en deux groupes : 45 sujets âgés (entre 66 et 81 ans)
et 45 sujets jeunes (entre 21 et 30 ans). Pour l’ensemble des mots présentés, les sujets
devaient donner le mot qui leur venait à l’esprit immédiatement. Le modèle a été testé
sur l’ensemble des 90 mots proposés aux sujets. Il ressort de cette étude que le taux
d’appariement entre les « contexonymes » produits par le modèle et les mots associés
choisis par les sujets augmente en fonction de la fréquence d’obtention des mots. Ainsi,
par exemple, pour l’ensemble des mots choisis par moins de 10% des sujets, le taux
d’appariement entre ces mots et les contexonymes du modèle est 49%, tandis que pour
les mots choisis par 40% des sujets, le taux d’appariement est de 70%.
10.2 Participants
H. Ji, S. Ploux, A. Rouibah.
10.3 Publications : [88, 38]
10.4 Discussion
Dans la première étude nous avons comparé temps de réaction et distance lexi-
cale. Le premier paramètre est une mesure effectuée sur un processus, le second est
une mesure issue d’une représentation. Cette comparaison est fondée sur l’idée que
la représentation doit respecter topologiquement le décours temporel nécessaire à la
réalisation d’une tâche. Cependant, si cette comparaison des deux paramètres montre
une cohérence du modèle géométrique au regard des résultats expérimentaux, il semble
intéressant, par la suite, d’inclure une nouvelle composante qui permette l’intégration
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de l’aspect dynamique du traitement cognitif (ici de la lecture et des tâches de catégo-
risation demandées au sujet). De plus, comme dans tous les chapitres précédents, ce
projet nécessite un cadre mathématique unifié pour organiser la relation entre dyna-
miques et processus d’une part et catégories et unités d’autre part. A. Gobin a débuté
une thèse qui prolonge ce travail. En mesurant, lors d’une tâche de lecture de mots, les
champs électriques à la surface du scalp (EEG), il étudie les dynamiques temporelles
des activations cérébrales afin de vérifier s’il existe des corrélats des distances séman-
tiques sur ces dynamiques. Ce nouveau chantier se fait en collaboration avec l’équipe
« Langage et Cerveau » dirigée par T. Nazir à l’ISC.
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Chapitre 11
Appariement sémantique
entre langues
11.1 Introduction
Nous avons élaboré un modèle d’appariement entre cartes sémantiques des deux
langues. Le découpage et le recouvrement lexical varient d’une langue à l’autre. Pour
reprendre des exemples proposés par Chuquet & Paillard1 :
– room : pièce, chambre, bureau ;
– (ou dans des domaines abstraits) esprit : mind, spirit, wit.
Pour cette raison le mot n’est pas l’unité adaptée à la traduction même lexicale. Pour
faire face au problème des différences lexicales, j’ai choisi, dans un modèle de traduc-
tion du sens, de relier non pas les mots mais les unités sémantiques, dont on suppo-
sera, parce qu’elles représentent des grains plus fins, qu’elles sont moins sensibles aux
découpages d’une langue donnée et qu’elles forment de meilleurs candidats pour un
ajustement mutuel. Ce modèle dispose sur une même carte les valeurs sémantiques des
deux langues et figure ainsi les proximités et les recouvrements.
11.2 Participants
S. Ploux, H. Ji, P. Rérat (Stage DEA : validation des données anglaises).
11.3 Réalisation
L’ensemble des résultats du travail cité est disponible sur la plate-forme Atlas sé-
mantiques (http://dico.isc.cnrs.fr) de l’ISC. Pour chaque langue, l’utilisateur
peut obtenir pour un mot ou un ensemble de mots : les synonymes, les cliques, l’espace
et la classification correspondants, l’espace projeté dans l’autre langue et un apparie-
ment entre les valeurs sémantiques du français et de l’anglais.
1Chuquet H., Paillard M. (1989) Approche linguistique des problèmes de traduction.
Ophrys.
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Fig. 11.1 – Résultat de l’appariement construit à partir de la vedette insensible
du français.
11.4 Publication : [78]
11.5 Discussion
L’idée essentielle du travail est d’apparier le sens entre les langues non pas au
niveau lexical mais au niveau des cliques qui représentent des unités de sens beaucoup
plus précises. On peut dès lors se poser la question du caractère universel des cliques
ou tout au moins de celui de la granularité sémantique que les cliques permettent
d’approcher. En d’autres termes, ce niveau de découpage sémantique représente-il, s’il
existe, un substrat sémantique indépendant des langues ? Cette hypothèse s’accorderait
par exemple avec les travaux [31, 30] qui mettent en évidence un traitement et un
système commun à la sémantique des langues chez des sujets bilingues. De plus, le
traitement sémantique apparaît, au regard de nouveaux résultats, distribué suivant
des réseaux corticaux dont la topographie reflète la sémantique du mot traité. Ainsi
Hauk et al. [28] ont montré que le traitement des mots d’action impliquant la face,
le bras ou la jambe (comme les verbes to lick, to pick, to kick) dans une tâche de
lecture passive activent des aires adjacentes ou se superposant aux aires impliquées
respectivement dans le mouvement de la langue, des doigts ou du pied. Ces résultats,
puisqu’ils montrent l’implication d’aires associées à des traitements de plus bas niveau
et indépendants d’une langue, appuient l’idée d’un substrat commun.
Enfin, nous avons développé un logiciel qui utilise l’appariement sémantique entre
langues pour générer automatiquement des dictionnaires de synonymes et de traduc-
tion multilingues. L’extension du modèle à un plus grand nombre de langues, grâce à
cet outil, nous permettra de mieux aborder cette question.
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Chapitre 12
La sémantique des syntagmes
12.1 Introduction
J’ai engagé un premier travail sur la modélisation du sens des syntagmes. L’ap-
proche choisie intègre la structure topologique des espaces lexicaux (tels qu’ils sont
fournis par les Atlas sémantiques) et celle de la structure syntaxique des syntagmes. La
composition est définie comme un opérateur continu agissant sur les espaces lexicaux
et un espace associé aux syntagmes (voir la figure 12.1 ; on pourra se référer à l’article
correspondant pour plus de détails [77]). Le résultat permet de situer le sens du syn-
tagme dans l’espace des syntagmes connus (qui appartiennent à une base d’exemples)
et de sélectionner les valeurs sémantiques pertinentes des mots du syntagme.1
Voici la suite des étapes de l’algorithme développé ainsi que les résultats obtenus
pour le syntagme couper l’herbe.
– Étape 1 : Construction des espaces sémantiques pour chaque mot plein
composant le syntagme. Pour l’exemple, deux espaces sont construits, celui
de couper et celui de herbe, (figure 12.2).
– Étape 2 : Construction de l’espace des expressions contenant des termes
similaires à tous les mots pleins de la requête. Cet espace comporte entre
autres des expressions comme fermer l’entrée du champ ou étendre le
champ de ses expériences car fermer et étendre appartiennent à l’espace
associé à couper et champ à celui d’herbe, (figure 12.2).
– Étape 3 : Application de l’opérateur de composition.
– Étape 4 : Reconstruction de la géométrie des espaces lexicaux et de l’espace
des syntagmes à partir des éléments sélectionnés. On remarquera ici que les
termes appartenant à l’espace initial de couper comme diluer, censurer,
blesser... ne sont pas retenus. Seuls restent des termes pertinents pour
l’expression couper de l’herbe comme arracher, faucher..., figure 12.3.
– Étape 5 : Affichage des expressions pertinentes. Dans l’exemple, deux types
de phrases proches de la requête initiale figurent dans ce nouvel espace,
1L’opérateur de composition ici présenté peut être rapproché de l’opérateur MERGE défini
par N. Chomsky. Cependant à la différence de MERGE qui opère au plus bas niveau sur des
unités lexicales atomiques ("An elementary fact about the language faculty is that it is a
system of discrete infinity. Any such system is based on a primitive operation that takes n
objects already constructed, and constructs from them a new object: in the simplest case, the
set of these n objects. Call that operation Merge. . . " extrait de [13], l’opérateur de composition
opère sur des unités lexicales toujours munies d’un substrat : l’espace sémantique qui leur est
associé.
63
Fig. 12.1 – Figuration de l’appariement sémantique entre espaces lexicaux et
syntagmatique qui est utilisé par l’opérateur de composition.
celles qui expriment un arrachage comme ôter les mauvaises herbes et
celles qui renvoient à l’idée de faucher un pré ou encore tondre le gazon
(l’herbe étant pris comme une étendue), (figure 12.3).
Cette première étude pour laquelle une maquette logicielle a été réalisée en 2003 donne
de bons résultats.
12.2 Participants
S. Ploux, deux élèves-ingénieurs (Nicolas Pelay (École centrale de Lyon) et Blaise
Batisse (Insa de Lyon)) ont apporté une aide informatique à la réalisation de la pre-
mière maquette logicielle.
12.3 Publication (en cours) : [77]
12.4 Discussion
Dans cette première étude sur la composition sémantique, les unités lexicales sont
représentées par une forme dans un espace multidimensionnel, conformément aux mo-
dèles des Atlas sémantiques. Les syntagmes ou les phrases sont représentés, comme
les cliques, par un point de l’espace. Cette dernière option est motivée par le fait que
comme pour une clique, à l’intérieur d’un syntagme, le sens est contraint par la présence
des différentes unités lexicales. Si cette option, associée à l’opérateur de composition,
permet de sélectionner la ou les valeurs sémantiques de chaque unité lexicale au sein
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du syntagme et de représenter sur une carte des proximités entre syntagmes, il n’en
reste pas moins que la structure argumentale et la nature sémantique des interactions
entre les différents arguments restent inexpliquées par le modèle. En effet, la nature
de la relation entre la forme d’une unité lexicale et son contenu sémantique et la forme
d’un syntagme ou d’une phrase et son contenu sémantique ne sont pas de même na-
ture. On peut supposer qu’il n’y a pas de morphisme entre la forme orthographique
ou phonologique du mot et son contenu (caractéristique appelée arbitraire du signe
par F. de Saussure [16]) ; en revanche, la forme d’une phrase est liée à son contenu
sémantique : la distinction des arguments de la phrase est congruente à la structure des
actants du procès. Le modèle des Atlas sémantiques est bien adapté au premier cas.
Les cartes sémantiques figurent une représentation du lien entre forme et contenu ici
assimilé aux cliques, voir figure 8.2. La modélisation de la sémantique des syntagmes
et des phrases nécessite une compréhension du lien entre forme et contenu qui ne soit
plus arbitraire mais congruente. R. Thom a proposé une typologie de la sémantique
des verbes par utilisation de la théorie des singularités qui permet la classification
des différentes interactions possibles entre arguments [93]. Cette approche novatrice,
puisqu’elle modélise la nature dynamique du contenu sémantique des verbes, comporte
des inconvénients. Les objets en interaction sont assimilés à des points ; ceci ne per-
met pas de comprendre les différences sémantiques qui se produisent quand on opère
une substitution entre objets. Par exemple, le verbe couper ne décrit pas la même
interaction dans couper du pain ou dans couper la route (La route reste inchangée, le
pain est divisé). La nature propre des arguments est donc un paramètre nécessaire à
l’accès au contenu sémantique. De plus le nombre de verbes d’une langue étant bien
supérieur au nombre d’interactions listées dans le cadre de la théorie des singulari-
tés, il est probable que ce cadre n’est pas complet. Par la suite, tout en m’inspirant,
de cette approche dynamique, j’essaierai de concilier modèle de sémantique lexicale
et modèle de sémantique de la phrase. Comme pour les études des chapitres 5 et 6,
cette perspective nécessite la compréhension du lien hiérarchique entre la phrase et ses
constituants. Cette perspective est présentée au chapitre 17.
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Fig. 12.2 – Voici figurés les différents espaces construits pour les termes couper
et herbe et pour les expressions associées à ces deux termes avant application
de l’opérateur de composition.
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Fig. 12.3 – Voici figurés les différents espaces construits après application de
l’opérateur d’appariement (étape 4) respectivement pour le terme couper, pour
le terme herbe et pour la requête couper l’herbe
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Chapitre 13
Sens et contexte
Dans le cadre de sa thèse [37] H. Ji a développé un modèle géométrique (ACOM)
pour la représentation du sens des mots à partir de leur co-texte. Cette représenta-
tion est réalisée dans le cadre du modèle géométrique après une phase d’extraction
automatique de liens contextuels effectués sur des corpus non indexés. Le modèle de
classification permet de distinguer les différentes valeurs thématiques d’un mot (voir
figure 13.1 l’exemple du mot anglais conductor).
Il permet aussi de faire émerger et de représenter les contextes qui lient une liste
de mots comme le montre l’exemple tiré de l’article [36].
Fig. 13.1 – Représentation de mot conductor dans le modèle ACOM
69
Entrée Liste des contexonymes produits rangés par ordre
géométrique
match struck, lighted, daughter, lit, box, cigarette, play,
family, strength, marriage, flame, game, married,
met, fair, pipe, fine, pretty, shooting, blue, table,
striking, marry, wrestling, cricket, court, candle,
cigar, strike, broken,
match+wins matches, strength, play, chance, won, league,
cricket, games, fight, club, final, game, points,
united, record, victory, team, season, marriage,
daughter, prix, match, box, draws, wins, loses,
lighted, cigarette, lit, whoever
match+wins+champions won, game, division, champions, defeat, final, uni-
ted, games, champion, club, yesterday, season,
draw, points, victory, strength, fight, play, team,
players, australia, chance, defending, match, re-
cord, matches, wins, daughter, struck, lighted
match + agassi + sampras tennis, champion, minutes, struck, play, final, da-
vis, won, doubles, yesterday, players, michael,
game, player, jim, tournament, today, defeat, vic-
tory, weeks, opening, monday, sets, agassi, match,
wimbledon, edberg, goran, ivanisevic, sampras
match + champions +
wins + agassi + sampras
final, champion, won, defeat, play, game, cham-
pions, doubles, player, league, players, tennis, da-
vis, sets, minutes, michael, tournament, team,
victory, season, yesterday, today, wins, weeks, jim,
agassi, match, edberg, ivanisevic, sampras
On voit dans cette suite de requêtes que les termes spécifiques à match (dans le
sens allumette) disparaissent au profit des termes communs aux termes-requêtes et
qui portent sur le sport ou encore plus spécifiquement sur le tennis. Le modèle a été
appliqué dans le cadre d’un stage de DEA (G. Maslov) à un corpus de 1500 abstracts
d’articles en neurosciences. Les résultats rendent explicites des réseaux qui lient termes
anatomiques et termes fonctionnels en faisant une synthèse des connaissances conte-
nues dans un grand nombre d’études (voir chapitre 14). De plus, H. Ji a comparé la
liste des contexonymes d’un mot fourni par le modèle ACOM aux résultats des sujets
humains dans les expériences de Hirsh et Tree [29] sur l’association de mots et montré
que le modèle donne des résultats pertinents (voir chapitre 10).
13.1 Participants
H. Ji (Thèse) enseignant-chercheur, Université de Sungkyunkwan, Séoul, Corée du
Sud, S. Ploux (comme co-directeur de thèse), E. Wherli Professeur à l’Université de
Genève, G. Maslov, DEA de Sciences Cognitives de Paris. « Fonctions cognitives et
imagerie cérébrale : analyse sémantique d’articles. »
Page 70/100
13.2 Réalisations
Des bases de données contextuelles pour l’anglais et le français ont été produites.
Pour chaque terme, elles fournissent une liste de mots associés rangés par ordre de per-
tinence. De plus, le logiciel de représentation du sens des mots à partir de ses liens de
contexte est accessible à l’adresse http://dico.isc.cnrs.fr/dico/context/search.
13.3 Publications : [36, 39, 40, 37] et base de don-
nées : [41]
13.4 Discussion
Un atout majeur du modèle est de partir de corpus « bruts ». Il montre la capacité
du paradigme spatial à représenter des concepts et aussi à faire émerger des connais-
sances et des liens implicites comme le montre l’exemple de l’application aux articles
de neurosciences. Cependant, comme dans le modèle synonymique, certains termes
sont mieux représentés que d’autres. Ainsi des termes comme conductor dont les dif-
férents contextes d’emploi s’expriment dans des phrases ayant peu de recouvrement
sont mieux représentés que d’autres termes comme le verbe fish. En effet, les phrases
contenant ce dernier mot partagent entre elles de nombreux éléments (on peut pêcher
en bateau ou sur un littoral, en mer ou en rivière, au printemps ou en été...). Dans ce
dernier cas, la corrélation entre les éléments du contexte étant faible, le modèle produit
des termes associés pertinents mais ne peut pas les séparer en classes. Le travail sur la
composition sémantique (chapitre 12) qui prend en compte la structure de la phrase
permettra, je l’espère, par la suite, d’aborder la résolution de ce problème. Le travail
de H. Ji est le point de départ d’un nouvel axe de recherche de l’équipe présenté au
chapitre suivant.
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Chapitre 14
Représentation des
connaissances et recherche
d’information
14.1 Introduction
Le modèle de H. Ji est utilisé dans l’équipe pour aborder le problème de la repré-
sentation des connaissances. En mai 2003 nous avons soumis avec l’équipe « Cognition
et mémoire » (Responsable G. Tiberghien) le projet « Acquisition, Représentation,
Classification automatiques des concepts dans le domaine des sciences cognitives » à
l’appel d’offre du Programme interdisciplinaire du CNRS, « Traitement des connais-
sances, apprentissage et NTIC ». Le but du projet, qui a été retenu par le programme,
est de construire un outil pour l’acquisition et la classification automatiques des valeurs
sémantiques des concepts d’un domaine et l’utilisation des résultats de ces processus
dans une recherche documentaire. Nous avons choisi le champ des sciences cognitives.
Dans ce domaine émergent, plus que dans un autre, les auteurs partagent des termes
sans pour autant les associer à des champs sémantiques équivalents. En utilisant un
modèle spatial de représentation du sens des concepts, nous offrirons à un utilisateur un
accès aux différents contextes et aux valeurs sémantiques correspondantes ainsi qu’une
aide basée sur cette représentation qui le guidera vers des textes sources répondant au
sens de sa requête. Le but de cette réalisation est multiple, elle permettra :
– l’acquisition d’espaces sémantiques et conceptuels à partir de la seule don-
née de textes issus du domaine ;
– la représentation et la classification automatique des valeurs sémantiques
des concepts du domaine ;
– l’accès à cette représentation des connaissances à partir d’une interface ;
– l’accès aux textes source pertinents pour la requête de l’utilisateur.
14.2 Participants
S. Ploux, B. Jacquemin, H. Ji, G. Tiberghien, P. Berger
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14.3 Publication : [32]
14.4 Logiciel
Une première maquette a permis de tester la validité du modèle ; une version
« propre » du logiciel est en cours d’achèvement. Elle est réalisée par M. Genay,
ingénieur informaticien.
14.5 Résultats actuels
Deux types de corpus ont été constitués parallèlement. Le premier type regroupe
des articles définissant le vocabulaire des sciences cognitives, il s’agit d’une part du
Dictionnaire de Sciences Cognitives de G. Tiberghien [94] et d’autre part de The MIT
Encyclopedia of The Cognitive Sciences [99]. Le second type est constitué par regrou-
pement d’articles de neurosciences. Ces deux types de corpus ont été définis et élaborés
afin de couvrir une représentation des concepts induite, soit par leurs définitions, soit
par les études et la pratique scientifiques qui s’y rapportent. Les résultats obtenus sur
les corpus encyclopédiques mettent en évidence la capacité du modèle à organiser les
connaissances suivant différents points de vue. Par exemple, l’étude de la carte associée
au terme lexique, et calculée par le modèle, dégage différents thèmes qui comprennent
la psycholinguistique, la représentation et les études expérimentales, la langue (syn-
taxe, morphologie...). Les résultats obtenus, directement à partir du modèle ACOM,
sur le corpus d’articles de neurosciences mettent en évidence la capacité du modèle
à proposer une méta-analyse sur un corpus et à expliciter des réseaux de relations
anatomico-fonctionnelles à partir de la seule donnée des articles. Par exemple, testé
sur des termes anatomiques (ici des aires cérébrales), le système fournit un réseau
composé de termes décrivant d’une part des localisations, d’autre part des fonctions
cognitives, et enfin des corrélations entre ces deux classes de termes. Ainsi pour le
terme fusiform, le modèle propose les termes cognitifs faces, color, object, memory et
chacun de ces termes est lié spécifiquement avec des termes anatomiques (faces est lié
à temporal et frontal, memory est lié à hippocampus et cerebellum). Une deuxième mé-
thode a été testée. Elle utilise un enrichissement sémantique de la requête à partir des
synonymes et des contexonymes des mots qui la contiennent et permet un accès aux
textes sources pertinents. Nous donnons ici, pour la requête lexique, une copie d’écran
du logiciel. La colonne de gauche donne la liste des termes proposés par le système
et corrélés à cette requête, la colonne de droite donne la liste des entêtes des articles
pertinents pour la requête, enfin la carte, au centre, positionne les termes suivant leur
proximité sémantique et conceptuelle.
L’étude de la carte dégage différents thèmes qui comprennent la psycholinguistique,
la représentation et les études expérimentales, la langue (syntaxe, morphologie...)...
Pour chaque terme qui précise la requête, le logiciel donne la liste des articles perti-
nents. Ainsi dans le contexte de la requête lexique, le terme syntaxe renvoie à l’article
morphologie, le terme mémoire renvoie à l’article Mot sur le bout de la langue (phé-
nomène du mot sur le bout de la langue (MBL)) et à l’article dénotation, le terme
reconnaissance renvoie à l’article lecture...
Enfin, nous avons ajouté à ce projet initial une nouvelle fonctionnalité : la possibilité
pour l’utilisateur d’exprimer sa requête en langage naturel. En effet, dans la première
version nous nous étions limités à des requêtes formées d’un mot ou d’une liste de
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Fig. 14.1 – En passant le curseur sur la colonne de gauche l’utilisateur fait
apparaître sur la carte la localisation du terme sélectionné et la liste des articles
qui s’y rapportent : ici le terme sélectionné est reconnaissance, l’article proposé
(dans le contexte de la requête lexique) est l’article lecture du dictionnaire
mots. Ce dernier volet du travail a été réalisé avec B. Jacquemin, Postdoc à l’ISC. Le
logiciel exécute les tâches suivantes :
1. utilisation d’un étiqueteur morpho-syntaxique (Tree Tagger) pour l’anno-
tation et l’indexation des corpus et de la requête ;
2. comparaison de la requête aux phrases du corpus (la comparaison prend
en compte les synonymes et les contexonymes ;
3. sélection des phrases et des articles pertinents ;
4. proposition de termes additionnels qui précisent la requête ;
5. affichage des résultats sur une carte qui figure les proximités ;
6. affichage des textes du corpus pertinents pour la requête et choisis par
l’utilisateur par une navigation sur la carte.
14.6 Contrat : [76]
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Fig. 14.2 – Capture d’écran du résultat obtenu pour la requête : Quel est le rôle
de l’amygdale ?
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Chapitre 15
Raisonnement
15.1 Introduction
En démonstration automatique, la seule donnée des axiomes et des règles de dé-
duction est insuffisante à la production d’un bon nombre de démonstrations, même
simples. Les systèmes se noient dans une complexité d’objets et de propositions dé-
nués de toute pertinence pour l’objectif à atteindre.
Contrairement au fonctionnement de ces systèmes, la découverte d’une démonstra-
tion est souvent accompagnée d’une représentation graphique (effective ou intériorisée)
comme le sont les diagrammes de Venn, le tracé de fonctions, etc. Ces représentations,
pour certains aspects, synthétisent mieux la situation. En réalisant un système de dé-
monstration automatique de théorèmes (DAT) lors de ma thèse, j’ai défendu l’idée
que ce type de représentations pour lesquelles le support est continu permet de re-
connaître et de mieux identifier des rapports constitutifs des objets entre eux que la
seule utilisation des formes logiques. Ces représentations ne suffiraient pas à rendre
compte à elles seules de la nature logique des connaissances mais elles interviendraient
dans les processus de raisonnement. On pourra remarquer que ces conclusions se rap-
prochent de celles formulées en psychologie sur le rapport entre concepts et procédures
d’identification core concepts and identification procedures, voir par exemple [10].
15.2 Participant
S. Ploux (Thèse, directeur : J.-M. Fouët)
15.3 Logiciel
J’ai mis en œuvre dans le cadre de ma thèse un démonstrateur automatique de
théorèmes qui, en utilisant un analogue des diagrammes de Venn, permet de guider
une démonstration en évaluant la pertinence des objets et des propositions construits.
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15.4 Publication : [68] et contrat : [60]
15.5 Discussion a posteriori et perspectives
Dans ce tout premier travail j’avais cherché à faire coopérer des représentations
logiques et des représentations non conceptuelles afin de guider un démonstrateur. La
démonstration automatique en mathématiques est un domaine ingrat : les mathéma-
ticiens restent infiniment plus performants (sauf pour les calculs numériques ou éven-
tuellement formels) que n’importe quel système automatique. Cependant, cette étude
pourrait alimenter un nouveau travail sur l’inférence, prise non plus dans le cadre très
contraint des mathématiques, mais de la logique naturelle. En effet, dans le discours,
l’interprétation d’une phrase nécessite souvent des connaissances pragmatiques et les
mécanismes de raisonnement peuvent eux-mêmes requérir des informations implicites
qui ne sont pas directement contenues dans la suite des mots.
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Deuxième partie
Valorisation et projets :
recherche d’un cadre unifié
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Chapitre 16
Les Atlas sémantiques sur
Internet
Le travail de modélisation est intégré au fur et à mesure de la réalisation des lo-
giciels au site des Atlas Sémantiques. Ce site des Atlas sémantiques reçoit un nombre
croissant de requêtes. À titre indicatif, le nombre de requêtes sur un mot par jour at-
teint actuellement 200000 et plus de 4 millions par mois. Ces requêtes viennent de plus
de 150 pays (on trouve principalement les domaines : .fr, .ca, .be, .ch, .edu, .uk, .de, .au,
.se, .jp, .br... .org, .int, .com, .net). C’est, en consultation, le premier site du domaine
cnrs.fr. Les nombreux courriers que nous recevons ainsi que les variations du flux d’in-
terrogations (voir paragraphe suivant), nous ont permis de cerner quelques catégories
d’utilisateurs : des professionnels (chercheurs, traducteurs, journalistes, écrivains...)
mais aussi des scolaires, des étudiants...
16.1 Impacts sociaux
Le site Internet des Atlas sémantiques est gratuit et accessible à tous. L’ajout
d’un grand nombre de langues participera à la sauvegarde du plurilinguisme qui est
un enjeu majeur de société en particulier dans l’Union Européenne. Nous dévelop-
pons actuellement une version espagnole qui peut être consultée à l’adresse provisoire
http://Pcdico.isc.cnrs.fr. Nous souhaitons mettre à disposition du public le mo-
dèle en recherche d’information et de représentation du sens des expressions. Le projet
participe donc au développement de la société de l’information au profit des citoyens,
des cultures et des langues. De plus, le nombre de requêtes suit certains événements
de la société. Au lendemain de l’élection présidentielle américaine du 2 novembre 2004
et de celui du référendum du 29 mai 2005 (voir graphique ci-dessous) le nombre de
requêtes a progressé de plus de 20%. Ces évolutions montrent que le site est probable-
ment utilisé par les médias et la presse internationale.
16.2 Un générateur automatique de dictionnaires mul-
tilingues
En utilisant l’appariement sémantique entre langues, j’ai conçu les méthodes et ré-
digé les spécifications fonctionnelles d’un générateur automatique de dictionnaires de
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Fig. 16.1 – Évolution du nombre de requêtes mensuelles de mai 2002 à janvier
2007
synonymes et de traduction. L’outil Dicogen a été réalisé au cours de l’année 2004. Il
permet de proposer automatiquement dans une langue pour laquelle on dispose de peu
ou d’aucune donnée lexicale (synonymique ou de traduction) des termes candidats qui
seront ensuite validés par un expert lexicographe. Cet outil a servi à l’élaboration de la
version espagnole en cours, il permettra d’étendre la plate-forme des Atlas sémantiques
à un plus grand nombre de langues.
16.3 Un logiciel pour l’acquisition et la représenta-
tion des connaissances et la recherche d’infor-
mation guidée par le sens de la requête
Ce logiciel, en cours de réalisation, permettra d’effectuer des requêtes sur des cor-
pus ciblés, de représenter des cartes conceptuelles associées à la requête et de guider
l’utilisateur vers les références pertinentes.
16.4 Dépôts de base de données
Différentes bases de données lexicales ont été déposées à l’Agence pour la protection
des programmes (APP) au cours de ces dernières années : [19, 41, 18]. De plus, nous
avons établi des conventions avec des laboratoires intéressés par l’utilisation de ces
bases lexicales dans leur programme de recherche :
– 2004. Transfert d’une base de données lexicales de l’ISC UMR5015 (S.
Ploux) au LIMSI UPR3251 (B. Habert).
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– 2005. Transfert d’une base de données lexicales de l’ISC UMR5015 (S.
Ploux) au Laboratoire de Psycholinguistique Expérimentale, FPSE - Uni-
versité de Genève, SUISSE (C. Lachaud).
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Chapitre 17
Pour un modèle synthétique
À travers les deux volets, l’un portant sur la reconnaissance des formes, l’autre
sur la sémantique, deux problématiques se dessinent et se renvoient l’une à l’autre. La
première est le passage d’un fonctionnement, ici sensori-moteur, à la séparation des
formes, la seconde est le lien entre formes et contenu sémantique. Du point de vue de
la modélisation le premier s’exprime comme l’appariement entre un espace de dyna-
miques hiérarchisées et un espace topologique de catégories, le second entre un espace
de catégories d’une modalité (formes phonologiques, orthographiques ou gestuelles) et
l’espace des concepts qui sont des formes stables de l’activité cognitive. Il a souvent
été opposé un paradigme discret (qui serait celui des catégories mais qui a été étendu
plus généralement à la représentation de tout fonctionnement cognitif par composition
entre catégories) et un paradigme continu qui serait celui du substrat sensoriel et des
dynamiques mais qui conduirait aussi à la compréhension de la formation des catégo-
ries. Dans le premier paragraphe, je rappellerai brièvement, et de mon point de vue,
quelques éléments de ce débat. Les paragraphes suivants introduisent un paradigme
alternatif à l’opposition discret-continu fondé sur la notion de système hiérarchique et
présentent rapidement le projet à venir.
17.1 La dispute du discret et du continu
La dispute du discret et du continu a opposé de nombreux arguments ; elle a pu
aussi être entachée par une confusion entre l’intuition du continu ou du discret et leur
formalisation. Je commencerai donc par les distinguer afin de prévenir l’idée qui a
perduré que le continu est une donnée première, amorphe, et donc sans utilité pour la
compréhension du fonctionnement humain.
17.2 L’intuition du continu et sa formalisation ma-
thématique
L’intuition du continu et sa formalisation relèvent de notions assez différentes voire
opposées. Le continu « naif » est une notion qui préexiste à toute forme de perception.
On peut y avoir accès à travers la sensation du temps écoulé, du mouvement réalisé ou
de l’espace pur. En revanche, une formalisation mathématique de cette notion comme
celle proposée par Cantor par des séries convergentes ou encore celle de Dedekind par
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l’introduction de coupures (paires d’ensembles infinis adjacents) construit le continu
à partir d’ensembles infinis énumérables de valeurs discrètes [11]. Poincaré [79] écrit :
« Le continu que nous offre la nature et qui est en quelque sorte une unité est-il
semblable au continu mathématique, tel que l’ont défini les plus récents géomètres, et
qui n’est plus qu’une multiplicité d’éléments, en nombre infini, mais extérieurs les uns
aux autres et pour ainsi dire logiquement discrets. »
Inversement, R. Thom défend l’idée que le discret mathématique, qui semble être
premier par rapport au continu mathématique, tire son origine ontologique du continu.
Voici reproduit un extrait de [92] exprimant cette idée.
La définition de l’addition, comme moi je l’entends, correspond à la situation où
on a la catastrophe élémentaire de capture d’un puits de potentiel par un autre, comme
dans la fronce. Dans chaque puits de potentiel, il y a des objets que l’on peut considérer
comme solides dans le sens qu’ils ne peuvent pas se mélanger. Dans le processus de
capture, les objets contenus dans un puits de potentiel tombent dans l’autre et il ne reste
plus qu’à compter le nombre des objets que l’on a après la capture. C’est un peu ce que
l’on enseignait autrefois aux enfants : pour additionner les œufs contenus dans deux
paniers, on verse le contenu de l’un dans l’autre. Tout est là : on définit l’addition en
ayant recours à un processus fondamentalement continu et ce n’est qu’artificiellement
que l’on fait une opération définie d’une manière abstraite et discrète. Le processus
générateur sous-jacent est continu. [...] Selon le point de vue traditionnel, le continu se
construit par complétion à partir du dénombrable et au moyen du procédé de Dedekind.
Or moi je pense l’inverse : c’est l’infini dénombrable qui est justifié par son immersion
dans le continu.R. Thom (Paraboles et catastrophes).
Cette idée, que le discret prend naissance sur un substrat continu, est aussi dé-
fendue par J. Petitot [61] qui définit la condition d’une discrétisation en phonologie
(c’est-à-dire la possibilité de distinguer un ensemble discret de catégories phonolo-
giques) comme une correspondance entre des prototypes et les composantes connexes
d’un continuum délimitées elles-mêmes par un ensemble de singularités. Une troisième
voie, que je voudrais suggérer en conclusion de cette synthèse de mon travail, est de
considérer l’opposition discret/continu non plus comme une opposition entre des va-
leurs absolues et irréductibles mais comme un rapport relatif à des ordres de grandeur.
Par exemple, comme je l’ai montré au chapitre 4, la perception du continu (il s’agissait
d’une ligne continue), peut naître de la coordination de deux boucles sensori-motrices
ayant des ordres de grandeur différents. Inversement comme l’ont fait R. Thom et J.
Petitot, on peut proposer que le discret découle de la notion de singularité qui peut
elle-même s’interpréter comme la valeur nulle du rapport entre des ordres d’infiniment
petit (c’est- à-dire infiniment petits au regard de la dynamique globale). Dans cette
perspective, le continu et le discret ne sont plus des valeurs absolues mais dérivent
d’un rapport de coordination hiérarchique entre des boucles sensori-motrices.
17.2.1 Brève incursion sur le discret et le continu du point de
vue de leur utilisation dans les théories du langage
Les différences entre les modèles symboliques qui constituent le courant majori-
taire et les propositions alternatives renvoient aussi à une différence entre approches
discrètes et continues1. Les modèles discrets sont soit logico-algébriques soit issus de
la théorie des graphes. Il existe d’ailleurs des liens entre ces deux types de formalisme.
1On pourra se reporter à Salankis [89] pour une discussion approfondie sur le continu en
linguistique.
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Par exemple, la grammaire générative s’exprime indifféremment par l’usage des arbres
ou par celui d’un formalisme logique déductif. Les formalismes non discrets et conti-
nus sont soit vectoriels (LSA, HAL...) soit différentiels. Je regroupe dans cette dernière
classe les réseaux de neurones et les modèles dynamiques. Notons que ces derniers ont
conduit à peu de réalisations informatiques2. Du point de vue théorique, le paradigme
discret est fortement lié à l’atomisme conceptuel, ("What is the structure of the mental
representation DOG? And my answer will be that, on the evidence available, it’s rea-
sonable to suppose that such mental representations have no structure; it’s reasonable
to suppose that they are atoms." Fodor [21]) et à la grammaire générative (voir par
exemple [13]). Les notions de valeur algébrique ou de nœud d’un graphe parce qu’elles
représentent des unités insécables sont en effet adaptées à ces positions théoriques. De
plus, le calcul algébrique ou l’inférence logique permettent aussi d’exprimer la com-
position entre unités discrètes ou encore la génération de nouveaux éléments et sont,
à ce titre, utilisés pour exprimer les opérations de composition ou de génération ou
d’inférence quand elles s’appliquent au langage naturel et au raisonnement humain.
Les modèles continus actuels, en revanche, ne permettent pas de dériver de nouveaux
objets. Cependant, leurs défenseurs opposent aux modèles discrets des arguments que
je résume ici (on pourra se reporter à [23] pour un débat plus abouti) :
– les paramètres extralinguistiques sur lesquels portent le langage, comme la
perception, le mouvement, la variation des contextes pragmatiques... ont
une nature continue ;
– la polysémie et la variabilité intrinsèque du sens des mots se représentent
mieux dans un espace continu ;
– la difficulté à rendre compte des résultats d’expériences psycholinguistes
sur la catégorisation (et en particulier sur les prototypes) dans un cadre
purement symbolique nécessite un paradigme intégrant soit des pondé-
rations (qui utilisent des valeurs prises sur les nombres réels), soit des
gradients dans un espace continu ;
– le continu permettrait de synthétiser un ensemble important de données
(ce dernier argument est d’ordre méthodologique et ne présuppose pas que
le continu est utilisé pour s’adapter à la nature intrinsèque des objets).
En somme, si l’aspect génératif est plus spécifiquement compatible avec une modéli-
sation discrète, il semble, en revanche, que le continu soit un paradigme plus adapté
à l’analyse (analyse dépendante de la perception et du contexte, analyse du sens,
traitement comparatif des concepts, traitement des données...) ou au processus d’iden-
tification des catégories. Le continu permet de représenter des systèmes de voisinages
et éventuellement des dynamiques3, ce que ne permet pas l’approche discrète. Les ap-
proches discrètes permettent de composer des unités et de générer des unités nouvelles.
2Le manque de réalisations informatiques inspirées de la théorie des systèmes dynamiques
tient probablement à la difficulté pour une machine actuelle d’être une machine à singularités.
En effet, il faut pour appliquer les résultats traduire des valeurs numériques en formules
analytiques pour permettre ainsi le calcul de dérivées nécessaire à l’application du modèle.
Ce passage du discret à l’analytique ainsi que le calcul formel des singularités constituent des
obstacles majeurs à l’utilisation des ordinateurs pour mettre en œuvre ce type de modèles.
3Cependant, l’aspect dynamique du langage est peu étudié à travers le paradigme continu.
Même dans l’étude de la prosodie, les systèmes les plus couramment utilisés, comme le système
TOBI proposé par Pierrehumbert [63], utilisent des valeurs finies.
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17.2.2 Conclusion : avons-nous la théorie mathématique qu’il
nous faut ?
On peut facilement comprendre que les arguments des uns et des autres sont com-
plémentaires et qu’il faudrait trouver un cadre qui permette la synthèse des aptitudes
des différentes approches en dépassant ce système d’opposition. Si certains auteurs,
comme J. Petitot, ont montré comment la théorie des singularités permet de formu-
ler des conditions de discrétisation et donc d’assurer le passage entre des paramètres
continus et des catégories discrètes, il n’en reste pas moins que tout un pan de l’édifice
reste à bâtir. Car il manque aux approches dynamiques un cadre général qui permette
de composer et d’intégrer les différents niveaux d’organisation (ce que les générati-
vistes ont tenté de faire quitte à composer des éléments de natures différentes : tout
étant réduit à une valeur atomique, on compose des clitiques, des noms, des verbes, des
propositions... pour obtenir des phrases en violant sans vergogne le principe d’homo-
généité). Il s’agirait donc de proposer un cadre synthétique afin de rendre compte de
l’intégration, de la coordination et de la convocation des différents composants : pho-
nèmes, mots, groupes syntaxiques, phrases, concepts, discours... Quelques premières
propositions ont été élaborées. Celles de W. Condon [15] sur la congruence entre le
discours et l’organisation hiérarchique du comportement du locuteur et de son inter-
locuteur illustre bien cette question (voir figure 2.2). Dans un autre domaine, celui de
la vision, D. Marr [53] a fait le projet de construire un modèle intégratif qui repose,
au plus bas niveau, sur le calcul des variations de l’intensité lumineuse arrivant sur
la rétine et permet, après cette première étape, la détection des surfaces et de leur
orientation pour enfin décrire des formes dans un espace à trois dimensions. L’objectif
est double, d’une part de « coller » à la nature hiérarchique des objets de la cogni-
tion4 et d’autre part de tirer parti à la fois des résultats sur le déploiement universel
et de modèles hiérarchiques comme le sont les ondelettes [53] ou les infiniment petits
de Leibnitz [49]. Pour cela, il faut d’une part réécrire la notion de singularité dans le
cadre hiérarchique choisi et d’autre part démontrer les résultats du déploiement dans
ce cadre. De plus, il est nécessaire de déterminer les lois qui permettent le passage et
la coordination entre des ordres de grandeur différents. Voici maintenant une rapide
synthèse des premiers éléments qui permettront, je l’espère, la proposition ultérieure
de ces lois.
17.3 Quelques opérations à l’œuvre dans le système
hiérarchique des objets cognitifs
Je me cantonnerai ici à la mise en évidence, à travers les études passées, de trois
opérations à l’œuvre dans l’étude des formes et en sémantique. Ces opérations sont :
la répétition d’unités de même nature, l’intégration ou asservissement d’unités d’un
niveau inférieur et d’un niveau supérieur et la convocation des différents niveaux en
sémantique.
La répétition ou duplication. La répétition de syllabes chez l’enfant est une étape
fondatrice de l’acquisition du lexique. C’est le constat d’une analyse d’un corpus de
parole spontanée d’une petite hongroise enregistré entre ses un et trois ans, [42] :
4La hiérarchie des systèmes cognitifs semble omniprésente. Elle découle peut être tout
simplement de notre propre organisation hiérarchique, thèse elle même défendue par des bio-
logistes comme P.A. Weiss [97].
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". . .The child adopts several well-known techniques. (1) In order to reproduce at least
the number of syllabes, she makes use of reduplication, i.e. she doubles the stressed
syllabe, e.g. popo (popsi-bum), cucu (cukor-sugar). (2) She applies lenition processes
such as consonant harmony, e.g. koki (csoki-chocolate), babán (banán-banana), substi-
tution, e.g. tuta (kutya-dog), full assimilation, e.g. amma (alma-apple). (3) With the
repetition of the same one-word utterance she compensates for her inability to properly
express her desire, e.g. "Tej. Tej. Tej." (milk) for "I want some milk" or "Oda. Oda.
Oda." (there) for "let’s seat there !"." Dans l’étude, que j’ai réalisée sur la structure
prosodique (voir chapitre 5), j’ai aussi mis en évidence ce phénomène de duplication.
De façon analogue, dans la perception de formes graphiques masquées (voir chapitre
4), le micro-balayage qui une répétition de petits mouvements est un élément constitu-
tif de l’analyse et de la perception. Comme je l’ai montré dans ces deux cas, ces petites
boucles sensori-motrices n’acquièrent une fonction cognitive que par intégration à des
boucles sensori-motrices plus larges : le geste de suivi dans le cas de la reconnaissance
des formes graphiques, le geste prosodique pour la parole.
L’intégration entre unités de différents niveaux. Quand le rapport entre les
deux niveaux est assez grand, comme c’est le cas entre le micro-balayage et le suivi
(puisque de nombreux petits mouvements répétitifs sont impliqués dans un même
mouvement de suivi), les boucles sensori-motrices de bas niveaux semblent jouer un
rôle équivalent à celles de cellules sensorielles qui détectent l’intensité et une dérivée
de l’input sensoriel (voir chapitre 5, figure 5.4, page 30). Ainsi, chaque passage agit
comme la convolution d’une ondelette, associée à la vitesse du déplacement des petits
mouvements de la main et du poignet, sur les entrées sensorielles. Cette convolution
donne en réponse une valeur d’intensité. De plus, chaque aller-retour, qui correspond
à un déplacement suivi de son déplacement antagoniste, agit comme la convolution
d’une ondelette de type zero-crossing et donne en réponse une dérivée de l’intensité.
On obtient donc ici un analogue des ondelettes de D. Marr de première dimension
(voir [53] et figure 17.3). Cette analogie me pousse à faire l’hypothèse d’un cadre
Fig. 17.1 – Dérivées première et seconde (zero-crossing) d’un changement d’in-
tensité ; ces formes servent pour la construction d’ondelettes. Extrait de [53].
unique dans lequel les cellules sensorielles comme celles de la rétine seraient assimilées
à l’exercice de micro-boucles sensori-motrices. Elle permet aussi d’envisager, comme je
l’ai souhaité au paragraphe précédent, de transposer le calcul différentiel au paradigme
des ondelettes muti-échelles, puisqu’on dispose d’une approximation des valeurs et des
dérivées.
Dans le cas de la parole, où le rapport est plus réduit, (un mot est le plus souvent
composé de deux à trois syllabes), l’intégration entre syllabes et prosodie se fait par
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synchronisation des points centraux ou points de coordination associés aux boucles
sensori-motrices des différents niveaux, voir figure 6.1 au chapitre 6. Les points, lieux
de synchronisation, qui forment le centre organisateur vont ensuite devenir des centres
de différenciation. La première et la seconde syllabes vont pouvoir se différencier l’une
de l’autre afin de former des mots complexes. Les points singuliers (au sens de la
théorie des singularités) qui organisent la forme sont, dans ce cadre, les points de
synchronisation : coordination et intégration des unités de grandeurs différentes.
Cependant, dans ces deux cas, au niveau de la perception globale, il y a « oubli »
de la structure propre des unités de bas niveau au profit de la forme associée au
tout. Ainsi, dans le cas de l’analyse de formes graphiques masquées, la personne va
finalement reconnaître une lettre associée au geste de suivi et les micro-balayages seront
assimilés à des points voisins les uns des autres. Dans le langage, c’est le prototype
d’une syllabe qui sera perçue comme composant le mot et donc assimilé au point
central de la catégorie associée à toutes les réalisations de la syllabe. On passe ainsi,
par étapes, d’un espace de dynamiques à un espace topologique qui devient lui-même
un substrat pour la réalisation d’une dynamique d’ordre supérieur. Cette proposition
rejoint celles des chapitres 3 et 5 sur la reconnaissance des lettres manuscrites (voir
figure 3.1 par exemple). On trouve aussi dans les schémas actantiels associés aux verbes
et proposés par R. Thom et dans lesquels les actants sont assimilés à des points un
autre exemple de la réduction des constituants à des atomes, réduction nécessaire pour
la description d’un niveau supérieur. Enfin, les arbres syntaxiques figurent aussi cette
assimilation des constituants à des points.
La convocation des différents niveaux en sémantique. Afin d’étudier le lien
entre forme et contenu sémantique, je distinguerai le cas du lexique pour lequel ce lien
est arbitraire de celui des phrases pour lesquelles forme et contenu sont liés par un
morphisme partiel.
Mots et concepts du point de vue de la convocation des dynamiques propres.
Si le lien entre la forme du mot et son contenu est arbitraire on peut faire abstraction,
pour comprendre ce lien, de l’analyse de la forme et des dynamiques sensori-motrices
qui auront été convoquées à cette fin. C’est ce que propose le modèle des Atlas séman-
tiques en figurant les formes comme des points d’un espace topologique (voir figure 8.2).
L’idée est de mettre en évidence un autre espace topologique, celui d’unités minimales
de sens, représentées par des cliques. Chaque clique représente une forme conceptuelle
de granularité très fine. Ainsi, pour le mot maison, la clique 1 : abri, asile, demeure,
gîte, habitation, maison représente un concept qui cristallise les ressentis recueillis par
l’exercice des perceptions qui permettent de distinguer des murs, un sol, un plafond,
des pièces... et des actions : manger, dormir, se protéger du climat... La clique : 29 : ba-
raque, bicoque, cabane, cahute, habitation, maison du même mot représente un concept
voisin mais contraint par des traits perceptifs comme le matériau (bois, tôle...) utilisé,
la vétusté... La clique 45 : boîte, commerce, entreprise, maison convoque des dyna-
miques sociales de travail et d’échange. La clique 94 : famille, foyer, logis, maison, toit
convoque les trajectoires de vie et de liens filiaux qui convergent en un même lieu.
Comme je l’ai dit au chapitre 9, l’espace des cliques est une bonne approxima-
tion des dynamiques cognitives associées au contenu du mot pour nombre d’entre eux.
Cependant pour les mots concrets ou encore pour les mots représentant des caté-
gories biologiques, ce lien entre l’ensemble des dynamiques convoquées et l’ensemble
des cliques construites est trop imprécis. Les raisons de cette inadéquation sont di-
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verses. Les objets concrets sont bien représentés par l’ensemble des dynamiques qu’ils
convoquent. Mais cet espace de dynamiques a peu de projections dans le vocabulaire
des objets. Ainsi il y a peu de synonymes du mot table alors que l’espace des dyna-
miques sensori-motrices que le concept sollicite est très riche : visuelles, tactiles, mode
de conception, fonction, emploi... En revanche, il existe des traces de cette diversité au
niveau des expressions et des phrases. Voici, par exemple, un petit extrait du Trésor
de la langue française [34] : Table carrée, ovale, rectangulaire, ronde ; table de ferme ;
table moderne, rustique ; table de style ; table de bois, d’acajou, de chêne, de marbre,
de marqueterie, de noyer, de sapin ; table à abattants ; table pliante ; table de camping ;
angle, bout, coin de table ; extrémité de la table ; plateau, pieds d’une table ; aller de
table en table ; poser, servir qqc. sur la table ; s’appuyer contre une table ; mettre les
coudes, les mains, les pieds sur la table ; dîner à la table de qqn ; s’accouder, s’installer
à la table ; s’endormir à table ; s’asseoir devant, derrière une table. Pour les catégories
biologiques, le domaine convoqué est encore plus riche. Il comprend, comme pour les
objets, les réponses à l’exercice de la vision, de l’odorat et du système tactile et qui
donne la forme externe ainsi que l’ensemble des usages que l’on a de cette catégorie
(manger, pêcher... un poisson ; cueillir, dessiner... une fleur...). Il comprend aussi la
reconnaissance des dynamiques ontogénétiques et phylogénétiques propres à la catégo-
rie. Pour illustrer ce dernier point, je prendrai pour support ce qu’écrit D. Caplan [10] à
propos du débat entre approche aristotélicienne et les modèles alternatifs des concepts :
"It seems implausible that everything we know about an object concept (e.g., that bears
have hearts) must enter into the identification of visually presented objects (so-called
perceptual or visual instances). The representation of many objects is most likely to
include abstract as well as more perceptual attibutes." Dans le paradigme ici défendu,
il ne s’agit pas d’une différence entre des propriétés abstraites et perceptuelles, mais,
dans les deux cas, la reconnaissance et la convocation de dynamiques qui diffèrent par
leur ordre de grandeur. Les traits perceptuels peuvent être dérivés de l’exercice de la
vision, du toucher... La connaissance que les ours ont un cœur dériverait d’un accès,
dont la nature reste à définir, aux dynamiques morphogénétiques, développementales
et phylogénétiques. Ainsi reconnaître un ours ce n’est pas uniquement reconnaître sa
forme mais aussi la genèse de cette forme dont les caractéristiques « cachées » comme
celle d’avoir un cœur est tributaire. F. Rastier [82] écrit : « nous soutenons que le trai-
tement sémantique s’apparente en règle générale à la reconnaissance des formes plutôt
qu’au calcul »L˙’idée ici défendue est que le traitement sémantique prend racine non
seulement sur la reconnaissance des formes mais aussi sur leur développement et donc
sur ce que R. Thom dénomme de façon générale la morphogenèse. Mais contrairement
à F. Rastier, cette perspective n’est pas incompatible avec une démarche computation-
nelle : le problème réside dans le choix du bon modèle.
Dans ce cadre d’étude, la formation et la modélisation des concepts sollicite un
ensemble de dynamiques très variées. Le programme d’étude qui en découle est trop
vaste pour être abordé de front. L’étude des traces que ces dynamiques projettent sur
le langage est plus à notre portée. Et c’est par le biais du langage que je me propose
de poursuivre l’étude du lien entre formes et contenus.
Phrases et convocation du contenu lexical. Au paragraphe précédant, j’ai
montré comment les différents niveaux hiérarchiques s’intègrent pour constituer la
forme par « oublis » successifs de la structure propre des niveaux inférieurs. J’ai aussi
rappelé que, de façon analogue, R. Thom a proposé des schémas actanciels décrivant
la sémantique de verbes courants dans lesquels les actants sont assimilés à des points,
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le verbe étant représenté par un type d’interaction modélisé par le déploiement d’une
singularité. On pourra remarquer que contrairement aux approches génératives, dans
cette proposition, verbes et noms ne sont pas modélisés par des unités mathématiques
de même nature. Cependant, l’analyse des usages révèle que la relation entre forme et
contenu sémantique pour les phrases est plus complexe et nécessite une convocation
des différents niveaux. Ainsi, comme je l’ai écrit au chapitre 12, la sémantique d’un
verbe comme le verbe couper s’actualise en fonction du contenu de son complément.
Couper du pain correspondra plus au schéma de séparer, couper la route correspondra
au schéma de traverser et couper l’eau à celui d’arrêter. Dans ce cas, ce sont les qualités
du complément qui vont fixer l’interprétation de la phrase. La composition entre unités
doit donc permettre de décrire et de gérer à la fois l’intégration et la convocation des
différents niveaux d’organisation.
17.4 Les études projetées
Cette recherche d’un cadre synthétique sera développée à travers des études plus
spécifiques décrites en quatre modules. Deux d’entre eux ont pour objet la construction
et la validation de modèles pertinents du point de vue du traitement cognitif, les deux
autres sont plus orientés vers le traitement automatique :
– lexique mental : modèles de l’organisation et du traitement sémantiques ;
– des mots à la phrase : étude sur la composition sémantique ;
– représentation des connaissances et recherche d’information ;
– les Atlas sémantiques.
17.5 Lexique mental : modèles de l’organisation et du
traitement sémantiques
Dans ce projet nous prolongerons les premières études réalisées précédemment (cha-
pitre 9) afin de tester le modèle à la fois sur des effets de catégories mais aussi sur
l’organisation des mots proches qui partagent des traits sémantiques. Les cartes séman-
tiques construites seront ensuite évaluées au regard des réseaux corticaux impliqués.
Une première expérience en EEG est en cours. Elle est réalisée par A. Gobin dans
le cadre de sa thèse en collaboration avec A. Rouibah et avec l’équipe « Langage et
cerveau » (resp. T. Nazir) de l’ISC.
17.6 Des mots à la phrase : étude sur la composition
sémantique
Afin de poursuivre l’étude (Chapitre 11) de la sémantique des syntagmes, et de
l’étendre à celle des phrases, nous intégrerons, en plus d’un modèle de la représenta-
tion du sens des unités lexicales, des modèles de leur organisation syntaxique (et/ou)
prosodique. Nous chercherons ici aussi à tester à travers des protocoles expérimentaux
la pertinence des modèles proposés.
À travers une collaboration avec l’équipe « Pragmatique » (resp. A. Reboul), le modèle
sera utilisé pour l’étude de corpus d’enfants autistes vs. enfants non autistes et plus
spécifiquement l’étape du passage des premiers mots aux premières combinaisons de
mots. Les différents modèles développés pendant ce travail seront ensuite implémentés ;
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les logiciels produits pourront être utilisés par la suite pour analyser des résultats de
nouvelles expériences.
17.7 Représentation des connaissances et recherche
d’information
L’acquisition, la représentation des connaissances et la recherche d’information sont
des thèmes de recherche très actifs dont les retombées applicatives et l’impact social
sont immenses. Dans les trois années à venir, nous chercherons donc à poursuivre le
projet engagé (chapitre 13) en privilégiant deux nouveaux aspects :
– le multilinguisme : il s’agit de proposer des cartes conceptuelles dans diffé-
rentes langues et de construire un modèle d’appariement entre ces langues ;
– l’étude de la dynamique de la représentation des connaissances (évolution
diachronique des concepts, différence thématique de la représentation des
concepts, étude du développement des représentations chez l’enfant, étude
du profil des utilisateurs).
17.8 Les Atlas sémantiques et la valorisation des mo-
dèles
Par delà l’objectif général de modélisation, je cherche à continuer de promouvoir une
valorisation de tous les travaux réalisés. Les différents modules précédemment cités :
représentation de la sémantique des syntagmes et représentation des connaissances
seront mis en ligne sur le site au fur et à mesure de leur achèvement.
17.9 Évolution nécessaire de l’équipe
L’équipe actuelle comprend deux permanents (S. Ploux et A. Rouibah), un membre
associé (H. Ji) et un thésard (A. Gobin). Elle accueille régulièrement et pour de courtes
durées des stages d’étudiants informaticiens ou lexicographes. Elle a fait plusieurs fois
appel à des ingénieurs externes (P.-E. Aguera et M. Genay) pour des développements
informatiques. Cependant l’équipe manque de façon cruciale de moyens en développe-
ment et maintenance informatiques. Nous chercherons donc à accueillir dans l’équipe
un ingénieur informaticien afin d’assurer (1) l’avenir et la survie des Atlas sémantiques,
(2) le développement de nouveaux modules issus des travaux de modélisation.
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