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REAL ROOTS OF RANDOM POLYNOMIALS: EXPECTATION AND
REPULSION
YEN DO, HOI NGUYEN, AND VAN VU
Abstract. Let Pn(x) =
∑n
i=0 ξix
i be a Kac random polynomial where the coefficients ξi are iid
copies of a given random variable ξ. Our main result is an optimal quantitative bound concerning
real roots repulsion. This leads to an optimal bound on the probability that there is a double root.
As an application, we consider the problem of estimating the number of real roots of Pn, which
has a long history and in particular was the main subject of a celebrated series of papers by
Littlewood and Offord from the 1940s. We show, for a large and natural family of atom variables
ξ, that the expected number of real roots of Pn(x) is exactly
2
pi
logn + C + o(1), where C is an
absolute constant depending on the atom variable ξ. Prior to this paper, such a result was known
only for the case when ξ is Gaussian.
1. Introduction
Let ξ be a real random variable having no atom at 0, zero mean and unit variance. Our object of
study is the random polynomial
(1) Pn(x) :=
n∑
i=0
ξix
i
where ξi are iid copies of ξ. This polynomial is often referred to as Kac’s polynomial, and has been
extensively investigated in the literature.
1.1. Real roots of random polynomials. The study of real roots of random polynomials has a
long history. Let Nn be the number of real roots of Pn(x), sometimes we use the notation Nn,ξ to
emphasize the dependence of Nn on the distribution of ξ. This is a random variable taking values
in {0, . . . , n}. The issue of estimating Nn was already raised by Waring as far back as 1782 ([32,
page 618], [16]), and has generated a large amount of literature, of which we give an (incomplete
and brief) survey.
One of the first estimates for Nn was obtained by Bloch and Po´lya [1], who studied the case when
ξ is uniformly distributed in {−1, 0, 1}, and established the upper bound
ENn = O(n
1/2).
Here and later we’ll use the usual asymptotic notation X = O(Y ) or X  Y to denote the bound
|X| ≤ CY where C is independent of Y . The above bound of Bloch and Po´lya was not sharp, as it
turned out later that Pn has a remarkably small number of real roots. In a series of breakthrough
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2 YEN DO, HOI NGUYEN, AND VAN VU
papers [17, 18, 19, 20] in the early 1940s, Littlewood and Offord proved (for many atom variables
ξ such as Gaussian, Bernoulli or uniform on [−1, 1]) that
log n
log log log n
 Nn  log2 n
with probability 1− o(1), where we use o(1) to denote a quantity that goes to 0 as n→∞.
Around the same time, Kac [13] developed a general formula for the expectation of number of real
roots
(2) ENn =
∫ ∞
−∞
dt
∫ ∞
−∞
|y|p(t, 0, y)dy,
where p(t, x, y) is the probability density for Pn(t) = x ad P
′
n(t) = y.
In the Gaussian case, one can easily evaluate the RHS and get
(3) ENn =
1
pi
∫ ∞
−∞
√
1
(t2 − 1)2 +
(n+ 1)2t2n
(t2n+2 − 1)2dt = (
2
pi
+ o(1)) log n.
For non-Gaussian distributions, however, Kac’s formula is often very hard to evaluate and it took
a considerable amount of work to extend (3) to other distributions. In a subsequent paper [14],
Kac himself handled the case when ξ is uniformly distributed on the interval [−1, 1] and Stevens
[28] extended it further to cover a large class of ξ having continuous and smooth distributions with
certain regularity properties (see [28, page 457] for details). These papers relies on (2) and the
analytic properties of the distribution of ξ.
For discrete distributions, (2) does not appear useful and it took more than 10 years since Kac’s
paper until Erdo˝s and Offord in 1956 [7] found a completely new approach to handle the Bernoulli
case. For this case, they proved that with probability 1− o( 1√
log logn
)
(4) Nn,ξ =
2
pi
log n+ o(log2/3 n log log n).
In the late 1960s and early 1970s, Ibragimov and Maslova [9, 10] successfully refined Erdo˝s-Offord’s
method to handle any variable ξ with mean 0. They proved that for any ξ with mean zero which
belong to the domain of attraction of the normal law,
(5) ENn,ξ =
2
pi
log n+ o(log n).
For related results, see also [11, 12]. Few years later, Maslova [23, 24] showed that if ξ has mean
zero and variance one and P(ξ = 0) = 0, then the variance of Nn,ξ is (
4
pi (1− 2pi ) + o(1)) log n.
Other developments were made in the late 1980s by Wilkins [34] and in the early 1990s by Edelman
and Kostlan [5], who evaluated the explicit integral in (3) very carefully and provided a precise
estimate for ENn,N(0,1)
(6) ENn,N(0,1) =
2
pi
log n+ CGau + o(1).
where CGau ≈ .625738072.. is an explicit constant (the value of an explicit, but complicated inte-
gral). As a matter of fact, one can even write o(1) as sum of explicit functions of n, which gives a
complete Taylor expansion.
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The truly remarkable fact about (6) is that the error term ENn,N(0,1) − 2pi log n tends to a limit as
n tends to infinity. The question here is: Is this a universal phenomenon, which holds for general
random polynomials, or a special property of the Gaussian one ?
It is clear that the computation leading to (6) is not applicable for general random polynomials, as
the explicit formula in (3) is available only in the Gaussian case, thanks to the unitary invariance
property of this particular distribution. For many natural variables, such as Bernoulli, there is
little hope that such an explicit formula actually exists. As a matter of fact, Ibragimov-Maslova’s
proof of their asymptotic result for general non-Gaussian polynomials (based on the earlier work
of Erdo˝s-Offord) is a tour-de-force. Among others, they followed the Erdo˝s-Offord’s idea of using
the number of sign changes on a fixed sequence of points to approximate the number of roots. The
error term in this approximation, by nature, has a be large (at least a positive power of logn).
On the other hand, numerical evidence tends to support the conjecture that ENn − 2pi log n do go
to a limit, as n to tends to infinity. However, the situation is delicate as this limit seems to depend
on the distribution of the atom variable ξ and is not universal; see the numerical illustration below.
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Figure 1. The figure shows average numbers of real roots of random polynomials
with different distributions. One can see the shape of the curve 2pi log n in all three
cases.
In a recent work [26], the last two authors and Oanh Nguyen made a first step by showing that the
error term in question is bounded.
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Figure 2. In this second figure, we subtract 2pi log n from the averages, and the
curves seem to converge to different values.
Theorem 1.2. Let ξ be a random variable with mean 0 and variance 1 and bounded (2+)-moment.
Then
(7) |ENn,ξ − 2
pi
log n| = O,ξ(1).
The approach in [26], however, reveals little about the behavior of the bounded quantity O,ξ(1).
In this paper, we settle this problem in the affirmative for a large and natural class of distribu-
tions, as an application of a general theorem concerning the repulsion between real roots of Kac’s
polynomials (see the next section).
Definition 1.3 (Type I, discrete distributions). For any positive integer N , we say that ξ has
uniform distribution with parameter N (or type I) if P(ξ = i) = 1/(2N) independently, i ∈
{±1,±2, . . . ,±N}. In particularly, Bernoulli random variable has uniform distribution with pa-
rameter 1.
Definition 1.4 (Type II, continuous distributions). Let ε0 > 0 and p > 1. We say that a random
variable ξ of mean zero has type II distribution with parameter (p, ε0) if its has a p-integrable
density function and its (2 + ε0)-moment is bounded.
Theorem 1.5 (Main application: Expectation of real roots). Let ξ be a random variable with
either type I or type II with fixed parameters. Then
ENn,ξ =
2
pi
log n+ C + o(1),
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where C is an absolute constant depending on ξ.
We would like to mention that due to the abstract nature of our arguments, the exact value of C is
still unknown, and its determination remains a tantalizing question. In our favorite toy case when
ξ is Bernoulli, computer simulation suggests that C is around .22, but it looks already difficult to
prove that |C| ≤ 10 (say).
Now we are going to present the main technical contribution of our paper, which, together with
some other tools, will yield Theorem 1.5 as an application. The object of study here is the existence
of double roots, or more generally, the repulsion between real roots of Kac polynomials.
1.6. Roots repulsion of random polynomials. Multiple roots is a basic object in theoretical
analysis. They also play an important role in practical computational problems. For example, it
is a fundamental fact in numerical analysis that the running time of Newton’s method (for finding
real roots of a function) decreases exponentially with the presence of a multiple or near multiple
root (i.e., a place x where both |P (x)| and |P ′(x)| are close to zero), see for instance [2, Chapter
8].
Intuitively, one expects that a random polynomial does not have multiple or near multiple roots,
with high probability. Motivated by problems in complexity theory, researchers have confirmed
this intuition for the case when ξ is Gaussian, in a more general setting (see [2, Chapter 13] and
[4]). Unfortunately, the methods in these works rely on the invariance property of the gaussian
distribution and do not extend to other natural distributions.
We are going to introduce a new approach that enables us to fully understand the double root phe-
nomenon, and consequently derive an optimal bound on the probability that a random polynomial
has double or near double real roots.
For the sake of presentation, let us first consider the toy case when ξ is Bernoulli. One expects
that the probability of having double roots tends to 0 with n; the question is how fast ? To give a
lower bound, let us consider p±1, the probability that the polynomial has a double root at either
1 or −1 (we stress that p±1 denotes one number). Trivially, the double root probability is at least
p±1. A short consideration shows (see Appendix A)
Fact 1.7. Assume that ξj’s have the Bernoulli distribution. Then p±1 = Θ(n−2) if 4|(n + 1) and
0 otherwise.
We are now ready to state our first theorem, which asserts that in the 4|(n + 1) case, the double
root probability is dominating by p±1, while in the other cases, this probability is very small.
Theorem 1.8 (Double roots of Bernoully polynomials). Let Pn(x) be a Bernoulli polynomial. Then
P(Pn has real double roots) = p±1 + n−ω(1).
Theorem 1.8 is a special case of our main result below, which deals with near double roots of general
random polynomials.
Theorem 1.9 (Main result: Roots repulsion). Assume that ξ0, . . . , ξn are independent and all of
them are either Type I with the same fixed parameter N , or Type II with uniform implicit constants
(which are fixed). Then for any constant C > 0 there exists a constant B > 0 such that for all
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sufficiently large n
P
(
∃x ∈ R : Pn(x) = 0 ∧ |P ′n(x)| ≤ n−B
)
≤ p±1 + n−C
where p±1 denotes the probability that the polynomial has a double root at either 1 or −1.
It is clear that in the type II setting we have p±1 = 0. Also, it is not hard to show that p±1 = O(1/n2)
for the type I setting (see Claim A.5.)
Our proof will provide more detailed information about the location of double and near double
roots. For instance, in the discrete case, we will show that with overwhelming probability, any
double (or near double) root, has to be very close to either 1 or −1. We present the precise
statements in Section 2 and with proofs in Sections 3-5. As an application, we verify Theorem 1.5
in Section 6. A few technical statements will be proved in the Appendices in order to maintain the
flow of the presentation.
Remark 1.10. Parallel to this paper, Peled et. al. [27] proved for random polynomials with the
atom variable ξ having support on {0,±1} that the probability of having double roots (both real and
complex) is dominated by the probability of having double roots at 0,±1. The method used in [27]
is specialized for the support consisting of {0,±1} and is totally different from the method we used
in this paper.
2. More precise statements
The harder case in our study is the discrete one (ξ is of Type I). In what follows we first discuss
our approach for this case.
2.1. ξ of type I. Note that the real roots of Pn(x) have absolute value bounded from above by
N + 1 and below by 1/(N + 1). It follows that we only need to consider 1/(N + 1) < |x| <
N + 1. Since Pn(−x) and xnPn(1/x) have the same distribution as Pn(x), it suffices to consider
1/(N + 1) < x ≤ 1.
Let 0 < ε < 2 be a constant and set
(8) I0 := (1/(N + 1), 1− n−2+ε], and I1 := (1− n−2+ε, 1].
Theorem 1.9 is a consequence of the following two results, where ξ is assumed to have type I.
Theorem 2.2 (No double root in the bulk). Let C > 0 be any constant. Then there exists B > 0
depending on C and ε such that the following holds
P
(
∃x ∈ I0 : |Pn(x)| ≤ n−B, |P ′n(x)| ≤ n−B
)
= O(n−C).
Theorem 2.3 (No double root at the edge). For sufficiently small ε, there exists B > 0 such that
P
(
∃x ∈ I1 : |Pn(x)| ≤ n−B, |P ′n(x)| ≤ n−B
)
= P
(
Pn(1) = P
′
n(1) = 0
)
.
In fact, it follows from the proof in Section 5 that one can take ε ≤ 1/8 and B = 16.
To prove Theorem 1.5, we will need the following stronger version of Theorem 2.2.
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Theorem 2.4. Assume that ξ has uniform discrete distribution with parameter N , where N is
fixed. Let C > 0 be any constant. Then there exists B > 0 depending on C,N and ε such that the
following holds with probability at least 1−O(n−C).
(i) (Near double roots) There does not exist x ∈ I0 such that
|Pn(x)| ≤ n−B ∧ |P ′n(x)| ≤ n−B.
(ii) (Repulsion) There do not exist x, x′ ∈ I0 with |x− x′| ≤ n−B such that
Pn(x) = Pn(x
′) = 0.
(iii) (Delocalization) For any given a ∈ I0, there is no x with |Pn(x)| ≤ n−B and |x− a| ≤ n−B.
We remark that Theorem 2.4 might continue to hold for an interval larger than I0, but we do not
try to pursue this matter here. We next turn to the continuous case.
2.5. ξ of type II. For any interval I ⊂ R, using Ho¨lder’s inequality we have
P (ξ ∈ I) = O(|I|1−1/p) .
Since p > 1, it follows that P (|ξ| < n−C) = O(n−C(p−1)/p). Additionally, as ξ has bounded (2+ε0)-
moment, we have P(|ξ| > nC) = P(|ξ|2+ε0 > n(2+ε0)C) = O(n−(2+ε0)C). Therefore with a loss of at
most O(n−C)(C > 1) in probability one can assume that
(9) n−C1 ≤ |ξi| ≤ nC1 ,∀1 ≤ i ≤ n ,
where C1 is a finite constant depending on p and C.
Conditioning on this, it can be shown easily that if |x| ≤ 14n−2C1 then |Pn(x)| ≥ n−C1/2 and if
|x| ≥ 4n2C1 then |Pn(x)| ≥ n−C1xn/2 1. It follows that Theorem 1.9 follows from the following
analogue of Theorem 2.4. We remark that in this theorem, we allow a more general setting where
the coefficients ξi are not necessarily iid, which is convenient in the proof.
Theorem 2.6. Assume that ξ0, . . . , ξn have type II distributions with uniform implicit constants.
Consider Pn(x) = ξnx
n + · · ·+ ξ0. Let C > 1 be any constant. Then there exists B > 0 depending
on C, ε0 and p such that (i),(ii),(iii) of Theorem 2.4 hold with probability at least 1−O(n−C) with
I0 replaced by I
′
0 := [−4n2C1 , 4n2C1 ]. In other words,
(i) there does not exist x ∈ I ′0 such that
|Pn(x)| ≤ n−B ∧ |P ′n(x)| ≤ n−B;
(ii) there do not exist x, x′ ∈ I ′0 with |x− x′| ≤ n−B such that
Pn(x) = Pn(x
′) = 0;
(iii) for any given a ∈ I ′0, there is no x with |Pn(x)| ≤ n−B and |x− a| ≤ n−B.
In the next section, we discuss the strategy to prove Theorems 2.4 and 2.6.
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3. The general strategy and the proof of Theorem 2.4
In this section, we first explain our strategy to prove (the harder) Theorem 2.4 and then deduce
Theorem 2.6 from this approach. The rest of the proof of Theorem 2.4 follows in the next section.
Our general strategy is to reduce the event of having double (or near double) roots to the event that
a certain random variable takes value in a small interval. The key step is to bound the probability
of the latter, and here our main tool will be a recently developed machinery, the so-called Inverse
Littlewood-Offord theory (see [25] for an introduction).
Divide the interval I0 into subintervals of length δ each (except for possibly the right-most interval
which has the same right endpoint as I0), where δ to be chosen sufficiently small (polynomially in
n), and B is then chosen large enough so that δ2  n−B.
Near double roots. Assume that there exists a subinterval I and an element x ∈ I such that
|Pn(x)| ≤ n−B and |P ′n(x)| ≤ n−B, then for xI , the center of I, we have
|Pn(xI)| ≤ δ|P ′n(y)|+ n−B
for some y ∈ I.
In the following, the implicit constants in O(.) may depend on N unless otherwise specified.
On the other hand, as |P ′n(y)| ≤ δ|P ′n′(z)| + n−B for some z ∈ I. From here, by the trivial upper
bound O(n3) for the second derivative, we have
(10) |Pn(xI)| = O(δ2n3 + n−B).
Repulsion. Assume that Pn(x) = Pn(x
′) = 0 for some x, x′ ∈ I0 with |x− x′| ≤ n−B. Then there
is a point y between x and x′ such that P ′n(y) = 0. Thus, for any z with|z − y| ≤ 2δ,
|P ′(z)| ≤ 2δn3.
There is a point xI of some subinterval I such that |xI−x| ≤ δ. For this xI , |Pn(xI)| = |xI−x||P ′n(z)|
for some z between x and xI . Because x has distance at most n
−B  δ from x′, x also has distance
at most δ from y, and so z has distance at most 2δ from y. It follows that
(11) |Pn(xI)| ≤ 2δ2n3.
Remark 3.1. One can also show that the repulsion property is a direct consequence of the near
double roots property by choosing B slightly larger if needed. Indeed, suppose that Pn(x) =
Pn(x
′) = 0 for some x, x′ ∈ I0 with |x − x′| ≤ n−B, then consider the y obtained as above. Thus
P ′(y) = 0, and by using the trivial bound O(n2) for the derivative,
|Pn(y)| = |Pn(y)− Pn(x)| = O(|x− y|n2) = O(n−B+2).
Delocalization. Assume that Pn(x) = 0 and |a−x| ≤ n−B ≤ δ2, then |Pn(a)| = |a−x||P ′n(y)| for
some y between a and x. On the other hand, |P ′n(y)| ≤ n2 for any y ∈ [0, 1], it follows that
(12) |Pn(a)| ≤ n3δ2.
To prove Theorem 2.4, we will show that the probability that (10), (11),(12) hold for any fixed
point x of I0 is O(δn
−C). This definitely takes care of (12) and hence (iii) of Theorem 2.4. Since
there are O(δ−1) subintervals I, by the union bound we also obtain (i) and (ii) of Theorem 2.4.
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In fact we will show the following stronger estimate
Lemma 3.2. Assume that ξ has type I. Then there is a constant c > 0 which depends only on N
and ε such that for every A > 0 sufficiently large the following holds for every 0 < C1 ≤ C2 and
C1n
−A ≤ δ ≤ C2n−A
sup
x∈I0
P
(
|Pn(x)| ≤ δ2
)
= O(δ1+c),
here the implicit constant may depend on N and c and C1 and C2.
(The fact that we have an extra factor of n3 or n2 in (10), (11),(12) is not an issue here, since these
powers could be included as part of the δ of Lemma 3.2.)
Note that by making c slightly smaller it suffices to prove the Lemma for C1 = C2 = 1, i.e. δ = n
−A,
which we will assume in the following. We will justify this key lemma in the next section. In the
rest of this section, we apply our argument to handle distributions of Type II.
3.3. Proof of Theorem 2.6. By following the same argument, and by (9), it is enough to show
the following analog of Lemma 3.2 for Type II variables. Recall that we are working under the
assumption that ξ0, . . . , ξn are uniformly Type II and independent, but they are not required to be
identically distributed.
Fact 3.4. There is a constant c > 0 which depends only on p such that for every A > 0 sufficiently
large the following holds for δ = n−A
sup
x∈I′0
P
(
|Pn(x)| ≤ δ2
)
= O(δ1+c).
Thanks to the analytic properties of Type II variables, this statement is much easier to prove than
Lemma 3.2; the details follow.
Proof of Fact 3.4. For any I ⊂ R, by Ho¨lder’s inequality
P (ξ0 ∈ I) = O(|I|1−1/p) .
Thus, by conditioning on ξ1, . . . , ξn, for any x we have
P(|
n∑
i=0
ξix
i| ≤ δ2) = P(−δ2 −
n∑
i=1
ξix
i ≤ ξ0 ≤ δ2 −
n∑
i=1
ξix
i) = O(δ2(1−1/p)).
The desired conclusion follows immediately if p > 2. To handle the general case, let ρj denote the
density of the distribution of ξj , which is p-integrable for p > 1 by the given assumption. Since∫
ρj(x)dx = 1, it follows immediately via convexity that ρj is also q-integrable for every q ∈ [1, p]
and furthermore
sup
j
‖ρj‖q = Oq(1)
thanks to the fact that ξj ’s are uniformly Type II. For convenience, let Cq denote the right hand
side in the estimate above.
Now, let k be a large integer that depends only on p such that k/(k−1) < p. By Young’s convolution
inequality and an induction over k, it is clear that for any family of functions g0, . . . , gk−1 we have
‖g0 ∗ · · · ∗ gk−1‖∞ ≤
k−1∏
j=0
‖gj‖k/(k−1).
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Consider the random variable Rk = Rk(x) = ξ0 + xξ1 + · · ·+ xk−1ξk−1. Since ξj ’s are independent,
the density of Rk (which we will denote by rk) equals to the convolution of the density of ξ0, xξ1,
. . . , xk−1ξk−1. Let g)j denote the density of xjξj , clearly gj(t) = x−jρj(t/xj), and
‖gj‖q = (
∫
x−jq|ρj(t/xj)|qdt)1/q
= x−j(q−1)/q‖ρj‖q.
Consequently,
‖rk‖∞ = ‖g0 ∗ · · · ∗ gk−1‖∞ ≤
k−1∏
j=0
x−j/k‖ρj‖k/(k−1)
≤ (Ck/(k−1))kx−(k−1)/2 = Ok(x−(k−1)/2).
Therefore for every x ∈ I ′0 we have
‖rk‖∞ = O(nC2),
where C2 is a finite constant depending only on p and C1.
Now, for every n ≥ k ( recall that k is a constant) and x ∈ I ′0 we have
P(|Pn(x)| ≤ δ2) = P(−δ2 −
n∑
i=k
ξix
i ≤ Rk(x) ≤ δ2 −
n∑
i=k
ξix
i)
= O(δ2‖rk‖∞) = O(nC2δ2).
Thus by choosing A sufficiently large we obtain the desired estimate (with δ = n−A and any
c < 1). 
4. Proof of Lemma 3.2: bounds on small value probability for Pn
By making c smaller if necessary, it suffices to prove the Lemma for δ = n−A where A is sufficiently
large. Also, as indicated before, B will be chosen such that δ2  n−B (for instance B = 2A+ 10).
Fix x ∈ I0, all the implicit constants below are independent of x.
We divide I0 into (1/(N + 1), 1− log2 n/n] ∪ (1− log2 n/n, 1− n−2+ε] and prove the lemma for x
inside each interval separately. For the first interval (1/(N + 1), 1 − log2 n/n], we will present a
proof for the Bernoulli case (i.e. N = 1) first to demonstrate the main ideas, and then modify the
method for uniform distributions later. Our treatment for (1− log2 n/n, 1− n−2+ε] works for both
settings.
4.1. Proof for 1/(N +1) < x ≤ 1−n−1 log2 n, the Bernoulli case. Roughly speaking, the proof
exploits the lacunary property of the sequence {1, x, . . . , xn} in this case.
Let ` ∈ Z be such that
x` < 1/2 ≤ x`−1.
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As x ≤ 1− n−1 log2 n, we must have
` = O(n/ log2 n) = o(n).
Note that if x < 1/
√
2 then ` = 2. As the treatment for this case is a bit more complicated, we
postpone it for the moment. In the sequel we assume that x > 1/
√
2, and thus ` ≥ 3.
Treatment for 1/
√
2 ≤ x ≤ 1− n−1 log2 n. Let k be the largest integer such that
x`k ≥ δ2 ≡ n−2A
In other words,
k = b(2A) log n
` log(1/x)
c.
where bxc denote the largest integer that does not exceed x.
As x ≤ 1− n−1 log2 n and n is sufficiently large, it follows that k` is strictly less than n and k is at
least Ω(log n), one has the following trivial bound
k ≥ 10.
We say that a finite set X of real numbers is γ-separated if the distance between any two elements
of X is at least γ.
Claim 4.2. The set of all possible values of
∑
1≤j≤k εjx
j`, εj ∈ {−1, 1} is 2xk`-separated.
Proof. (of Claim 4.2) Take any two elements of the set. Their distance has the form 2|εm1xm1` +
· · ·+ εmjxmj`| for some 1 ≤ m1 < · · · < mj ≤ k. As x` < 1/2, this distance is more than 2xk`. 
Using Claim 4.2, we have
(13) sup
R
Pξj`,1≤j≤k(|
k∑
j=1
ξj`x
j` +R| ≤ xk`) ≤ 2−k.
By conditioning on other coefficients ξm’s i.e. m 6∈ {`, 2`, . . . , k`}, it follows that
P(|Pn(x)| ≤ δ2) ≤ 2−k.(14)
Recall that x` < 1/2 ≤ x`−1. Using the fact that ` ≥ 3 and k ≥ 10, we obtain (`− 1)k ≥ 35`(k+ 1).
It follows that
2−k ≤ x(`−1)k ≤ x3(k+1)`/5 ≤ (δ2)3/5 = δ6/5.
Therefore
P(|Pn(x)| ≤ δ2) = O(δ6/5)
as desired. This completes the treatement of the case 1/
√
2 ≤ x ≤ 1− n−1 log2 n.
Treatment for 1/2 + c0 < x <
√
1/2. Let c0 be a small positive constant. We show that the
treatment above also carries over for this range of x with a minor modification.
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As x <
√
1/2 and x` < 1/2 ≤ x`−1, we must have ` = 2 for all x in this range. Recall that the
integer k was chosen so that
x2(k+1) < δ2 ≤ x2k .
By following Claim 4.2, we again arrive at (13) and (14).
Now, as x ≥ 1/2 + c0, we have 1/2 ≤ x1+c1 for some small positive constant c1 depending on c0.
As such, using the fact that k has order log n, we have kk+1 ≥ 1/2+c1/41/2+c1/2 for n sufficiently large. It
follows that
2−k ≤ x(1+c1)k = (x2k)1/2+c1/2
≤ (x2(k+1))1/2+c1/4 < (δ2)1/2+c1/4 .
We obtain
P(|Pn(x)| ≤ δ2) = O(δ1+c1/2)
as desired.
Treatment for 1/2 < x < 1/2+c0. Recall that in this case ` = 2. For this range of x we introduce
the following improvement of Claim 4.2.
Claim 4.3. Assume that 1/2 < x < 1/2 + c0 and c0 is sufficiently small. Then the set of all
possible values of
∑k
j=0 ε2jx
2j +
∑bk/8c
j=0 ε8j+1x
8j+1, εi ∈ {−1, 1}, is x2k/8-separated.
Proof. (of Claim 4.3)
The distance between any two terms is at least
2x2k[1− x−
∞∑
j=1
x2j −
∞∑
j=0
x8j+1] > x2k/8,
where we used the fact that the factor within the bracket is at least 1/16, provided that c0 is chosen
sufficiently small. 
Using Claim 4.3, we obtain the following slight improvement of (13)
(15) sup
R
Pξ2j ,0≤j≤k(|
k∑
j=0
ξ2jx
2j +
bk/8c∑
j=0
ξ8j+1x
8j+1 +R| ≤ x2k/8) ≤ 22−k−bk/8c ≤ 2−9k/8+2.
Now, as k is order log n, by taking n large we have
2−9k/8 ≤ x9k/8 ≤ x10(k+1)/9 ≤ (δ2)5/9 = δ10/9 ,
which implies the desired conclusion.
4.4. Proof for 1/(N + 1) < x ≤ 1− n−1 log2 n, the uniform case. The N = 1 case was treated
before, so we only consider N > 1.
As before, let ` be integer such that
(16) x` <
1
2N + 1
≤ x`−1 .
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Since x > 1/(N + 1), it follows that ` ≥ 2, and
` = ON (
n
(log n)2
).
Let k be the largest integer such that
x`k ≥ δ2 = n−2A
We first show that k ≥ ΩN (log n) while `k = oN (n). In deed, by definition we have
k = b 2A log n
` log(1/x)
c.
Since log(1− a) < −a for every a ∈ (0, 1), it follows that
log(1/x) ≥ − log(1− (log n)
2
n
) ≥ (log n)
2
n
therefore
k ≤ 1 +O( n
` log n
)
Since ` = o(n), it follows that k` < n for n sufficiently large. Furthermore, it follows from (16) that
1
2N + 1
> x` ≥ x
2N + 1
≥ 1
(N + 1)(2N + 1)
.
Therefore
0 < ` log(1/x) ≤ ON (1).
Hence k ≥ cN log n for some cN depending only on N .
Consider the sequence
∑
1≤j≤k εjx
j` where εj ∈ {±1,±2, . . . ,±N}. We’ll show the following sepa-
ration property:
Claim 4.5. The set of all possible values of
∑
1≤j≤k εjx
j`, where εj ∈ {±1,±2, . . . ,±N}, is xk`-
separated.
Proof of Claim 4.5. Take any two terms of the sequence. Consider their difference, which has the
form bm1x
m1`+ · · ·+bmjxmj` for some 1 ≤ m1 < · · · < mj ≤ k, and |bm1 | ≥ 1 and |bm2 |, . . . , |bmj | ≤
2N . As x` < 1/(2N + 1), this difference is more than xk`. 
It follows that for every R
P(|
k∑
j=1
ξj`x
j` +R| ≤ xkl) ≤ 3( 1
2N
)k.
Now, using the independence of ξ0, . . . , ξn and by conditioning on ξj ’s with j 6∈ {`, 2`, . . . , k`}, we
obtain
P(|Pn(x)| ≤ xk`) ≤ 3( 1
2N
)k.
Thus, by the choice of k, we obtain the key bound
(17) P(|Pn(x)| ≤ δ2) ≤ 3(2N)−k.
Next, consider two cases:
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Case 1: 1/
√
2N + 1 ≤ x ≤ 1− (log n)2/n. Since x` < 12N+1 ≤ x`−1, it follows that ` ≥ 3. Thus,
(2N)−k = (1/(2N + 1))k log(2N)/ log(2N+1)
≤ x(`−1)k log(2N)/ log(2N+1).
Let γN :=
2 log(2N)
3 log(2N+1) . As `− 1 ≥ 2`/3, we obtain
P(|Pn(x)| ≤ n−2A) ≤ 3(x`(k+1))γNk/(k+1)
≤ 3(δ2)γNk/(k+1).
Since k is controlled below by some cN log n, we could make k/(k + 1) arbitrarily close to 1 by
taking n large (independent of α). Thus it suffices to show that
γN >
1
2
.
But it is clear that this holds for every N ≥ 2. Indeed, consider the function defined on (0,∞)
f(x) = 4 log(2x)− 3 log(2x+ 1)
f ′(x) =
4
x
− 6
2x+ 1
=
2x+ 4
x(2x+ 1)
> 0,
so for x ≥ 2 we have f(x) ≥ f(2) > 0.
Case 2: 1/(N + 1) < x < 1/
√
2N + 1. It follows that ` = 2. Also,
(2N)−k = (1/(N + 1))k log(2N)/ log(N+1)
≤ xk log(2N)/ log(N+1).
Let βN =
log(2N)
2 log(N+1) , it follows from (17) that
P(|Pn(x)| ≤ δ2) ≤ 3(x2(k+1))βNk/(k+1).
By choice of k, x2(k+1) < δ2 ≤ x2k, therefore
P(|Pn(x)| ≤ δ2) ≤ 3(δ2)βNk/(k+1).
As before, by choosing n large (independent of x) we could ensure that k/(k+1) is arbitrarily close
to 1. Therefore it suffices to show that
βN >
1
2
,
which is clear for N > 1.
4.6. Roots behaviour in 1− log2 n/n ≤ x ≤ 1− n−2+ε for the uniform case. Our treatment
of this interval is more difficult as here the terms xi are comparable. Our main tool is a following
theorem, which is an example of the recently developed machinery of Inverse Littlewood-Offord
theorems (see [25] for an introduction).
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Theorem 4.7. Fix positive integers C,C ′ and 0 < ε0 < 1, and assume that
ρ = sup
v∈R
P
(
|
∑
i
ξivi − a| ≤ β
)
≥ n−C′ ,
for some real numbers v1, . . . , vn, where ξi are iid random variables of uniform distribution with
fixed parameter N . Then for any number n′ between nε0 and n, with n sufficiently large, there exists
a proper symmetric generalized arithmetic progression Q, that is Q = {∑ri=1 xigi : xi ∈ Z, |xi| ≤
Li} ⊂ R, such that
(i) Q is C-proper, i.e. the elements of the set CQ = {∑ri=1 kigi : ki ∈ Z, |ki| ≤ CLi} are all
distinct.
(ii) Q has small rank, 1 ≤ r = O(1), and small cardinality
|Q| = O(ρ−1`1−r0 ) = O(ρ−1),
where the implied constants here depend on C,C ′, N and ε0, and `0 =
√
n′/ log2 n.
(iii) For all but at most n′ elements v of {v1, . . . , vn}, there exists q ∈ Q such that
|q − v| ≤ T0β/`0,
where T0 = Θ(1) independent of C.
(iv) The number T0β/`0 ∈ Q, i.e., there exist |k1| ≤ L1, . . . , |kr| ≤ Lr such that
T0β/`0 =
∑
i
kigi.
(v) All steps gi of Q are integral multiples of T0β/`0.
We will provide the deduction of Theorem 4.7 from [25, Theorem 2.9] in Appendix B.
It follows from the C-properness (i) of Q that for any t ∈ Z, 0 < t ≤ C, the equation
(18) k1(t)g1 + · · ·+ kr(t)gr = t(T0β/`0), ki(t) ∈ Z, |ki(t)| ≤ CLi
has a unique solution (k1(t), . . . , kd(t)) = t · (k1, . . . , kd).
Now fix x ∈ (1− log2 n/n, 1). Choose the largest n0 so that xn0 ≥ 1/10, thus
n0 ≥ n/ log2 n.
In the sequel, set ε0 := ε/2 and
n′ := nε0 and β := α(1− x)A`0,
where α to be chosen sufficiently small depending on A.
We will prove the following crucial bound.
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Lemma 4.8. We have
ρ = sup
r∈R
P
(
|
n0∑
i=0
ξix
i − r| ≤ β
)
= O((n1−ε0/ log2 n)−A).
Proof of Lemma 4.8. Without loss of generality assume A is an integer. Assume otherwise that
(19) ρ ≥ C1(n1−ε0/ log2 n)−A
for some sufficiently large constant C1 to be chosen depending on all other parameters.
Then by Theorem 4.7, all but nε0 of the elements are T0β/`0-close to a proper GAP Q of rank
r = O(1) and size O(ρ−1). Furthermore, as noticed, the generators of Q can be chosen to be
integral multiples of T0β/`0.
Let I be the collection of indices i ≤ n0 where xi can be well-approximated by the elements of
Q as stated in Theorem 4.7. Then as |I| ≥ n0 − nε0 , I contains a discrete interval of length
bn1−ε0/ log2 nc − 1, which we denote by I0 = {i0, . . . , i0 − bn1−ε0/ log2 nc + 2}. (Note that the
symbol I0 was used for a different interval previously, which should not be confused with the
current setting.)
For any i from I0 such that i − A ∈ I0, consider the sequence xi, . . . , xi−A, together with their
approximations qi, . . . , qi−A from Q. By the choice of β,
α−1β
10`0
≤
A∑
k=0
(−1)A−k
(
A
k
)
xi−k = xi−A(1− x)A ≤ α
−1β
`0
.
As such, by (ii)
(20)
α−1β
10`0
− 2AT0β/`0 ≤
A∑
k=0
(−1)A−k
(
A
k
)
qi−k ≤ α
−1β
`0
+ 2AT0β/`0.
With the choice α = 2−A−5T0, one guarantees that α−1 > 10× 2AT0, and thus the LHS of (20) is
strictly positive. After choosing α, we choose C = 2A+10T0 in Theorem 4.7 so that C > (α
−1+2A)T0,
the constant in the RHS of (20).
Next, assume that qj = cj1g1 + · · · + cjdgd for |cj1| ≤ L1, . . . , |cjd| ≤ Ld. Then it follows from the
choice of C and from (20) that
0 <
( A∑
k=0
(−1)A−k
(
A
k
)
ci−k,1
)
g1 + · · ·+
( A∑
k=0
(−1)A−k
(
A+ 1
k
)
ci−k,d
)
gd < Cβ/`0.
Consequently, recalling that all the generators gi are integral multiple of T0β/`0, there exists 0 <
t ≤ C, t ∈ Z such that
( A∑
k=0
(−1)A−k
(
A
k
)
ci−k,1
)
g1 + · · ·+
( A∑
k=0
(−1)A−k
(
A+ 1
k
)
ci−k,d
)
gd = tβ/`0.
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It thus follows from (18) that
A∑
k=0
(−1)A−k
(
A
k
)
ci−k,1 = tk1 ∧ · · · ∧
A∑
k=0
(−1)A−k
(
A
k
)
ci−k,d = tkd.
In summary, we obtain the following key property for all i ∈ I0 and i ≥ A,
A∑
k=0
(−1)A−k
(
A
k
)
ci−k,1 ∈ {k1, . . . , Ck1} ∧ · · · ∧
A∑
k=0
(−1)A−k
(
A
k
)
ci−k,d ∈ {kd, . . . , Ckd}.
As k1, . . . , kd cannot be all zero, without loss of generality, assume that k1 > 0. Thus for every
i ∈ I0 such that i−A ∈ I0 we have
(21) 1 ≤ k1 ≤
A∑
k=0
(−1)A−k
(
A
k
)
ci−k,1 ≤ Ck1.
We next require the following observation.
Claim 4.9. Assume that {xi}mi=0 is a sequence of real numbers which satisfy the following inequality
for all A ≤ i ≤ m
1 ≤
A∑
k=0
(−1)k
(
A
k
)
xi−k.
Then there exist 0 ≤ i, j ≤ m such that
|xi − xj | ≥ CAmA,
where CA > 0 depends on A.
Proof. (Proof of Claim 4.9) Define
∆0(xi) := xi and ∆
k(xi) := ∆
k−1(xi−1)−∆k−1(xi).
By the assumption and Pascal’s triangle identity
1 ≤
A∑
j=0
(−1)j
(
A
j
)
xi−j = ∆A(xi),∀A ≤ i ≤ m.
It follows that ∆A−1(xi−1) ≥ ∆A−1(xi) + 1. Thus, there are at least (m−A)/4 consecutive indices
i ≥ A such that the corresponding ∆k−1(xi) have the same signs and absolute value at least
(m − A)/4. Without loss of generality, we can assume that all of them are at least (m − A)/4.
Repeat the argument with A− 1 and the above subsequence. After A repetitions, we obtain a sub
interval I of length (m−A)/4A of [A,m], where all xi, i ∈ I have the same signs and absolute value
at least ((m−A)/4)A. 
Applying Claim 4.9 withm = bn1−ε0/ log2 nc−2 and {xi}mi=0 := {ci0−i,1}mi=0, we obtain L1 ≥ CAmA,
and so
|Q| ≥ CA(n1−ε0/ log2 n)A.
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This contradicts with the bound |Q| = O(ρ−1) from Theorem 4.7 and with the bound ρ ≥
C1(n
1−ε0/ log2 n)−A from (19) because C1 is sufficiently large. This completes the proof of Lemma
4.8. 
Now we conclude the subsection by proving Theorem 2.4 for the interval (1− log2 n/n, n−2+ε].
Proof of Lemma 3.2 for 1− log2 n/n < x ≤ 1− n−2+ε. We need to show the existence of c > 0
(that depends only on ε and N) such that for every A > 0 sufficiently large
P (|Pn(x)| ≤ δ2) = O(δ1+c).
We will apply Lemma 4.8 with ε0 = ε/2, and let α be the corresponding constant. By making c
smaller if necessary, it suffices to prove Lemma 3.2 for
δ =
√
αn−A(1−ε/2)+ε0/4
where A is sufficiently large (instead of requiring δ = n−A as before.)
As x ∈ (1− log2 n/n, 1− n−2+ε], one can verify that
α(1− x)A`0 ≤ α(1− x)A
√
n′ ≤ αn−A(2−ε)+ε/2 = δ2.
Thus, by Lemma 4.8,
P
(
|P (x)| ≤ δ2
)
≤ sup
r∈R
P
(
|
n0∑
i=0
ξix
i − r| ≤ α(1− x)A`0
)
= O
(
(n1−ε0/ log2 n)−A
)
= O(n−A(1−3ε/8))
= O(δ1+c) ,
for sufficiently small c, provided that A is sufficiently large. 
5. Proof of Theorem 2.3: no double root at the edge
Set t := 1− x. Then 0 ≤ t ≤ n−2+ε. For every i = 0, 1, . . . , n, write
xi = (1− t)i =
∑
0≤k≤n
(−1)k
(
i
k
)
tk,
where
(
i
k
)
= 0 if i < k. Consequently
Pn(x) =
n∑
k=0
(−1)k
(∑
i
(
i
k
)
ξi
)
tk
P ′n(x) =
n∑
k=1
(−1)k−1
(∑
i
i
(
i− 1
k − 1
)
ξi
)
tk−1 =
n∑
k=1
(−1)k−1k
(∑
i
i
(
i
k
)
ξi
)
tk−1
Notice easily that, with probability 1− exp(−Ω(log2 n)),
(22) |
∑
i
(
i
k
)
ξi| = nk+1/2 logO(1) n,∀1 ≤ k ≤ n.
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Let E denote this event, on which we will condition for the rest of our argument. Thus
(23)
∑
k≥k0
(−1)k(
∑
0≤i≤n
(
i
k
)
ξi)t
k = (nt)k0n1/2 logO(1) n.
In particular, with k0 = 1,∑
k≥1
(−1)k(
∑
0≤i≤n
(
i
k
)
ξi)t
k = O(n−1/2+ε logO(1) n),
therefore
∑
i ξi = Pn(x) + o(1). But as ξi takes integer values and |Pn(x)| = o(1), therefore by
taking n large we must have
(24)
n∑
i=0
ξi = 0.
After replacing (24) into |Pn(x)|, we obtain
(25) t|
∑
k≥1
(−1)k(
∑
0≤i≤n
(
i
k
)
ξi)t
k−1| = |Pn(x)| = O(n−B).
Now we consider the assumption that |P ′n(x)| ≤ n−B, from which we infer that
(26) |P ′n(x)| = |
∑
k≥1
(−1)kk(
∑
0≤i≤n
(
i
k
)
ξi)t
k−1| =
= | −
∑
0≤i≤n
iξi +
∑
k≥2
(−1)kk(
∑
0≤i≤n
(
i
k
)
ξi)t
k−1| = O(n−B).
We next consider two cases.
Case 1. t ≤ n−8. It follows easily from (22) and (26) that∑
0≤i≤n
iξi = o(1) .
Case 2. t ≥ n−8. As B ≥ 16, it follows from (25) that
(27) |
∑
k≥1
(−1)k(
∑
0≤i≤n
(
i
k
)
ξi)t
k−1| = | −
∑
0≤i≤n
iξi +
∑
k≥2
(−1)k(
∑
0≤i≤n
(
i
k
)
ξi)t
k−1| ≤ n−B/2.
Combining (26) and (28) together to eliminate the term corresponding to k = 2, and also by (22)
(28)
∑
0≤i≤n
(
i
1
)
ξi +O(n
7/2 logO(1) n)t2 = O(n−B/2).
Thus, using the fact that t ≤ n−2+ ≤ n−15/8 with ε ≤ 1/8, it follows that
|
∑
i
iξi| = o(1).
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As ξi takes integer values, it follows from both cases that
(29)
∑
i
iξi = 0.
6. Application: proof of Theorem 1.5
Since ξ has no atom at 0, Pn(0) 6= 0 with probability 1. First of all, the contribution towards the
expectation at the points ±1 are negligible owing to the following elementary estimates.
Claim 6.1. We have
P
(
Pn(1)Pn(−1) = 0
)
= O(1/
√
n)
P
(
Pn(1) = 0 ∧ P ′n(1) = 0
)
= O(1/n2)
P
(
Pn(−1) = 0 ∧ P ′n(−1) = 0
)
= O(1/n2).
Note that the above claim is trivial in the Type II setting, so it remains to show these estimates
for Type I. The first estimate clearly follows from the classical Erdo˝s-Littlewood-Offord bound. We
refer the reader to Claim A.5 for a short proof of the remaining two estimates.
Using Claim 6.1, it follows that
ENn,ξ{−1, 1} = O(1/
√
n) + nO(1/n2)
= O(1/
√
n) .
Now, using the fact that the (real) zero sets of Pn(x) and x
nPn(1/x) have the same distribution, it
follows that
ENn,ξ = 2ENn,ξ(−1, 1) + ENn,ξ{−1, 1}
= 2ENn,ξ(−1, 1) +O(1/
√
n) .
In the following, we will consider the number of real roots in (0, 1), and show that
(30) ENn,ξ(0, 1) =
1
2pi
log n+ C + o(1)
for some C = C(ξ).
To estimate ENn,ξ(−1, 0), we consider the random polynomial
P˜n(x) := Pn(−x) = ξ0 − ξ1x+ ξ2x2 + · · ·+ (−1)nξnxn
and let N˜n,ξ denote its number of real zeros. By definition, we have
ENn,ξ(−1, 0) = EN˜n,ξ(0, 1)
so we need to estimate the average number of real zeros for P˜n in (0, 1).
Now, Type I distributions are symmetric so in that setting the zero sets of P˜n and Pn would have
the same distribution, therefore EN˜n,ξ = ENn,ξ and one obtains the same estimate as above for
ENn,ξ(−1, 0).
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For Type II distributions, the argument we use below for estimating ENn,ξ(0, 1) could be applied
to estimate EN˜n,ξ(0, 1). Most importantly, our result on non-existence of double roots (Theorem
2.6) does not require the coefficients ξ0, . . . , ξn to have identical distributions, and could be applied
to P˜n. Also the cited ingredients that we used below (Theorem 6.3 and Lemma 6.8) do not require
ξ0, . . . , ξn to have identical distributions. With cosmetic changes, one could use the argument
below to P˜n and obtains a similar estimate for EN˜n,ξ(0, 1), which is the same as ENn,ξ(−1, 0), and
conclude the proof of Theorem 1.5. For the rest of the section we will be focusing on (30).
6.2. Comparison lemmas. Our first tool is the following result from [31].
Theorem 6.3. There is a positive constant α such that the following holds. Let ε > 0 be an
arbitrary small constant and ξ0, . . . , ξn be independent random variables with mean 0, variance 1
and uniformly bounded (2 + ε)-moment. There is a constant C1 = C1(ε) such that for any n ≥ C1
and interval I := (1− r, a) ⊂ (1− n−ε, 1]
(31) ENn,ξ0,...,ξnI = ENn,N(0,1)I +O(r
α),
where the implicit constant in O(.) depends only on α and ε.
Next, for convenience, we truncate the random variables ξ0, . . . , ξn. Let d > 0 be a parameter and
let Bd be the event |ξ0| < nd ∧ · · · ∧ |ξn| < nd. As ξ has mean zero and bounded (2 + ε0)-moment,
we have the following elementary bound for d ≥ 1
P(Bc2d) = O(n1−3d).
In what follows we will condition on B4. Consider Pn(x) =
∑n
i=0 ξix
i and for m < n, we set
gm := Pn − Pm =
n∑
i=m+1
ξix
i.
For any 0 < x ≤ 1− r, a generous Chernoff’s bound yields that for any λ > 0
P
(
|gm(x)| ≥ (λ+ 1)n5
√√√√ n∑
i=m+1
(1− r)2i
∣∣∣∣B4) ≤
≤ P
(
|gm(x)| ≥ (λ+ 1)n5
√√√√ n∑
i=m
x2i
∣∣∣∣B4) ≤
≤ 2 exp(−λ2/2) .
Since
n∑
i=m+1
(1− r)2i ≤ (1− r)2m+2 1
1− (1− r)2 := s(r,m),
it follows that
(32) P(|gm| ≥ (λ+ 1)n4
√
s(r,m)|B4) ≤ 2 exp(−λ2/2).
We next compare the roots of Pn and Pm in the interval (0, 1− r).
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Lemma 6.4 (Roots comparison for truncated polynomials). Let r ∈ (1/n, 1) and m ≤ n such that
m ≥ 4Br−1 log n, where B = B(3) of Theorem 2.4. Then for any subinterval J of (0, 1 − r] one
has
(33) |ENn,ξJ −ENm,ξJ | = O(m−2) ,
and the implicit constant depends on N and B only.
To prove Lemma 6.4, we need the following elementary lemma from [26].
Lemma 6.5. Assume that F (x) ∈ C2(R) and G(x) are continuous functions satisfying the following
properties
• F (x0) = 0 and |F ′(x0)| ≥ 1;
• |F ′′(x)| ≤M for all x ∈ I := [x0 − 1M−1, x0 + 1M−1];
• supx∈I |F (x)−G(x)| ≤ 1421M−1.
Then G has a root in I.
Proof of Lemma 6.4. Conditioned on B4, with probability at least 1−2 exp(− log2 n/2) ≥ 1−n−ω(1)
the following holds
|Pn(x)− Pm(x)| ≤ n5(log n+ 1)
√
s(r,m) = n5(log n+ 1)(1− r)m+1 1√
1− (1− r)2 ≤ n
−3B
for all 0 ≤ x ≤ 1− r and n sufficiently large.
By Theorem 2.4 or Theorem 2.6 (with C = 3), |P ′n(x)| ≥ n−B for all x ∈ J with probability
1 − O(n−3). Note that the conditioning on B4, which holds with probability at least 1 − O(n−5),
will not affect the O(n−3) term in this estimate. Applying Lemma 6.5 with 1 = n−B,M = n3,
F = Pn, G = Pm, we conclude that with probability 1 − O(n−3), for any root x0 of Pn(x) in
the interval (0, 1 − r) (which is a subset of (0, 1 − 1/n)), there is a root y0 of Pm(x) such that
|x0 − y0| ≤ 1M−1 = n−B−3.
On the other hand, applying (2) of Theorem 2.4 or Theorem 2.6 with C = 3, again with probability
1 − O(n−3) there is no pair of roots of Pn in J with distance less than n−B. It follows that for
different roots x0 we can choose different roots y0. Furthermore, by (3) of Theorem 2.4 or Theorem
2.6, with probability 1−O(n−3), all roots of Pn(x) must be of distance at least n−B from the two
ends of the interval. If this holds, then all y0 must also be inside the interval. This implies that
with probability at least 1−O(n−3), the number of roots of Pm in J is at least that of Pn. Putting
together, we obtain
(34) ENm,ξJ ≥ ENn,ξJ −O(n−3)n ≥ ENn,ξJ −O(n−2),
where the factor n comes from the fact that Pn has at most n real roots.
Switching the roles of Pn and Pm, noting that as r ≥ 4B log n/m > 1/m,
J ⊂ (0, 1− r] ⊂ (0, 1− 1/m).
As such, Theorem 2.4 and Theorem 2.6 are also applicable to Pm(x). Argue similarly as above, we
also have
(35) ENn,ξJ ≥ ENm,ξJ − (O(m−3) + n−3B)m ≥ ENm,ξJ −O(m−2).
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It follows that
|ENn,ξJ −ENm,ξJ | = O(m−2).

6.6. Control of the error term. By iterating Lemma 6.4, one can achieve the following.
Corollary 6.7. Let C0 be sufficiently large, and let I = (0, 1 − C−10 ). Then for any sufficiently
large integer L (depending on B = B(3) and C0) and n ≥ L∣∣∣ENn,ξI −ENL,ξI∣∣∣ = O(L−1) ,
where the implicit constant depends only on B(3) and the parameter N of ξ.
Proof of Corollary 6.7. Let r = 1/C0. We assume L > C0 so that r ∈ (1/n, 1) for every n ≥ L.
Define the sequence {ni} with n0 = n and ni+1 = 1 + b4Br−1 log nic. By ensuring that C0 is
sufficiently large we will have ni > ni+1 unless ni = 1. Thus, the sequence {ni}k0 is decreasing, and
let k be the first index where nk+1 ≤ L. Then
|ENn,ξI −ENL,ξI| ≤
k−1∑
i=0
|ENni,ξI −ENni+1,ξI|+ |ENnk,ξI −ENL,ξI|
= O(
k−1∑
i=0
n−2i+1 + L
−2) = O(L−1).
Here the last estimate also holds by applying Lemma 6.4 for n = nk and m = L, and clearly
L ≥ nk+1 > 4Br−1 log nk, and r ∈ (1/L, 1) ⊂ (1/nk, 1). 
Next, we use
Lemma 6.8. [26, Lemma 2, Remark 4] Assume that ξ0, . . . , ξn have mean 0, variance 1, and
uniformly bounded (2 + ε0)-moments. Then there exist constants N1, N2 such that
ENn,ξ[0, 1− C−10 ) ≤
1
2pi
logC0 +N2,
provided that C0 ≥ N1,
For each L, denote CL := ENL,ξI = ENL,ξ[0, 1−C−10 ]. By Lemma 6.8, CL are uniformly bounded
provided that C0 ≥ N1, thus there is a subsequence of CL which tends to a finite limit C∗ = C∗(C0).
By applying Corollary 6.7, we obtain the following.
Corollary 6.9. For any C0 > 0, there exists C
∗ = C∗(C0) <∞ such that
lim
n→∞ENn,ξ(0, 1− C
−1
0 ) = C
∗.
6.10. Control of the main term. We next turn to the main term by utilizing Theorem 6.3 and
Lemma 6.4. Recall the constant α from Theorem 6.3. Let 0 < ε < α/2 be a small constant (so
that in particular ε < 1), and let C1 = C1(ε) to be the constant of Theorem 6.3.
Lemma 6.11. Assume that C0 > C
ε
1, then
|ENn,ξ(1− C0−1, 1)−ENn,N(0,1)(1− C0−1, 1)| = O(C0−α),
here the implicit constant depends only on N , α, and ε.
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We will show the following equivalent statement: assume that C0 > C1, then
(36) |ENn,ξ(1− C0−ε, 1)−ENn,N(0,1)(1− C0−ε, 1)| = O(C0−εα).
Proof of Lemma 6.11. We will justify (36) following [26]. Set n0 := n, r0 = n
−ε and define recur-
sively
ni := 1 + b4Br−1i−1 log ni−1c, and ri := n−εi , i ≥ 1.
It is clear that {ni} and {ri} are, respectively, strictly decreasing and increasing sequences . Let L
be the largest index such that nL > C0. It follows that C0 ≥ nL+1 > 4BnεL log nL ≥ nεL, therefore
nL < C
1/
0 . It also follows that
4B log nL < C
1−
0
Redefine nL+1 := 1+bC0c and rL+1 = C−ε0 . It is clear that we still have nL ≥ nL+1 ≥ 4Br−1L log nL.
For 1 ≤ i ≤ L + 1, define Ii := (1 − ri, 1 − ri−1]. For every 1 ≤ j ≤ i we have Ii ⊂ (0, 1 − rj−1]
while rj−1 ∈ (1/nj−1, 1). Thus, by (33), for any 1 ≤ j ≤ i we have
|ENnj−1,ξIi −ENnj ,ξIi| = O(n−2j ).
By the triangle inequality,
(37) |ENn0,ξIi −ENni,ξIi| = O(
i∑
j=1
n−2j ) = O(n
−1
i ).
Similarly, as standard Gaussian distribution is of type II,
(38) |ENn0,N(0,1)Ii −ENni,N(0,1)Ii| = O(
i∑
j=1
n−2j ) = O(n
−1
i ).
On the other hand, note that ni ≥ C1 for i ≤ L+ 1, and Ii = (1−n−εi , 1−n−εi−1] ⊂ (1−n−εi , 1). By
Theorem 6.3
(39) |ENni,ξIi −ENni,N(0,1)Ii| ≤ O(n−αi ).
Combining (37) and (39), one obtains
(40) |ENn0,ξIi −ENn0,N(0,1)Ii| = O(n−1i + n−αi ).
Let I = ∪L+1i=0 Ii, again by the triangle inequality
|ENn,ξI −ENn,N(0,1)I| = O(
L+1∑
i=0
n−1i +
L+1∑
i=0
n−αi ).
The right end point of I is 1− n−ε, and the left end point is 1− rL+1 = 1−C−ε0 . Furthermore, by
definition of the ni, it is easy to see that (ni)
L+1
i=0 is lacunary, therefore
L+1∑
i=0
n−αi = O(n
−α
L+1) = O(C0
−εα) .
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Thus,
|ENn,ξ(1− C−ε0 , 1− n−ε])−ENn,N(0,1)(1− C−ε0 , 1− n−ε]| = |ENn,ξI −ENn,N(0,1)I| = O(C0−εα).
Combined with Theorem 6.3,
|ENn,ξ(1− C−10 , 1)−ENn,N(0,1)(1− C−10 , 1)| = O(C0−εα) +O(n−α) = O(C0−εα),
proving (36).

6.12. Completing the proof of Theorem 1.5. It suffices to show that
(41) ENn,ξ(0, 1) =
1
2pi
log n+ Cξ + o(1).
To this end, we first complement the result of Lemma 6.11 by giving an estimate for ENn,N(0,1)(1−
C−10 , 1).
Claim 6.13. For every C0 ∈ (1,∞) there exists a finite number B∗ = B∗(C0) that depends only
on C0 such that
ENn,N(0,1)(1− C−10 , 1) =
1
2pi
log n+B∗ + oC0(1) ,
here the oC0(1) term is with respect to the limit n→∞, and the implied constant depends on C0.
Proof of Claim 6.13. We will use the following formula from [5], which asserts that the following
equality holds for every interval I ⊂ [0, 1]:
ENn,N(0,1)I =
∫
I
1
pi
√
1
(t2 − 1)2 −
(n+ 1)2t2n
(t2n+2 − 1)2dt.
In particular, for every fixed 1 < C0 <∞ we have
lim
n→∞ENn,N(0,1)[0, 1− C
−1
0 ) =
∫ 1−C−10
0
1
pi(1− t2)dt
thus we can define
B∗(C0) =
1
4
CGau −
∫ 1−C−10
0
1
pi(1− t2)dt
here recall that CGau is the constant in the asymptotics expansion (6) of the Gaussian Kac poly-
nomial. 
It then follows from Lemma 6.11 that
ENn,ξ(1− C−10 , 1) =
1
2pi
log n+B∗(C0) +O(C−α0 ) + oC0(1) ,
and in the O(C−α0 ) term the implicit constant may depend on α,  and ξ.
Combining with Corollary 6.9, we obtain
ENn,ξ(0, 1) =
1
2pi
log n+B∗(C0) + C∗(C0) +O(C−α0 ) + oC0(1),
where C∗ = C∗(C0) is a number depending on C0.
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Replacing C0 by C
′
0 and subtract,
|B∗(C ′0) + C∗(C ′0)−B∗(C0)− C∗(C0)| = O(C−α0 + C ′−α0 ) + oC0,C′0(1),
and sending n→∞ we obtain
|B∗(C ′0) + C∗(C ′0)−B∗(C0)− C∗(C0)| = O(C−α0 + C ′−α0 )
which shows that the function B∗(C0) + C∗(C0) tends to a limit as C0 tends to infinity. Denote
this limit by Cξ, it follows that
ENn,ξ(0, 1) =
1
2pi
log n+ Cξ + o(1),
concluding the proof.
Remark 6.14. Note that in this application section, we have applied our roots repulsion results
(Theorem 2.4 and Theorem 2.6) only for the interval (0, 1− log2 n/n].
Appendix A. Sharpness of Fact 1.7 and proof of Claim 6.1
We first address Fact 1.7. It is clear that when n is even then Pn(1), Pn(−1) are odd numbers, and
hence the polynomial cannot have double roots at these points. We next show the same thing for
the case n = 4k + 1.
Fact A.1. Assume that n = 4k + 1, then Pn(x) cannot have double root at −1 or 1.
Proof. (of Fact A.1) Assume that Pn(1) = P
′
n(1) = 0, then one has
ξ0 + ξ1 + · · ·+ ξ4k + ξ4k+1 = 0 and ξ1 + 2ξ2 + · · ·+ 4kξ4k + (4k + 1)ξ4k+1 = 0.
Consequently,
ξ2 + 2ξ3 + · · ·+ (4k − 1)ξ4k + 4kξ4k+1 = ξ0.
However, this is impossible as the RHS is an odd number, while the LHS is clearly an even number
for any choice of ξ2, . . . , ξ4k+1 ∈ ±1.
The non-existence of double root at −1 can be argued similarly (or just by setting Qn(x) :=
Pn(−x).) 
We now give a brief explanation that the probability bound of Fact 1.7 is sharp, up to a multiplica-
tive constant.
Lemma A.2. Let ξ be a Bernoulli random variable and n+ 1 be divisible by 4. Then
P(Pn(1) = P
′
n(1) = 0) = Ω(n
−2).
We use the circle method. Let vi := (1, i), and V = {v0, . . . , vn}. Let p n be a sufficiently large
prime. We first write
P(
∑
i
ξivi = 0) = Eξ0,...,ξnEx∈(Z/pZ)2ep(〈
n∑
i=1
ξivi,x〉) = Ex∈(Z/pZ)2
n∏
i=0
cos(2pi〈vi,x〉/p).(42)
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Observe that | cos(pi2wx/p)| ≤ 3/4 + cos(4piwx/p)/4 ≤ exp(−‖2wx/p‖2), where ‖.‖ is the distance
to the nearest integer. We are going to analyze the sum∑
vi∈V
‖2〈x, vi〉/p‖2 =
n∑
i=0
‖(2x1 + 2ix2)/p‖2.
Basically, if this sum is quite large, then its distribution in (42) is negligible. We state the following
elementary claims whose proofs are left to the reader as an exercise.
Claim A.3. The following holds.
• Assume that ‖2x2p ‖ ≥ log
2 n
n3/2
, then
n∑
i=0
‖(2x1 + 2ix2)/p‖2 ≥ 4 log n.
• Assume that ‖2x2p ‖ ≤ log
2 n
n3/2
and ‖2x1p ‖ ≥ log
2 n
n1/2
, then
n∑
i=0
‖(2x1 + 2ix2)/p‖2 ≥ 4 log n.
It follows from Claim A.3 that the main term of the sum in (42) is governed by ‖2x1/p‖ ≤
log2 n/n1/2 and ‖2x2/p‖ ≤ log2 n/n3/2. Thus either ‖x1/p‖ ≤ log2 n/2n1/2 or ‖x1/p + 1/2‖ ≤
log2 n/2n1/2 and ‖x2/p‖ ≤ log2 n/2n3/2 or ‖x2/p+ 1/2‖ ≤ log2 n/2n3/2. As 4|n+ 1, the interested
reader is invited to check that the contribution in (42) of one of these four cases are the same. It
is thus enough to work with the case ‖x1/p‖ ≤ log2 n/2n1/2 and ‖x2/p‖ ≤ log2 n/2n3/2. We are
going to show the following.
Lemma A.4.
S : =
1
p2
∑
‖x1
p
‖≤ log2 n
n1/2
,‖x2
p
‖≤ log2 n
n3/2
n∏
i=0
cos
2pi(x1 + ix2)
p
=
1
p2
∑
‖x1
p
‖≤ log2 n
n1/2
,‖x2
p
‖≤ log2 n
n3/2
n∏
i=0
∣∣∣ cos 2pi(x1 + ix2)
p
∣∣∣
= Ω(n−2).
The method below gives an exact estimate on the asymptotic constant, but we will not need this
fact.
Proof of Lemma A.4. The first equality is trivial, as all cosines are positive in this range of x. View-
ing x1 and x2 as integers with absolute value at most p log
2 n/n1/2 and p log2 n/n3/2 respectively.
We have
cos
2pi(x1 + ix2)
p
= 1−
(1
2
+ o(1)
)4pi2(x1 + ix2)2
p2
= exp
(
− (1/2 + o(1))4pi
2(x1 + ix2)
2
p2
)
.
It follows that as p→∞
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S =
(
1 + o(1)
)∫
|x1|≤ log2 n
n1/2
,|x2|≤ log2 n
n3/2
exp
(
− (1/2 + o(1))4pi2
n∑
i=1
(x1 + ix2)
2
)
dx1dx2
≥
(
1 + o(1)
)∫
|x1|≤ log2 n
n1/2
,|x2|≤ log2 n
n3/2
exp
(
− (1/2 + o(1))4pi2
n∑
i=1
2(x21 + i
2x22)
)
dx1dx2
≥
(
1 + o(1)
)∫
|x1|≤ log2 n
n1/2
exp
(
− (1/2 + o(1))8pi2nx21
)
dx1
∫
|x2|≤ log2 n
n3/2
exp
(
− (1/2 + o(1))8pi2n3x22/6
)
dx2.
After changing variables y1 =
√
8npi2x1 and y2 =
√
4pi2n3/6x2, and using the Gaussian identity
1√
2pi
∫∞
−∞ exp(−y2/2)dy = 1, we have S ≥ Ω(n−2), completing the proof.

To complete the picture, we prove Claim 6.1. In fact, more is true:
Claim A.5. Let ui = (1, i) and vi = (1, (−1)i−1i), 0 ≤ i ≤ n. Assume that ξ0, . . . , ξn are iid copies
of a random variable of variance one and bounded (2 + ε)-moment. Then we have
• supa∈R2 P(
∑
i ξiui = a) = O(n
−2);
• supa∈R2 P(
∑
i ξivi = a) = O(n
−2).
Proof of Claim A.5. As the proof for the second estimate is similar, it suffices the prove the first
one. We’ll use [25]. Assume otherwise that ρ := supa∈R2 P(
∑
i ξiui = a) ≥ C1n−2 for some
sufficiently large C1. Then by [25, Theorem 2.5] most of the vi belongs to a symmetric GAP Q of
rank r and size
|Q| ≤ O(ρ−1/nr/2).
As r ≥ 2, |Q| ≤ O(C−11 n), which is smaller than n/2 if C1 is sufficiently large, a contradiction to
the fact that Q contains most of the ui. 
Appendix B. A remark on Theorem 4.7
B.1. Deduction of Theorem 4.7 from [25]. Recall that at the end of the proof of [25, Theorem
2.9] (equation (22)), we obtained the following for the dilated set Vβ := {β−1v1, . . . , β−1vn}: for
any nε0 ≤ n′ ≤ n, there exists a subset V ′β ⊂ Vβ of size at least n− n′ such that
µLebesgue
(
k(V ′β ∪ {0}) + C(0,
1
256y0
)
)
= O(ρ−1y−10 exp(−
m
4
+ 2)m1/2).(43)
where C(0, r) is the open disk of radius r; and 1 < y0 = O(1) and 1 ≤ m = O(log n), here the
implied constants are allowed to depend on ξ, β and C ′.
REAL ROOTS OF RANDOM POLYNOMIALS: EXPECTATION AND REPULSION 29
Notice that k =
√
n′/64pi2m, and as n is sufficiently large, `0 =
√
n′/ log2 n ≤ k. Thus we also
have
µ
(
`0(V
′
β ∪ {0}) + C(0,
1
256y0
)
)
= O(ρ−1y−10 exp(−
m
4
+ 2)m1/2).(44)
Let D := 1024y0. We approximate each vector v
′ of V ′β by a closest number in
Z
D`0
,
|v′ − a
D`0
| ≤ 1
D`0
, with a ∈ Z.
Let Aβ be the collection of all such a. It follows from (44) that
|`0(Aβ + C0(0, 1))| = O(ρ−1`0 exp(−m
4
+ 2)md/2) = O(ρ−1`0),
where C0(0, r) is the discrete cube {(z1, . . . , zd) ∈ Zd : |zi| ≤ r}.
Now we apply Theorem [30, Theorem 1.21], it is implied that the set `0(Aβ + C0(0, 1)) belongs to
a GAP Q0 of size O(ρ
−1`0), where the implied constant depends on ξ, β and C ′. Next, by iterating
[29, Theorem 3.40] if necessary, one can assume that Q0 is C-proper, while the size |Q0| remains
O(ρ−1`0) but the implied constant now also depends on C.
In the next step, one applies [25, Lemma A.2] to ”divide” the GAP Q0, obtaining a C-proper
GAP P ⊂ Z containing Aβ + C0(0, 1), which has small rank 1 ≤ r = O(1), and small size |P | =
O(ρ−1`0`−r0 ) = O(ρ
−1).
Set Q = β`0D · P , then the following holds:
• Q has small rank, r = O(1), and small cardinality |Q| = O(ρ−1`1−r0 ) = O(ρ−1);
• for all but at most n′ elements a of {a1, . . . , an}, there exists q ∈ Q such that
|q − a| ≤ β/D`0;
• Q is C-proper;
• as C0(0, 1) ∈ P , there exist |k1| ≤ L1, . . . , |kd| ≤ Ld such that
β/D`0 =
∑
i
kigi;
• as P ⊂ Z, all steps gi of Q are integral multiples of β/D`0.
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