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Referat
Das Smartphone ist im Laufe seiner Entwicklung zu einem sta¨ndigen Be-
gleiter des modernen Menschen avanciert. Besonders der Marktfu¨hrer, das
mit Android betriebene Mobilgera¨t, ist weit verbreitet, allerdings aufgrund
von nicht geschlossenen Sicherheitslecks fu¨r Malware anfa¨llig, sodass zahl-
reiche Arten an Android-Viren existieren. Die Analyse dieser ermo¨glicht die
Klassifikation, Abwehr und Beka¨mpfung solcher Angriffe. Die Kombinati-
on aus einem Webserver und mehreren Wandboards, einer Mikrocontroller-
Entwicklungsplattform, bietet zusa¨tzlich die Mo¨glichkeit, das Analysieren zur
Laufzeit durchzufu¨hren. Im aktuellen Zustand des geplanten Projektes wa¨re
es allerdings no¨tig, bei jedem Wechsel der Android-Version oder -Malware die
bootfa¨hige Speicherkarte des Wandboards auszutauschen. Dieser zeitlich und
materiell aufwa¨ndige Vorgang kann durch die Konfiguration des Wandboards,
das heißt seiner Hard- und Software, fu¨r den Boot der Android-Abbilder mit
den zu analysierenden Viren u¨ber das Netzwerk optimiert werden. Die vor-
gestellte Methodik nutzt das Protokoll Preboot Execution Environment, um
die Android-Systemdateien u¨ber einen TFTP- und einen NFS-Server zu la-
den. Die SD-Karte wird ausschließlich fu¨r den verwendeten Bootloader U-
Boot eingesetzt. Um die auf den Servern eingerichteten Daten herzustellen,
wurden zwei Ansa¨tze, die Kompilierung des Android-Quellcodes und die Ge-
nerierung aus den vorinstallierten SD-Karten-Images, entwickelt. Das Vorge-
hen zur Konfiguration der Server und des Bootloaders ist als Anleitung in die
methodische Darstellung eingearbeitet. Mit Abschluss der Einrichtung zum
Netzwerkstart konnte Android erfolgreich auf dem Wandboard u¨ber das loka-
le Netz gestartet werden. Die nunmehr mit weniger Aufwand durchfu¨hrbaren
Wechsel von Systemversionen ermo¨glichen die Realisierung eines Services zur
Android-Malware-Analyse zur Laufzeit, der die zeitnahe und sichere Klassi-
fikation und Beka¨mpfung von Viren auf Mobilgera¨ten mo¨glich macht.
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Abstract
In the course of its development the smartphone has become a constant com-
panion of modern human. Especially the market leader, the Android-powered
mobile device, is widespread, but due to non-closed security leaks it is suscep-
tible to malware, so there are many types of Android viruses. Their analysis
allows the classification, defense and control of such attacks. A combinati-
on of a web server and several Wandboards, a microcontroller development
platform, also offers the possibility to perform the analysis at runtime. In the
current state of the planned project it would be necessary to exchange the
bootable memory card of the Wandboard with every change of the Android
version or malware. This time-consuming and materially complex process can
be optimized through the configuration of the Wandboard, its hardware and
software to boot the Android images with the viruses over the network. The
presented methodology uses the Preboot Execution Environment protocol to
load the Android system files via a TFTP and a NFS server. The SD card is
only used for the bootloader U-Boot. In order to create the data set up on
the servers, two approaches, the compilation of the Android source code and
the generation from the pre-installed SD card images, were developed. The
procedure for configuring the servers and the bootloader has been incorpo-
rated into the methodical presentation as a guide. With completion of the
network boot setup, Android was successfully launched on the Wandboard
over the LAN. The change of system versions, which can be carried out with
less effort now, makes it possible to implement an Android malware analysis
service at runtime, which enables the timely and secure classification and
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1 Einleitung
Mit der Entwicklung des ersten Smartphones Ende der 90er Jahre des letzten
Jahrhunderts brach eine neue A¨ra in der Kommunikation zwischen Menschen
an. Das klassische Mobiltelefon wurde im Laufe der Entwicklung durch Funk-
tionen erweitert, die zuvor nur Computer, Navigationsgera¨te, Digitalkameras
oder Media Player zur Verfu¨gung stellen konnten, sodass ein neuartiger PDA
(Personal Digital Assistant) mit der Mo¨glichkeit zur Telefonie entstand. Der
Touchscreen digitalisierte das klassische Tastenfeld und vielza¨hlige Apps und
die Internetfunktion brachten neue Nutzungsmo¨glichkeiten vom mobilen Ka-
lender u¨ber Nachrichten-Widgets bis hin zu zahlreichen Spiele-Applikationen.
Die Verbindung von Telefon und Internet erweitert den Alltag des modernen
Menschen: Er kann unterwegs auf Webseiten zugreifen, seine E-Mails abru-
fen oder u¨ber Chatprogramme mit Freunden in Kontakt treten. Aufgrund
der breiten Mo¨glichkeiten und Erleichterungen haben die Smartphones der
verschiedenen Hersteller einen großen Nutzerkreis und verbinden zahlreiche
Menschen.
Die Anbindung ans Internet ist allerdings Fluch und Segen zugleich. Wegen
der weiten Verbreitung und der enthaltenen sensiblen Daten erweiterte sich
dadurch auch der Zielbereich krimineller Angriffe zunehmend auf das Smart-
phone und dessen Betriebssystem.
Android, der Marktfu¨hrer unter den Smartphone-Betriebssystemen, wurde
unter der Federfu¨hrung von Google entwickelt und hat sich seit der Vero¨ffent-
lichung 2008 einen Marktanteil von 81,7 % im vierten Quartal 2016 erarbei-
tet. Der Großteil des restlichen Anteils wird mit 17,9 % vom System iOS des
Herstellers Apple eingenommen. (Ga17) Aufgrund ihrer Verbreitung in der
Smartphone-Welt sind beide Betriebssysteme ha¨ufig Angriffen ausgesetzt,
besonders durch Malware. Da Apple bei iOS regelma¨ßig Sicherheitsrisiken
schließt und nur Apps aus dem AppStore zula¨sst, ist ein erfolgreicher und
lohnenswerter Angriff eher schwierig. Android hingegen besitzt einige Sicher-
heitslu¨cken im System und in einigen Apps, die noch nicht vollsta¨ndig ge-
schlossen wurden, sodass ein Angreifer diese fu¨r seine Zwecke ausnutzen kann.
Bei Erfolg einer Attacke werden aufgrund des Marktanteils eine große Zahl
an Smartphone-Nutzern und deren Daten verwundet. Fu¨r einen Virus ist
Android damit ein lohnendes Ziel.
Malware kann allerdings durch spezifische Programmausfu¨hrungen bezie-
hungsweise Verhaltensweisen erkannt und klassifiziert werden. Mithilfe eines
simulierten Android-Smartphones ko¨nnte man daher etwa einen bestimmten
Virus anhand seiner Vorgehensweise und der dadurch entstehenden Vera¨nde-
rungen am System beobachten und analysieren. Allerdings erkennen die mei-
sten Virus-Arten, ob sie auf einem realen oder simulierten Gera¨t ausgefu¨hrt
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werden und ko¨nnen ihr Verhalten bei einer Simulation verfa¨lschen. Um das zu
verhindern, kann eine Entwicklungsplattform verwendet werden, die Wand-
board genannt wird. Mit dieser ist es mo¨glich, eine Smartphone-a¨hnliche,
aber nicht komplett simulierte Umgebung zu schaffen, in der eine fehlerfreie
Malware-Analyse durchgefu¨hrt werden kann.
Das beschriebene Vorhaben ist als Projekt bereits durch eine Master- und
eine Bachelorarbeit untersucht und realisiert worden.
Die Konfiguration und Einrichtung des Wandboards wurde in einem dieser
Arbeit vorangehenden Bachelorprojekt durchgefu¨hrt. Die vorgestellte Me-
thodik umschreibt zuna¨chst die Einrichtung des grundlegenden Android-
Systems auf der SD-Karte. Die folgende Etablierung der Android Debug
Bridge (ADB) ermo¨glichte die weiteren Konfigurationen am Dateisystem.
Mit dem erfolgreichen Einha¨ngen der Ordnerstruktur war es mo¨glich, den
Play Store und andere Anwendungen zu installieren und einzurichten. Nach
der Erla¨uterung der Inbetriebnahme von schadhaften Applikationen in un-
terschiedlichen Varianten konnten erste Beobachtungen und Analysen durch-
gefu¨hrt und ausgewertet werden. Das Verhalten der aktivierten Schadsoftwa-
re wurde dabei mit der Laufzeit protokolliert, die Vera¨nderungen, die sie am
System vorgenommen hatte, ko¨nnen mithilfe der gesammelten Daten nach-
vollzogen werden. Ein Bericht dokumentiert das Geschehen und gibt dem
Analytiker schließlich alle gewonnenen Informationen aus. (Mo16)
Die zeitlich nach der soeben beschriebenen Bachelorausarbeitung folgende
Masterarbeit setzte die Erkenntnisse dieser zur Realisierung einer Plattform
zur Malware-Beobachtung und -Analyse fort. Dabei erfolgte die Installati-
on zusa¨tzlicher Dienstprogramme sowie die Einrichtung von Skripten, die
die Systemu¨berwachung und Datensammlung u¨bernehmen. Deren Ergebnis-
se werden mit Ende des programmatischen Durchlaufs auf dem Host-System
abgelegt. Zudem erfolgte die Einbindung bisheriger Fortschritte in ein gro¨ße-
res Projekt zur Malware-Analyse auf dem Wandboard, erga¨nzt durch einen
Webserver mit entsprechender Webseite zum Hochladen der Malware und
Auswahl der gewu¨nschten Hardware-Version. (Wi16)
Die aktuell noch offene Problemstellung umfasst die Installation der Android-
Abbilder mit dem zu testenden Virus auf dem Gera¨t. Im momentanen Zu-
stand ist fu¨r jedes neue Abbild die Bereitstellung einer neuen SD-Karte
notwendig, welche mit jedem Wechsel der Betriebssysteme und Viren aus-
getauscht werden muss. Dieser sowohl zeitlich als auch materiell aufwendige
Prozess kann durch das automatisierte Laden von Test-Images u¨ber das Netz-
werk vereinfacht werden.
Die Beschreibung und Konfiguration der Automatisierung ist Ziel dieser Ar-
beit. Dabei soll das Wandboard ein neues Systemabbild u¨ber das Netzwerk
laden ko¨nnen. Diese Funktionalita¨t bietet das Netzwerkprotokoll Preboot
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Execution Environment. Da das Wandboard die Grundvoraussetzungen fu¨r
PXE erfu¨llt, soll es im Zuge der Durchfu¨hrung fu¨r die Realisierung des Pro-
tokolls eingerichtet werden. Dabei soll der fu¨r ARM-Architekturen nutzbare
Bootloader U-Boot Anwendung finden, der PXE unterstu¨tzt und das Boo-
ten u¨ber das Netzwerk auf dem Wandboard ermo¨glicht. Das Protokoll wird
dabei durch einen Network File System-Server erga¨nzt, der das Android-
Dateisystem entha¨lt und A¨nderungen abspeichern kann.
Die vorliegende Arbeit gliedert sich in vier Abschnitte. Um die Ausfu¨hrun-
gen der angewandten Methodik in vollem Umfang zu erfassen, ist zuvor das
Versta¨ndnis einiger Grundlagen notwendig. Zuna¨chst erfolgt die Erla¨uterung
der Hardwareplattform Wandboard. Dabei wird auf den Aufbau und die
Einsatzmo¨glichkeiten in Bezug auf Funktionalita¨t und Betriebssysteme ein-
gegangen und die grundlegende Einrichtung erla¨utert. Weiterhin soll der ver-
wendete universelle Bootloader, das U-Boot, na¨her betrachtet werden, beson-
ders im Hinblick auf den zur Verfu¨gung stehenden Befehlsumfang und dessen
Anwendbarkeit in der Anpassung des Bootprozesses. Das Grundlagenkapitel
wird abgeschlossen durch einen Einblick in die beim Netzwerk-Boot beteilig-
ten Protokolle. Dabei soll vor allem der Ablauf der Verbindungsetablierung
und Datenu¨bermittlung im Vordergrund stehen. Das Unterkapitel geht auf
die Protokolle PXE, das in diesem verwendete TFTP und das erga¨nzende
NFS ein, die in der Durchfu¨hrung des angestrebten Bootvorgangs eine ent-
scheidende Rolle u¨bernehmen.
Nachfolgend wird in der Methodik das genaue Vorgehen bei der Einrich-
tung und Konfiguration des U-Boot- und Android-Systems fu¨r das Netzwerk-
Booten auf dem Wandboard dargestellt. Zuna¨chst erfolgt die Darlegung vor-
bereitender Schritte zur Erstellung der beno¨tigten Kernel- und Betriebssystem-
Dateien, bevor die eigentliche Realisierung der Funktion des Netzwerkstarts
beginnt. Die dargelegten Ansa¨tze sind als Anleitung angelegt und sollen an-
deren Nutzern den Weg zu einer erfolgreichen Konfiguration erleichtern.
Im Ergebnisteil wird daraufhin der konkrete Verlauf des Hochfahrens u¨ber
das lokale Netz pra¨sentiert. Es erfolgt eine Analyse anhand der Resultate der
Konfigurationen und der zeitlichen Dauer.
Mit der Diskussion schließt diese Arbeit und ermo¨glicht eine Verbindung
und Auswertung der gemachten Zielsetzung mit den erreichten Ergebnissen.





Die Entwicklungsplattform Wandboard ist als Einplatinencomputer reali-
siert, der auf der CPU-Architektur ARM-Cortex-A9 basiert. Der Prozessor
vom Typ NXP i.MX6 mit einem Gigahertz Leistung ist je nach Modell mit
einem Kern (WB Solo) beziehungsweise zwei (WB Dual) oder vier Kernen
(WB Quad) ausgestattet.
2.1.1 Aufbau
Das Wandboard besteht aus zwei Modulen: Schnittstellenmodul und Kern-
modul sind u¨ber den EDM-Standard miteinander verbunden.
Abbildung 1: Aufbau des Schnittstellenmoduls
(files.linuxgizmos.com/wandboard-details-top.jpg)
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Wie der Name bereits verra¨t, beinhaltet das Schnittstellenmodul, zu sehen
in Abbildung 1, die Anschlu¨sse des Wandboards. Die Plattform verfu¨gt u¨ber
Gigabit LAN, einen HDMI-Anschluss, Audio-Video-Zuga¨nge, einen SATA-
Anschluss sowie einen SD-Karten-Slot fu¨r Anwendungen. Außerdem sind hier
die 5V-Stromversorgungsbuchse, ein USB- und ein USB OTG-Anschluss zur
Verbindung mit anderen USB-Gera¨ten zu finden.
An die Unterseite des Schnittstellenmoduls ist das Kernmodul verschraubt.
Unterhalb des verbindenden EDM-Standards ist der Reset-Button angebracht,
der einen Neustart durchfu¨hren kann. Hier befinden sich auch die Expansion
Pins, die Funktionen fu¨r Input/Output (I2C, SPI, etc.) bereitstellen.
Abbildung 2: Aufbau des Kernmoduls
(files.linuxgizmos.com/wandboard-details-bottom.jpg)
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Mittig auf dem Kernmodul (Abb. 2) befinden sich das Herz des Wand-
boards, die i.MX6 CPU und die DDR3-Speicherchips. Je nach Modell sind
entweder 512 MB (WB Solo), 1 GB (WB Dual) oder 2 GB (WB Quad) Ar-
beitsspeicher verfu¨gbar.
Fu¨r das Betriebssystem existiert auf dieser Ebene ein zusa¨tzlicher Slot fu¨r
die bootfa¨hige SD-Karte. Zudem sind hier der Chip und die Schnittstelle
fu¨r WLAN- (802.11n) und Bluetooth-Verbindungen sowie der Anschluss fu¨r
die Wandboard-Kamera verbaut. Das Kernmodul ist von einem Ku¨hlgitter
bedeckt (in Abbildung 2 aus Sichtgru¨nden entfernt), das die von den Chips
erzeugte Wa¨rme nach außen ableitet.
2.1.2 Funktion und Betriebssysteme
Fu¨r das Wandboard existieren zahlreiche Betriebssystem-Versionen, die spe-
ziell fu¨r die Funktion auf der Entwicklungsplattform entworfen wurden. Dabei
bietet sich ein breiter Fa¨cher an ausfu¨hrbaren Systemen vom Smartphone-
Betriebssystem Android u¨ber Ubuntu und Debian bis hin zu OpenSUSE,
Fedora und FreeBSD.


























Die in Tabelle 1 zu sehende große Vielfalt an lauffa¨higen Versionen macht
das Wandboard zu einem vielseitig einsetzbaren Werkzeug fu¨r Entwickler.
Damit ist es beispielsweise mo¨glich, fu¨r verschiedene Systeme Programme
oder Apps zu schaffen und zu testen.
Um das Wandboard auf normalem Wege erfolgreich zu starten, muss das
gewa¨hlte Betriebssystem auf eine Micro-SD-Karte gebracht werden. Da die
Abbilder bereits als Datentra¨ger-Images herunterladbar sind, reicht es aus,
diese u¨ber Tools wie Win32DiskImager oder den Konsolenbefehl dd auf die
SD zu schreiben und die Speicherkarte in den dafu¨r vorgesehenen Slot im
Kernmodul zu bringen. Danach kann das System auf dem Wandboard be-
reits hochgefahren werden, nachdem Monitor, Peripherie und Stromanschluss
angebracht wurden.
2.2 Das U-Boot - the Universal Bootloader
Das U-Boot steht als Abku¨rzung fu¨r einen universellen Bootloader, der auf
verschiedenen Prozessortypen arbeitsfa¨hig ist und von der DENX Software
Engineering in der Programmiersprache C entwickelt wurde. Da dieser unter
anderem auch fu¨r die Architekturen der Mikrocontroller wie PowerPC, ARM
und MIPS einsetzbar ist, kann er ebenfalls als Bootloader fu¨r das Wandboard
verwendet werden und diesem zahlreiche Funktionen zur Verfu¨gung stellen,
die in der Normalausfu¨hrung beziehungsweise mit anderen Betriebssystemen
nicht mo¨glich wa¨ren.
2.2.1 Technischer Hintergrund
Das Projekt ist Open Source, das heißt innerhalb der Lizenz uneingeschra¨nkt
nutzbar, vera¨nderbar und u¨ber die Plattform Git unter http://git.denx.de/
frei verfu¨gbar. Die Wandboard-Version des Smartphone-Betriebssystems An-
droid ist zur Auslieferung bereits mit U-Boot ausgestattet und bootet auto-
matisch u¨ber diesen. Die restlichen verfu¨gbaren Distributionen fu¨r das Wand-
board besitzen den Bootloader nicht und starten u¨ber eigene Entwicklungen.
Bei diesen mu¨sste eine nachtra¨gliche Installation durchgefu¨hrt werden.
Das U-Boot belegt bei einer normalen Konfiguration einen Speicherplatz von
128 KiB im NOR Flash Memory. Es unterstu¨tzt Gera¨te mit 128 KiB ROM
oder mit 256 KiB NOR.
U-Boot wurde nach dem Prinzip entwickelt,
”
so schnell wie mo¨glich“(De17)
zu sein, um dem Nutzer ohne großen zeitlichen Aufwand ein laufendes Be-
triebssystem zur Verfu¨gung zu stellen. Dazu werden einerseits Caches, also
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Zwischenspeicher, eingesetzt, andererseits aktiviert U-Boot bestimmte Schnitt-
stellen und Gera¨te erst, wenn sie wirklich beno¨tigt werden.
Der Bootloader gibt den Beginn und Abschluss aller Vorga¨nge u¨ber die Kon-
sole an den Nutzer weiter, um diesem die Mo¨glichkeit zu geben, den Pro-
zess nachzuvollziehen und eventuelle Fehler einem Arbeitsschritt zuordnen
zu ko¨nnen. Dafu¨r wird eine serielle Verbindung beno¨tigt. U-Boot kann wei-
terhin u¨ber JTAG oder BDM in den Debug-Modus versetzt werden. (De17)
2.2.2 Funktionsumfang
Neben der Universalita¨t in Bezug auf die Prozessoren bietet das U-Boot ver-
schiedene Arten des Boot-Vorgangs und ermo¨glicht u¨ber Kommandozeilen-
Befehle Speichermodifikationen. Das Boot-Verhalten ist flexibel an die Bedu¨rf-
nisse des Nutzers anpassbar, sodass U-Boot auch fu¨r sonst schwierig zu rea-
lisierende Vorga¨nge Mo¨glichkeiten bietet.
Nachfolgend soll die Zusammenstellung der verfu¨gbaren U-Boot-Befehle eine
U¨bersicht u¨ber die Anpassungsmo¨glichkeiten bieten.
Informationsbefehle Die Befehle in Tabelle 2 sind grundlegend zur An-
zeige beziehungsweise Auflistung von Informationen u¨ber das Wandboard,
seine Gera¨te und den Speicher einsetzbar. Zudem kann die Hilfe genutzt
werden, um Auskunft u¨ber U-Boot und seine Befehle zu erhalten.
Tabelle 2: U¨bersicht Informationsbefehle
Befehl Funktion
bdinfo Gibt die gesammelten Daten u¨ber das Board aus (zum
Beispiel Speicheradressen, Frequenzen, MAC- und IP-
Adresse).
coninfo Zeigt Informationen u¨ber verfu¨gbare I/O-Gera¨te an.
flinfo Ermo¨glicht die Anzeige von Informationen u¨ber den
Flash-Speicher.
iminfo addr Wertet den Header eines Application-Images (Linux
Kernel oder RAM-Disk) aus (Name, Typ, Gro¨ße), der
an der Speicheradresse addr beginnt, und kontrolliert
die CRC32-Pru¨fsumme.
help [command ] Gibt eine Liste aller mo¨glichen Befehle aus. Wird als Pa-




Speichermodifikation U-Boot ist mit den in Tabelle 3 gezeigten Befehlen
unter anderem zum Kopieren, Vergleichen und Anzeigen von Speicherberei-
chen fa¨hig. Damit ist das Tool nicht nur ein Bootloader, sondern a¨hnelt auch
einem Hex-Editor, der zur Ansicht und Modifikation von Speicher verwend-
bar ist.
Tabelle 3: U¨bersicht Speicherbefehle
Befehl Funktion
base [off ] Gibt den Basis-Offset fu¨r alle Speicher-Befehle aus.
Default-Wert ist 0. Ein neuer Offset als Parameter
off dient dem na¨chsten Befehl als Beginn-Adresse.
crc32 [von][bis ] Berechnet die CRC32-Pru¨fsumme u¨ber den gege-
benen Speicherbereich. Als dritter Parameter kann
ein Offset festgelegt werden, an welchen das Ergeb-
nis geschrieben wird.
cmp [.b, .w, .l] addr1
addr2 count
Vergleicht den Inhalt zweier Speicher-Bereiche ad-
dr1 und addr2 auf Gleichheit. Mit count kann die
La¨nge des Bereiches festgelegt werden, sonst stoppt
der Test am ersten Unterschied. Speicherzugriff mit
8 Bit (.b), 16 Bit (.w) oder 32 Bit (.l) mo¨glich.
cp [.b, .w, .l] source
target count
Kopiert einen Speicherbereich in der Gro¨ße von
count von source nach target.
md [.b, .w, .l] address
[count ]
Gibt den Speicherbereich am Offset address aus.
Mit count la¨sst sich der Anzeigebereich eingrenzen.
mm [.b, .w, .l] ad-
dress
Ermo¨glicht die Modifizierung von Speicherinhal-
ten. Diese erfolgt schrittweise in Blo¨cken je nach
gewa¨hltem Speicherzugriff u¨ber die Eingabe des
Nutzers an der Konsole. Handelt es sich um ei-
ne Hexadezimalzahl, wird der betreffende Bereich
u¨berschrieben.
mw [.b, .w, .l] address
value [count ]
Initialisiert den Speicherplatz am Offset address
mit dem u¨bergebenen Wert. Ist die count-Variable
vorhanden, wird der gesamte angegebene Bereich
mit value beschrieben.
(http://www.denx.de/wiki/view/DULG/UBootCmdGroupMemory)
Ausfu¨hrungs- und Download-Kommandos Trotz zahlreicher erweiter-
ter Funktionen bleibt das Booten des Betriebssystems Hauptaufgabe des
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Bootloaders. Daher ist es notwendig, dass auch das U-Boot einen Befehls-
satz zur Ausfu¨hrung verschiedener Formen von System-Images besitzt.
Dazu geho¨rt ebenfalls die Fa¨higkeit, Abbilder u¨ber das Netzwerk zu booten.
Die fu¨r dieses Projekt wichtigste Funktion liegt im TFTP-Support des Boot-
loaders. U¨ber diesen ist es mo¨glich, ein Datentra¨ger-Image u¨ber das Netzwerk
und PXE von einem TFTP-Server herunterzuladen und auszufu¨hren. Das U-
Boot besitzt mehrere Variablen und Befehle, mit denen ein Netzwerkboot
u¨bernommen werden kann. (DM17) (Ha11)
Tabelle 4: U¨bersicht Download- und Boot-Befehle
Befehl Funktion
source [addr ] Fu¨hrt ein Skript-Image, ein Shell-Skript in U-
Boot-Format, aus.
bootm [addr [arg ]] Bootet ein Betriebssystem-Abbild, das an der
u¨bergebenen Speicheradresse addr liegt.
go addr [arg ] Startet eine sogenannte Standalone-Application,
die kein Betriebssystem beno¨tigt.
setenv var [value] Erstellt die U-Boot-Variable var mit dem u¨ber-
gebenen Wert value. Ohne Wertparameter wird
die angegebene Variable gelo¨scht.
saveenv / env save
printenv [var ]
Speichert alle zuvor gemachten Parameter-
Festlegungen. Die Anzeige der geschriebenen Va-
riablen erfolgt u¨ber printenv, die U¨bergabe des
Namens var beschra¨nkt die Ausgabe.
run var Fu¨hrt die in einer Variable var gespeicherten Be-
fehle in der U-Boot-Umgebung aus.
dhcp Aufruf des DHCP-Clients.
bootp loadAddr [[ho-
stIP:]bootfilename]




(http://www.denx.de/wiki/view/DULG/UBootCmdGroupExec und .../UBootCmdGroupDownload sowie
.../UBootCmdGroupEnvironment)
2.3 Einfu¨hrung in die Protokolle des Netzwerkstarts
Mit diesem Kapitel soll ein Einblick in die Welt der Netzwerk-Protokolle
PXE, TFTP und NFS ermo¨glicht werden, die bei der Durchfu¨hrung eines
Betriebssystemstarts u¨ber das Internet beteiligt sind und dabei ihre Funk-
tionalita¨ten zur Verfu¨gung stellen.
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2.3.1 Preboot Execution Environment
Das Protokoll Preboot Execution Environment (PXE) wurde am 20. Septem-
ber 1999 von Intel eingefu¨hrt und ermo¨glicht es, ein System ohne bootfa¨hige
Festplatte u¨ber LAN mit dem gewu¨nschten Betriebssystem von einem ent-
fernten Speicherort zu booten.
PXE basiert auf den Netzwerk-Protokollen DHCP und TFTP, die die Netz-
konfiguration in Bezug auf die Adresszuweisung und die U¨bermittlung der
Boot-Dateien u¨bernehmen.
Ein Client mo¨chte im Beispielfall nun ein Betriebssystem laden, das sich auf
einem physisch getrennten Boot-Server befindet. Er sendet im ersten Schritt
zuna¨chst ein DHCP Discover an den Port 67 eines DHCP-Servers. Die In-
formationen des PXE-Clients wie Identifier und Art der System-Architektur
werden u¨ber die DHCP Extension Tags an den Server u¨bermittelt.
Der DHCP-Service antwortet mit einem erweiterten DHCP Offer an Port 68
(Reply Port). Der Client erha¨lt eine IP-Adresse und die Server-Informationen
werden wiederum u¨ber die Extension Tags versendet. In der PXE-Erweiterung
des DHCP Offer ist eine Liste mit mo¨glichen Boot-Servern enthalten, aus de-
nen der Client spa¨ter wa¨hlen kann.
Um die Standardprozedur des Protokolls abzuschließen, folgt die Annahme
eines Angebots u¨ber den DHCP Request, den der Client erneut an Port 67
des Servers sendet. Mit der Besta¨tigung auf Server-Seite durch DHCP Ack
(Acknowledgement) an Port 68 ist die Initialisierung der Verbindung abge-
schlossen (Abb. 3).
Abbildung 3: Herstellung der DHCP-Verbindung
(In99, Figure 2-1)
Nun kann der Client aus der Liste mo¨glicher Boot-Server wa¨hlen. An den
gewu¨nschten Service sendet er ein DHCP Discover mit seiner IP-Adresse, den
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Informationen wie in Schritt eins und dem Typ des Boot-Servers. Dieses Pa-
ket kann entweder als Broadcast an Port 67 oder als Multi- beziehungsweise
Unicast an Port 4011 u¨bertragen werden, je nachdem was in den Optionen
des DHCP Offers des PXE Services eingetragen war.
Der Boot-Service antwortet mit einer DHCP Ack Nachricht an den Source
Port des Clients. Diese entha¨lt neben Konfigurationsparametern den Namen
der Boot-Datei, die u¨ber das Protokoll TFTP heruntergeladen werden kann.
Dazu erfolgt eine Anfrage an den TFTP-Service des Boot-Servers u¨ber den
Standard-TFTP-Port 69. Die ausfu¨hrbare Datei wird daraufhin auf das Client-
System heruntergeladen und im Speicher platziert (Abb. 4).
Abbildung 4: Kommunikation mit dem Boot-Service
(In99, Figure 2-1)
Vor der Ausfu¨hrung kann der Client eine U¨berpru¨fung der Authentizita¨t
anfordern. U¨ber eine DHCP Request Nachricht erha¨lt dieser das Credentials
File fu¨r die heruntergeladene Datei vom Boot Server und kann anschließend
den Test durchfu¨hren.
Mit der Ausfu¨hrung der Boot-Datei nach erfolgreichem Authentizita¨tstest
und dem Hochfahren des Betriebssystems ist das Netzwerk-Booten u¨ber PXE
abgeschlossen. (In99)
2.3.2 Trivial File Transfer Protocol
TFTP, das Kurzwort fu¨r Trivial File Transfer Protocol, ist ein einfach ge-
staltetes Dateiu¨bertragungsprotokoll und wurde 1981 vom MIT-Informatiker
und Internet-Pionier Noel Chiappa entwickelt (Ie81) und in Zusammenarbeit
mit anderen Wissenschaftlern bis 1992 mit der Vero¨ffentlichung der Request
For Comments (RFC) Nummer 1350 modifiziert und verbessert.
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Das Protokoll ist die vereinfachte Version des mit mehr Funktionen aus-
gestatteten File Transfer Protocol (FTP). Im Vergleich zu diesem kann es
nur Dateien von einem Server lesen und schreiben, wodurch es allerdings
weniger Speicherplatz beno¨tigt und leicht implementierbar bleibt. Die heuti-
ge Hauptaufgabe liegt vor allem im Laden von Betriebssystemen und deren
Konfigurationen u¨ber das Netzwerk.
TFTP geho¨rt im Schichtenmodell zur Anwendungsschicht und ist oberhalb
des verbindungslosen Transportprotokolls UDP (User Datagram Protocol)
zu finden, welches die grundlegende Funktionalita¨t der Datenu¨bermittlung
u¨bernimmt.
Die Etablierung einer TFTP-Verbindung beginnt mit dem Senden einer An-
frage an Standard-Port 69, das Protokoll ermo¨glicht dabei in Verbindung mit
dem Funktionsumfang eine Write-Request (WRQ) und eine Read-Request
(RRQ). Das entsprechende Paket (Abb. 5) unterscheidet sich jeweils in der
Zahl opcode. Eine Leseanfrage besitzt die Code-Nummer 1, die Schreiban-
frage die Nummer 2.
Abbildung 5: Aufbau TFTP-Request
((Ie92), Figure 5-1)
Nach zwei Byte opcode folgt der Name der zu u¨bermittelten Datei als
Klartext-String in netASCII-Code, einem ASCII mit Telnet-Modifikationen
(8-Bit-ASCII). Dieser wird durch einen Null-Byte abgeschlossen. Nachfol-
gend befindet sich der Transfermodus ebenfalls als String in netASCII. TFTP
kennt drei Modi, wobei der Modus mail schon 1992 als veraltet eingestuft
wurde. Die u¨brigen sind wiederum netASCII und octet. Wa¨hrend netASCII,
wie bereits beschrieben als 8-Bit-ASCII sendet, arbeitet die Methode octet
mit einer einfachen Byte-Kodierung. Das Modus-Feld endet mit einer ab-
schließenden Null, die gleichzeitig das Ende des Headers darstellt.
Sowohl Client als auch Server wa¨hlen jeweils unabha¨ngig voneinander und
nach dem Zufallsprinzip einen Transfer Identifier (TID), der im Laufe der
Datenu¨bermittlung als Quell- und Ziel-Port der jeweiligen Seite verwendet
wird. Die Verbindung basiert also nicht auf festen Ports. In der Anfrage an
Port 69 sendet der Client seine TID an den Server, dieser nutzt die Informa-
tion fu¨r die darauffolgenden Pakete als Ziel-Port und u¨bermittelt seine eigene
TID als neue Nachrichtenquelle.
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Je nachdem, ob eine Read- oder eine Write-Request gesendet wird, entste-
hen zwei unterschiedliche Protokollabla¨ufe. Hat ein Client den Wunsch eine
Datei zu schreiben, sendet er die entsprechende Anfrage an den Port 69. Der
Server antwortet dabei entweder mit einem Acknowlegdement- (ACK) oder
im Falle eines Fehlers mit einem Error-Paket. Geht man vom einem erfolg-
reichen Ablauf aus, wird ein ACK-Paket nach dem Aufbau der Abbildung 6
verschickt.
Abbildung 6: Aufbau Acknowlegdement-Paket
((Ie92), Figure 5-3)
Der Paket-Header wird mit der opcode-Nummer 4 versendet. Zusa¨tzlich
zu den zwei Byte Operation Code entha¨lt die Nachricht die zu besta¨tigende
Block-Zahl in weiteren zwei Byte. Auf eine Schreib-Anfrage antwortet der
Server mit der Ziffer 0 und teilt damit seine Bereitschaft zum Empfang der
Datei mit. Daraufhin kann der Client den ersten Datenblock senden. TFTP
arbeitet mit konstanten Blo¨cken von 512 Byte, die in aufsteigender Reihen-
folge beginnend mit eins nummeriert sind.
Ein Data-Paket a¨hnelt dem ACK-Paket, entha¨lt aber zusa¨tzlich den Daten-
block, der mit diesem gesendet wird. Bei einer Gro¨ße von genau 512 Byte
wird ein weiterer Block erwartet, ein Datenblock mit kleinerer Gro¨ße gilt als
letztes Element und beendet die U¨bertragung. Das Datenpaket (Abb. 7) ist
an der opcode-Zahl 3 erkennbar, hierbei erfolgt die eindeutige Zuordnung je-
des Datenbereichs zu einer Blocknummer, die vor allem fu¨r die Besta¨tigung
durch das Gegenu¨ber beno¨tigt wird.
Abbildung 7: Aufbau Data-Paket
((Ie92), Figure 5-2)
Ist das Paket erfolgreich u¨bermittelt worden, besta¨tigt der Server wie-
derum mit einem ACK-Paket, diesmal allerdings mit dem Eintrag fu¨r die
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Blockzahl 1. Danach kann der Sendevorgang des zweiten Datenpaketes be-
ginnen. Dieser Vorgang wiederholt sich, wie oben bereits beschrieben, bis ein
Block mit einer Gro¨ße kleiner 512 Byte registriert wird. Dann besta¨tigt der
Server ein letztes Mal mit einem finalen ACK und die Verbindung wird ge-
schlossen.
Bei der zweiten Mo¨glichkeit, eine Datei vom TFTP-Server zu lesen, a¨ndert
sich die Reihenfolge der vorkommenden Paketarten. Doch auch in diesem
Fall sendet der Client zuna¨chst eine Anfrage an Port 69 des Servers. Bis auf
den opcode gleicht der Aufbau dem der Schreib-Anfrage (siehe Abb. 5).
Der Client erha¨lt vom Server aber keine Besta¨tigung der Anfrage in Form
eines ACK-Paketes, sondern bekommt sofort das erste Daten-Paket mit der
Blocknummer 1 u¨bersendet. Nun hat der Client die Aufgabe mit einer ent-
sprechenden ACK-Nachricht den Erhalt dieses Datenblocks zu besta¨tigen.
Nach Eingang des ACK 1 beim Server sendet dieser das zweite Datenpa-
ket. Der Lese-Zyklus wiederholt sich, bis die angeforderte Datei vollsta¨ndig
u¨bertragen wurde. Die Verbindung endet, wenn der Client final besta¨tigt.
(Ie92)
Abbildung 8: Zusammenfassung TFTP-Verbindungen
(https://en.wikipedia.org/wiki/Trivial File Transfer Protocol)
Beide Aufgaben, zu denen der TFTP-Server in der Lage ist, sind in der
Abbildung 8 noch einmal bildlich im Vergleich zu sehen. Dabei ist links der
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Schreibvorgang und rechts der Ablauf beim Lesen vom TFTP-Server darge-
stellt. Die Variablen X und Y in der Abbildung stehen jeweils fu¨r die TID
beziehungsweise die verwendete Port-Nummer des Clients A und des Servers
S.
In dieser Arbeit ist vor allem die TFTP-Lesefunktion von Bedeutung, um
in der Methodik das Laden des Kernels und der Device Tree Blobs (.dtb-
Dateien) zu ermo¨glichen.
2.3.3 Network File System
Das Network File System, abgeku¨rzt als NFS bezeichnet, geho¨rt zu den Netz-
werkprotokollen und existiert in den Versionen v2, v3 und v4. Es wurde ur-
spru¨nglich 1989 von Sun Microsystems mit der RFC 1094 vero¨ffentlicht und
gilt als Internet-Standard.
NFS basiert auf dem Kommunikationsstandard External Data Representati-
on (XDR), einem einheitlichen Schema zur Datendarstellung, und auf RPC,
dem Remote Procedure Call, einer Prozedur zum Befehlsaufruf auf entfern-
ten Plattformen. Wa¨hrend NFS im Schichtenmodell die Anwendungsschicht
belegt, sind XDR in der darunter liegenden Darstellungs- und RPC in der
wiederum eine Stufe niedrigeren Sitzungsschicht zu finden. Auf diese Weise
la¨sst sich auch die Funktionszuteilung der einzelnen Bestandteile verstehen.
Die beiden in NFS angewandten Techniken wurden ebenfalls von Sun ent-
wickelt und ermo¨glichen durch ihre Plattform- und System-Unabha¨ngigkeit
den ebenfalls unabha¨ngigen Einsatz von NFS.
Der Server des Network File Systems ist statuslos, das heißt er beno¨tigt kei-
ne Informationen u¨ber den aktuellen Zustand seiner Clients, um fehlerfrei zu
funktionieren. Bei einem Absturz von Client oder Server ist es dabei ohne
Schwierigkeiten und Vera¨nderungen mo¨glich, einen von beiden oder beide
neu zu starten und die vorgesehenen Aufgaben weiterzufu¨hren.
Der Server stellt die implementierten Funktionalita¨ten zur Verfu¨gung, ist
daru¨ber hinaus aber nicht fa¨hig, weitere Aufgaben wie Debuggen oder Kon-
vertierung vorzunehmen, diese Vorga¨nge muss der Client u¨bernehmen.
Fu¨r eine NFS-Verbindung kann ein allgemeiner schematischer Ablauf defi-
niert werden, der von den NFS-Versionen grundlegend befolgt wird und in
den folgenden Absa¨tzen dargelegt werden soll:
Mo¨chte ein Client mit einem NFS-Server in Verbindung treten, beno¨tigt
er zuna¨chst die IP-Adresse und den Port desselben. Da das Network Fi-
le System ein Dienst von vielen weiteren innerhalb der Remote Procedu-
re Call-Technik ist und daher keine festen Adressen und Ports existieren,
mu¨ssen diese Verbindungsinformationen u¨ber den Portmapper beziehungs-
weise RPC-Bind u¨ber dessen Port 111 erfragt werden. Dieser liest die Werte
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des angefragten Dienstes aus der ihm untergebenen Datenbank aus und gibt
sie an den Client zuru¨ck; weitere Verbindungen finden daraufhin direkt mit
dem nun bekannten Port des NFS-Servers statt. Dieser ist zur Durchfu¨hrung
der von ihm zur Verfu¨gung gestellten Funktionen mit Deamons ausgestattet,
die im Verlauf der Verbindungsprozedur einzeln angesprochen werden.
Der Client beno¨tigt daraufhin den Port des Mount-Deamons, der es ermo¨glicht,
die Inhalte im NFS-Server beim Client einzubinden. Dazu steht ihm erneut
der Portmapper zu Diensten, im Normalfall erha¨lt er von diesen den Port 694
zuru¨ck. Nun fa¨hig den mountd zu kontaktieren, stellt der Client die Anfrage
nach dem Filehandle fu¨r das von ihm gewu¨nschte Verzeichnis. Der Deamon
sendet ihm daraufhin ein Filehandle 0 fu¨r die Wurzel der einzubindenden
Ordnerstruktur auf dem Server.
Der Client stellt erneut eine Anfrage an den Portmapper, um nun den Port
des NFS-Deamons zu erfragen, u¨ber welchen er auf den Server zugreifen kann.
Dieser antwortet mit der Port-Nummer 2049. Nach der Kontaktaufnahme mit
dem NFS-Deamon kann der Client nun die verschiedenen Funktionen, die in
NFS enthalten sind, aufrufen. (Ie95) (Ca00) Die folgenden Tabellen 5 und 6
zeigen eine U¨bersicht wichtiger Funktionalita¨ten eines NFSv3-Servers:
Tabelle 5: Zusammenfassung NFS-Server-Funktionen Teil 1
Funktion Hintergrund
GETATTR fhdl Gibt die Attribute des mit dem Filehandle fhdl
spezifizierten Dateisystemobjekts zuru¨ck.
SETATTR fhdl attr A¨ndert ein Attribut attr des mit dem Filehandle
fhdl spezifizierten Dateisystemobjekts.
LOOKUP fhdl name Durchsucht das durch ein Filehandle fhdl defi-
nierte Verzeichnis nach einer Datei anhand des
u¨bergebenen Namens und gibt deren Attribute
zuru¨ck.
ACCESS fhdl acc Pru¨ft die Zugriffsrechte eines Nutzers fu¨r die Da-
tei mit dem Filehandle fhdl, die Berechtigungen
werden als Bit-Maske acc u¨bergeben.
READ file off count Gibt eine Anzahl von count Bytes an Daten aus
der mit file festgelegten Datei beginnend ab dem
Startoffset off zuru¨ck.
WRITE file off count Schreibt eine Menge von count Bytes an u¨berge-
benen Daten an eine mit off spezifizierte Stelle
in der Datei file.
(Ie95)
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Erstellt eine neue Datei name im Verzeich-
nis mit dem Filehandle fhdl. Der Modus mode
ermo¨glicht die Pru¨fung von Dopplungen.
MKDIR fhdl name attr Legt ein Unterverzeichnis name mit den zu-




Lo¨scht ein Dateisystemobjekt (Datei, Link bzw.
Unterordner) u¨ber dessen Eintrag name aus ei-
nem Verzeichnis fhdl.
RENAME from to Benennt ein Objekt u¨ber dessen Eintrag oder
ein Verzeichnis u¨ber den Filehandle (from) in
den u¨bergebenen Wert to um.
READDIR fhdl Gibt die Anzahl an Eintra¨gen im Verzeichnis
zusammen jeweils mit Name und File Identifier
zuru¨ck. Erweiterbar mit READDIRPLUS.
FSSTAT fsroot (dyn.)
FSINFO fsroot (stat.)
Ermo¨glicht das Abrufen von dynamischen oder
statischen Dateisysteminformationen fu¨r das
System unter dem Filehandle fsroot.
(Ie95)
Der Client ko¨nnte nun beispielsweise mit dem Filehandle 0 des Mount-
Deamons und dem Namen der gewu¨nschten Datei die LOOKUP-Prozedur
starten. Dabei wird das Server-Verzeichnis nach der angegebenen Datei durch-
sucht. Wenn sie existiert, erha¨lt der Nutzer neben anderen Attributen das
Filehandle 1 fu¨r das gefundene Dateisystemobjekt. Mit dieser Information
stehen dem Client nun weitere Optionen zur Verfu¨gung. Mit der READ-
Funktion kann er sich etwa den Inhalt der Datei vom NFS-Deamon zusenden
lassen. Auch das Schreiben in Dateien, die Erstellung und Lo¨schung von
Verzeichnissen oder die Anzeige beziehungsweise Anpassung von Attributen
werden vom NFS-Server unterstu¨tzt.
Zusa¨tzlich zur beschriebenen reinen NFS-Funktion nutzt das Protokoll die
MOUNT-Prozedur. Diese wird beno¨tigt, um den Server-Pfaden ein Filehand-
le zuordnen zu ko¨nnen, sodass ein Client den betreffenden Pfad einbinden
kann. Weiterhin ist ein Network Lock Manager no¨tig, um dem statuslosen




Die nachfolgende Anleitung weist den Weg zum erfolgreichen Netzwerk-Boot
eines Android-Abbildes auf dem Wandboard. Diese basiert mit einigen A¨nde-
rungen auf bereits existierenden Anleitungen fu¨r Android 6.0 der Quellen
(NC16) und (NR16). Fu¨r die Durchfu¨hrung ist zuna¨chst die Generierung der
Android-Bootdateien als vorbereitender Schritt notwendig.
3.1 Vorbereitung / Bau des Betriebssystems
Zuerst mu¨ssen die Quelldateien des gewu¨nschten Android-Systems fu¨r das
Wandboard heruntergeladen werden. Diese sind als Archivdateien im tar.xz-
Format im FTP-Download-Bereich der Webseite des Wandboard-Entwicklers
(download.wandboard.org/) zu finden.
Nach dem Herunterladen des Sourcecodes sind im na¨chsten Schritt bestimmte
Voraussetzungen fu¨r einen erfolgreichen System-Build zu pru¨fen. Zuallererst
beno¨tigt man als Host entweder ein Ubuntu- oder Mac OS-System. Diese
Anleitung wurde an Linux Mint 17.3 Rosa erprobt, das auf Ubuntu basiert.
Laut der Webseite des Android Open Source Project (AOSP) sind Erfahrun-
gen mit anderen Linux-Distributionen nicht dokumentiert, diese sollen die
beno¨tigten Grundvoraussetzungen aber ebenso beinhalten. Windows wird
nicht unterstu¨tzt. (An17)
Weiterhin ist das Vorhandensein der OpenJDK Version 7 notwendig. Ande-
re Versionen oder die Oracle JDK sorgen fu¨r Fehler beim Kompilieren des
AOSP. Ob die richtige JDK wie in Abbildung 9 vorhanden ist, kann in einer
Konsole u¨ber den Befehl java -version gepru¨ft werden.
Abbildung 9: Beispiel des Vorhandenseins der korrekten JDK
Ist das passende Paket noch nicht installiert, kann das nach der Ak-
tualisierung der Paketlisten (sudo apt-get update) mit dem Befehl sudo
apt-get install openjdk-7-jdk erfolgen.
Zusa¨tzlich muss beachtet werden, dass das Android Build-System die Java-
Laufzeitumgebung u¨ber die Variable JAVA HOME aufruft. Verweist diese auf
eine andere Java-Version, ist gar nicht oder falsch definiert, kommt es im Lau-
fe des make-Prozesses zu Fehlern und daraus resultierenden Abbru¨chen. Die
Variable kann mit echo $JAVA HOME angezeigt und u¨ber export JAVA HOME
fu¨r das aktuelle Terminalfenster gea¨ndert werden (Abb. 10).
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Abbildung 10: U¨berpru¨fung und A¨nderung der Variable JAVA HOME
Bevor der Bau beginnen kann, mu¨ssen einige beno¨tigte Pakete eingerich-
tet werden, falls diese noch nicht vorhanden sind. Die betreffende Software
ist im nachfolgend dargestellten Befehl aufgelistet:
sudo apt-get install git-core gnupg flex bison gperf lzop
build-essential zip curl zlib1g-dev gcc-multilib g++-multilib
libc6-dev-i386 lib32ncurses5-dev x11proto-core-dev libx11-dev
lib32z-dev ccache libgl1-mesa-dev libxml2-utils xsltproc unzip
u-boot-tools
Um das Kompilieren fehlerfrei zu ermo¨glichen und das System fu¨r die spa¨tere
Nutzung optimal einzurichten, ist es notwendig, am Inhalt einzelner Dateien
A¨nderungen vorzunehmen.
Dazu passt man zuna¨chst mit einem Editor die Quelldatei HOST x86 common.mk,
die unter build/core/clang/ zu finden ist, wie in Abbildung 11 dargestellt,
an:
Abbildung 11: Vera¨nderungen in der Datei HOST x86 common.mk
Nachfolgend muss die Standard-Konfiguration des Android-Frameworks
gea¨ndert werden, um zu verhindern, dass das Wandboard bei Aktivierung des
Ruhezustands durch Android einen Neustart durchfu¨hrt. Dafu¨r sind die in




Abbildung 12: Erweiterung der Einstellungsdatei
Mit den gemachten A¨nderungen steht einem erfolgreichen Build-Prozess
nichts mehr im Wege. Bevor das eigentliche Betriebssystem, das AOSP, kom-
piliert werden kann, mu¨ssen zuvor der Kernel und der Bootloader konfiguriert
und gebaut werden, da das Build-System diese im einsetzbaren Zustand vor-
aussetzt und einige Abha¨ngigkeiten verknu¨pfen muss.
Zuvor ist es notwendig, fu¨r alle Ordner des Android-Sourcecodes die Build-
Variablen ARCH und CROSS COMPILE festzulegen. Dazu dient in Abbildung 13
erneut der Befehl export. Bei den beiden Werten handelt es sich um die zu er-
zeugende Prozessor-Architektur ARM und den Pfad fu¨r den Cross-Compiler,
der im spa¨teren Verlauf die U¨bersetzung der Android-Quelldateien auf dem
Linux-Host u¨bernehmen wird.
Abbildung 13: Festlegung der Build-Variablen
Nun kann im ersten Abschnitt des Bauprozesses der Kernel konstruiert
werden. Dazu wechselt man u¨ber cd in das Verzeichnis kernel imx, in wel-
chem die Systemkern-Dateien abgelegt sind. Zuna¨chst muss die Verarbeitung
der Konfiguration des spa¨teren Kernels vorbereitet werden, indem der Befehl
make wandboard android defconfig zum Einsatz kommt. Dieser verarbei-
tet Quelldateien, die die Konfigurationsgrundlagen enthalten. Entsprechend
der dortigen Vorgaben werden die config-Dateien angelegt.
Nachfolgend ist es mo¨glich, die Konfiguration u¨ber make menuconfig in ei-
ner Listenansicht zu vera¨ndern, die in Abbildung 14 zu sehen ist. Hierbei
ko¨nnen beispielsweise Boot-Optionen gewa¨hlt, Treiber aktiviert und grund-
legende Einstellungen wie Energieverwaltung oder Bus-Unterstu¨tzung ange-
passt werden. Die hier getroffenen Entscheidungen speichert das System in
den config-Dateien ab, sodass alle Vera¨nderungen im aktiven Kernel wieder
zu finden sind.
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Abbildung 14: Konfiguration des Kernels u¨ber menuconfig
Mit Abschluss der Konfigurierung kann der Bau des Kerns beginnen.
Dieser startet mit der Anweisung make -j4 zImage, wobei zImage als Na-
me des spa¨teren Kernel-Images u¨bergeben wird. Der Parameter -j4 schreibt
dem make-Prozess vor, wie viele parallel laufende Kompilier-Vorga¨nge es ge-
ben soll. In diesem Fall werden also vier Abha¨ngigkeiten aus dem Makefile
gleichzeitig verarbeitet.
Der Vorgang beno¨tigt je nach Systemvoraussetzungen einige Minuten Zeit.
Dabei u¨bersetzt der Compiler die C-Quelldateien, die anschließend in der
vom Makefile vorgeschriebenen Anordnung mit Beachtung der Verbindun-
gen und Abha¨ngigkeiten zu einem System-Image zusammengefu¨hrt werden.
Der Prozess ist erfolgreich abgeschlossen, wenn dieser mit den in Abbildung
15 dargestellten Meldungen beendet wird.
Abbildung 15: Abschluss der Kernel-Kompilierung
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Nunmehr ist es no¨tig, den Bootloader herzustellen, der das Laden des
Betriebssystems beziehungsweise den Netzwerk-Boot u¨bernehmen soll. Des-
sen Quelldateien sind im heruntergeladenen Android-Archiv bereits enthal-
ten und u¨ber den Pfad bootable/bootloader/uboot-imx erreichbar. Be-
vor begonnen wird, sollte die korrekte Definition der Variablen ARCH und
CROSS COMPILE nachgepru¨ft werden, die auch fu¨r die U¨bersetzung von U-
Boot essenziell sind.
Befindet man sich im oben genannten Verzeichnis, muss zuna¨chst mit der
Anweisung make wandboard defconfig die Konfiguration geladen und ab-
gespeichert werden. Danach ist es mo¨glich, auf eine Art und Weise a¨hnlich
der Kernel-Konstruktion mithilfe des leicht abgea¨nderten Befehls make -j4
den Bau des Bootloaders zu starten. Das U-Boot-Image ist einsatzbereit,
wenn der Prozess mit der in Abbildung 16 dargestellten Ausgabe endet. Die
Kompilierung dauert je nach Host zwischen einigen Sekunden und ein bis
zwei Minuten.
Abbildung 16: Erfolgreicher Abschluss der Bootloader-Erstellung
Mit dem erfolgreichen Abschluss der Kernel- und U-Boot-Konstruktion
sind alle Voraussetzungen erfu¨llt, um das Betriebssystem zu u¨bersetzen und
dessen Bibliotheken und Dateien zusammenzustellen. Hierzu ist notwendig,
u¨ber cd in den obersten Ordner des ehemaligen Android-Quellarchivs zu
wechseln, damit alle Sourcecode-Dateien zugreifbar sind. In diesem Ordner
wird im folgenden Schritt die Kompilierungsumgebung initiiert und aus-
gefu¨hrt. Der Befehl . build/envsetup.sh ruft das bezeichnete Shell-Skript
auf, welches wiederum weitere Skripte einbindet, die alle verfu¨gbaren Gera¨te-
typen und Prozessorarchitekturen, fu¨r die Android eingerichtet werden kann,
la¨dt und diese fu¨r die Kompilierung vorbereitet.
Das aufgerufene Skript vollfu¨hrt die Vorbereitung automatisch und ermo¨glicht
die darauffolgende Anweisung lunch. Mit dieser erha¨lt der Nutzer eine Aufli-
stung verschiedener Produkte, fu¨r deren Architektur der Build-Prozess mo¨glich
ist. In diesem Fall muss in Abbildung 17 der Eintrag mit der Nummer 23 aus-
gewa¨hlt werden, der fu¨r die Spezifikation wandboard-eng steht.
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Abbildung 17: Auswahl Produktarchitektur
Fu¨r die gewa¨hlte Eintragung erstellt lunch eine Konfiguration fu¨r das
spa¨tere Android, die der Nutzer u¨ber printconfig (Abb. 18) auf Richtigkeit
u¨berpru¨fen kann.
Abbildung 18: Ausgabe des Befehls printconfig
Bevor der eigentliche Bau des Systems beginnen kann, ist es notwendig,
den Inhalt der Variable JAVA HOME nochmals zu u¨berpru¨fen (siehe Abb. 10),
da die Laufzeitumgebung des Build-Prozesses alle Werkzeuge, also auch den
dort angegebenen Pfad, auf Richtigkeit und Java-Version in Bezug auf die
Kompilierung kontrolliert.
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U¨ber den Befehl make -j8 kann der make-Prozess gestartet werden, der die
U¨bersetzung des AOSP durchfu¨hrt. Dabei wird die zuvor erstellte Konfigura-
tion u¨bernommen, die Werkzeugpru¨fung erfolgt und alle beno¨tigten Ordner
und Dateien werden nacheinander eingebunden. Dieser Vorgang kann einige
Stunden in Anspruch nehmen und endet mit dem Erzeugen des Dateisystems,
das heißt mit der Bereitstellung des RAM-Disk-Images und des Abbilds der
System-Partition.
Die Ausgaben, die das Endergebnis symbolisieren und einen erfolgreichen
Abschluss darstellen, sind in Abbildung 19 zu sehen.
Abbildung 19: Beendung der Dateisystemerstellung (geku¨rzt)
Diese fu¨r die Durchfu¨hrung des Netzwerkboots wichtigen Dateien sind
nach Abschluss des Build-Prozesses unter dem Pfad /out/target/product/
wandboard/ sowie im Kernel- und im U-Boot-Verzeichnis auffindbar.
3.2 Umwandlung der Abbilder
Um die beno¨tigten Dateien fu¨r die Durchfu¨hrung des Boots von Android-
Images zu erhalten, kann neben dem Kompilierungsansatz auch die U¨berle-
gung verfolgt werden, die Dateien aus den SD-Karten-Images herauszulo¨sen
und umzuwandeln. Die Umwandlung ist no¨tig, weil die dort zu findenden In-
halte mit dem Netzwerkstart nicht direkt kompatibel sind. In den folgenden
Abschnitten wird dabei die alternative Generierung jeder beno¨tigten Datei
einzeln betrachtet.
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zImage und .dtb-Datei Sowohl die Kernel-Datei zImage als auch die
Bina¨rdatei des Device Tree Blobs liegen auf der SD-Karte bereits in der
Form vor, wie sie fu¨r den Bootvorgang beno¨tigt werden, sodass es mo¨glich
ist, diese ohne zusa¨tzliche Umwandlung in das Verzeichnis des TFTP-Servers
zu u¨berfu¨hren.
system raw.img Auf der SD-Karte liegt kein System-Image vor, dessen
Dateien sind als Ordnerstruktur in der entsprechenden Partition eingebun-
den. U¨ber den Befehl dd kann diese in ein Image eingelesen werden. Dabei
entsteht allerdings kein Abbild, das zum Mounten fa¨hig ist. Diese Aufgabe
u¨bernimmt der beim Kompilieren fu¨r die Erstellung des Rohabbilds ange-
wandte Befehl simg2img system.img system raw.img, dieser kann jedoch
auch alleinstehend außerhalb des Build-Prozesses verwendet werden.
ramdisk.img Das RAM-Disk-Image ist im SD-Karten-Abbild enthalten,
allerdings in der Datei uramdisk.img. Diese besitzt einen 64 Byte großen U-
Boot-Header und die Inhalte der RAM-Disk. Um diese Daten zu extrahieren,
kann das Tool dd eingesetzt werden. Dabei muss der Befehl so gestaltet sein,
dass die ersten 64 Byte, also der nicht beno¨tigte Header, nicht verarbeitet
werden. Eine solche Anweisung ist im folgenden dargestellt:
sudo dd if=uramdisk.img of=ramdisk.gz bs=64 skip=1
Der Prozess erzeugt ein .gz-Archiv, das alle erforderlichen Dateien und Struk-
turen entha¨lt. Mithilfe von mv ramdisk.gz ramdisk new.img kann das Ar-
chiv in das gewu¨nschte Image-Format fu¨r den NFS-Server gebracht werden.
3.3 Konfiguration des Netzwerkstarts
Die im vorherigen Schritt fertiggestellten Teile des Android-Systems fu¨r das
Wandboard sollen im folgenden nicht wie normalerweise auf eine SD-Karte
gebracht werden, um starten zu ko¨nnen. Mithilfe des Bootloaders U-Boot
und der Protokolle TFTP und NFS ist es mo¨glich, Android u¨ber das Netz-
werk zu booten.
Zuna¨chst mu¨ssen die Server der beteiligten Protokolle auf dem Linux-Host in-
stalliert und konfiguriert werden. Fu¨r den TFTP-Server ist, wenn noch nicht
auf dem System vorhanden, die Installation des Paketes tftpd-hpa no¨tig, die
u¨ber den bereits mehrmals genutzten Befehl sudo apt-get install erfolgt.
Mit dem erfolgreichen Abschluss der Einrichtung des TFTP-Deamons kann
nun die Konfiguration des spa¨teren Servers vorgenommen werden. Die betref-
fende Config-Datei /etc/default/tftpd-hpa entha¨lt bereits die beno¨tigten
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Informationen fu¨r einen erfolgreichen Transfer. In diesem Fall (Abb. 20) wur-
de ausschließlich die Pfadangabe zum TFTP-Verzeichnis, in welchem die zu
u¨bertragenden Daten liegen, angepasst.
Abbildung 20: Inhalt der TFTP-Konfigurationsdatei
Das soeben angegebene Verzeichnis tftpboot muss mithilfe von sudo
mkdir /srv/tftpboot erstellt und im folgenden dem TFTP-User tftp als
Eigentu¨mer zugeschrieben werden. Dafu¨r dient die Anweisung sudo chown
-R tftp /srv/tftpboot, der Parameter -R schließt rekursiv alle mo¨glichen
Unterverzeichnisse und Dateien mit ein (Abb. 21).
Abbildung 21: Besitzer und Rechte des TFTP- und NFS-Ordners
Der TFTP-Service ist nach Abschluss dieser Vorga¨nge startbereit und
kann mit dem Befehl sudo service tftpd-hpa start aktiviert werden. Al-
ternativ ist es mo¨glich, diesen mit stop anzuhalten, mit restart neu zu star-
ten und mit status den aktuellen Zustand abzurufen. Der TFTP-Server ist
beim Netzwerkstart fu¨r die Bereitstellung des Kernels und der Device-Tree-
Files zusta¨ndig. Die entsprechenden Dateien mu¨ssen, wie in Abbildung 22 zu
sehen, im Verzeichnis tftpboot platziert werden, um bei der Durchfu¨hrung
des Bootens zur Verfu¨gung zu stehen.
Abbildung 22: Ansicht des Ordners tftpboot
Um nun auch einen NFS-Server aufsetzen zu ko¨nnen, ist zuna¨chst die
Installation des zugeho¨rigen Paketes mit dessen Abha¨ngigkeiten vorzuneh-
men. A¨hnlich dem TFTP-Server wird diese mit der Anweisung sudo apt-get
install nfs-kernel-server durchgefu¨hrt, falls auf dem Host noch kein
NFS-Server vorhanden sein sollte.
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Die wichtigste Konfigurationsdatei ist die Textdatei /etc/exports, die den
Zugriff von NFS-Clients auf ein Verzeichnis mit einem Dateisystem bezie-
hungsweise auf mehrere Verzeichnisse mit unterschiedlichen Systemen regelt.
Die Zugriffskontrolle erfolgt u¨ber die IP-Adresse oder den Hostnamen, die-
ser muss allerdings mit passender IP in der Datei /etc/hosts eingetragen
sein. Einem NFS-Ordner ko¨nnen dabei mehrere Client-Adressen mit ver-
schiedenen Optionen zugeordnet werden. Die folgende Abbildung 23 zeigt
den /etc/exports-Eintrag fu¨r den in diesem Fall verwendeten Wurzel-Pfad
/srv/nfsandroid, der durch die Nutzung eines Editor wie beispielsweise
nano eingefu¨gt werden kann, dabei mu¨ssen allerdings root-Rechte mithilfe
des Befehls sudo vorliegen.
Abbildung 23: Eintragung in der Konfigurationsdatei /etc/exports
Der in der Konfiguration spezifizierte Ordner muss durch sudo mkdir
/srv/nfsandroid erstellt werden. Nun ist es mo¨glich, auf Grundlage der
Exportdatei mit dem Befehl sudo exportfs -a die NFS-Tabelle zu bilden.
Mit Abschluss dieser Schritte kann der Start des NFS-Servers erfolgen; dazu
dient die Anweisung sudo service nfs-kernel-server start, die Alter-
nativen stop, restart und status gelten wie beim TFTP-Service auch hier.
Nun gilt es den NFS-Server mit dem Android-Betriebssystem zu versorgen,
welches auf dem Wandboard gestartet werden soll. Hierbei kommen die nach
einer der beiden Ansa¨tze erhaltenen Abbilder der RAM-Disk und der System-
Partition zum Einsatz.
Zuna¨chst muss in den soeben erstellten Ordner des NFS-Servers gewechselt
werden. In diesen ist die Image-Datei ramdisk.img zu entpacken, die wie-
derum ein gz-Archiv entha¨lt. Der dadurch angewendete Befehl mit Pipe
gunzip -c [Pfad zum Quellverzeichnis]/out/target/product/
wandboard/ramdisk.img | sudo cpio -i
u¨bertra¨gt den gesamten Inhalt mitsamt des Wurzelverzeichnisses aus dem
Abbild in den Server.
In der ausgepackten Ordnerstruktur ist bereits ein Ordner system enthalten,
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der zu Beginn allerdings noch leer ist. In diesen muss das system raw.img
eingebunden werden. Mithilfe von
sudo mount [Pfad zum Quellverzeichnis]/out/target/product/
wandboard/system raw.img system
wird der Mount erfolgreich vollzogen. Damit entha¨lt der NFS-Server nun so-
wohl RAM-Disk als auch System-Partition, sodass beides in einem Schritt
bootfa¨hig ist.
Die Server sind nunmehr mit allen Dateien ausgestattet, die fu¨r einen er-
folgreichen Netzwerkstart beno¨tigt werden. Im na¨chsten Schritt erfolgt der
Start und die Konfiguration des Bootloaders, der nach Abschluss dieser mit
den eingerichteten Servern kommunizieren, Daten empfangen und verarbei-
ten soll, sodass Android hochfa¨hrt, ohne auf die SD-Karte zuzugreifen.
Die SD wird aber trotz dieser Funktion noch beno¨tigt, um den Bootloader
bereitzustellen. Daher ist es no¨tig, eine SD-Karte mit den U-Boot-Dateien
aus dem Build-Prozess zu bestu¨cken. Die Bina¨rdatei des Secondary Program
Loaders (SPL), der das U-Boot in den Arbeitsspeicher la¨dt, muss an Offset 1k
(1024) platziert werden. Dazu kann das Kopier-Tool dd Anwendung finden,
zuvor sollte man beispielsweise mit dem Kommando lsblk die Kennung der
Speicherkarte unter den Gera¨tedateien ermitteln. Dieser Gera¨tepfad und vor
allem dessen letzter Buchstabe ersetzt im nachfolgenden Befehl den Platz-
halter /dev/sd#:
sudo dd if=[Pfad zum Quellverzeichnis]/bootable/bootloader/
uboot-imx/SPL of=/dev/sd# bs=1k seek=1
Der Befehl sync schreibt die Daten aus dem Speicher auf die oben spezifi-
zierte Gera¨tedatei, die stellvertretend fu¨r die SD-Karte existiert.
Neben dem SPL ist auch das Schreiben des U-Boot-Images an die richtige
Position essentiell. Das Abbild muss in die erste FAT32-Partition, in der Par-
titionierung zumeist als boot bezeichnet, eingefu¨gt werden, da der SPL dieses
dort sucht und aufruft. Das beschriebene Vorhaben ist u¨ber die nachfolgend
gelistete Anweisung durchfu¨hrbar:
cp [Pfad zum Quellverzeichnis]/bootable/bootloader/uboot-imx/
u-boot.img /media/$USER/boot
Alternativ la¨sst sich auch das vorinstallierte U-Boot eines vollsta¨ndig konfi-
gurierten Android-SD-Abbildes verwenden.
Das Wandboard ist nun entweder mit einem kompilierten oder einem vor-
installierten Bootloader ausgestattet, an dem im folgenden Abschnitt einige
Konfigurationen vorgenommen werden, um vorerst einen manuellen und im
spa¨teren Verlauf den automatischen Netzwerkboot zu ermo¨glichen.
Um mit dem U-Boot kommunizieren zu ko¨nnen, wird eine Verbindung zwi-
schen der seriellen Schnittstelle des Wandboards und dem Host u¨ber ein
Nullmodemkabel beno¨tigt. Besitzt der Server oder PC keinen eigenen seriel-
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len Anschluss, ist ein USB-zu-Seriell-Adapter notwendig. Auf dem Host kann
der Datenverkehr u¨ber ein entsprechendes Konsolen-Tool fu¨r serielle Verbin-
dungen wie kermit, screen oder putty empfangen werden.
Wird das Wandboard an die Energieversorgung angeschlossen, fa¨hrt nach
dem SPL und dessen Aufruf der Bootloader hoch und listet einige Infor-
mationen u¨ber die vorliegende Hardware auf, bevor er einen fu¨nf Sekunden
dauernden Countdown zum normalen Booten startet. Verhindert man das
Ablaufen der Zeitschranke durch Dru¨cken einer beliebigen Taste, erha¨lt man
Zugang zur U-Boot-Konsole (Abb. 24), die eine vielfa¨ltige Befehlslandschaft
zur Anpassung des Bootloaders bietet.
Abbildung 24: Start des Bootloaders
Der Netzwerkstart ist im U-Boot bereits in den Umgebungsvariablen
netboot und netargs definiert, sodass nur die Netzwerk- und Datei-Variablen
an die Werte von Server und Client angepasst werden mu¨ssen. Fu¨r alle
weiteren Schritte ist es nunmehr zwingend erforderlich, u¨ber den Ethernet-
Anschluss des Wandboards eine Verbindung zum LAN herzustellen, der Host
beno¨tigt ebenfalls Zugang zum gleichen Netzwerk und Subnetz.
Dem Bootloader muss zuna¨chst eine IP-Adresse im lokalen Netz zugewie-
sen werden. Bevor der Aufruf des DHCP-Clients erfolgen kann, bedarf es
der Festlegung der Variable autoload, die mithilfe von setenv autoload
no auf Nein gesetzt wird, um die automatische Funktion des Kernel-Ladens
u¨ber DHCP abzuschalten. Der Client, dessen Start u¨ber die Anweisung dhcp
erfolgt, u¨bermittelt dem U-Boot daraufhin die aktuelle IP-Adresse im ange-
schlossenen Netzwerk. Diese ist als Variable ipaddr festzuhalten, wozu der
Befehl setenv ipaddr [IP-Adresse] angewendet wird.
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Auch die IP des Servers muss dem Bootloader in Form der Variable serverip
mitgeteilt werden. Mit Ausnahme von Variablenname und IP-Adresswert
gleicht der Befehl in Form und Anordnung der oberen Anweisung zur Regi-
strierung der U-Boot-IP.
Der Variablenwert von ip dyn ist auf gleiche Art und Weise wie beim Wert
autoload mit setenv auf Nein zu setzen, um TFTP als Ladeprotokoll fu¨r
Kernel und Device Tree Blob zuzulassen. Deren Dateinamen mu¨ssen fu¨r den
erfolgreichen Ablauf des TFTP-Ladens wie folgt u¨ber die Anweisungen
setenv bootfile zImage und setenv fdtfile imx6q-wandboard.dtb
registriert werden. Weiterhin besteht die Notwendigkeit, den Namen des
NFS-Wurzelverzeichnisses u¨ber setenv nfsroot /srv/nfsandroid in die
Konfiguration einzutragen.
Abschließend ist es no¨tig, die bereits existierende Variable netargs durch die
nachfolgend dargestellte angepasste Befehlskette zu modifizieren:
setenv netargs ’setenv bootargs $bootargs base root=/dev/nfs rw
ip=dhcp nfsroot=$serverip:$nfsroot,v3,tcp’
Dabei erfolgt die A¨nderung der Argumente fu¨r den Netzwerkstart, indem die
Boot-Parameter durch die Hinzufu¨gung der Basis-Konfiguration (Videoein-
stellungen, Lage der init-Datei, Werte der Terminal-Konsole, etc.) erweitert
werden. Zusa¨tzlich erfolgt die Festlegung des Root-Device auf die stellver-
tretende Gera¨tedatei fu¨r NFS, der Inhalt dieser wird dabei mit Lese- und
Schreibrechten (rw) eingebunden. Die IP-Konfiguration besonders in Bezug
auf die Adressierung soll u¨ber DHCP stattfinden, die Angabe des NFS-
Wurzelverzeichnisses wird durch die Voranstellung der IP-Adresse des Servers
erga¨nzt und die gesamte Verbindung zu diesem wird auf Grundlage von NFS
Version 3 und TCP etabliert werden.
Alle geta¨tigten Festlegungen sind nun final zu sichern, indem env save auf-
gerufen wird, das alle Variablena¨nderungen in den Speicher des Bootloaders
schreibt. Mit env default -a ko¨nnen beispielsweise im Fall eines Fehlers
wiederum alle A¨nderungen verworfen und U-Boot auf Standard zuru¨ckge-
setzt werden.
Die Funktion des Netzwerkstarts kann manuell u¨ber den Aufruf run netboot
getestet werden. Dabei sollte ein teilweise erfolgreicher, aber nicht vollsta¨ndig
ablaufender Android-Boot zu sehen sein. Um diese Schwierigkeiten zu besei-
tigen, sind in den abschließenden Schritten einige A¨nderungen in System-
und Quelldateien no¨tig.
Zuerst muss dafu¨r die Datei fstab.freescale angepasst werden, die die Ver-
waltung der Partitionen des Dateisystems zur Aufgabe hat. Da die System-
Partition schon im NFS-Server in die RAM-Disk eingebunden ist, wa¨re es
u¨berflu¨ssig, sie als Partition der SD-Karte zu mounten. Den entsprechenden
Eintrag in der Datei kommentiert man also mit dem Steuersymbol # aus.
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Abbildung 25: A¨nderung der Partitionierungskonfiguration
Allerdings muss sichergestellt werden, dass die eingesteckte SD die u¨bri-
gen Bedingungen besonders in Bezug auf Data- und Cache-Partition erfu¨llt.
Eine mo¨gliche Partitionierung und zugleich der Standard fu¨r die Android-
SD-Karte fu¨r das Wandboard ist in Abbildung 26 zu sehen.
Abbildung 26: Partitionierung der SD-Karte
(http://android.serverbox.ch/wp-content/uploads/2013/06/partition.png)
Dabei sind nach dem Master Boot Record der SD ein acht MiB großer Be-
reich fu¨r den U-Boot-SPL reserviert. Es folgen 33 MiB Bootpartition mit dem
U-Boot-Image, eine 1024 MiB große System-Partition, die im Fall eines nor-
malen Bootvorgang das Wurzeldateisystem entha¨lt und eine Cache-Partition
in gleicher Gro¨ße. Die restliche SD-Karte wird von der Datenpartition einge-
nommen.
Nach der U¨berpru¨fung der Speicherkarte und der U-Boot-Parameter kann
mit run netboot ein erneuter Boot-Vorgang gestartet werden.
Es gelingt dem Bootloader in diesem Fall die System-Dateien zu laden und
die Data- und Cache-Partition zu mounten, auch werden die ersten Services
durch den Dienst init gestartet. Allerdings bleibt das Hochfahren mit dem
Zugriff auf den NFS-Server in einer Fehlermeldung ha¨ngen, die vermeldet,
dass von diesem keine Antwort erhalten wird.
Fu¨r die Lo¨sung dieses Problems mu¨ssen zwei Quelldateien des Net-Deamons
an NFS angepasst werden. Diese sind im Android-Quellverzeichnis u¨ber den
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Pfad system/netd/server/ erreichbar. In der Datei CommandListener.cpp
ist bereits das Einlesen eines NFS-Modus ro.nfs.mode vorgesehen, diese
Funktion allein lo¨st die Problemstellung allerdings nicht. Dafu¨r muss die
zweite Quelle, die Datei RouteController.cpp, erga¨nzt werden. In deren
Standard-Konfiguration erfolgt der Aufruf der Methode flushRules(), die
in regelma¨ßigen Absta¨nden aktuelle Routing-Regeln lo¨scht und damit auch
die Verbindung zum NFS-Server unterbricht. Die in der Datei enthaltene
Funktion RouteController::Init ist daher um eine Bedingungsabfrage zur
Unterscheidung von normalen und netzbasierten Boot-Vorga¨ngen zu erwei-
tern. Fu¨r die if-Anweisung in Abbildung 27 muss die daru¨ber dargestell-
te Funktion implementiert werden. Dabei ist zu beachten, dass der Import
#include <cutils/properties.h> im Kopfbereich der Quelldatei existie-
ren muss, um den Aufruf des NFS-Modus zu ermo¨glichen.
Abbildung 27: Anpassung des Net-Deamons
Mit den abgespeicherten A¨nderungen ist es no¨tig, den Quellcode des De-
amons neu zu kompilieren. Wie bereits bei der U¨bersetzung des Android-
Projekts wird auch in diesem Fall mit . build/envsetup.sh oder mit source
build/envsetup.sh die Entwicklungsumgebung im Android-Quellverzeichnis
gestartet und u¨ber die Anweisung lunch 23 der Gera¨tetypus wandboard-eng
gewa¨hlt. Daraufhin kann der erneute Bau der Bina¨rdatei netd beginnen, der
Befehl mmm -j4 system/netd steht dafu¨r zur Verfu¨gung. Zuletzt ist es not-
wendig, die vera¨nderte Datei an die vorgesehene Position im NFS-Verzeichnis




ermo¨glicht, sodass nun der gea¨nderte Net-Deamon angewendet wird.
Der letzte Schritt zum reibungslosen Ablauf des Boot-Vorgangs umfasst die
Einfu¨gung des Modus ro.nfs.mode, der im Route-Controller des netd auf-
gerufen wird, in die Startdatei init.freescale.rc, die verschiedene Regeln
zum Start verwaltet. Die in Abbildung 28 dargestellte Zeile ist dazu unter
der Rubrik on boot neu einzutragen.
Abbildung 28: Ausschnitt aus der Datei init.freescale.rc
Mit dem Neustart des Bootloaders erfolgt der Netzwerkboot des Android-
Systems nun ohne das Auftreten von Fehlern. Mit dem Erreichen dieses Zieles
ist die Methode abgeschlossen, der eigentliche Prozess des Hochfahrens wird
im folgenden Ergebniskapitel behandelt.
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4 Ergebnis
Folgt man dem in der Methodik dargelegten Weg zur Einrichtung des Wand-
boards, der zugeho¨rigen SD-Karte und der Server, ist es mo¨glich, Android
auf der Entwicklungsplattform u¨ber das Netzwerk zu laden und zu starten.
Dieses Kapitel widmet sich dem Bootvorgang als Ergebnis des mit dieser Ar-
beit vorgestellten Ansatzes.
Der Netzwerkstart beginnt mit dem Hochfahren des Bootloaders U-Boot,
der zuallererst die Bedingungen fu¨r die Wahl der Boot-Methode pru¨ft. Wenn
dieser auf der SD-Karte die Kernel-Datei zImage und das RAM-Disk-Image
mit U-Boot-Header uramdisk.img findet, erfolgt ein normaler Start von der
Speicherkarte, wenn der Countdown abgelaufen ist. Sind diese Dateien nicht
vorhanden, wird automatisch ein Netzwerkstart versucht.
Diese Art des Hochfahrens wird u¨ber das Laden des Kernels u¨ber TFTP
initialisiert (Abb. 29). Dazu werden die fu¨r diesen Vorgang beno¨tigten In-
formationen akquiriert, das heißt die eigene und die IP-Adresse des Servers
sowie der Name des Kernels und dessen spa¨tere Speicheradresse. Je nach den
vorhandenen Internetressourcen kann dieser Ladevorgang nach wenigen Se-
kunden oder Minuten abgeschlossen sein, abha¨ngig von der Anzahl beno¨tigter
Versuche.
Abbildung 29: Laden des Kernels u¨ber TFTP
Ist das Transferieren des Abbilds zImage vollsta¨ndig, la¨dt der Bootloader
den Device Tree Blob fu¨r das Wandboard Quad, ebenfalls u¨ber TFTP. Es
werden dabei die gleichen Datentypen wie beim Laden des Kernels vorberei-
tet. Aufgrund der kleinen Gro¨ße der dtb-Datei ist die U¨bermittlung innerhalb
von Millisekunden beendet.
Anschließend werden die Dateien an die Offsets im Speicher gebracht, von
denen sie geladen werden und ihre Funktion vollfu¨hren. Das Kernel-Image
wird dabei an der Speicherstelle 0x12000000, der Device Tree Blob an Offset
0x18000000 abgelegt.
Mit diesen Voraussetzungen, zu sehen in Abbildung 30 kann der Kernel ge-
startet werden und der Boot des Android-Systems beginnt.
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Abbildung 30: Abschluss TFTP-Ladevorgang und Datenausfu¨hrung
Das Hochfahren des Android-Systems wird begleitet von einer großen
Menge an Log-Nachrichten, die u¨ber den Start von Diensten oder den Erfolg
von Operationen aufkla¨ren. In diesem Abschnitt werden einzelne Vorga¨nge
anhand ihres Outputs na¨her betrachtet, besonders solche, die mit den be-
schriebenen Konfigurationen in der Methodik in direkter Verbindung stehen.
Unter anderem kann wa¨hrend des Boots das Mounten der Data- und der
Cache-Partition verfolgt werden (Abb. 31).
Abbildung 31: Einbindung der Data- und Cache-Partition
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Die A¨nderung der Datei fstab.freescale und die Anpassung der SD-
Kartenpartitionierung ermo¨glichen die fehlerfreie Durchfu¨hrung dieses Schrit-
tes.
Im weiteren Verlauf erfolgt die Verbindung zum NFS-Server und somit zum
Dateisystem. Dabei kann der Ablauf zum erfolgreichen Mounten der RAM-
Disk mit System-Partition nachvollzogen werden.
Nach der Einrichtung der Verbindung u¨ber die Schnittstelle eth0 sendet U-
Boot eine DHCP-Anfrage an den Router und erha¨lt die beno¨tigten Informa-
tionen u¨ber das Netz und den anzusprechenden Server. Die Verknu¨pfung ist
nun etablierbar, die Zugriffsschnittstelle VFS (Virtual File System) besta¨tigt
anschließend die Einbindung von root (nfs filesystem), das heißt das
Dateisystem wurde erfolgreich als Root Device beziehungsweise Wurzelver-
zeichnis gemountet.
Damit sind alle beno¨tigten Android-Daten vorhanden und der Prozess init,
der die Services initialisiert, wird gestartet. Dieser dominiert den weiteren
Bootprozess und vollfu¨hrt und u¨berwacht den Startprozess der Services. Fu¨r
alle Vorga¨nge gibt init eine Status- oder im gegensa¨tzlichen Fall eine Fehler-
meldung aus. Die meisten Android-Applikationen basieren auf diesen Service-
Diensten oder beno¨tigen diese fu¨r ihre Funktion, so kann beispielsweise der
Start des Media-Dienstes, des Install-Deamons oder des Gatekeepers beob-
achtet werden. Die Abbildung 32 zeigt einen Ausschnitt des in diesem Absatz
beschriebenen Ablaufs.
Abbildung 32: Etablierung der NFS-Serververbindung
Mit dem Service bootamin, kurz fu¨r bootanimation, der zumeist zuletzt
initialisiert wird, fa¨hrt schließlich die graphische Nutzeroberfla¨che hoch. En-
det bootamin daraufhin wie in Abbildung 33 mit Status 0, ist der Netzwerk-
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start beendet und die eigentliche Bedienoberfla¨che u¨ber die HDMI-Anbindung
sichtbar und mithilfe einer USB-Maus nutzbar. Die Dauer des gesamten Pro-
zesses ha¨ngt erneut von der Netzgeschwindigkeit ab, erfolgt insgesamt aber
selbst bei kleinerer Internetressource innerhalb weniger Minuten.
Abbildung 33: Abschluss Boot-Vorgang
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5 Diskussion
Mit dieser Arbeit wird eine Methodik vorgestellt, die das Booten von Android-
Systemabbildern zur Malware-Analyse auf dem Wandboard erleichtern und
verbessern soll. Dazu wurde der Bootloader U-Boot so modifiziert, dass er
das Betriebssystem nicht von der SD-Karte, sondern u¨ber das Netzwerk la¨dt
und startet.
Dafu¨r war es vor der eigentlichen Konfiguration no¨tig, die Dateien zu erstel-
len, die fu¨r den alternativen Bootvorgang beno¨tigt werden, da diese nicht in
den fu¨r das Wandboard bereitgestellten Archiven enthalten sind. Dazu wur-
den zwei verschiedene Ansa¨tze erarbeitet. Einerseits besteht die Mo¨glichkeit,
Android aus den fu¨r das Wandboard erstellten Quelldateien zu kompilieren.
Dieser Vorgang wurde auf einem Linux-System nach dessen Konfigurierung
und der Etablierung einer U¨bersetzungsumgebung durchgefu¨hrt. Dabei wer-
den der Kernel, die Device Tree Blob-Dateien und der Bootloader einzeln
erstellt, bevor diese in das eigentliche Betriebssystem, das Android Open
Source Project, eingebunden werden, sodass mit Abschluss der Kompilie-
rung ein fertig einsetzbares Android in Form der erforderlichen Dateien zum
Start u¨ber Netzwerk vorliegen.
Andererseits ist auch die Umwandlung bestehender Dateien aus den vorin-
stallierten SD-Karten-Images fu¨r das Wandboard mo¨glich. Dieser Weg ist im
Vergleich mit weniger zeitlichem Aufwand verbunden und kann ebenfalls mit
Linux als Host realisiert werden. Da die auf der SD zu findenden Dateien
nicht direkt kompatibel verwendbar sind, mu¨ssen diese vor dem Einsatz mit-
tels einer je nach Datei unterschiedlichen Befehlsstruktur umgewandelt wer-
den. Besonders wenn bereits Konfigurationen am System auf einer SD-Karte
durchgefu¨hrt wurden, ist diese Variante sinnvoller, um unno¨tige Wiederho-
lungen zu verhindern.
Die mit beiden Ansa¨tzen erlangten Daten wurden im zweiten Teil der Me-
thodik auf einem TFTP- und einem NFS-Server eingerichtet. Der erste bein-
haltet den Android-Kernel und die Bina¨rdateien der Device Tree Blobs, der
zweite die RAM-Disk, das Wurzelverzeichnis und in diesem den Inhalt der
System-Partition. Beide Server ko¨nnen auf einem Linux-Host u¨ber die Pa-
ketverwaltung installiert und u¨ber textbasierte Dateien konfiguriert werden.
Die Initialisierung der Netzwerkprotokolle und Server ermo¨glichte darauf-
hin die Konfiguration und Anpassung des Bootloaders zum Netzwerkstart.
Diese erfolgte u¨ber die Neudefinition von Adress- und System-Werten sowie
die Nutzung der existierenden Umgebungsvariable netboot. Mithilfe dieser
Funktionalita¨t u¨bernimmt das U-Boot den um NFS erweiterten PXE-Prozess
und startet Android auf dem Wandboard u¨ber die LAN-Verbindung.
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Der mit dieser Ausarbeitung erla¨uterte Ansatz bringt dem Gesamtprojekt zur
Analyse von Android-Malware eine effizientere Verbindung zwischen Webser-
ver und Analyseplattform als die bisherige Methode u¨ber die SD-Karte.
Dabei entfa¨llt die Notwendigkeit, die Speicherkarte mit dem Wechsel der
Android-Version und Malware auszutauschen. Soll beispielsweise ein neuar-
tiger Virus auf einer bereits vorliegenden System-Version analysiert werden,
ist es nun ausreichend, einzelne Inhalte des NFS-Servers zu vera¨ndern. Selbst
der Wechsel der Android-Distribution erfordert ausschließlich den Austausch
der in der Methodik beschriebenen System-Dateien auf den Servern. Diese
Vera¨nderungen ko¨nnen vollsta¨ndig digital stattfinden und verringern sowohl
den materiellen Aufwand in Bezug auf die Rechnerressourcen und die Nut-
zung von Speicherkarten als auch den zeitlichen Aufwand in Bezug auf den
Arbeitsprozess. Die eingefu¨hrte Methode ersetzt den sicheren Start u¨ber die
SD-Karte mit einer ebenso sicheren Alternativlo¨sung u¨ber das Netzwerk und
bringt gleichzeitig eine Erho¨hung der Effektivita¨t mit sich.
Zur Erreichung des Ziels, Android auf dem Wandboard u¨ber alternative und
weniger aufwa¨ndige Art und Weise zu booten, fu¨hren neben dem vorgestell-
ten Weg noch weitere Pfade.
Alternativ zum PXE-Boot zwischen Server und Wandboard besteht auch
die Mo¨glichkeit, ein zweites Wandboard einzusetzen, das die Serverfunktio-
nalita¨t u¨bernimmt. Dabei wu¨rde die Einrichtung auf einem Android-System
u¨ber eine App erfolgen, die eine a¨hnliche Methodik anwendet und der Analy-
seplattform die zu bootenden Dateien u¨bermittelt. Die Durchfu¨hrung ko¨nnte
mit diesem Ansatz auf eine kleinere Hardwareumgebung mit gleichbleibender
Leistung gebracht werden. Allerdings existiert das Risiko, dass es durch ein-
zelne Beschra¨nkungen des Betriebssystems und der Funktionsmo¨glichkeiten
der aktuell verfu¨gbaren Apps zu Schwierigkeiten bei der U¨berfu¨hrung des
Netzwerkstarts vom Rechnersystem auf die Mikrocontrollerplattform kom-
men kann. Zudem wa¨re der Kosten-Nutzen-Faktor zu analysieren, da die-
se Apps zumeist gebu¨hrenpflichtig beziehungsweise kostenfrei nur als einge-
schra¨nkte Teilversion verfu¨gbar sind.
Weiterhin wa¨re ein Boot-Vorgang u¨ber USB und den USB-OTG-Anschluss
denkbar, nach einem a¨hnlichen Prinzip wie u¨ber das Netzwerk, mit zwei
Wandboards, die ein Client-Server-Verha¨ltnis bilden und Dateien austau-
schen. Ein mo¨glicher Ansatz wa¨re die Nutzung der Android Debug Bridge, die
normalerweise zum Senden von Befehlen und Daten, vor allem zu Entwicklungs-
und Reparaturzwecken, verwendet wird. Diese Idee ist bereits in einem Pro-
jekt erprobt worden, konnte aber keine zufriedenstellenden Ergebnisse erbrin-
gen. Die U¨bermittlung der Boot-Dateien erfolgte u¨ber ein USB-OTG-Kabel
von der einen Plattform auf die andere, das Hochfahren auf dieser endete
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aber mit Fehlermeldungen und konnte abschließend nicht in Funktion ge-
setzt werden.
Im Vergleich zu den Boot-Methoden u¨ber USB kann die Methode u¨ber das
Netzwerk unter Nutzung von PXE somit als die leichter umsetzbare und zu-
verla¨ssig funktionale Durchfu¨hrung betrachtet werden.
Neben der grundlegenden Hauptmethode mu¨ssen auch die einzelnen Be-
standteile dieser anhand ihrer Vorteile und Alternativen beurteilt werden.
Zuallererst ist dabei der verwendete Bootloader U-Boot einzuscha¨tzen. Wie
im Methoden- und besonders im Grundlagenkapitel ersichtlich ist, besitzt
das U-Boot eine weite Befehls- und Funktionsvielfalt, die es ermo¨glicht, auf
den Speicher zuzugreifen und dessen Elemente zu vera¨ndern, verschiedene
Boot-Optionen zu wa¨hlen und diese den Bedu¨rfnissen des Nutzers anzupas-
sen sowie verschiedene Arten von Skripten auszufu¨hren. Dieser Umfang an
Mo¨glichkeiten bringt den Vorteil, dass selbst eher schwierig umzusetzende
Projekte in Betrieb genommen werden ko¨nnen, da eventuelle Problemstel-
lungen durch individuell anpassbare Parameter eine Lo¨sung erhalten.
In diesem Fall war der entscheidende Vorzug die bereits existierende Fa¨hig-
keit zum Netzwerkboot in Verbindung mit der ebenfalls schon definierten
Netboot-Variable, die den programmatischen Ablauf vorgibt. Dadurch mus-
sten nur die IP-Adressen und die Namen der zum Booten beno¨tigten Da-
teien und Images eingetragen werden. Der Boot-Prozess war daraufhin auch
aufgrund der eingebauten Unterstu¨tzung der beteiligten Netzwerkprotokolle
ohne weitere A¨nderungen am Universal-Bootloader startbereit.
Das U-Boot wird neben zahlreichen anderen Einsatzgebieten im Bereich der
Embedded Systems ha¨ufig fu¨r die Verbindung Wandboard und Android ein-
gesetzt. Der Programmentwurf des Loaders ist auf die reibungslose Funktion
von Android auf dem Wandboard abgestimmt und u¨bernimmt neben den
genannten speziellen Aufgaben auch das normale Hochfahren von der SD-
Karte. Die Quelldateien werden zusammen mit den Android-Quellarchiven
ausgeliefert und die Anwesenheit des erfolgreich kompilierten Bootloaders
ist Voraussetzung fu¨r die U¨bersetzung und den Bau des Betriebssystems,
dem Android Open Source Project. Somit ist das U-Boot nicht nur eine gut
geeignete Umgebung fu¨r den Netzwerkstart, sondern auch ein wichtiger Be-
standteil fu¨r die Funktion des Android-Systems auf dem Wandboard.
Fu¨r Mikrocontroller-Plattformen existieren mehrere Arten von Bootloadern,
die zwar vereinzelt eine a¨hnliche Funktionsbreite wie U-Boot aufweisen, aber
nicht die gleiche Systemunterstu¨tzung und Gera¨tekompatibilita¨t besitzen. So
unterstu¨tzt beispielsweise
”
RedBoot“ zwar das Laden von Abbildern u¨ber
TFTP, ist allerdings mit der Wandboard-Architektur ARM Cortex-A9 nicht
kompatibel. Die Unterstu¨tzung des Boots von Android ist ebenfalls nicht er-
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sichtlich. Eine sinnvolle Alternative, die U-Boot ersetzen ko¨nnte, kann auch
nach dem Studium anderer Bootloader nicht empfohlen werden.
In der vorgestellten Methode wird das Protokoll PXE durch das Network
File System erga¨nzt. Der Server stellt das Android-Dateisystem u¨ber das lo-
kale Netz zur Verfu¨gung und ermo¨glicht die Abspeicherung von A¨nderungen,
die im laufenden Betrieb gemacht werden. Das bringt einen entscheidenden
Vorteil im Vergleich zum reinen TFTP-basierten Hochfahren, das bei jedem
Neustart das gleiche Image bootet. In diesem Fall sind Vera¨nderungen nur
tempora¨r und sind beim Abschalten der Client-Hardware wieder verschwun-
den. Ein Gera¨t, das im spa¨teren Gesamtprojekt zuverla¨ssig Malware analy-
sieren soll, beno¨tigt allerdings ein stabiles Dateisystem, in der die Vorausset-
zungen, das heißt die grundlegenden Applikationen und Analyse-Tools, bei
jedem Durchgang in gleicher Ausfu¨hrung vorhanden sind. Der NFS-Server
stellt diese Funktionalita¨ten zur Verfu¨gung.
Ein weiterer Vorteil besteht in der Kompatibilita¨t zwischen U-Boot und NFS.
Der Bootloader bindet das NFS-Dateisystem wa¨hrend des Bootvorganges
ein, nachdem der TFTP-Ladevorgang abgeschlossen ist. Damit la¨sst sich die
U¨bermittlung der Systemdateien auf einfache Art und Weise einrichten und
durchfu¨hren. Außer einigen Anpassungen an Android-Dateien und Quellda-
teien von Diensten muss ausschließlich der Server und die Freigabetabelle
existieren, um das Dateisystem u¨ber den Bootloader von einem physisch ge-
trennten Medium zu laden.
Diese Arbeit erga¨nzt die vorangehenden Projekte zur Konfiguration des Wand-
boards fu¨r die Durchfu¨hrung einer Malware-Analyse um eine effektivere Art
des Bootens und Ladens von Systeminhalten und ermo¨glicht dadurch die
Umsetzung des gesamten Projektes als Webservice. Mit den bisherigen Vor-
gehensweisen und Ansa¨tzen, das heißt dem SD-Karten- oder USB-Start, wa¨re
die Realisierung nur in umsta¨ndlicher Form oder u¨berhaupt nicht mo¨glich ge-
wesen.
Daher ist nun im weiteren Forschungsverlauf die Zusammenstellung der Server-
und Wandboard-Infrastruktur vorgesehen, dafu¨r werden die zwei Arbeiten
(Mo16) und (Wi16) mit dem vorliegenden Projekt verknu¨pft, um einen ein-
satzfa¨higen Laufzeit-Service zur Analyse von Android-Malware auf mehreren
Wandboards zu konstruieren.
Der vorgestellte Ansatz besitzt allerdings auch Potenzial zur Weiterentwick-
lung. So ko¨nnen bestimmte Abla¨ufe wie die Vorbereitung der Server oder
der Tauschprozess der Android-Dateien, die aktuell noch per Hand erfolgen,
u¨ber Skripte automatisiert werden. Auch ist die Beru¨cksichtigung der aktuell
funktionsfa¨higen und die Erforschung neu entwickelter Alternativen wichtig,
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um in Zukunft einen mo¨glicherweise noch effektiveren und schnelleren An-
satz hervorzubringen. Von der stetigen Forschung am Projekt und seinen
technischen Bestandteilen sowie der Erweiterung des aktuellen Hard- und
Software-Stands ha¨ngt der fortlaufende Erfolg der Einrichtung ab.
Diese Arbeit schließt die Planung eines Projektes zur Malware-Analyse ab
und ermo¨glicht damit dessen Durchfu¨hrung. Das Bedu¨rfnis nach der Kenntnis
des Vorgehens von digitalen Scha¨dlingen und der damit ermo¨glichten Klassi-
fizierung der zuvor unbekannten Malware kann beantwortet werden, um fu¨r
diese schnellstmo¨glich Maßnahmen entwickeln zu ko¨nnen.
Durch die aktuelle Entwicklung von Straftaten im Bereich der Cyberkrimi-
nalita¨t, besonders bei Android-Malware, ist die Bereitstellung eines sicheren,
zuverla¨ssigen und schnellen Analyseservices essentiell wichtig, um mit der
fortschreitend steigenden Zahl an mobilen Malware-Arten, vor allem bei Vi-
ren, mithalten zu ko¨nnen und Mittel zur Beka¨mpfung und Abwehr der Schad-
software herzustellen, bevor diese sich unkontrolliert ausbreitet und bei einer
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In diesem Abschnitt soll die Struktur der beiliegenden CD darstellt werden,
die sowohl diese Arbeit in digitaler Form als auch die Dateien der Server und
des Bootloaders U-Boot entha¨lt. Bei den Systemdateien handelt es sich um
die Android-Version 6.0, an der die vorgestellte Methodik erprobt wurde.
\Bachelorarbeit entha¨lt die Bachelorarbeit im PDF-Format.
\U-Boot-Img beinhaltet den Secondary Program Loader (SPL) und das fu¨r
den Netzwerkstart konfigurierte Abbild des Bootloaders U-Boot (uboot.img).
\Server TFTP beinhaltet das Kernel-Abbild (zImage) und die Device Tree
Blob-Datei (imx6q-wandboard.dtb), die auf dem Server im TFTP-Verzeichnis
platziert sind.
\Server NFS entha¨lt das RAM-Disk-Image (ramdisk.img) sowie das Abbild
der System-Partition (system raw.img), die in den Ordner des NFS-Servers
eingebunden beziehungsweise entpackt werden mu¨ssen.
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