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Abstract
We establish pointwise ergodic theorems for a large class of natural averages on
simple Lie groups of real-rank-one, going well beyond the radial case considered previ-
ously. The proof is based on a new approach to pointwise ergodic theorems, which is
independent of spectral theory. Instead, the main new ingredient is the use of direct
geometric arguments in hyperbolic space.
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1 Introduction
1.1 Ergodic subgroups and ergodic theorems
Let G be a connected simple real Lie group of real rank one with finite center. Our purpose
in the present paper is to generalize the existing pointwise and maximal ergodic theorems
for the ball and shell averages on G well beyond the case of radial averages, using an entirely
new approach.
The ingredients our method utilizes are elementary hyperbolic geometry, the classical
pointwise and maximal ergodic theorems for one-dimensional flows, the Howe-Moore ergod-
icity theorem, and some variations on the classical “method of rotation”. In particular, our
proof is independent of any spectral estimates associated with spherical functions on the
group G. Refined and detailed estimates of spherical functions formed the basis of the only
previous proof of pointwise ergodic theorems for radial averages on G [Ne94][Ne97][NS97],
but reliance on such estimates necessarily restricts the averages under study to be radial. We
remark that our approach in fact extends the range of validity of the radial pointwise ergodic
theorems to the space L logL, which is not readily accessible by spectral methods, but the
main point in our analysis is the use of geometric ideas to dispense with the assumption of
radiality in the pointwise ergodic theorems on G.
To be more precise, let (X, µ) be a standard probability space and let Aut(X, µ) be the
group of all measure-preserving automorphisms of (X, µ) in which two automorphisms are
identified if they agree on a conull set. The group Aut(X, µ) is equipped the weak topology
under which is it separable and completely metrizable (see [Ke10] for example). Ameasure-
preserving action of G on (X, µ) is a continuous homomorphism from G into Aut(X, µ).
Given such an action, a probability measure η on G and a function f ∈ L1(X, µ) on X ,
define η(f) ∈ L1(X, µ) by
η(f)(x) =
∫
G
f(g−1x) dη(g).
Also let E[f |G] ∈ L1(X, µ) denote the conditional expectation of f on the sigma-algebra of
G-invariant Borel sets. This is well-defined up to a measure zero set.
A 1-parameter family of probability measures {ηr}r>0 on G is pointwise ergodic in Lp
if for any measure-preserving action Gy(X, µ) and any f ∈ Lp(X, µ), the averages ηr(f)
converge pointwise almost everywhere as r →∞ to conditional expectation E[f |G]. Such a
family is not required to be a semi-group.
The basis of our approach to proving ergodic theorems is the following simple and natural
idea. Suppose that G is a locally compact second countable (lcsc) group and H < G is a
closed subgroup. We say thatH has the automatic ergodicity property if whenever G acts on a
probability space (X, µ) by measure-preserving transformations ergodically then the action
restricted to H is also ergodic. In this case, any pointwise ergodic family of probability
measures ηr supported on H is a pointwise ergodic family for G. It follows that for any
g, g′ ∈ G, the averages δg ∗ ηr ∗ δg′ satisfy the same conclusion. Given any parametrized
family δgb ∗ ηr ∗ δg′b, with b ranging over some lcsc space B, the corresponding parametrized
pointwise ergodic families can be averaged with respect to a probability measure on B. Under
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suitable natural conditions this gives rise to a host of additional pointwise ergodic families
supported on G.
A most significant case where this method can be employed is when G is a simple non-
compact algebraic group. Indeed then by the Howe-Moore Theorem any closed noncompact
subgroup H < G has the automatic ergodicity property.
Of course, one natural possibility is to choose H as an amenable subgroup of G. Then
we can use the classical theory of amenable groups to find ergodic sequences in H , whose
translates δgb ∗ ηr ∗ δg′b , b ∈ B can then be averaged further on B. For example, when G is
a simple non-compact real Lie group, this raises the possibility of proving pointwise ergodic
theorems for G by averaging on translates of probability measures on a unipotent subgroup,
for example one which is isomorphic to R. Below we will develop and utilize this approach
extensively for the group SL2(R) and a unipotent subgroup N .
Furthermore, let us note that parametrized families of translated averages on general,
not necessarily amenable subgroups also occur naturally, and we will use the principle stated
above in that case too. For example, we will consider the case of parametrized translates of
averages on SO0(2, 1) embedded in SO0(n, 1), which corresponds to embeddings of totally
geodesic hyperbolic planes in the n-dimensional hyperbolic space. This will allow us to gen-
eralize ergodic theorems established for SO0(2, 1) to isometry groups of higher dimensional
(real, complex and quaternionic) hyperbolic spaces.
Thus this approach may be viewed as a generalization of the familiar “method of rotation”
used extensively in classical analysis and singular integral theory.
We remark that the approach used in the present paper to prove ergodic theorems for
simple real rank one Lie groups was motivated by the method used to prove ergodic theorems
for free groups in [BN13]. There the approach is based on considering an appropriately chosen
amenable “measurable subgroup” of F. This “subgroup” is a sub-equivalence relation R of
the orbit equivalence relation of F acting on its boundary. Whenever F acts on a probability
space Fy(X, λ), there is a natural extension Fy(X × ∂F, λ × ν) and a sub-equivalence
relation RX of the orbit relation on X × ∂F. It was shown in [BN13] that if the action
Fy(X, λ) is ergodic then the sub-equivalence relation RX has at most 2 ergodic components,
which is an analog of the Howe-Moore theorem in this case. Moreover, the subrelation RX
is amenable (indeed, it is hyperfinite), and admits ergodic sequences. The radial ergodic
theorems for the free groups are then proved by first averaging over finite-sub-equivalence
relations of the relation RX and then averaging the result over the boundary. Note also that
this method allows much more general types of averaging sequences to be analyzed similarly,
since we can average with respect to a variety of measures on the boundary.
1.2 Main results
As above, let G be a connected simple real Lie group of real rank one with finite center
and Gy(X, µ) be a measure-preserving action on a standard Borel probability space. Let
KAK = G be a Cartan decomposition of G and A = {at}t∈R be the Cartan subgroup. We
allow any linear parametrization of the Cartan subgroup A, and denote the finite center of
G by Z. We use these coordinates to define the following natural averages on G
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Definition 1. Let U, V ⊂ K be sets of positive measure which are Z-invariant, namely
ZU = U and ZV = V . For r, ǫ > 0 let
BU,Vr = {k1atk2 : k1 ∈ U, t ∈ [0, r], k2 ∈ V },
ΣU,Vr,ǫ = {k1atk2 : k1 ∈ U, t ∈ [r, r + ǫ], k2 ∈ V }.
Let σU,Vr,ǫ , β
U,V
r denote the probability measures on G obtained by restricting Haar measure
to ΣU,Vr,ǫ and B
U,V
r respectively and normalizing to have mass one.
The following is our main result:
Theorem 1.1. Let G be a connected simple real Lie group of real rank one with finite center.
For any ǫ > 0,
1. the families {σU,Vr,ǫ }r>0 and {βU,Vr }r>0 are pointwise and mean ergodic in Lp (1 < p <
∞) and in L logL
2. the families {σU,Vr,ǫ }r>0 and {βU,Vr }r>0 satisfy the strong (p, p) type maximal inequality
(∀p > 1) and the L logL maximal inequality.
The terminology is explained in §2.
Remark 1.1. 1. By taking U = V = K we recover the fact that spherical shell averages
are pointwise ergodic in Lp for all p > 1. This was first proven in [Ne94, Ne97, NS97]
by spectral methods, and the fact that these averages are also pointwise ergodic in
L logL is new.
2. The main novelty occurs when U or V is not equal to K. In this case, the averages
are referred to as “bi-sector averages”. Special cases have been proven previously only
under the very restrictive hypothesis that X = G/Γ is a homogeneous action.
3. We prove a more general result (Theorem 5.6) in which U and V are replaced with
arbitrary bounded Z-invariant probability densities on K.
4. Theorem 1.1 holds for the balls and shells defined by any choice of G-invariant Rie-
mannian metric on the symmetric space G/K.
5. The assumption that U and V are Z-invariant will be convenient in our arguments,
but is not strictly necessary. We will explain this comment further in Remark 5.1.
6. A general maximal inequality for not-necessarily-radial averages on connected semisim-
ple Lie groups of any real rank was proved in [GN10]. Pointwise ergodic theorems for
averages which are K-invariant on one side only were proved under extra spectral
assumptions in [Ne98].
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Plan of the paper. In §2.1-2.2 we introduce the necessary definitions and notation asso-
ciated with maximal inequalities and ergodic theorems, and also list some basic standard
analytic facts that will be used repeatedly in many of the arguments later on. §3.1-3.2 con-
tain a brief exposition of the classical method of rotations associated with geodesic polar
coordinates in Euclidean and hyperbolic space. §4.1-4.3 are devoted to proving Theorem 1.1
in the special case G = PSL2(R). In §5 we prove Theorem 1.1 by using the PSL2(R) case
and the fact that any connected simple adjoint real Lie group G of real rank one contains an
embedded subgroup L isomorphic to PSL2(R), conveniently located in G. We will then treat
the case of finite covers of the adjoint group at the end of §5, and in Remark 5.1 comment
on the assumption of Z-invariance of the sets U and V .
1.3 Acknowledgements
The authors would like to thank the referee for several important and useful comments which
lead to significant improvements in the presentation of the arguments in the paper.
2 Preliminaries
2.1 Averaging operators, maximal inequalities and ergodic fami-
lies
Let G be an lcsc group acting by measure-preserving transformations on a standard Borel
probability space (X, µ). If ν is any probability measure on G then we also consider ν to be
an operator from L1(X, µ) to L1(X, µ) via the formula
ν(f)(x) =
∫
G
f(g−1x) dν(g).
Maximal functions and maximal inequalities. Let r 7→ νr, r > 0 be a 1-parameter family
of compactly supported probability measures on G. We do not require it to be a semigroup
or to consist of absolutely continuous measures on G. However, we do require that it is a
w∗-continuous map from R+ to the space of probability measures P(G) on G, namely that
for any continuous function F on G, r 7→ νr(F ) is continuous. We will make this assumption
on every 1-parameter family of probability measures without saying so explicitly. The reason
this assumption will be useful is as follows.
Let Mν denote the associated maximal operator defined by
Mν [f ] = sup
r≥1
νr(|f |).
Note that r ≥ 1 in the definition above instead of r > 0. This is because we our only
interested in limits as r →∞ and will not be concerned with limits as r ց 0.
For a general family of averages νr, it need not be the case that the maximal function
Mν [f ] associated with a Borel function f is measurable. However, for an lcsc group G there
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is a topological model for the action GyX . In other words, we may assume without loss of
generality that X is a compact metrizable space on which G acts jointly continuously and
µ is a standard Borel probability measure on X [BK96, Theorem 2.6.6]. So there exists a
subspace C(X) ⊂ L∞(X) which is norm dense in every Lp(X), 1 ≤ p < ∞, such that for
every f ∈ C(X) the map g 7→ f(g−1x) is continuous in g for almost every x ∈ X . Namely
C(X) is the subspace of continuous functions on X . Under the w∗-continuity assumption for
νr, for such f the maximal function Mν [f ](x) is equal to the supremum of νq(|f |)(x) where
q ∈ Q ∩ R+, so that it is indeed measurable.
For f ∈ L1(X, µ) and k ≥ 1, let
‖f‖L(logL)k =
∫
X
|f | (log(max(|f |, 1)))k dµ
and let L (logL)k (X, µ) ⊂ L1(X, µ) be the set of all functions with ‖f‖L(logL)k < ∞. This
is a vector subspace although ‖ · ‖L(logL)k is not a norm.
We say that a family {νr}r>0 of Borel probability measures on G satisfies
• the weak-type (1, 1) maximal inequality if there is a constant C1 > 0 such that
µ({x ∈ X : Mν [f ] ≥ t}) ≤ C1‖f‖1
t
∀f ∈ L1(X, µ), t > 0,
• the strong-type (p, p) maximal inequality if there is a constant Cp > 0 such that
‖Mν [f ]‖p ≤ Cp‖f‖p ∀f ∈ Lp(X, µ).
• the strong-type L (logL)k maximal inequality if there is a constant CL(logL)k > 0
such that
‖Mν [f ]‖L1 ≤ CL(logL)k‖f‖L(logL)k ∀f ∈ L (logL)k (X, µ) .
Mean and pointwise convergence. We let E[f |G] denote the conditional expectation of f
on the sigma-algebra of G-invariant measurable subsets. We say a family {νr}r>0 of Borel
probability measures on G is
• mean ergodic in Lp if νr(f) converges in Lp-norm to E[f |G] as r → ∞ for every
f ∈ Lp(X, µ);
• mean ergodic in L (logL)k if νr(f) converges in L1-norm to E[f |G] as r → ∞ for
every f ∈ L (logL)k (X, µ);
• pointwise convergent in Lp (or L (logL)k) if νr(f) converges pointwise a.e. as
r →∞ for every f ∈ Lp(X, µ) (or L (logL)k).
• pointwise ergodic in Lp (or L (logL)k) if νr(f) converges pointwise a.e. to E[f |G]
as r →∞ for every f ∈ Lp(X, µ) (or L (logL)k).
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Finally, we say that {νr}r>0 is a good averaging family in Lp, if it satisfies the strong
type (p, p)-maximal inequality, is mean ergodic for functions in Lp and in addition the family
is pointwise ergodic in Lp. We define good averaging families in L (logL)k similarly.
When νr is a good averaging family in every L
p, 1 < p < ∞ and also in L logL we will
abbreviate and say that it is a good averaging family. If in addition the family satisfies
the weak-type (1, 1) maximal inequality then we will say that it is an L1-good averaging
family. When this holds, it follows that the family is in fact pointwise and mean ergodic in
L1. This is one of several useful facts that we will use repeatedly, which we now state.
2.2 Standard arguments
We list the following standard results that will be used frequently below. We start with the
following elementary fact.
Lemma 2.1 (Domination Lemma). Suppose {ηr}r>0 and {νr}r>0 are w*-continuous families
of probability measures on G and there is a constant C > 0 such that ηr ≤ Cνr for all r. If
{νr}r>0 satisfies either a weak-type (1, 1), strong-type (p, p) or L (logL)k maximal inequality
then {ηr}r>0 satisfies the same type of maximal inequality.
We will have occasion to average parametrized families of probability measures on G,
and thus state the following fact, which is a straightforward consequence of the definitions.
Lemma 2.2 (Averaging strong maximal inequalities). Let (Z, ζ) be a standard probability
space and let (z, r) 7→ τz,r be a measurable map from Z × (0,∞) into the space of Borel
probability measures on G. Suppose that for each z ∈ Z the family of averages {τz,r}r>0
is w*-continuous in r and satisfies a strong-type (p, p) (or L (logL)k) maximal inequality
with constants Cz,p and moreover the constants Cz,p are uniformly bounded for z ∈ Z. Let
τr =
∫
z∈Z
τz,r dζ(z). Then {τr}r>0 satisfies the strong-type (p, p) (or L (logL)k) maximal
inequality.
We recall that given two bounded Borel measures ν and λ on G, their convolution is
defined as the functional
ν ∗ λ(y) =
∫
G
∫
G
y(gh)dν(g)dλ(h) , ∀y ∈ Cc(G)
where Cc(G) denote the space of compactly supported continuous functions on G. Clearly,
the support of ν ∗ λ is contained in the closure of the product of the supports of ν and of
λ, and if ν and λ are probability measures, then so is ν ∗ λ. Convolution is associative and
therefore convolution of triples is well-defined by:
ν ∗ α ∗ λ(y) =
∫
G
∫
G
∫
G
y(gag′)dν(g)dα(a)dλ(g′) , ∀y ∈ Cc(G) .
Below we will often consider maximal inequalities for a family of measures arising as convo-
lutions of probability measures on G. We thus state
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Proposition 2.3. Let {ηr}r>0,{νr}r>0, {λr}r>0 be w* continuous families of compactly sup-
ported probability measures on G.
1. If {ηr}r>0 satisfies the strong type (p, p) or L (logL)k maximal inequality and ν and λ
are fixed (but arbitrary) probability measures, then {ν ∗ ηr ∗ λ}r>0 satisfies the same
maximal inequality.
2. If {ηr}r>0, {νr}r>0 and {λr}r>0 each satisfy the strong type (p, p) maximal inequality
then so does {νr ∗ ηr ∗ λr}r>0.
3. If {ηr}r>0, {νr}r>0 and {λr}r>0 each satisfy the weak-type (1, 1) maximal inequality
then {νr ∗ ηr ∗ λr}r>0 satisfies the L (logL)3 maximal inequality.
We note that Part (1) follows from Lemma 2.2, applied to the measure space (G×G, ν×λ)
and the family defined by τ(g,g′),r = δg ∗ ηr ∗ δg′ . Part (2) is elementary, since the maximal
functions of each of the families νr, ηr and λr is itself in L
p. Part (3) is proved in [Fav72]
(see Theorem 1(ii) and its proof).
Finally, we recall the following well-known version of the classical Banach principle (see
e.g. [Ne05] for complete details).
Theorem 2.4. Suppose there exists a norm-dense subset D ⊂ L1(X, µ) of functions such
that for every f ∈ D, ηr(f) converges pointwise a.e. as r →∞.
• If {ηr}r>0 satisfies the weak type (1, 1) maximal inequality, then {ηr}r>0 is pointwise
and mean convergent in L1.
• If {ηr}r>0 satisfies the strong type (p, p) (or L (logL)k) maximal inequality, then {ηr}r>0
is pointwise and mean convergent in Lp (or L (logL)k).
If for every f ∈ D, ηr(f) converges pointwise to the ergodic mean E[f |G] a.e. as r → ∞,
then we can replace “pointwise and mean convergent” in the two conclusions above with
“pointwise and mean ergodic”.
Our discussion below will utilize certain polynomially-weighted versions of Birkhoff’s
pointwise ergodic theorem. The results we require undoubtedly follows from a suitable
weighted ergodic theorem on the real line already in existence, but we have not located a
convenient reference, so we include a short self-contained proof of the simple special case we
will use in the following two results.
Theorem 2.5 (Polynomially Weighted Birkhoff’s Ergodic Theorem). Let ψ : (0,∞) →
(0,∞) be a continuous function satisfying
ψ(t) = Ctκ +O
(
tκ
′
)
for some constants C > 0 and κ > κ′ > 0. Let η be the measure on R defined by η(E) =∫
E
ψ(t) dt for Borel E ⊂ R. Finally, for T > 0, let ηT denote η restricted to [0, T ] and
normalized to have mass 1:
ηT (E) =
η(E ∩ [0, T ])
η([0, T ])
, E ⊂ R.
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Then {ηT}T>0 is an L1-good averaging family for R (as an additive group).
Proof. Let ht ∈ Aut(X, µ) be an R-flow, which we can assume to be ergodic. Let
A
η
Tf =
1
η[0, T ]
∫ T
0
f ◦ h−1t dη(t) , Mη[f ](x) = sup
T>0
A
η
T |f | (x) .
There exists a dense subsetD ⊂ L1(X, µ) satisfying the pointwise ergodic theorem, consisting
of all functions of the form f − f ◦ ht + c where f ∈ L∞(X, µ), t ∈ R and c is a constant. A
standard computation shows that AηT (f−f ◦ht+c) converges pointwise a.e. to c as T →∞,
and a standard argument shows that D is dense in L2(X, µ) and therefore dense in L1(X, µ).
Let λT denote the uniform probability measure on [0, T ]. Then there is a constant C
′ > 0
such that as measures on R, ηT ≤ (κ + 1)C ′λT , where C ′ depends only on the C and the
implicit constant in the error term in the formula ψ(t) = Ctκ +O
(
tκ
′
)
. So the Domination
Lemma 2.1 and the well-known weak type (1,1) maximal inequality for {λT}T>0 implies the
weak type (1,1) maximal inequality for {AηT}T>0. Similarly, Mη[f ] satisfies the strong type
(p, p) maximal inequality for all p > 1. So Theorem 2.4 concludes the proof for {AηT}T>0.
We now apply the previous theorem to intervals of exponentially increasing size, as fol-
lows. Assume ǫ > 0, r > 0, b > 0 and define the measures ηr,ǫ on R by
ηr,ǫ(E) =
η(E ∩ [2 sinh br, 2 sinh b(r + ǫ)])
η[2 sinh br, 2 sinh b(r + ǫ)]
, E ⊂ R.
Proposition 2.6. For any measure-preserving R-action on a probability space, the measures
{ηr,ǫ}r>0 constitute an L1-good averaging family, for each fixed ǫ > 0 and b > 0.
Proof. Let ht ∈ Aut(X, µ) be an R-flow, which we can assume to be ergodic. Define operators
Ar,ǫ[f ] for f ∈ Lp(X, µ) by
Aηr,ǫ[f ](x) = ηr,ǫ(f) =
1
η[2 sinh br, 2 sinh b(r + ǫ)]
∫ 2 sinh b(r+ǫ)
2 sinh br
f ◦ h−1t dη(t).
Also define
M
η
ǫ [f ](x) = sup
r>0
A
η
r,ǫ[|f |](x).
Let us first note the general fact that for any δ > 0 and for T > 0, the averages on R
defined by the normalized restriction of η to the set [0, (1 + δ)T ) \ [0, T ) = [T, (1 + δ)T )
satisfy the following
A
η
(1+δ)T f(x)−AηT f(x) =
1
η([0, (1 + δ)T ))
∫ (1+δ)T
0
f(h−1t x) dη(t)−
1
η([0, T ))
∫ T
0
f(h−1t x) dη(t)
=
η([0, T ))− η([0, (1 + δ)T ))
η([0, (1 + δ)T ))
1
η([0, T ))
∫ T
0
f(h−1t x) dη(t)
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+
η([T, (1 + δ)T ))
η([0, (1 + δ)T ))
1
η([T, (1 + δ)T ))
∫ (1+δ)T
T
f(h−1t x) dη(t)
so that we have the identity
1
η([T, (1 + δ)T ))
∫ (1+δ)T
T
f(h−1t x) dη(t) =
η([0, T ))
η([T, (1 + δ)T ))
(
A
η
(1+δ)T f(x)− AηTf(x)
)
+AηTf(x) .
This identity implies immediately that the strong maximal inequalities which are valid for
the family AηT are valid also for the left hand side, as long as
η([0,T ))
η([T,(1+δ)T ))
remains bounded.
The same argument also establishes the case of the weak-type (1, 1)-maximal inequality.
Note that for any given δ > 0, as T →∞, Aη(1+δ)T f(x)−AηT f(x) converges to zero almost
everywhere and AηTf(x) converges almost everywhere to
∫
X
fdµ (in the ergodic case), as
follows from Theorem 2.5. Therefore the identity shows that pointwise convergence of the
left hand side holds as well.
Let us apply this fact to the choice T = 2 sinh(br) and δ satisfying (1+δ)T = 2 sinh(b(r+
ǫ)). Then
η([0, T ))
η([T, (1 + δ)T ))
=
∫ 2 sinh br
0
ψ(t)dt∫ 2 sinh b(r+ǫ)
2 sinh br
ψ(t)dt
=
(sinh br)κ+1 +O
(
(sinh br)κ
′+1
)
(sinh b(r + ǫ))κ+1 − (sinh br)κ+1 +O ((sinh b(r + ǫ))κ′+1)
=
1(
sinh b(r+ǫ)
sinh br
)κ+1
− 1
(
1 +O
(
(sinh br)κ
′−κ
))
Now using
sinh(b(r + ǫ))
sinh(br)
= cosh
bǫ
2
+ coth
br
2
sinh
bǫ
2
≥ cosh bǫ
2
≥ 1 + b
2ǫ2
8
.
we conclude that given fixed ǫ > 0 and b > 0 we can use the previous identity, since the
ratio in question remains uniformly bounded.
We conclude that the family of operators Aηr,ǫ satisfies the strong-type (p, p) and L logL
maximal inequalities and converges pointwise almost everywhere for f in these function
spaces. In fact, by the same argument the weak-type (1, 1)-maximal inequality and pointwise
convergence for L1-functions hold as well.
Let us now turn to describe in more detail the method of rotations, which will play a
significant role in the proof of radial ergodic theorems for simple groups of real rank one
which will be established below.
3 The classical method of rotations: geodesic polar co-
ordinates
3.1 The method of rotations in Euclidean space
Not long after Wiener’s proof of the pointwise ergodic theorem for ball averages on multi-
dimensional flows [Wi39], it was pointed out by Pitt [Pi42] that part (but not all) of Wiener’s
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theorem can be established by an argument known as “the method of rotation” in the context
of Calderon-Zygmund theory. We summarize this approach to the pointwise ergodic theorem
for Euclidean ball averages, since it includes several arguments and several facts which we
will use repeatedly below.
The main idea is simply to view the normalized uniform measure β
(n)
r on a ball of radius
r in Rn, n ≥ 2 as a convex average of the normalized (weighted) measures on the intervals
[0, rv], with v ∈ Sn−1 ranging over the unit sphere, taken with its unique rotation invariant
probability measure mSn−1 . Using polar coordinates on R
n, namely representing a general
point as (t, v) with t ≥ 0 and v ∈ Sn−1, this amounts to writing
β(n)r f(x) =
∫
v∈Sn−1
n
rn
∫ r
0
tn−1f(T−1t,v x)dtdmSn−1(v)
where T−1t,v x = x− tv. Now for each fixed v, the subgroup R · v is isomorphic to R, and the
weighted one-dimensional operators Lvrf(x) =
n
r
∫ r
0
(
t
r
)n−1
f(T−1t,v x)dt are supported on it.
The polynomially weighted Birkhoff’s ergodic Theorem 2.5 implies these operators satisfy
the weak-type (1, 1) maximal inequality and are pointwise convergent in L1.
Now, the higher-dimensional ball average β
(n)
r we are interested in is the average of Lvrf(x)
over v ∈ Sn−1. As a result, norm convergence for the ball averages in Lp, 1 ≤ p <∞ follows
immediately from norm convergence of Lvrf(x). Similarly, the strong type maximal inequali-
ties in Lp, p > 1 and L logL for the ball averages are immediate consequences of the fact that
they hold for Lvrf(x) with fixed uniform norm bounds, independent of v, using Lemma 2.2.
As to pointwise convergence of the ball averages, it is immediate for bounded functions, for
example by applying Lebesgue’s Dominated Convergence Theorem to the uniformly bounded
family of functions v 7→ f(T−1t,v (x)) in the measure space Lp(Sn−1, mSn−1). Pointwise conver-
gence for general functions in Lp, p > 1 or L logL then follows using Theorem 2.4.
Finally, an important additional point is that we must identify the pointwise limit of
β
(n)
r (f), which differs, in general, from the limits of Lvrf(x). However, the limit function of
β
(n)
r f(x) is in fact invariant under the Rn-action (as noted in Wiener’s original argument).
Indeed the norm limit of β
(n)
r (f ◦ Tt,v) is the same for any choice of v ∈ Rn, as follows easily
by comparing the two integrals, and using the asymptotic invariance (=Følner) property
of Euclidean balls. Thus the limit is the conditional expectation of f with respect to the
sigma-algebra of Rn-invariant measurable sets, as stated in the ergodic theorem.
Note however that the previous argument fails to establish a crucial part of Wiener’s
ergodic theorem. Namely, it does not establish pointwise almost sure convergence for L1-
functions, and cannot be used to prove a weak-type (1, 1)-maximal inequality. While the
family of ball averages in Rn is the convex average of the one-dimensional operators Lvrf(x)
over v ∈ Sn−1, and while each one-dimensional family satisfies the weak-type (1, 1)-maximal
inequality, this inequality does not average and the inequality for the convex average does
not follow. This limitation will be present throughout our discussion below.
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3.2 The method of rotations in non-Euclidean space
Hyperbolic space Hn also admits geodesic polar coordinates analogous to those on Rn. To
describe them more explicitly, recall that the connected component G of the isometry group
of Hn acts transitively and the stability group K of a point p0 ∈ Hn acts transitively on the
unit tangent sphere at p0. Fix a geodesic line ℓ in H
n passing through p0, which is an orbit
of a one-parameter group A = {ar, r ∈ R} isomorphic to R, so that ℓ = A · p0. Every other
geodesic through p0 is of the form kA · p0 for some k ∈ K, namely it is the orbit of p0 under
the conjugate subgroup kAk−1. It follows that the connected component G of the isometry
group of hyperbolic space admits a decomposition of the form G = Iso0(Hn) = KAK, and
in fact G = {eG} ∪ KA+K, where A+ = {ar ∈ A ; r > 0}. Furthermore, the set KarK is
mapped under the map g 7→ gp0 to a sphere of radius |r| with center p0. We let mK denote
the unique Haar probability measure on K, and we let σr be the unique K-bi-invariant
probability measure on the set KarK. The measure σr coincides of course with the measure
mK ∗δar ∗mK , where the convolution is defined on G and δar is the Dirac probability measure
at ar.
Proposition 3.1. Let G = Iso0(Hn) act on (X, µ) by probability-measure-preserving trans-
formations.
1. The uniform average µr =
1
r
∫ r
0
σtdt of the spherical measures σt is a good averaging
family.
2. Let ν and λ be any two Borel probability measures on the group K. Then
r 7→ 1
r
∫ r
0
(ν ∗ δat ∗ λ)dt
is a good averaging family.
Proof. Part (2) implies part (1) upon taking ν = λ = mK . For part (2), first write using
bilinearity of convolution
1
r
∫ r
0
(ν ∗ δat ∗ λ)dt = ν ∗
(
1
r
∫ r
0
δatdt
)
∗ λ .
Now the strong maximal inequalities in Lp, p > 1 and in L logL for A ∼= R-actions immedi-
ately imply the corresponding maximal inequalities for the averages under considerations, by
Proposition 2.3(1). As to pointwise convergence for (say) bounded functions, applying the
one-dimensional averages supported on A ∼= R to λf we can conclude pointwise convergence
as r → ∞. Now the averaging operator ν maps a pointwise convergent family of bounded
functions to another pointwise convergent family of bounded functions, for example using
Lebesgue’s Dominated Convergence Theorem as in the Euclidean case explained above. Us-
ing Theorem 2.4 again, pointwise almost sure and norm convergence for the desired averages
follow. Finally, the identification of the limit requires an additional argument, since asymp-
totic invariance arguments are absent in our non-amenable group. In the present case, it is
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well known that A ⊂ Iso0(Hn) acts ergodically in every ergodic Iso0(Hn)-space by the Howe-
Moore theorem [HM79]. Thus 1
r
∫ r
0
(λf)◦a−1t dt converges pointwise a.e. to the ergodic mean
E[f |G] by the one-dimensional pointwise ergodic theorem, and applying ν to this pointwise
convergent family yields the desired conclusion.
Let us note that the measure µr when projected to H
n is supported in the ball of radius
r with center p0. It gives a measure which is absolutely continuous with respect to the
Riemannian measure βr on the ball, namely the measure which is the normalized restriction
of the isometry-invariant measure on hyperbolic space to the ball. However, µr and βr are
radically different measures, since the radial density of βr is given by
βr =
∫ r
0
σt(sinh t)
n−1dt∫ r
0
(sinh t)n−1dt
. (1)
Thus the application of the classical method of rotation using geodesic polar coordinates
leaves much to be desired, in the case of Iso0(Hn). We are interested in establishing ergodic
theorems for the ball measures βr, which arise intrinsically from hyperbolic geometry, and
not just for the uniform average of the sphere measures σt.
Much of the present paper is based on the following two observations. First, this goal
can be still be achieved by the method of rotation applied to averages on horospheres, rather
than geodesics. Second, averages on horospheres can be used to establish convergence even
for natural non-radial averages as well, using more refined geometric arguments. We now
turn to demonstrate these observations and their consequences in the case of the hyperbolic
plane, which is fundamental to the developments that follow.
4 Ergodic theorems for the isometry group of the hy-
perbolic plane
Let H2 denote the hyperbolic plane, equipped with a Riemannian metric of constant negative
sectional curvature. We identify PSL2(R) with the group of orientation preserving isometries
of H2 in the usual way. For r > 0, ǫ > 0, define the annuli
Σr,ǫ = {g ∈ PSL2(R) : d(gp0, p0) ∈ [r, r + ǫ]}
where d(·, ·) is the invariant Riemanian (=hyperbolic) distance in H2. Let σr,ǫ be the prob-
ability measure on Σr,ǫ obtained by normalizing the restriction of Haar measure. Also let βr
be the probability measure on {g ∈ PSL2(R) : d(gp0, p0) ≤ r} (for some p0 ∈ H2) obtained
by normalizing the restriction of Haar measure.
We will start by proving the following radial ergodic theorem, which will be followed later
on by a non-radial generalization.
Theorem 4.1. For G = PSL2(R), the families {βr}r>0 and {σr,ǫ}r>0 are good averaging
families (for any fixed ǫ > 0).
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4.1 The upper half plane model
For convenience we let H2 denote the upper half plane H2 = {x+ iy ∈ C : y > 0} with the
Riemannian metric G given by
G(w, z) = 〈w, z〉/y
for any vectors w, z in the tangent space of x + iy ∈ H2, where the inner product on the
right hand side is the usual inner product in Euclidean space. With this metric, H2 is a
model of the hyperbolic plane (so this is consistent with previous notation). It is a complete
simply connected Riemannian manifold with constant sectional curvature -1. We denote the
associated Riemannian distance in H2 by d(·, ·) and note the following well known formula :
cosh(d(x1 + y1i, x2 + y2i)) = 1 +
|x1 − x2|2 + |y1 − y2|2
2y1y2
. (2)
The group SL2(R) acts on H
2 by fractional linear transformations:
(
a b
c d
)
z =
az + b
cz + d
,
and this action preserves the Riemannian metric and the distance. Because the center
{±I} ≤ SL2(R) acts trivially, this induces an action of PSL2(R) = SL2(R)/{±I}. It is well-
known that this gives an isomorphism of PSL2(R) with Isom
+(H2), the group of orientation-
preserving isometries of the hyperbolic plane.
For r, t ∈ R, θ ∈ [0, 2π) let
kθ =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
, ar =
(
er/2 0
0 e−r/2
)
, nt =
(
1 t
0 1
)
and
SO2(R) = {kθ}θ∈R, A = {ar}r∈R, N = {nt}t∈R.
We note that the double cover SL2(R)→ PSL2(R) is injective when restricted to A and N ,
and is a double cover when restricted to SO2(R). We denote by K the image of SO2(R).
Because the isometry group acts transitively we may assume without loss of generality
that p0 = i. Note that K is the stabilizer of p0 and d(arp0, p0) = |r| according to the distance
formula (2). The next lemma is central to our approach.
Lemma 4.2. Let r, t > 0. The following are equivalent.
1. d(ntp0, p0) = r;
2. KarK = KntK;
3. cosh(r) = 1 + t
2
2
;
4. t = 2 sinh(r/2).
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Proof. Since K is the stabilizer of p0, d(arp0, p0) = r and PSL2(R) acts simply transitively
on the unit tangent bundle of H2, it follows that {KarK}r≥0 is a parametrization the space
of double cosets of K in G. Using the distance formula (2) :
cosh(d(x1 + y1i, x2 + y2i)) = 1 +
|x1 − x2|2 + |y1 − y2|2
2y1y2
the equivalence of (1) and (3) follows upon substituting x1 = 0, x2 = t, and y1 = y2 = 1.
The equivalence of (3) and (4) is elementary.
Remark 4.1. We note that in the group G = PSL2(R), the Cartan decomposition g =
kark
′ = uasu
′ with k, k′, u, u′ ∈ K ⊂ PSL2(R), and both r and s are positive, is unique.
Indeed, the absolute values of r and s are equal to d(gi, i) (where K stabilizes i), hence r = s
if both are positive. Note that otherwise uniqueness fails, because w0atw
−1
0 = a−t if w0 is
the Weyl group element. Now looking at gi, since K · i = i we have kari = uari. So u−1k
stabilizes the point ari 6= i and also the point i. Since it acts as a rotation with center i, it
must be the identity. Then also k′ = u′ and the representation is unique.
Remark 4.2. Let us briefly digress and note the following facts, which will be used in
our discussion later on. Multiplying the Riemannian metric G used above by a positive
scalar c gives rise to a different Riemannian manifold, namely the unique complete simply
connected Riemannian manifold of constant sectional curvature −1/√c. The distance be-
tween two points in the upper half plane in the associated metric dc is dc(p, q) = cd(p, q).
The geodesic passing through p0 remain the same, and dc(arp0, p0) = c |r| = cd(arp0, p0).
Thus the Riemannian metric cG gives rise to geodesics through p0 which are parametrized
by dc(ar/cp0, p0) = r. Thus changing the curvature on the hyperbolic plane amounts to
reparametrizing the geodesics, and hence also the radii of balls and shells. It follows that
prove Theorem 4.1 it suffices to establish the result when the curvature is −1.
Furthermore, it follows that a version of Lemma 4.2 still holds for the metric dc, in the
following modified form: dc(ntp0, p0) = r ⇐⇒ Kar/cK = KntK ⇐⇒ cosh rc = 1+ t
2
2
⇐⇒
t = 2 sinh r
2c
.
Let η denote the measure on N given by
η(E) =
∫
1E(nt)|t| dt.
Lemma 4.3 (KNK decomposition). Let mK denote Haar probability measure on K and
mG denote Haar measure on G = PSL2(R) normalized so that
mG({g ∈ G : d(gp0, p0) ≤ r}) = 2π(cosh r − 1)
is the same as the area of the ball of radius r in H2. Then
1
π
mG = mK ∗ η ∗mK .
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Proof. Since both mG and mK ∗ η ∗mK are bi-K-invariant, it suffices to prove
1
π
mG(E) = mK ∗ η ∗mK(E)
for bi-K-invariant subsets E ⊂ G (in other words, sets satisfying E = KEK). Because balls
centered at p0 generate such sets, it suffices to prove
1
π
mG(Br(p0)) = mK ∗ η ∗mK(Br(p0))
where Br(p0) = {g ∈ G : d(gp0, p0) ≤ r}. From the previous lemma, and the fact that
d(ntp0, p0) = d(n−tp0, p0) :
mK ∗ η ∗mK(Br(p0)) = η({nt : |t| ≤ 2 sinh(r/2)})
= 2
∫ 2 sinh(r/2)
0
t dt = (2 sinh(r/2))2 = 2 cosh(r)− 2
=
1
π
mG(Br(p0)).
Definition 2. For r, ǫ > 0, let ηr,ǫ be the probability measure on N given by
ηr,ǫ(E) =
η(E ∩ {nt : t ∈ [2 sinh(r/2), 2 sinh((r + ǫ)/2)]})
η({nt : t ∈ [2 sinh(r/2), 2 sinh((r + ǫ)/2)]}) .
Lemma 4.2 together with Lemma 4.3 imply
σr,ǫ = mK ∗ ηr,ǫ ∗mK . (3)
Proof of Theorem 4.1. By the polynomially weighted Birkhoff ergodic Theorem 2.5, {ηr,ǫ}r>0
is an L1-good averaging sequence for N . By the Howe-Moore Theorem, N has the automatic
ergodicity property as a subgroup of G. Therefore {ηr,ǫ}r>0 is an L1-good averaging family for
G. Proposition 2.3 implies {σr,ǫ}r>0 satisfies the strong (p, p)-type maximal inequality and
the L logL maximal inequality. Since {ηr,ǫ}r>0 is pointwise ergodic for bounded functions,
the Bounded Convergence Theorem implies {mK ∗ ηr,ǫ ∗mK}r>0 is also pointwise ergodic for
bounded functions. Since L∞(X, µ) is dense in L1(X, µ) (for any probability space (X, µ)),
Theorem 2.4 now implies {mK ∗ ηr,ǫ ∗ mK}r>0 is a good averaging family. Equation (3)
finishes the proof. The proof that {βr}r>0 is a good averaging family is similar. By Remark
4.2, it suffices to consider the case of curvature −1.
We now formulate the following generalization of Theorem 4.1 pertaining to non-radial
averages. This result will be crucial to our discussion below of sector averages.
Proposition 4.4. 1. Let ν and λ be arbitrary Borel probability measures on K. Then
ν ∗ ηr,ǫ ∗ λ is a good averaging family.
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2. Assume further that ν, λ, νr and λr are probability measures on K, each is absolutely
continuous to the Haar measure and dνr
dmK
→ dν
dmK
, and dλr
dmK
→ dλ
dmK
in the L1(K,mK)-
norm as r →∞. If the family {νr ∗ηr,ǫ∗λr}r>0 satisfies the strong maximal inequalities
in Lp, 1 < p <∞ and in L (logL), then it is a good averaging family.
Proof. By the polynomially weighted Birkhoff ergodic Theorem 2.5, {ηr,ǫ}r>0 is an L1-good
averaging sequence for N . The Howe-Moore Theorem implies {ηr,ǫ}r>0 is a good averaging
family as a family of measures on PSL2(R). Proposition 2.3 implies ν ∗ ηr,ǫ ∗ λ is a good
averaging family. This proves (1).
As to part (2), given the maximal inequalities assumed in it, by Theorem 2.4 it suffices
to prove pointwise convergence for the dense subspace L∞(X). For every bounded func-
tion f and for almost every x ∈ X , |λrf(x)− λf(x)| ≤ ‖λr − λ‖L1(K) ‖f‖L∞(X), so that
‖λrf − λf‖L∞(X) ≤ ‖λr − λ‖L1(K) ‖f‖L∞(X). A similar statement holds for νr − ν.
Therefore, for almost every x ∈ X
|(νr ∗ ηr,ǫ ∗ λr) f(x)− (ν ∗ ηr,ǫ ∗ λ) f(x)|
≤ |((νr − ν) ∗ ηr,ǫ ∗ λr) f(x)|+ |(ν ∗ ηr,ǫ ∗ (λr − λ)) f(x)|
≤
∥∥∥∥ dνrdmK −
dν
dmK
∥∥∥∥
L1(K)
‖(ηr,ǫ ∗ λr) f‖L∞(X) + ‖ν ∗ ηr,ǫ‖L∞(X)→L∞(X) ‖λrf − λf‖L∞(X)
≤
∥∥∥∥ dνrdmK −
dν
dmK
∥∥∥∥
L1(K)
‖f‖L∞(X) +
∥∥∥∥ dλrdmK −
dλ
dmK
∥∥∥∥
L1(K)
‖f‖L∞(X)
and the limit of the latter expression as r → ∞ is zero by assumption. By part (1),
(ν ∗ ηr,ǫ ∗ λ) f is pointwise convergent a.e. to the ergodic mean. So the computation above
implies (νr ∗ ηr,ǫ ∗ λr) f is also pointwise convergent a.e. to the ergodic mean.
4.2 From horocycle averages to bi-sector averages
In the present subsetion we consider G = PSL2(R), whose maxial compact subgroup is
denoted by K. Recall that A = {at}t∈R ≤ PSL2(R) is a 1-parameter subgroup satisfying
d(atp0, p0) = |t|. For r, ǫ > 0, let αr,ǫ denote the probability measure on A ⊂ G given by
αr,ǫ =
∫ r+ǫ
r
sinh(t)δat dt∫ r+ǫ
r
sinh(t) dt
.
For example, note that mK ∗ αr,ǫ ∗mK = σr,ǫ where mK denotes Haar probability measure
on K.
Theorem 4.5. If ν, λ << mK are probability measures with densities
dν
dmK
, dλ
dmK
∈ L∞(K,mK)
and ǫ > 0 then {ν ∗ αr,ǫ ∗ λ}r>0 is a good averaging family.
A special case of this theorem pertains to “bi-sector averages”, defined as follows. For
Borel subsets U, V ⊂ K with positive Haar measure and r, ǫ > 0, let GU,Vr,ǫ be the set of all
g ∈ G such that g = uatv for some u ∈ U, t ∈ [r, r + ǫ] and v ∈ V . Let σU,Vr,ǫ be the measure
on G equal to Haar measure restricted to GU,Vr,ǫ and normalized to have total mass one.
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Corollary 4.6. For any Borel subsets U, V ⊂ K with positive Haar measure and any ǫ > 0,
{σU,Vr,ǫ }r>0 is a good averaging family.
Proof of Corollary 4.6 from Theorem 4.5. This follows immediately from Theorem 4.5 by
setting ν = mK(U)
−1χU and λ = mK(V )
−1χV . Indeed then ν ∗ αr,ǫ ∗ λ = σU,Vr,ǫ .
We will derive Theorem 4.5 from a special case of Corollary 4.6 which we prove after the
next lemma.
Lemma 4.7. Suppose {τr}r>0 and {τ ′r}r>0 are families of probability measures on G and
Cr > 1 satisfies:
• τr ≤ Crτ ′r,
• Cr is uniformly bounded, and Cr → 1 as r →∞,
• {τ ′r}r>0 is a good averaging family.
Then {τr}r>0 is also a good averaging family.
Proof. It follows from the Domination Lemma 2.1 that {τr}r>0 satisfies the strong-type (p, p)
maximal inequalities for 1 < p ≤ ∞ and the strong-type L logL maximal inequality. Let
f ∈ L∞(X, µ) be nonnegative. Then τ ′r(f) converges to E[f |G] pointwise a.e. as r → ∞.
Since τr(f) ≤ Crτ ′r(f) and Cr → 1 as r →∞ it follows that lim supr→∞ τr(f)(x) ≤ E[f |G](x)
for a.e. x. Since τr preserves the L
1-norm of non-negative functions,
∫
τr(f)(x) dµ(x) =∫
E[f |G](x) dµ(x). By Fatou’s Lemma,
∫
E[f |G](x) dµ(x) = lim sup
r→∞
∫
τr(f)(x) dµ(x)
≤
∫
lim sup
r→∞
τr(f)(x) dµ(x) ≤
∫
E[f |G](x) dµ(x).
Thus lim supr→∞ τr(f) = E[f |G] a.e. Since ‖f‖∞ − f is also non-negative and bounded,
the same argument gives lim supr→∞ τr(‖f‖∞ − f) = E[(‖f‖∞ − f)|G] a.e. Since ‖f‖∞ is
constant, this implies lim infr→∞ τr(f) = E[f |G] a.e. and therefore τr(f) converges pointwise
a.e. to E[f |G] as r →∞. By decomposing an arbitrary f ∈ L∞(X, µ) into real and imaginary
parts and then into positive and negative parts, we see that τr(f) converges pointwise a.e.
to E[f |G] as r → ∞. Since L∞ is dense in L logL and in Lp (1 < p < ∞) the lemma now
follows from Theorem 2.4.
Theorem 4.8. If U, V ⊂ K are compact sets with positive Haar measure and ǫ > 0, then
the family {σU,Vr,ǫ }r>0 is a good averaging family.
The proof of Theorem 4.8 is based on the following geometric Lemma. As noted in
Lemma 4.2, for every r > 0 there is a unique positive t = t(r) with KntK = KarK, namely
t = 2 sinh(r/2). Using Remark 4.1, let wr, w
′
r ∈ K be the unique elements with nt = wrarw′r.
We will utilize the following observation on the angular components in this decomposition.
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Lemma 4.9. For t, r > 0, the polar coordinates decomposition nt = wrarw
′
r in Isom
+(H2) =
PSL2(R) satisfies that the (unique) component wr converges to the identity element as r →
∞ while the (unique) component w′r converges to the 180o rotation in H2 with center p0.
Furthermore, wr and w
′
r are continuous functions of t.
Proof. We use notation as in §4.1; in particular H2 denotes the upper half plane model and
we identify Isom+(H2) with PSL2(R) through the latter’s action on H
2 by fractional linear
transformations. Then the action of wr is given by the matrix kθ for some θ = θr and the
action of w′r by the matrix kθ′ for some θ
′ = θ′r, with kθ, kθ′ ∈ SO(2, R) ⊂ SL2(R). Therefore:
nti = t+ i = wrari =
er/2i cos θ − e−r/2 sin θ
er/2i sin θ + e−r/2 cos θ
=
=
(er − e−r) sin θ cos θ
er sin2 θ + e−r cos2 θ
+
i
er sin2 θ + e−r cos2 θ
.
Thus er sin2 θ+ e−r cos2 θ = 1 and since r →∞, we have sin2 θ → 0 and so cos2 θ → 1. Thus
wr = {±kθ} converges to {±I} in SL2(R)/ {±I} = PSL2(R) as r →∞.
For future reference we note that since d(nti, i) = d(n−ti, i) it is geometrically clear that
t = (er − e−r) sin θr cos θr can be solved uniquely for any t ∈ R \ {0}, and for ±t the same
value of er/2 is obtained, together with the values θr and −θr.
Writing n−t = n
−1
t = (w
′
r)
−1a−1r w
−1
r , we have n−ti = −t + i = (w′r)−1a−1r i. Substitution
in the foregoing explicit formula shows that e−r sin2 θ′r + e
r cos2 θ′r = 1, and thus cos
2 θ′r → 0
and sin2 θ′r → 1, as r → ∞. We conclude that w′r → {± ( 0 −11 0 )} in SL2(R)/ {±1} as
r → ∞. Note that since SO2(R) → K = SO2(R)/ {±I} is a double cover, the matrix
( 0 −11 0 ), which defines a 90
o rotation in the Euclidean plane, is mapped to a 180o rotation of
the non-Euclidean plane.
Finally, the continuity of wr and w
′
r (and of course, ar as well) is evident from the
foregoing explicit formulas given for cos θ and cos θ′ above.
Remark 4.3. It is elementary to check that the map N+ ∼= (0,∞) → (0,∞) ∼= A+ given
by t 7→ 2 sinh−1(t/2) = s(t) = s maps the measure η(t) = tdt to the measure sinh(s)ds.
Consider the map J : K × N+ ×K → K × A+ ×K given by J(k, nt, k′) = (kws, as, w′sk′),
where nt = wsasw
′
s is the unique Cartan coordinates representation of nt with s = s(t) =
2 sinh−1(t/2) > 0 (using Lemma 4.2 and Remark 4.1). Given any compact sets of positive
measure U, V ⊂ K, the measure ν = χUdmK × tdt× χV dmK satisfies
J∗(χUdmK × tdt× χV dmK) =
∫ ∞
0
χUws(k)dmK(k)× δas × χw′sV (k′)dmK(k′) sinh(s)ds .
To check this identity, it suffices to test it against product functions of the form a1(k)b(as)a2(k
′),
where it is follows immediately from the definition of J .
Let M be the multiplication map into G, so that
M(k, nt, k
′) := kntk
′ = kwsasw
′
sk
′ = M ◦ J(k, nt, k′)
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namely M = M ◦ J . For any measure ν on K ×N+ ×K we have M∗(ν) = (M ◦ J)∗ (ν). It
follows from the explicit expression for J∗(ν) above that for f ∈ Cc(G) :∫
K
∫
K
∫
nt∈N+
f(kntk
′)t dt χU(k)dmK(k)χV (k
′)dmK(k
′)
=
∫
K
∫
K
∫
as∈A+
f(kwsasw
′
sk
′) sinh(s) ds χU(k)dmK(k)χV (k
′)dmK(k
′) .
Proof of Theorem 4.8. Fix ǫ > 0. As noted above, for r, t > 0 there are unique elements
wr, w
′
r ∈ K such that nt = wrarw′r, with t = 2 sinh r/2. Define Ur = ∪r≤s<r+ǫUw−1s and
Vr = ∪r≤s<r+ǫ(w′s)−1V . Let νr be the normalized restriction of mK to Ur and λr be the
normalized restriction of mK to Vr. We will show that there is a constant Cr > 1 such that
limr→∞Cr = 1 and
σU,Vr,ǫ ≤ Crνr ∗ ηr,ǫ ∗ λr ,
where ηr,ǫ is given in Definition 2 above. We prove the above inequality by comparing Radon-
Nikodym derivatives of the two measures in question, for each given r. Using the formula
for Haar measure on G in polar coordinates, we have for f ∈ Cc(G)
σU,Vr,ǫ (f) =
∫
k∈K
∫
k′∈K
∫
s∈[r,r+ǫ)
f(kask
′)
sinh sds
cosh(r + ǫ)− cosh r
χU(k)dmK(k)
mK(U)
χV (k
′)dmK(k
′)
mK(V )
.
On the other hand by definition of convolution
νr ∗ ηr,ǫ ∗ λr(f)
=
∫
k∈K
∫
k′∈K
∫ 2 sinh((r+ǫ)/2)
2 sinh(r/2)
f(kntk
′)
tdt
cosh(r + ǫ)− cosh r
χUr(k)dmK(k)
mK(Ur)
χVr(k
′)dmK(k
′)
mK(Vr)
,
and using Remark 4.3
=
∫
k∈K
∫
k′∈K
∫
s∈[r,r+ǫ)
f(kwsasw
′
sk
′)
sinh sds
cosh(r + ǫ)− cosh r
χUr(k)dmK(k)
mK(Ur)
χVr(k
′)dmK(k
′)
mK(Vr)
.
Note that the support of σU,Vr,ǫ is contained in the support of the convolution above, by
definition of Ur and Vr. Furthermore
dσU,Vr,ǫ
d (νr ∗ ηr,ǫ ∗ λr)(g) =
mK(Ur)mK(Vr)
mK(U)mK(V )
=: Cr ,
and since wr → 1 and w′r tends to the 180o rotation as r → ∞ (by Lemma 4.9), it follows
that Cr → 1 as r →∞. Indeed, since U is compact and s 7→ ws is continuous, the set
U ′r := ∪r≤s≤r+ǫUw−1s wr
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is compact, mK(U) ≤ mK(Ur) ≤ mK(U ′r). Moreover, U ⊂ U ′r and U ′r is contained in the
δ(r)-neighborhood of U for some δ(r) > 0 satisfying limr→∞ δ(r) = 0 (by Lemma 4.9). Since
the intersection of these neighborhoods is U , it follows that mK(Ur) → mK(U) as r → ∞.
Similarly, mK(Vr)→ mK(V ) as r →∞.
To complete the proof of the Theorem 4.8 it suffices, by Lemma 4.7 (setting τr = σ
U,V
r,ǫ
and τ ′r = νr ∗ ηr,ǫ ∗ λr) to establish the conclusions for νr ∗ ηr,ǫ ∗ λr. By Proposition 4.4,
mK ∗ ηr,ǫ ∗mK is a good averaging family. Since for all r > 1
νr ∗ ηr,ǫ ∗ λr ≤ 1
mK(Ur)mK(Vr)
mK ∗ ηr,ǫ ∗mK ≤ C
mK(U)mK(V )
mK ∗ ηr,ǫ ∗mK
for some C > 0, the Domination Lemma 2.1 implies r 7→ νr ∗ ηr,ǫ ∗ λr satisfies the strong
type (p, p), 1 < p <∞ and L logL maximal inequalities.
Let ν denote the normalized restriction of mK to U and λ denote the normalized restric-
tion of mK to V . Then
dνr
dmK
→ dν
dmK
, dλr
dmK
→ dλ
dmK
in L1(K) norm. So Proposition 4.4 implies
r 7→ νr ∗ ηr,ǫ ∗ λr is a good averaging family.
We now pass from σU,Vr,ǫ to averages defined by arbitrary densities on K, as follows.
Lemma 4.10. Suppose {τr}r>0 and {τ ′n,r}n∈N,r>0 are families of probability measures on G
and Cn > 1 satisfies:
• τr ≤ Cnτ ′n,r for all r, n;
• Cn → 1 as n→∞;
• for each n ∈ N, {τ ′n,r}r>0 is a good averaging family.
Then {τr}r>0 is also a good averaging family.
Proof. It follows from the Domination Lemma 2.1 that {τr}r>0 satisfies the strong type
L logL maximal inequality and the strong type (p, p) maximal inequalities for 1 < p < ∞.
Let f ∈ L∞(X, µ) be nonnegative. Then τ ′n,r(f) converges to E[f |G] pointwise a.e. as r →∞.
Since τr(f) ≤ Cnτ ′n,r(f) it follows that lim supr→∞ τr(f)(x) ≤ lim supn→∞Cn · E[f |G](x) for
a.e. x, and since Cn → 1 as n → ∞ we have lim supr→∞ τr(f)(x) ≤ E[f |G](x) for a.e. x.
The proof is now identical to the end of the proof of Lemma 4.7.
Proof of Theorem 4.5. Let A,B ⊂ K be open sets whose complements U := K − A, V :=
K − B have positive measure. By Theorem 4.8, {σU,Kr,ǫ }r>0, {σK,Vr,ǫ }r>0 and {σU,Vr,ǫ }r>0 are
good averaging families. Since
σA,Br,ǫ =
σr,ǫ −mK(U)σU,Kr,ǫ −mK(V )σK,Vr,ǫ +mK(U)mK(V )σU,Vr,ǫ
1−mK(U)−mK(V ) +mK(U)mK(V )
it follows that {σA,Br,ǫ }r>0 is also a good averaging family.
Now let A,B ⊂ K be Borel sets with positive measure. We will show that {σA,Br,ǫ }r>0 is
a good averaging family. For each n > 0 there exist open sets Un ⊃ A and Vn ⊃ B such that
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mK(Un \ A) < 1/n and mK(V \ B) < 1/n. By Lemma 4.8 {σUn,Vnr,ǫ }r>0 is a good averaging
family. Since
σA,Br,ǫ ≤
mK(Un)mK(Vn)
mK(A)mK(B)
σUn,Vnr,ǫ
it follows from Lemma 4.10 that {σA,Br,ǫ }r>0 is a good averaging family.
Let now ν and λ be arbitrary probability measures on K0 with bounded densities, namely
dν
dmK
, dλ
dmK
∈ L∞(K). Recall that a simple function is a finite linear combination of charac-
teristic functions of Borel subsets. Since dν
dmK
, dλ
dmK
are essentially bounded, for any n ∈ N
there exist simple functions yν,n , yλ,n ∈ L∞(K,mK) such that yν,n ≥ dνdmK , yλ,n ≥ dλdmK and
‖yν,n − dνdmK ‖∞ ≤ 1/n, ‖yλ,n − dλdmK ‖∞ ≤ 1/n. Then yν,n/ ‖yν,n‖1 and yλ,n/ ‖yλ,n‖1 are prob-
ability densities and simple functions. Denoting the probabilities they define by νn and λn,
clearly ν ≤ (1+ 1/n)νn and λ ≤ (1+ 1/n)λ. Because yν,n, yλ,n are simple it follows from the
previous paragraph and linearity that {νn ∗ αr,ǫ ∗ λn}r>0 is a good averaging family for each
n. Since ν ≤ (1 + 1/n)νn, λ ≤ (1 + 1/n)λn, it follows that
ν ∗ αr,ǫ ∗ λ ≤ (1 + 1/n)2νn ∗ αr,ǫ ∗ λn.
So Lemma 4.10 implies {ν ∗ αr,ǫ ∗ λ}r>0 is a good averaging family.
5 Ergodic theorems for general real rank one groups
5.1 Structure theory for real rank one groups
In the present section we will extend Theorem 1.1 to general real-rank one groups using
the method of rotations, applied to totally geodesic embeddings. We assume that G is a
real-rank one connected non-compact simple Lie group with finite center. In the present
section our notation will be different from the notation used thus far, where K, A, and N
denoted specific subgroups of SL2(R). We now fix a maximal compact subgroup of G and
denoted it by K, and a one-parameter subgroup A ∼= R of G such that G = KAK is a
Cartan decomposition. We let N be the horospherical subgroup of G associated with A, so
that G = KAN is an Iwasawa decomposition.
Let g denote the Lie algebra of G. Fix a Cartan involution θ on G and g, and let
g = k ⊕ p be the associated Cartan decomposition of g to the ±1 eigenspaces of θ. Choose
a maximal Abelian subalgebra a contained in p. Because G has real rank 1, dimR a = 1.
Let a∗ = Hom(a,R) denote the real dual of a, and let Σ = Σ(a, g) ⊂ a∗ denote the set
of non-zero roots of a in g. Because G has real rank one, Σ = {±α} for some α ∈ a∗, or
Σ = {±α,±2α}. The Weyl group W = W (a, g) is isomorphic to Z2 in both cases, and its
nontrivial element acts as multiplication by −1 on a. The adjoint action of the Lie algebra
a on g is diagonalizable, with the eigenspaces being g±α, g±2α (when non-empty), and g0. g
is the direct sum of these subspaces, and g0 = a ⊕ m, where m is the centralizer of a in g.
Denote m1 = dimR gα, m2 = dimR g2α. We fix an element H1 ∈ a, satisfying α(H1) = 1, so
that
{
etH1
}
t∈R
is a parametrization of A.
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Lemma 5.1 (KAK decomposition). Let mK denote the Haar measure on K normalized to
have total mass one. Let m1, m2 ≥ 0 be as above and let mG denote the measure on G defined
by ∫
F (g) dmG(g) =
∫
K
∫ ∞
0
∫
K
F (k1e
tH1k2) sinh(t)
m1+m2 cosh(t)m2 dmK(k1)dtdmK(k2).
Then mG is a Haar measure on G.
Proof. For this well-known formula, see e.g. [He94] or [Ko84, Eqs. (2.5), (4.8)].
We now turn to choose the subgroup L ⊂ G to which we will apply the method of
rotations, using [Kn96, Prop. 6.52, p. 321] in our discussion. If g2α = 0, let Xα ∈ gα be
any non-zero vector, and let l be the Lie algebra spanned by X , Y = θ(X) and H = [X, Y ].
Then l is a Lie algebra isomorphic to sl2(R), and it is invariant under θ. The restriction of
θ to l is a Cartan involution of l, and a is contained in l and spanned by H . Multiplying
X by a suitable multiple if necessary, we can assume that the map E1,2 7→ X , E2,1 7→
Y , diag(1/2,−1/2) 7→ H1 is a Lie algebra isomorphism τ : sl2(R) → l. Here Ei,j is the
elementary 2× 2 matrix with 1 at the (i, j) place.
If g2α 6= 0, we choose any non-zero X ∈ g2α, and consider the Lie algebra l spanned by X ,
Y = θ(X) and H = [X, Y ]. Again l is isomorphic with sl2(R) and contains a. Note however
that the element H1 ∈ a we chose above to parametrize A now has the following property.
When viewed as an element of the R-split Cartan subalgebra a of l, the evaluation of the
unique root of a (in l) on H1 gives the value 2, and not 1. Thus, multiplying X by a suitable
multiple if necessary, we can assume that the Lie algebra isomorphism τ : sl2(R)→ l is given
now by E1,2 7→ X , E2,1 7→ Y , diag(1,−1) 7→ H1.
We let L denote the closed subgroup of G with Lie algebra l, and then L is isomorphic
to a finite covering group of PSL2(R). We denote KL := K ∩ L,NL := N ∩ L, and then
L = KLANL is an Iwasawa decomposition of L, and L = KLAKL is a Cartan decomposition.
The restriction of (any multiple of) the Killing form on the Lie algebra g to the Lie
algebra l is a non-degenerate invariant form, and hence a multiple of the Killing form on l.
Pulling back this form to sl2(R) via the representation τ , we obtain a multiple of the Killing
form on sl2(R), and upon restriction also a multiple cG of the Riemannian metric G on H
2
used in §4. In the first case, when g2α = 0, the multiple is clearly c = 1, and in the second
case, when g2α 6= 0, the multiple is clearly c = 1/2.
Consider now the case where G is an adjoint group, namely it is the unique group with
trivial center in the class of groups with isomorphic Lie algebras. It then follows that L is
in fact isomorphic to PSL2(R) itself. This fact can be verified directly using the explicit
formulas for the action of the isometry groups of hyperbolic spaces stated in [BH99, Chapter
II.10.25].
Lemma 5.2. Let τ : PSL2(R) → L ⊂ G be the representation constructed above, with G
an adjoint group. Let NL = {nτt = τ(nt)}t∈R, AL = {aτr = τ(ar)}r∈R = A where nt, ar ∈
PSL2(R) are the parametrizations indicated in §4.1. There exists a positive constant c = cτ
such that for all t, r > 0 the following are equivalent:
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1. KLn
τ
tKL = KLa
τ
r/cKL,
2. t = 2 sinh(r/2c),
3. cosh(r/c) = 1 + t2/2,
4. KnτtK = Ka
τ
r/cK.
Proof. Let p0 ∈ G/K be the unique point in the symmetric space G/K with stability
group K, so that the stability group of p0 in L is KL = K ∩ L. We have, by definition
dG/K(τ(y)p0, p0) = dc(y · o, o) = cd(y · o, o) for all y ∈ SL2(R), where dG/K is the invariant
metric on G/K, d the metric on H2−1 associated with constant curvature −1, and o a suitable
reference point. The fact that 2 and 3 are equivalent to KLn
τ
tKL = KLa
τ
r/cKL follows imme-
diately from our discussion of the PSL2(R) case in Lemma 4.2 and Remark 4.2. It remains
to show that KLn
τ
tKL = KLa
τ
r/cKL follows from Kn
τ
tK = Ka
τ
r/cK. It is well-known (see e.g.
[He94]) that the radial component of the Cartan decomposition in the real rank one group G
is determined uniquely. This is equivalent to the fact that in the symmetric space G/K we
have dG/K(gp0, p0) = dG/K(hp0, p0) if and only if KgK = KhK. Thus if Kn
τ
tK = Ka
τ
r/cK
then dG/K(n
τ
t p0, p0) = dG/K(a
τ
r/cp0, p0). The distance dG/K restricts to a distance on the
totally geodesic hyperbolic plane L · p0 ∼= L/KL. Using the parametrization of this plane via
the representation τ of SL2(R), by Remark 4.2 it follows that KLn
τ
tKL = KLa
τ
r/cKL.
Thus A ∼= R is parametrized by {aτr}r∈R, and also by
{
erH1
}
r∈R
. These parametrizations
are identical when g2α = 0, but otherwise they are different and satisfy τ(a2t) = a
τ
2t = e
tH1 .
Lemma 5.3 (KNLK decomposition). Let G be a connected simple adjoint Lie group of real
rank one and finite center, and L ⊂ G chosen as above. Then G = KNLK, and there exists
a function ψ on [0,∞) satisfying, for any bounded measurable function F on G with compact
support ∫
G
F (g) dmG(g) =
∫
K
∫ ∞
0
∫
K
F (k1n
τ
t k2)ψ(t) dmK(k1)dtdmK(k2),
and ψ has the following asymptotic form :
1. when m2 > 0, namely when g2α 6= 0,
ψ(T ) = CGT
m1+2m2−1 + O(Tm1+2m2−2) for T ≥ 1
2. when m2 = 0, namely when g ∼= so(m1 + 1, 1)
ψ(T ) = CGT
2m1−1 +O
(
T 2m1−2
)
for T ≥ 1.
Proof. Let us consider first the case where g2α 6= 0. Define ψ by
ψ(T ) =
sinhm1+m2(R) coshm2(R)
2 cosh(R)
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where T = 2 sinh(R). ψ is well-defined since R 7→ 2 sinh(R) is invertible on [0,∞). Now
since
sinhm1+m2(R) coshm2(R) = 2ψ(T ) cosh(R)
we can conclude ∫ R
0
sinhm1+m2(r) coshm2(r) dr =
∫ T (R)
0
ψ(t) dt
upon differentiating both sides with respect to R, and using dT (R)
dR
= 2 cosh(R).
Suppose χBR is the characteristic function of a ball of radius R in G/K with center p0.
Then by Lemmas 5.1 and 5.2, since dG/K(n
τ
t p0, p0) = r ⇐⇒ t = 2 sinh(r):
∫
G
χBR(g) dmG(g) =
∫
K
∫ R
0
∫
K
χBR(k1a
τ
2rk2) sinh
m1+m2(r) coshm2(r)dk1drdk2
=
∫
K
∫ T (R)
0
∫
K
χBR(k1n
τ
t k2)ψ(t) dmK(k1)dtdmK(k2)
=
∫
K
∫ ∞
0
∫
K
χBR(k1n
τ
t k2)ψ(t) dmK(k1)dtdmK(k2)
Therefore this formula holds for all radial functions. Because the measure on the right-
hand-side is bi-K-invariant, this formula must hold for all bounded measurable functions
with compact support.
The formula G = KNLK is immediate from Lemma 5.2. It remains to prove the asymp-
totic formula for ψ. Clearly sinh2(R) = cosh2(R)− 1 = T 2/4 implies cosh(R) =√T 2/4 + 1,
so we obtain
ψ(T ) = 2−(m1+m2+1)Tm1+m2(T 2/4 + 1)(m2−1)/2
= C ′GT
m1+2m2−1 +O(Tm1+2m2−2) for T ≥ 1.
where CG > 0 is a constant depending only on G.
The case where g2α = 0 is handled similarly, defining ψ(T ) =
sinhm1 (R)
cosh(R/2)
, with T =
2 sinhR/2. Then
∫ R
0
sinhm1 rdr =
∫ T (R)
0
ψ(t)dt, and using sinhR = 2 sinhR/2 coshR/2 we
have ψ(T ) = 2m1Tm1(
√
T 2/4 + 1)m1−1 so that ψ(T ) = CGT
2m1−1+O (T 2m1−2) for T ≥ 1.
We note that for a finite cover τ ′ : L→ PSL2(R) the kernel is central, and so the inverse
image of the subgroups A and N of PSL2(R), denoted a
τ ′
r and n
τ ′
t are isomorphic to A and
N . Using these subgroups of L in the foregoing argument, we see that Theorem 5.3 holds
for any finite cover group, not just the adjoint group.
5.2 Proof of the ergodic theorems for real rank one groups
Let us prove the ergodic theorems for averages on real rank one groups, starting with the
radial case. We will start by assuming G is the adjoint group, and complete the argument
for the general case at the end of the section.
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Theorem 5.4. Let G be a connected simple Lie group of real rank and finite center, and fix
any invariant Riemannian metric on the symmetric space G/K. Then σr,ǫ and βr are good
averaging families, for every fixed ǫ > 0.
Proof. When G is the adjoint group, the proof is virtually the same as the proof of Theorem
4.1 when g2α = 0. For completeness we provide the details in the case g2α 6= 0. Let η be the
measure on NL defined by
η(E) =
∫
1E(n
τ
t )ψ(t)dt
where ψ is the function defined in Lemma 5.3 and nτt is as in Lemma 5.2. Let ηR,ǫ be the
measure on NL defined by
ηR,ǫ(E) =
η(E ∩ {nτt : t ∈ [2 sinh(R), 2 sinh((R + ǫ))]})
η({nτt : t ∈ [2 sinh(R), 2 sinh((R + ǫ))]})
.
Theorem 2.5 implies {ηR,ǫ}R>0 is an L1-good averaging family for NL. By the Howe-Moore
Theorem, {ηR,ǫ}R>0 is an L1-averaging family for G.
By Lemma 5.3, mK ∗ ηR,ǫ ∗mK = σR,ǫ. So Proposition 2.3 now implies {σR,ǫ}R>0 satisfies
the strong (p, p) type maximal inequality (p > 1) and the L logL maximal inequality. The
bounded convergence theorem implies that {σR,ǫ}R>0 is pointwise ergodic in L∞. So Theorem
2.4 implies {σR,ǫ}R>0 is pointwise ergodic in Lp for all p > 1 and in L logL. The case of
{βr}r>0 is handled similarly. For the case where G has finite center, see below.
We now turn to the proof of Theorem 1.1 for non-radial averages. For r, ǫ > 0, let αr,ǫ
denote the probability measure on A ⊂ G given by
αr,ǫ =
∫ r+ǫ
r
sinh(t)m1+m2 cosh(t)m2δetH1 dt∫ r+ǫ
r
sinh(t)m1+m2 cosh(t)m2 dt
.
For example, note that mK ∗ αr,ǫ ∗mK = σr,ǫ where mK denotes Haar probability measure
on K. Recall the definition of σU,Vr,ǫ from §1.2. We first prove a special case of Theorem 1.1:
Theorem 5.5. For any compact Z-invariant subsets U, V ⊂ K both with positive measure,
the families {σU,Vr,ǫ }r>0 and {βU,Vr }r>0 are both good averaging families.
Proof. We first assume that G is an adjoint group. The proof then is very similar to the
proof of Theorem 4.8 when g2α = 0 , and we provide the details when g2α 6= 0. If t, r > 0 are
such that KnτtK = Ka
τ
2rK then let wr, w
′
r ∈ K ∩L be the elements satisfying nτt = wraτ2rw′r.
Note the important fact that these identities hold in the subgroup L ∼= PSL2(R), and hence
a2r, wr and w
′
r are unique and form continuous functions of t. Define Ur = ∪r≤s<r+ǫUw−1s
and Vr = ∪r≤s<r+ǫ(w′s)−1V . Let νr be the normalized restriction of mK to Ur and λr be the
normalized restriction of mK to Vr. We will show that there is a constant Cr > 1 such that
limr→∞Cr = 1 and
σU,Vr,ǫ ≤ Crνr ∗ ηr,ǫ ∗ λr
where ηr,ǫ is as in the proof of Theorem 5.4.
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Using the formula for Haar measure on G in polar coordinates, we have for any bounded
measurable function f on G
σU,Vr,ǫ (f) =
∫
k∈K
∫
k′∈K
∫ r+ǫ
r
f(kesH1k′)
sinh(s)m1+m2 cosh(s)m2ds∫ r+ǫ
r
sinh(s)m1+m2 cosh(s)m2ds
χU(k)dmK(k)
mK(U)
χV (k
′)dmK(k
′)
mK(V )
.
On the other hand by definition of convolution
νr ∗ ηr,ǫ ∗ λr(f)
=
∫
k∈K
∫
k′∈K
∫ 2 sinh((r+ǫ))
2 sinh(r)
f(knτt k
′)
ψ(t) dt∫ 2 sinh((r+ǫ))
2 sinh(r)
ψ(t) dt
χUr(k)dmK(k)
mK(Ur)
χVr(k
′)dmK(k
′)
mK(Vr)
,
and using Lemma 5.3
=
∫
k∈K
∫
k′∈K
∫ r+ǫ
r
f(kwsa
τ
2sw
′
sk
′)
sinh(s)m1+m2 cosh(s)m2ds∫ r+ǫ
r
sinh(s)m1+m2 cosh(s)m2ds
χUr(k)dmK(k)
mK(Ur)
χVr(k
′)dmK(k
′)
mK(Vr)
.
Note that the support of σU,Vr,ǫ is contained in the support of the convolution above, by
definition of Ur and Vr. Furthermore
dσU,Vr,ǫ
d (νr ∗ ηr,ǫ ∗ λr)(g) =
mK(Ur)mK(Vr)
mK(U)mK(V )
=: Cr ,
and since wr → 1 and w′r tends to the 180o rotation as r → ∞ (by Lemma 4.9), it follows
that Cr → 1 as r →∞. Indeed, since U is compact and s 7→ ws is continuous, the set
U ′r := ∪r≤s≤r+ǫUw−1s wr
is compact, mK(U) ≤ mK(Ur) ≤ mK(U ′r). Moreover, U ⊂ U ′r and U ′r is contained in the
δ(r)-neighborhood of U for some δ(r) > 0 satisfying limr→∞ δ(r) = 0 (by Lemma 4.9). Since
the intersection of these neighborhoods is U , it follows that mK(Ur) → mK(U) as r → ∞.
Similarly, mK(Vr)→ mK(V ) as r →∞.
To complete the proof it suffices, by Lemma 4.7 (setting the averages τr and τ
′
r that
appear there as τr = σ
U,V
r,ǫ and τ
′
r = νr ∗ ηr,ǫ ∗ λr) to establish the conclusions for νr ∗ ηr,ǫ ∗ λr.
By Proposition 4.4 (which holds for general real rank 1 groups with ηr,ǫ as in the proof of
Theorem 5.4 by exactly the same argument), {mK ∗ηr,ǫ ∗mK}r>0 is a good averaging family.
Since for all r > 1
νr ∗ ηr,ǫ ∗ λr ≤ 1
mK(Ur)mK(Vr)
mK ∗ ηr,ǫ ∗mK ≤ C
mK(U)mK(V )
mK ∗ ηr,ǫ ∗mK
for some C > 0, the Domination Lemma 2.1 implies r 7→ νr ∗ ηr,ǫ ∗ λr satisfies the strong
type (p, p), 1 < p <∞ and L logL maximal inequalities.
Let ν denote the normalized restriction of mK to U and λ denote the normalized restric-
tion of mK to V . Then
dνr
dmK
→ dν
dmK
, dλr
dmK
→ dλ
dmK
in L1(K) norm. So Proposition 4.4 implies
r 7→ νr ∗ ηr,ǫ ∗ λr is a good averaging family.
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Theorem 5.6. As above, let G be a connected non-compact simple Lie group of real rank
one with finite center. Fix a maximal compact subgroup K. If ν, λ << mK are Z-invariant
probability measures with densities dν
dmK
, dλ
dmK
∈ L∞(K,mK) and ǫ > 0 then {ν ∗ αr,ǫ ∗ λ}r>0
is a good averaging family.
Proof. When G is adjoint, he proof is essentially the same as the proof of Theorem 4.5 using
{nτt } in place of {nt}.
Proof of Theorem 1.1. For adjoint groups Theorem 1.1 follows immediately from Theorem
5.6 by setting ν = mK(U)
−1χU and λ = mK(V )
−1χV . Indeed then ν ∗ αr,ǫ ∗ λ = σU,Vr,ǫ . We
now finally turn to consider groups with finite center. Let G have a finite center Z, and
let (X, µ) be an ergodic p.m.p. action. The function space L2(X) decomposes into a finite
direct sum of closed subspaces Vχ, with χ ranging over the characters of the finite Abelian
group Z, and for a function f ∈ Vχ, we have f(zx) = χ(z)f(x). Z being central, each space
Vχ is G-invariant, and we are left with showing the pointwise convergence of the averages
in question for functions in each Vχ, χ ∈ Z∗. But since U and V are Z-invariant sets and
Z is central, it follows from the fact that
∑
z∈Z χ(z) = 0 for a character χ 6= 1 of Z, that
the action of the corresponding averages annihilate each Vχ, unless χ is the trivial character,
denoted 1. The functions in Vχ, χ 6= 1 have zero integral on X , so the pointwise ergodic
theorem holds in these subspaces.
The function space V1 consists of Z-invariant functions on X , and is naturally identified
with the function space L2(X/Z), where X/Z is the space of orbits of Z in X . The repre-
sentation of G on this function space is such that center acts trivially, and it is equivalent
to the representation that arises from the action of G/Z on the space X/Z of Z-orbits in
X . The desired convergence results then follow from our previous arguments for the adjoint
group G/Z.
This concludes the proof of Theorem 1.1.
Remark 5.1. Case of general averages. We note that the assumption that the sets U, V ⊂ K
are Z-invariant is not strictly necessary. Let us briefly outline a proof of the pointwise ergodic
theorem for general sets U, V ⊂ K ⊂ G. Unlike the rest of our discussion throughout this
paper, the argument we indicate here is not geometric, but rather spectral in nature.
Clearly, for any f ∈ Vχ defined above, the absolute value |f(x)| is a Z-invariant function.
It follows immediately that the averages defined by U and V satisfy the strong maximal
inequality in Lp, p > 1 and L logL. Indeed, clearly∣∣π(σU,Vr,ǫ )f ∣∣ ≤ π(σU,Vr,ǫ ) |f | = π(σ¯U,Vr,ǫ ) |f |
where σ¯U,Vr,ǫ is the projection of the measure σ
U,V
r,ǫ on G to G/Z. Thus the maximal inequalities
for the operators σ¯U,Vr,ǫ on G/Z, acting on X/Z, imply the desired result.
We are then left with showing that there is a dense subspace in Vχ where pointwise
almost sure convergence of our averages occurs. This fact can be deduced using the argument
appearing in section 2.5 of [N]. There, pointwise convergence for a suitable spectrally defined
dense set of K-finite functions is established for SL2(R), based on derivative estimates forK-
finite functions. Similar derivative estimates can be established for all real-rank-one groups
28
with finite center, using e.g. the results in [Co] or [CM]. This establishes pointwise almost
sure convergence in a dense subspace of L2(X), and by a routine application of the maximal
inequalities the pointwise ergodic theorem holds as stated.
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