ABSTRACT How to improve the I/O speed of storage systems is crucial for the ability of vehicle big data to meet the demand of vehicular social networks. Non-volatile memory (NVM) is an effective method for improving the performance of storage systems. Meanwhile, metadata management efficiency has a significant impact on the I/O performance of storage systems. But the current metadata management strategy is not efficient and will decrease the endurance of NVM devices. We design a new file system with a distributed metadata management strategy for hybrid NVM consisting of NVDIMMs and PCIe NVM devices. Based upon the intrinsic characteristics of two types of NVM devices and different attributes in the metadata, the attributes are divided, reorganized, and distributed between the two types of NVM devices based on the access frequency. The basic attributes with high access frequency are stored in NVDIMMs and managed by the CPU using a hierarchical algorithm to ensure the efficiency of management. The extended attributes with low access frequency are converted to multiple key-value pairs to improve the scalability of management and are stored in the PCIe NVM devices. Then, the embedded processor in the PCIe NVM devices is used to manage these extended attributes in the form of key-value pairs. This can reduce the transfer between the CPU and the PCIe NVM devices and decrease the write amplification of the PCIe NVM devices as well as improve the efficiency of metadata management. Thus, the metadata management tasks can be distributed between the CPU and the embedded processor in the PCIe NVM devices to reduce the time overhead of metadata management. Finally, a prototype named XPMFS is implemented based on PMFS and PMBD. Fio and Filebench are used to test its performance against PMFS and Ext4-DAX on PMBD. For Ext4-DAX on PMBD, the results demonstrate that the XMPFS can reduce the write and read time overhead by 52% and 49%, respectively, improving the I/O performance by 1.5 times under real workloads. The I/O performance of XPMFS is only slightly inferior to that of PMFS, but it avoids the storage capacity limitation of PMFS and aims for hybrid NVM.
I. INTRODUCTION
Vehicular social networks (VSNs) is the integration of the Internet of vehicles and social networks and can help to solve the ever increasing number of road accidents and traffic congestion by enabling smart mobility in modern cities [1] . Vehicle big data are a very important part of the vehicular social network. They are used to store and process large amounts of data from the vehicle, road, driver, and so on [2] , [3] . Therefore, the I/O speed is significant. However, the evolution of computer hardware has been fairly unbalanced. The development of storage components has lagged behind the development of computing components, and the memory wall has become an important factor affecting the performance of the computer system [4] . Traditional disks are the bottleneck in I/O performance due to the limitation of mechanical components. The I/O performance of Flashbased solid-state storage systems is higher than that of disks, but it also has two main problems: limited endurance and block access mode. Non-volatile memory (NVM) such as PCM [5] , STT-RAM [6] and RRAM [7] provides features such as byte addressability, long lifetime, low power consumption and approximate DRAM access latency. Although some NVM still have limited endurance and asymmetrical read and write speed, these problems will be solved with development. Recently, NVM has been an effective way to solve the memory wall of computer systems. NVDIMMs and PCIe NVM devices are two main types. Because the integration of current NVM is less widespread than Flash, NVDIMMs has problems such as small storage capacity, high price and other issues. Meanwhile, the memory capacity in operating systems and the number of DIMM interface slots in the mainboard are also limited. In contrast, the PCIe NVM device has the advantages of high storage capacity and lower price. Therefore, it is a viable option to combine NVDIMMs and PCIe NVM devices to constitute a hybrid NVM storage system.
Metadata are used to describe the file characteristic including the owner, access time, permissions, file identifier and so on. In general, the size of metadata is smaller than the data of that file. However, most of the file access requires accessing the metadata first, and the frequency of access and modification for metadata is much higher than that for file data. Table 1 shows the proportion of data operation and metadata operation in all I/O operations on a Linux Ext4-DAX file system under different workloads [8] . It shows that the proportion of metadata access is 85% under the Varmail workload, while it is 56% with a 64 KB file and is 71% with a 16 KB file under the Webserver workload. These results proved that the efficiency of metadata management has an important impact on the I/O performance of the file system. The metadata of different files varies in attribute number, type and purpose. The attributes of one file will also differ in terms of type, access characteristic, size, complexity and purpose. Metadata contain not only standard attributes of small size and simplified type but also extended attributes that are complex and large such as pictures. At the same time, some new attributes also keep appearing and are needed by specific applications, which also brings complexity to metadata management. Although the size of metadata is less than the size of file data, the number of attributes is larger than that of files, which can cause many problems in searching and managing metadata efficiently. Meanwhile, the efficiency of metadata management greatly influences the I/O performance of a file system. Currently, the metadata and data are stored and managed at the block level. The whole block is read or written even if only one attribute of the metadata is being accessed, which leads to serious write amplification and affects the efficiency of metadata management. Some studies show that existing methods of metadata management are the important factors in the file system efficiency of the NVM storage system [9] .
In this paper, we present a new file system with a distributed metadata management strategy for hybrid NVM and implement a prototype named XPMFS based on PMFS and PMBD. By dividing, reorganizing and distributing the attributes between NVDIMMs and PCIe NVM devices in hybrid NVM, the performance of metadata management is improved. The proposed system can also adapt to the characteristics of attributes in metadata and two types of NVM devices in hybrid NVM.
The contributions of our work can be summarized as follows:
1. By analyzing the characteristic of two NVDIMMs and PCIe NVM devices, the attributes in metadata are divided and reorganized according to access frequency and the distribution of attributes reasonably between NVDIMMs and PCIe NVM devices. This approach takes advantage of two types of NVM devices in hybrid NVM and provides efficient metadata management by management task distribution.
2. The key-value pair is used as a unified form to organize the partial attributes that have lower access frequency to adapt to the different characteristic of attributes and files. It can improve the scalability of metadata management.
3. PCIe NVM devices are used to store some attributes with low access frequency and using the embedded processor in PCIe NVM devices to manage these attributes by the selfmanagement algorithm. This can reduce the transfer between PCIe NVM devices and CPU to improve metadata management efficiency and decrease the write amplification of PCIe NVM devices.
4. The hierarchical structure is used to manage some attributes with high access frequency and store them in NVDIMMs. This can ensure metadata management efficiency by the high I/O performance and byte interface of NVDIMMs.
5. The prototype of the new metadata management system named XPMFS for hybrid NVM is implemented based on PMFS and PMBD and compared with PMFS and Ext4-DAX on PMBD to prove its validity.
II. RELATED WORKS
Now there are researches about how to improve the efficiency and analyze the VSNs. The dynamic access service evaluation scheme was presented to explore the potential relevance of vehicles by constructing their social relationships, the trajectory-based interaction time prediction algorithm was given to cope with an unstable network topology and high rate of disconnection, and a cooperative quality-aware system model was proposed for service access in VSNs [10] . Zhaolong Ning presented a social-aware group formation framework [11] . A social-aware multihop Device-toDevice (D2D) communication scheme was designed to 34864 VOLUME 6, 2018 establish a logical cooperative D2D topology for VSNs and the D2D group formation was formulated as a scheduling optimization problem. Then a novel heuristic with a comprehensive consideration of power control and relay selection was designed for this optimization problem. A time-locationrelationship combined taxi service recommendation model was proposed to improve taxi drivers' profits, uncover the knowledge of human mobility patterns, and enhance passengers' travel experience [12] . It can predict more accurately by considering the 3-D properties compared with the autoregressive integrated moving average model, the back-propagation neural network model, the support vector machine model, and the gradient boost decision tree model. Xiangjie Kong designed LoTAD to explore anomalous regions with longterm poor traffic situations in VSNs [13] . The crowdsourced bus data were processed into temporal and spatial segments and the anomalous segments in each bus line were calculated by their anomaly index. Then the results of anomalous segments in different lines were combined to mine anomalous regions. These researches have shown there are large data need to processed in VSNs and access performance is important for the efficiency of analysis of VSNs.
The gap between memory and storage is gradually reduced when the NVM devices is introduced into the computer system. Researchers have built new storage systems to improve the I/O performance through NVM devices. A PCIe PCM array named Onyx was implemented and tested in [14] . The results showed that it could improve the performance of read and small write by 72% ∼ 120% compared with Flash-based SSD. Lee et al. [15] used NVM devices to build file system caches and buffers for file system logs. It could improve I/O performance by an average of 76% and 240% maximum compared with Ext4. An NVM-based disk cache named NVCache was proposed to extend the idle time of the disk and improve reliability; it reduced the power consumption of the disk by 90% [16] . Zhuo et al. [17] built a disk write cache using PCM. It viewed the global address space as a multidimensional geometric space, which used the space-filled curve algorithm to achieve uniform wear through different data distributions in different dimensions. At the same time, it designed a write cache strategy based on Hash to improve the random write performance of the disk. Kim et al. [18] used PCM to build tiered storage systems and caches, which improved I/O performance by 12% to 66% compared with using PCM. In addition, it could reduce read and write time overhead by 35% by using PCM to build server-side caches. Kim et al. [19] used PCM to save log records of frequent read and write; it improved the transaction handling ability of databases based on flash. FusionIO [20] extended the support of file systems for atomic writing. It could convert write requests in MySQL to atomic write requests sending to NVM devices and improve the efficiency of transactions by 70%. To improve I/O performance, Kang et al. [21] built write caches for the entire storage system by NVM devices aiming at Flash-based SSD and designed the corresponding FTL algorithm. Kannan et al. [22] used NVM devices to store checkpoints locally and remotely. The pre-replication policy was designed to move the checkpoint from memory to NVM devices before the checkpoint is started.
The efficiency of metadata management largely affects the I/O performance of a file system. In general, metadata are stored with the data of a file in blocks, and a small modification to the metadata leads to the update of the entire block. To take advantage of the high efficiency of NVM to optimize the access performance of the metadata, Chen et al. [23] provided a file system metadata accelerator named FSMAC, where data are accessed by the I/O bus, while metadata are accessed by the memory bus based on bytes, so the metadata in NVM do not need to be refreshed to disk periodically. Then, the speed of accessing metadata is increased, and the I/O performance is improved. The hardware-based file system access control was used to separate access paths of metadata and data [24] , [25] . The direct I/O between the user space and storage device was used for data access, which did not cause modification of the metadata. It could reduce the overhead of access control and data access in the file system. Dulloor et al. [26] designed a lightweight file system PMFS for NVDIMMs. It uses cache rows and a 64-byte granulated log to ensure file system consistency while reducing the performance impact of metadata updating and balances supporting existing applications and optimizing the access performance on NVM devices. Ou and Shu [27] designed a new file system FCFS for NVM memory, which implements hierarchical multi-granularity logs and selective concurrent checkpoints for the data consistency of upperlevel applications. It used redo and undo strategy on metadata and data, respectively, to reduce the checkpoint size, leading to a performance improvement of nearly 1x. Ou et al. [28] presented a write cache mechanism for NVM main memory and a read consistency mechanism of index and bitmap in the cache line. A cache contribution model was constructed to select the NVM main memory write operations to achieve high performance file system HINFS for NVM main memory. Lu et al. [29] designed Blurred Persistence for transactional persistent memory. It could blur the volatilitypersistence boundary to reduce the overhead in transaction support and improve system performance by 56.3% to 143.7%. Wei et al. [30] proposed the persistence in memory metadata management (PIMM) mechanism, which reduces SSD I/O traffic by utilizing persistence and byte addressable of non-volatile memory (NVM). PIMM separated data from the metadata access path and placed the data on SSD at runtime and the metadata on NVM. PIMM is prototyped on a real NVDIMM platform. Extensive evaluation on the implemented prototype showed that it could reduce the block erase of SSD by 91% and improve I/O performance under several real workloads. Due to the existence of write-amplification on the metadata log, Chen et al. [31] proposed a fine-grained metadata log mechanism to take advantage of low latency byte addressable of NVM; this greatly reduced the overhead of logging and the sequential write of NVM. Then, the overhead of logging could be reduced without affecting file VOLUME 6, 2018 system consistency. The evaluation results showed that the fine-grained metadata logging based on NVM is 15.8 times faster than the traditional methods under a FileBench workload. Xue et al. [32] proposed NVM-accelerated metadata management for SSDs (NAMES) through an NVM buffer cache. Compared with the classic methods, the load erase operation could be reduced by 29.4% in the mail-server. Park and Park [33] proposed a flash file system called PFFS2. PFFS2 stored all metadata in virtual metadata storage using phase change RAM (PRAM), which could manage metadata in a virtually fixed location and through byte-level inplace updates. Therefore, the performance of PFFS2 is 38% higher than AFFS2 for small file read/write and matches for large files. The virtual metadata store is particularly effective in reducing garbage collection and the overhead of I/O operation. NOVA [34] was a log-structured file system for hybrid memory systems with strong consistency guarantees. The log for each inode was separated to improve concurrency, and file data were stored outside the log to reduce the log size. Improvement of 22% to 216× throughput was observed compared to state-of-the-art file systems as well as a 3.1× to 13.5× improvement compared to file systems that provide equally strong data consistency guarantees. A Hybrid Memory Versioning File System (HMVFS) [35] for NVM was designed to achieve fault tolerance efficiently and low impact on I/O performance. The metadata and data have been decoupled. The stratified file system tree (SFST) was designed to easily update and snapshot the different versions of files with minimal updates to the metadata. The snapshot overhead of HMVFS outperformed BTRFS by as much as 9.7x and NILFS2 by as much as 6.6x, and the I/O performance of HMVFS was close to that of PMFS. The sustainable in-memory file system named SIMFS [36] was designed for NVM. It could embed the address space of an open file into the process' address space and use the memory mapping hardware to handle the address space. The access confliction could be minimized by the individual address space for each file. The file page table for each file was used to store the file data. The throughput of SIMFS could approach memory bandwidth. NOVA-Fortis [37] adapted state-of-theart reliability techniques and was resilient in the face of corruption due to media errors and software bugs based on NOVA. Its reliability features consume 14.8% of the storage for redundancy and reduce application-level performance by between 2% and 38% compared to the same file system with the features removed. Meanwhile, it was able to outperform DAX-aware file systems without reliability features by 1.5× on average and block-based file systems running on NVMM by 3× on average. DevFS [38] was a direct-access file system embedded within a storage device to direct access storage devices without compromising file system integrity, concurrency, crash consistency, or security. A reverse-caching mechanism was presented to enable the usage of host memory for inactive objects and reduce the memory load on the device. DevFS has 2x higher I/O throughput with direct access and up to a 78% reduction in device RAM utilization.
III. THE STRUCTURE OF THE NEW METADATA MANAGEMENT SYSTEM
NVDIMMs and PCIe NVM devices are two types of popular storage devices used in NVM systems. There are big differences between these two types of NVM devices in terms of the access interface and I/O performance. The PCIe NVM devices have a large limitation compared with the NVDIMMs. The PCIe interface has high transmission efficiency with large granularity transmission units. Its efficiency and flexibility are much lower than the DIMM interface although you can change the size of each transmission. Moreover, the suited access characteristics are also different. Currently, the PCIe storage device is generally managed as a block device and accessed by block granularity. It cannot take advantage of byte-addressable read and write supported by NVM devices. This leads to a problem of write amplification, which seriously reduces the lifetime of PCIe NVM devices. At the same time, the I/O performance of PCIe NVM devices will also be affected due to the increase in actual write to NVM devices.
In the existing file system, metadata are stored in the directory tree of the file system dispersedly and regarded as an attachment to the file. This greatly affects the search efficiency of metadata and ignores the different characteristics of metadata and file data. Most attributes in metadata have small size and high access frequency; using the blockbased management strategy and storing in the block storage device leads to very serious write amplification problems. Meanwhile, there are some extended attributes in metadata with large size or low access frequency for some files, and the management strategy as applied to file data is also suitable. In our previous studies, we have designed a new file system named NVMCFS to distribute the data between the DIMM and PCIe NVM device in the hybrid NVM system [39] , which can reduce the time overhead of I/O software stack and improve the file system efficiency. On the basis of it, we try to use the similar strategy for the metadata management to improve its efficiency. We design a new metadata management system based on the characteristics of two types of NVM devices, separating the attributes in metadata and distributing between NVDIMMs and PCle NVM devices and NVM devices. In order to analyze the its function for metadata management and compared with current file systems, we do not distribute the data between two types of NVM devices. The structure of this new metadata management system is shown in Figure 1 .
There are three modules in the new metadata management system for hybrid NVM: attribute distribution module, hierarchical attribute management module and attribute management module based on Key-Value pairs. The attribute distribution module classifies metadata attributes and distributes them between NVDIMMs and PCIe NVM devices. The hierarchical attribute management module manages the attributes stored in NVDIMMs to ensure the efficiency of metadata management. The self-management attribute module is provided for attributes stored in PCIe NVM devices and uses the embedded processor in PCIe NVM devices to manage attributes in the form of key-value pairs. It can reduce the communication between PCIe NVM devices and CPU and improve management efficiency and reduce the write amplification of PCIe NVM devices.
IV. THE KEY ALGORITHMS A. THE ATTRIBUTE DISTRIBUTION STRATEGY
The function and access frequency are different among attributes in metadata. The file identifier is needed almost every time when reading or writing a file. Some attributes are also accessed frequently. We use Filebench to simulate four types of workload (Webproxy, Copyfiles, Fileserver and Varmail) and trace all system calls. Then, the access time of attributes is counted to calculate the ratio to file identifier. The results are shown in Table 2 .
From the results of Table 2 , we find that the access frequency of attributes is polarized and the number of attributes with high access frequency is not large. Then, we divide the attributes into two classes, that is, the basic attribute set and the extended attribute set. The basic attribute set consists of i_mode, i_rdev, i_size, i_ctime, i_bytes, and i_ino, and they have high access frequency. The extended attribute set includes the rest of the metadata attributes and the file identifier, which is relatively low in the access frequency expect file identifier. Note that the file identifier is kept in both of these two sets.
The NVDIMMs support the byte interface and demonstrate high I/O performance. We store the basic attribute set in the NVDIMMs and ensure the access performance by CPU. Meanwhile, the PCIe NVM devices have larger storage capacity than the NVDIMMs, but the I/O performance and the flexibility of PCIe interface is relatively lower. Thus, the extended attribute set is stored in it and managed by the embedded processor in PCIe NVM devices to reduce the communication between PCIe NVM devices and CPU.
Therefore, NVDIMMs are used to ensure the high efficiency of basic attribute management, and PCIe NVM devices are used to provide sufficient storage capacity for extended attributes. Therefore, the management task can be assigned to the CPU and the embedded processor NVM devices to improve the efficiency of metadata management. 
B. THE HIERARCHICAL MANAGEMENT ALGORITHM FOR BASIC ATTRIBUTES
The access frequency of basic attributes is very high, and the access of various basic attributes is usually interrelated. We define a structure named Bastruct to organize basic attributes. A hierarchical management algorithm is then designed to manage all Bastruct. As shown in Figure 2 , each Bastruct corresponds to an individual file and consists of the basic attributes for that file. The Bastruct is stored with the VOLUME 6, 2018 directory tree of a file system in NVDIMMs and managed by a hierarchical directory tree.
Because the access of basic attributes is usually interrelated and the access frequency is similar, the hierarchical structure organization improves the efficiency of the basic attribute management. At the same time, the basic attributes are stored in the directory tree of the file system with each file, which avoids the extra overhead of management and reduces the access time to the storage device. In addition, NVDIMMs have several advantages in terms of high random I/O performance and byte interface, which further ensures the efficiency of basic attribute management.
C. THE SELF-MANAGEMENT ALGORITHM FOR EXTENDED ATTRIBUTES
The access frequency of the extended attributes is low, but the size of some extended attributes may be very large. Meanwhile, the type and the number of extended attributes vary with different files. These factors increase the complexity of extended attributes management.
All extended attributes are stored in the PCIe NVM devices. We convert the extended attributes to key-value pairs to simplify its management. The file identifier and the extended attribute name are mixed as the key of this key-value pair and the data of the extended attribute is as value of this key-value pair. As shown in Figure 3 , all extended attributes are managed by the embedded processor in PCIe NVM devices. CityHash is used to calculate the hash value of the key. Then, the hash value is used to select the location where the key-value pair of extended attributes is stored. CityHash has two advantages. First, it can be calculated in parallel and thus can better exploit multi-cores in CPU to improve performance. Second, it can process small strings independently and reduce branch instructions in the instruction pipeline. Therefore, the hash value calculation can be improved by dividing the input into several blocks, multi-bytes and non-aligned accessing, which avoids excessive time overhead. We use the chain address method to address the confliction of hash values, and an extra pointer named ptr is defined to keep the next location for keyvalue pairs with the same value.
Based on this, we present the process of insertion, search and deletion for extended attributes.
The process of extended attribute insertion. We first create the hash value of a key by CityHash. If the corresponding position is empty, the new key-value pair of the extended attribute should be inserted immediately; otherwise we search the tail of the chain along the ptr and insert the new key-value pair. The pseudo code is as follows.
The process of extended attribute search. The file identifier and the name of the extended attribute are combined to build the key that is needed for search. Then, the hash value of this key is calculated using CityHash. If the corresponding location for the hash value does not have a key-value pair, the failure message should be returned to the file system. Otherwise, compare the keys in that location, and move down theptr pointer until the right key-value pair has been found and return it, or the failure message should be returned. The pseudo code is as follows.
Algorithm 1 The Extended Attribute Insertion
void Extended-attribute-insertion (file-identifier, attributename, attribute-data) { Using file-identifier and attribute-name to create Key; Set the data of extended attribute to value; Use CityHash to calculate key and get the location address; if (The corresponding location is empty) { Store the pair of (key, value) to the location of address; } else { Find the last location of key-value pair chain; Store the pair of (key, value) to the corresponding location; } } The process of extended attribute deletion. We use the same approach to create the key for deletion as in the process of search. Then, the hash value of this key is calculated using CityHash. We check and try to find this key in the corresponding location and the chain. If it exists, the key-value pair should be deleted and the success message returned. Once failed, the failure message should be returned. The pseudo code is as follows.
According to the results in Table 2 and the low access frequency of the extended attributes, we exploit the embedded processor in PCIe NVM devices and accomplish the management of extended attributes with less time overhead by the self-management extended attributes algorithm. This avoids transferring extended attributes between PCIe NVM devices and memory and reduces the access time of PCIe return There is not this extended attribute; } NVM devices. It can also reduce the negative impact of the block interface on PCIe NVM devices and decrease the write amplification of NVM devices by avoiding a large proportion of the access time of PCIe NVM devices. The unified form of key-value pairs is used to access and manage extended attributes with different types and sizes, which shows superior scalability. Because the extended attributes are read or written inside the PCIe NVM devices, it employs the byte addressable characteristic of PCIe NVM devices to reduce the write amplification of NVM devices. Finally, the self-management extended attributes algorithm achieves the cooperation of the embedded processor in PCIe NVM devices and the CPU to improve the efficiency of metadata management.
V. PROTOTYPE AND EVALUATION
There are no commercial NVM devices at present. We mainly simulate two types of NVM devices through the following steps and implement the prototype of hybrid NVM with a new metadata management system named XPMFS based on PMFS [26] and PMBD [40] .
1. PMFS is the memory file system based on NVDIMMs. We modify the Linux kernel by dividing 10GB of memory space for PMFS as NVDIMMs for XPMFS and implement the hierarchical basic attribute management algorithm on it.
2. PMBD is a PCIe NVM device simulation based on DRAM. 500ns delay for the write operation and 85ns for the read operation are added to simulate NVM media. We modify the Linux kernel to reserve 10GB memory at the end of the kernel address and mount the PMBD. Then, the selfmanagement extended attributes algorithm is implemented and added to PMBD. Move to next key-value pair in this chain; } return 0; //Delete extended attribute unsuccessfully } else return 0; //Delete extended attribute unsuccessfully } Then the prototype of hybrid NVM is built up. We modify the source code of PMFS and the attribute distribution strategy is implemented to scatter the attributes between PMFS and PMBD. The basic attributes are stored in PMFS and managed by current strategy. The extended attributes are removed from PMFS. They are converted into several KeyValue pairs to store and manage by PMBD. Meanwhile, the PMBD is accessed directly by XPMFS and not formatted using the current file system to reduce the extra overhead of access.
We apply Fio and Filebench to test the I/O performance of the prototype with a new metadata management system and compare it with PMFS and Ext4-DAX on PMBD. The configuration of the test environment is shown in Table 3 . We should compare the time overhead of read and write with several configurations, and compare the I/O performance under real workloads. The results should be analyzed that whether the attribute distribution strategy can improve the I/O performance. 
A. THE WRITE TIME OVERHEAD WITH DIFFERENT NUMBER OF FILES
We use Fio to test the time overhead of a sequence writing 8 KB files. The number of files is set to 5000, 10000 and 20000. To increase the update frequency of metadata, fsync is set to 2, and a synchronous operation is performed every two I/Os. The data block size is set to 4KB. The same tests are done with PMFS and Ext4-DAX on PMBD for comparison. The results are shown in Figure 4 . The results in Figure 4 show that the new metadata management system can effectively improve the writing performance of the file system. When the number of files is 20000, the write time overhead reduces by 52% in XPMFS compared with Ext4-DAX on PMBD. When the number of files is increased to 30000, the write time overhead in the XPMFS is 51% less than the Ext4-DAX on PMBD, as the amount of metadata operation in the writing process increases with the number of files. The metadata management efficiency impacts the time overhead more obviously. The prototype of the new metadata management system can take advantage of NVDIMMs and PCIe NVM devices to distribute the attributes reasonably, increasing access speed and reducing the write amplification of PCIe NVM devices. It can improve the efficiency of metadata management and reduce the time overhead of the write operation.
At the same time, the write time overhead increases by 12% compared with PMFS when the number of files is 20000 because XPMFS uses PCIe NVM devices to store and manage extended attributes, but PMFS uses NVDIMMs to store and manage all of the metadata. The I/O performance of PCIe NVM devices is seriously lower than that of NVDIMMs, and it is the main reason for the lower write performance for XPMFS compared with PMFS. However, PMFS only uses NVDIMMs and has limitations in terms of storage capacity. Compared with NVDIMMs, PCIe NVM devices have greater storage capacity. XPMFS can distribute the metadata between DIMM and PCIe NVM devices to expand storage capacity compared to PMFS. At the same time, the write performance gap between XPMFS and PMFS decreases once the number of file writes is rising. The write time overhead of XPMFS only increases by 2% compared with PMFS, when the number of files is 30000. Although the write performance of XPMFS is a little lower than PMFS, XPMFS has the advantage of managing two types of NVM devices and can be applied to the hybrid NVM.
B. THE READ TIME OVERHEAD WITH DIFFERENT NUMBERS OF FILES
We also use Fio to test the time overhead of a sequence reading 8 KB files. The number of files is set to 5000, 10000 and 20000. To increase the update frequency of the metadata, fsync is set to 2, and a synchronous operation is performed every two I/Os. The data block size is 4KB. The same tests are done with PMFS and Ext4-DAX on PMBD for comparison. The results are shown in Figure 5 . As seen from Figure 5 , it is similar to the write performance. The read performance of XPMFS is also improved greatly compared with Ext4-DAX on PMBD. The time overhead reduces by 49% when the number of files is 20000. The gap between XPMFS and PMFS is gradually reduced as the number of files grows; it narrows to only 5% when the number of files is 30000. Therefore, these results demonstrate that the prototype of the new metadata management system can increase the read efficiency of the file system remarkably. Compared with the write performance, the read time overhead of the three file systems is close; the read operation involves less metadata operation and, in particular metadata modification operation. Meanwhile, the read performance is higher than the write of NVM. The gap of read time overhead is much smaller than that of write. Therefore, it verifies that the efficiency of metadata management is an important factor to the read performance of the file system and proves the advantage of the new management system prototype.
C. THE WRITE TIME OVERHEAD WITH DIFFERENT SIZE OF FILES
We use Fio to test sequence write time overhead with different sizes of files. The size of files is set to 8KB, 32KB and 128KB. The number of files is 5000. The data block size is 4KB and the write mode is sequence writing. fsync is set to 0, and Fio can be used to test the asynchronous I/O performance. The same tests are performed with PMFS and Ext4-DAX on PMBD for comparison. The results are shown in Figure 6 . We find that XPMFS has lower write time overhead compared with Ext4-DAX on PMBD, reducing write time overhead more than 33%. The gap in write time overhead between XPMFS and Ext4-DAX on PMBD rises to 67% when the file size is 128KB. These results show that XPMFS has a write performance advantage compared with Ext4-DAX on PMBD. The gap in write time overhead between XPMFS and PMFS also grows from 8% to 52% when the file changes from 8KB to 128KB. XPMFS can integrate the NVDIMMs and PCIe NVM devices to implement hybrid NVM, while PMFS just uses NVDIMMs. XPMFS also breaks the storage capacity limitation of PMFS and maintains a relatively high write performance. Through a comprehensive analysis of these results, we find that XPMFS is more suitable for writing small files.
D. THE READ TIME OVERHEAD WITH DIFFERENT SIZE OF FILES
We also use Fio to test sequence read time overhead with different sizes of files. The size of files is set to 8KB, 32KB and 128KB. The number of files is 5000. The data block size is 4KB, and the read mode is sequence reading. fsync is set to 0, and Fio can be used to test the asynchronous I/O performance. The same tests are done with PMFS and Ext4-DAX on PMBD for comparison. The results are shown in Figure 7 . The results in Figure 7 show that XPMFS is more efficient than Ext4-DAX on PMBD for sequence reading. The read time overhead decreased by 42% to 72% compared with Ext4-DAX on PMBD when the file size increases from 8KB to 128KB. At the same time, the gap in read time overhead between XPMFS and PMFS is 36% with 32KB files and decreases to 12% with 128KB files. Therefore, we find that the read performance of XPMFS is closer to PMFS than the write performance and XPMFS is more suitable for reading large files. XPMFS also solves the capacity limitation of PMFS and maintains a high read performance.
E. THE I/O PERFORMANCE UNDER REAL WORKLOAD
We use Filebench to simulate application server workloads and select three types of workload, including Fileserver, Webserver and Makedirs, to test I/O performance and compare with PMFS and Ext4-DAX on PMBD. The number of threads in the test is 8, the size of files is 2KB, the number of files is 50000, and the access block size is 4KB. The results are given in Figure 8 . Under the Fileserver workload, the I/O performance of XPMFS increases by 1.5 times compared with Ext4-DAX on PMBD. This is mainly because the Fileserver workload simulates some file operations on a file server such as share, read, and write. Each file access contains a series of open, write, append, read and close operations, which involves a large amount of metadata operations. The results show that the prototype of the new metadata management system can improve metadata management efficiency, so the I/O performance of XPMFS can be increased compared with Ext4-DAX on PMBD.
The Webserver workload mainly simulates the access to web servers, where most I/O operations are the reads of small files. Under the Webserver workload, the I/O performance of XPMFS increased by 26% over Ext4-DAX on PMBD and lost only 5% over PMFS; the read operation involves less metadata modification compared with the write operation. Although the I/O performance improvement is lower than the Fileserver workload, the prototype of the new metadata management system can improve I/O performance, and it ensures that the new metadata management system has high scalability.
Makedirs workload mainly simulates the operations of the server directory. Under this workload, the I/O performance of XPMFS increases by 6% compared with Ext4-DAX on PMBD and only lost 13% compared with PMFS; there are many list operations in this workload. The self-management extended attributes algorithm needs to convert extended attributes to several key-value pairs, making list operations inefficient. However, it still verifies the high scalability of the new metadata management system and can improve I/O performance under different workloads.
VI. CONCLUSION AND FUTURE WORK
Storage performance is very important for vehicle big data in VSN. Meanwhile, the efficiency of metadata management in the file system has sufficient influence on the I/O performance of the storage system.
We design a new file system with a distributed metadata management strategy for hybrid NVM. First, we divide metadata into basic attribute sets and extended the attribute set using the access frequency and distribute them on two types of NVM devices according to different characteristic of these NVM devices. Then, the basic attributes with high access frequency are stored in NVDIMMs and managed by CPU using the hierarchical management algorithm, while the extended attributes with low access frequency are stored in PCIe NVM devices and converted to key-value pairs. These key-value pairs are processed by the embedded processor in PCIe NVM devices using the self-management algorithm. Finally, we implement the prototype based on PMFS and PMBD. The evaluation results show that XPMFS can reduce the write time overhead by 52% and the read time overhead by 49%. At the same time, I/O performance can be improved by 1.5 times compared with Ext4-DAX on PMBD under real workloads.
In the future, we will study the transaction mechanism for the metadata operation between the two types of NVM devices to ensure the reliability of metadata operation for the file system.
