In this note we construct bi-¦ -Galois objects linking the quantized universal enveloping algebras associated to the Lie groups SU Ô2Õ, EÔ2Õ and SU Ô1, 1Õ, where EÔ2Õ denotes the Lie group of Euclidian transformations of the plane, and we show how one can create (formal) quantum homogeneous spaces for these quantum groups by integrating the associated Miyashita-Ulbrich action on certain subquotient ¦ -algebras.
Introduction
This is part of a series of papers ( [6] ) devoted to an intriguing correspondence between the quantizations of SU Ô2Õ,ẼÔ2Õ and SU Ô1, 1Õ, whereẼÔ2Õ denotes the non-trivial double cover of the Lie group of Euclidian transformations of the plane. In a sense, their duals form a trinity of 'Morita equivalent locally compact quantum groups'. There then exists a 'linking quantum groupoid' combining these three quantum groups into one global structure, and it is important to understand for example the (co)representation theory of this object.
In this paper, we will study an infinitesimal structure associated to this linking quantum groupoid. This discussion will only be preliminary, in the sense that we investigate the elementary algebraic structure, and do not consider the more delicate issues (concerning for example the spectrum of Casimir elements in 'admissible' Hilbert space representations), which will be treated elsewhere. Indeed, the main goal of this article is simply to collect some basic results concerning this structure, some of which were already observed in the literature, and to show how its elementary representation theory can be used to give a novel construction of quantum homogeneous spaces for each of the constituent quantum groups.
In the first section, we will start by introducing the theory of bi-¦ -Galois objects between U q ÔsuÔ2ÕÕ, U q ÔeÔ2ÕÕ and U q ÔsuÔ1, 1ÕÕ. In fact, the bi-Galois objects themselves are already well-known in the literature (their first appearance seems to be in [9] , while in [10] higher-dimensional generalizations are considered (see also [7] , [1] and [15] )). The only new observation then is that these bi-Galois objects allow for a compatible ¦ -structure (in case q is real). While this observation in itself is quite trivial, it has, as one can expect, most important consequences if one considers representation theoretic issues. It also explains the appearance of the third QUE algebra U q ÔsuÔ1, 1ÕÕ, which was not present in these earlier papers, since, when neglecting the ¦ -structure, this is just an isomorphic copy of U q ÔsuÔ2ÕÕ. Apart from this, we introduce an auxiliary organizing structure, called a co-linking weak Hopf ¦ -algebra, which allows us to treat the various bi-¦ -Galois objects in a unified way. This structure is a small adaptation of the notion of a total Hopf Galois system ( [8] ), which was itself an enhancement of the notion of a Hopf Galois system, introduced in [3] . The further improvement is that we can simplify the axiom system of such a total Hopf Galois system by using the language of weak Hopf algebras ( [4] ). In practice however, one always uses the same techniques for any of these notions.
In the second section, we introduce a natural notion of quantum Casimir element inside these bi-¦ -Galois objects, which will be a certain self-adjoint element in the center. We then consider the quotient ¦ -algebras, obtained by evaluating the Casimir element at a particular real value. These quotients carry a natural module ¦ -algebra structure, obtained from the Miyashita-Ulbrich action on the original bi-¦ -Galois objects. Finally, considering sub-¦ -algebras, we obtain our quantum homogeneous spaces equipped with their natural infinitesimal action. We also determine which of these quantum homogeneous spaces arise from ¦ -coideals.
Remarks on notation and conventions
For the rest of the paper, we fix a real number 0 q 1. We then denote λ Ôq ¡ q ¡1 Õ ¡1 0.
By ι we always mean the identity map, and by the tensor product between vector spaces over C.
We will use the Sweedler notation for comultiplications (see [20] ). Also, we will only work with Hopf algebras over C which have invertible antipodes.
We will need a lot of structures which are defined very similarly to each other. Then the names for the structures are often indexed, and when multiple structures are used together, we will index the objects associated to these structures with the corresponding index. However, when the structures appear isolated, we will refrain from indexing any of its associated structure. Also, when we index something with two indices which are the same, we will sometimes take the liberty of indexing with just one times this index symbol. We hope that in practice, these conventions will cause no confusion.
1 Bi-¦ -Galois objects for U q ÔsuÔ2ÕÕ, U q ÔeÔ2ÕÕ and U q ÔsuÔ1, 1ÕÕ. Definition 1.1. Let µ, ν È R. The ¦ -algebra U q Ôµ, νÕ is defined as the universal algebra generated by four elements K, K ¡1 , E and F satisfying the commutation relations
endowed with the ¦ -structure determined by K ¦ K and E ¦ F .
When µ ν, the ¦ -algebra U q ÔµÕ U q Ôµ, µÕ can be turned into a Hopf ¦ -algebra, with the comultiplication determined by
It is not difficult to see that, by rescaling E, F and K by some positive number, all Hopf ¦ -algebras U q ÔµÕ with µ 0 are isomorphic to the Hopf ¦ -algebra U q Ô1Õ U q ÔsuÔ2ÕÕ ([11]), which we will then also denote as U q Ô Õ. Similarly, all U q ÔµÕ with µ 0 are isomorphic to the Hopf ¦ -algebra
, which we will then also denote as U q Ô¡Õ. The remaining Hopf ¦ -algebra U q Ô0Õ can be interpreted as the quantum universal enveloping algebra of the Lie algebra eÔ2Õ associated to the Lie group of Euclidian transformations of the plane ( [21] ). We note that in some contexts, it is better not to rescale the parameter µ. For example, with regard to the contraction procedure
When µ ν, the ¦ -algebra U q Ôµ, νÕ does not always possess a good Hopf ¦ -algebra structure. However, it does possess a natural U q ÔµÕ-U q ÔνÕ-bicomodule ¦ -algebra structure, which is in some sense the smallest possible such structure which is well enough behaved to allow one to go back and forth between U q ÔνÕ and U q ÔνÕ without losing information. In less vague terms, the U q Ôµ, νÕ are bi-¦ -Galois objects, whose definition we now recall. One of the main results of [17] states, in the non-¦ -case, that the existence of a bi-Galois object between two Hopf algebras coincides with the existence of a monoidal equivalence between their comodule categories (see [2] for the ¦ -case). Given this categorical interpretation, one sees that such Hopf ¦ -algebras are still very much the same, and can in some sense be interpreted as different algebraic implementations (or representations) of 'the same underlying quantum group'. The other main result of [17] , in its content closely connected with the Tannaka-Krein reconstruction theorems, is that any right Galois object for a Hopf algebra can be completed to a bi-Galois object. In particular, from a right Galois object ÔH 01 , ∆ 1 01 Õ for ÔH 1 , ∆ 1 Õ one constructs a new Hopf algebra ÔH 0 , ∆ 0 Õ, which in many cases of interest is indeed non-isomorphic to the original one. Finally, a bi-Galois object is even completely determined by its associated right Galois object (up to isomorphism of ÔH 0 , ∆ 0 Õ of course).
The following lemma will allow us to build a bi-¦ -Galois object structure on the U q Ôµ, νÕ. Lemma 1.3. For µ, υ, ν È R, there exists a unique unital ¦ -homomorphism
Then these ¦ -homomorphisms satisfy the generalized coassociativity condition
Proof. To see if the ∆-maps are well-defined, we should only see if the ∆ υ µν respect the commutation relations, since it is immediately seen that these maps will then preserve the ¦ -structure.
We only make the computation for the final commutation relation between E µν and F µν , since the preservation of the q-commutation relations is apparent on sight:
The generalized coassociativity condition should then only be checked on generating elements. But, if we forget the index, then we see that we are just looking at one particular and well-known 4-dimensional coalgebra. This concludes the proof.
We will then, for x È U q Ôµ, νÕ, denote
Proof. Let us check again that the commutation relation between E and F is preversed, the other statements being verifiable on sight. We compute:
Lemma 1.5. For all µ, ν È R and x È U q Ôµ, µÕ, we have that S µν Ôx Ô1Õµν Õx Ô2Õνµ ε µ ÔxÕ1 νµ and x Ô1Õµν S νµ Ôx Ô2Õνµ Õ ε µ ÔxÕ1 µν .
Proof. We only have to see if the above identities hold true for x a generator. For x K, K ¡1 , the identities are immediate. For x E µ , we have
The other equalities to check are all similar.
We can now easily prove the following proposition. Proposition 1.6. Every U q Ôµ, νÕ is a U q ÔµÕ-U q ÔνÕ-bi-¦ -Galois object. Proof. Using the previous lemmas, one immediately verifies that the U q Ôµ, νÕ, where µ, ν range over two specific values, satisfy the definitions of a Hopf-Galois system as in Definition 1.1 of [3] . The only thing which still needs clarification is that the U q Ôµ, νÕ are not zero for µ ν, but this will follow from the proof of Proposition 2.6. The Proposition now follows from Theorem 1.2 of [3] .
In fact, we prefer to use the language of co-linking weak Hopf ¦ -algebras, introduced in the next definition, as opposed to that of the Hopf-Galois systems of [3] , since the latter are not very symmetrical in their definition (a deficit well acknowledged by the author of that paper, whose only goal was to simply capture the essence of the structure to create bi-Galois objects). These co-linking weak Hopf-¦ -algebras can be seen as specializations of Takeuchi's pre-equivalences (or strict MoritaTakeuchi-contexts as they are now called). The notion of a co-linking weak Hopf ¦ -algebra can also be shown to be equivalent with that of a total Hopf-Galois system of [8] (equipped with a ¦ -structure), but using the language of weak Hopf algebras makes the definition somewhat more concise. The proof of the equivalence between these two concepts is essentially the one of Proposition 1.8. Definition 1.7. For i, j È Ø0, 1Ù, let the H ij be four non-trivial ¦ -algebras, equipped with eight unital
We then call this collection a co-linking weak Hopf ¦ -algebra when H :
H ij , the direct sum ¦ -algebra, together with the map One may thus interpret such a co-linking weak Hopf ¦ -algebra as the (algebraic) function space on some groupoid with two objects (indeed, in [3] it was already observed that Hopf-Galois systems form incomplete descriptions of such objects).
One can further show that a bi-¦ -Galois object between two Hopf ¦ -algebras can be completed in an essentially unique way to a co-linking weak Hopf ¦ -algebra between the two Hopf ¦ -algebras, and that, conversely, the ÔH 01 , ∆ 0 01 , ∆ 1 01 Õ-part of a co-linking weak Hopf ¦ -algebra gives a ÔH 0 , ∆ 0 00 Õ-ÔH 1 , ∆ 1 11 Õ-bi-¦ -Galois object (using for example Theorem 6.1 of [18] , or simply mimicking the techniques from
Hopf algebra theory).
The following proposition is then not surprising. 
Similarly, it is immediately verified that 1 H µ,ν 1 µν satisfies the 'comonoidality' condition A.7 of that definition: for example
We have shown now that ÔH, ∆ H Õ is a weak bi-¦ -algebra.
Finally, let us define the map
proving the first antipode condition of A.8 of Definition 2.1 in [4] . For the condition A.9, we compute
We now introduce the Miyashita-Ulbrich action associated to bi-¦ -Galois objects and co-linking weak Hopf ¦ -algebras.
Definition 1.9. Let ÔH ij , ∆ k ij Õ be a co-linking weak Hopf ¦ -algebra. The left (resp. right) MiyashitaUlbrich action of the Hopf ¦ -algebra ÔH 0 , ∆ 0 Õ (resp. Hopf ¦ -algebra ÔH 1 , ∆ 1 Õ) on H 01 is the left H 0 -module (resp. right H 1 -module) ¦ -algebra structure on H 01 determined as
The fact that this is a left module ¦ -algebra structure means that £ determines a left module structure of H 0 on H 01 , which interacts with the ¦ -algebra structure of H 01 in the following way:
That the above Miyashita-Ulbrich action satisfies these conditions is easily derived using the properties of the antipode S of a weak Hopf ¦ -algebra, namely that it is an anti-homomorphism, satisfying
SÔSÔx ¦ Õ ¦ Õ x for all x in the weak Hopf ¦ -algebra.
Using the properties of the antipode, it is also not difficult to see that the above definition coincides with the usual definition of the Miyashita-Ulbrich action for bi-Galois objects (see e.g. [19] , Definition 2.1.8).
Note: In the following, we will want to work with multiple bi-¦ -Galois objects at the same time. The notion of a co-linking weak Hopf ¦ -algebra is well-adapted to this: when we have a bi-¦ -Galois object between two Hopf ¦ -algebras H ¡1 and H 0 and a bi-Galois object between H 0 and yet another Hopf ¦ -algebra H 1 , we can group them all together, in an essentially unique way, into a '3¢3-co-linking weak Hopf ¦ -algebra' consisting of 9 ¦ -algebras and 27 comultiplications, or one large weak Hopf ¦ -algebra with the H i at its 'corners'. Using the same techniques as above, it is then easy to see that the U q Ôµ, νÕ and ∆ υ µν , with indices now ranging over Ø¡1, 0, 1Ù Ø¡, 0, Ù, form such a 3¢3 co-linking weak Hopf ¦ -algebra.
2 On the quantization of the infinitesimal action of SU Ô2Õ, EÔ2Õ and SU Ô1, 1Õ on their homogeneous spaces.
We now define Casimir elements inside our 3¢3 co-linking weak Hopf ¦ -algebra. We keep notation as in the previous section.
Definition 2.1. For µ, ν È Ø¡, 0, Ù, we define the Casimir element of U q Ôµ, νÕ to be the element
Warning: One should check the above equality by using the commutation relations, not by applying the antipode. Indeed, in bi-Galois objects, the antipode is external, and one easily checks that its naive application would violate the above equality.
As in the quantized enveloping algebra case, we have the following easy lemma.
Lemma 2.2. The Casimir element C µν is a self-adjoint element in the center of U q Ôµ, νÕ.
Proof. The fact that C µν is self-adjoint is apparent on sight. To see that it lies in the center, we then only have to see if it commutes with K and E. Commutation with K is immediate, while for E, we have
Definition 2.3. For τ È R, we define the ¦ -algebra A τ µν as the quotient ¦ -algebra of U q Ôµ, νÕ, obtained by evaluating C µν at τ q ¡1 λ 2 :
The quotient will of course inherit a ¦ -structure as C µν is self-adjoint and τ is real.
Lemma 2.4. Denote by π τ the projection map U q Ôµ, νÕ A τ µν . Then A τ µν inherits a left U q ÔµÕ-module ¦ -algebra structure from U q Ôµ, νÕ, uniquely determined by
Proof. The Miyashita-Ulbrich action descends to any quotient, since, by its definition, any 2-sided ideal is preserved by it.
We now introduce a particular sub-¦ -algebra of A τ µν . Notation 2.5. We denote by B τ µν the sub-¦ -algebra of A τ µν generated by the images of the elements K 2 µν and K µν E µν under the quotient map π τ from U q Ôµ, νÕ. We denote by X and Z the following elements in this algebra:
Proposition 2.6. The ¦ -algebra B τ µν is isomorphic to the universal unital ¦ -algebra B τ µν generated by two elements x and z, satisfying the relations
An isomorphism is provided by ¦ -homomorphically extending the assignment x X and z Z.
Proof. We first verify that the elements X and Z of B τ µν satisfy the same commutation relations as x and z. The q-commutation relations are of course immediate. We compute the identity for X ¦ X, and leave the other one to the reader.
We have
We now prove universality. Denote by V the vector space with basis vectors e nm , n, m È Z, and define linear maps Ö x, Ö y and Ö w on V by the formulas Ö x ¤ e nm e n 1,m n 0, Ö x ¤ e nm ¡q 2 ν e n 1,m τ q ¡2n e n 1,m 2 ¡ µq ¡4n e n 1,m 4 n 0, Remark: Suppose that µν È Ø¡, 0, Ù and τ È R, and suppose that we are in one of the following situations:
• ν ¡ ;
• ν 0, τ 0;
• ν τ 0, µ ¡;
• ν , µ ¡;
• ν , µ 0, τ 0.
Then the ¦ -algebra B τ µν has a 'topological implementation', in that there exists a Hilbert space H and a dense subset D H such that B τ µν can be represented faithfully by adjointable operators on D, in such a way that the ¦ -operation coincides with restricting the adjoint to D. In the remaining cases, this is impossible. Although not so difficult, we do not give a proof of this statement here, since we want to keep this paper at the level of elementary algebra. The detailed study of these spaces on a C ¦ -algebraic level, along with their further structure (see Proposition 2.10), will be treated elsewhere (in as far as it has not been treated in the literature yet).
Proposition 2.7. The left U q ÔµÕ-module structure on A τ µν restricts to a left U q ÔµÕ-module structure on B τ µν , which hence becomes a left U q ÔµÕ-module ¦ -algebra.
Proof. Since A τ µν is a left module ¦ -algebra, it is sufficient to see if the action of any of the generators E µ , F µ and Kμ of U q ÔµÕ on the elements X, Z of B τ µν gives an element in B τ µν .
Now by definition,
ÕµZ,
Using the module ¦ -structure, we also find
From the proof of the foregoing proposition, we get the following formulas for the U q ÔµÕ-module structure on B τ µν , using the module ¦ -structure for the identities in the final column:
We now want to show that this module structure is the 'infinitesimal' module structure associated to some coaction by a dual Hopf ¦ -algebra. We first introduce the relevant objects.
Definition 2.8. The algebra of polynomial functions on SL q Ô2, CÕ ( [11] ) is defined as the unital algebra PolÔSL q Ô2, CÕÕ generated by four generators a, b, c, d satisfying the relations ab qba, ac qca, bd qdb, cd qdc, bc cb and da ¡ q ¡1 cb 1, ad ¡ qbc 1.
It can be made into a Hopf algebra by endowing it with the comultiplication map ∆ satisfying°³
The algebra PolÔSL q Ô2ÕÕ can be endowed with the ¦ -structure a ¦ d, b ¦ ¡q ¡1 c, in which case it becomes a Hopf ¦ -algebra which we denote as ÔPolÔSU q Ô2ÕÕ, ∆ Õ Pol q Ô , Õ ( [23] ), and whose generators we denote then as a and b .
The algebra PolÔSL q Ô2ÕÕ can also be endowed with the ¦ -structure a ¦ d, b ¦ q ¡1 c, in which case it becomes a Hopf ¦ -algebra which we denote as ÔPolÔSU q Ô1, 1ÕÕ, ∆ ¡ Õ Pol q Ô¡, ¡Õ ([13] ), and whose generators we denote then as a ¡ and b ¡ .
The ¦ -algebra of polynomial functions on the quantum Ö EÔ2Õ group ( [21] , [5] , [12] ) is defined as the universal unital ¦ -algebra
generated by elements a 0 and b 0 , subject to the relations°²
We can make it into a Hopf ¦ -algebra by endowing it with the comultiplication map ∆ 0 satisfying
We recall now that a non-degenerate pairing between Hopf ¦ -algebras ÔH,
consists of a non-degenerate bilinear map while all other possible pairings between generators are assigned zero.
Proof. For µ and µ ¡, this is well-known (see [11] , Theorem 21 and the discussion following it. We remark that in the case µ ¡, their generator F corresponds to our ¡F ¡ ). For µ 0, it follows from [12] , Corollary 3.5.
The Proposition can also be checked directly, except for the non-degeneracy statement, by applying the argument in the beginning of section 4 of [22] . Pol q ÔµÕ such that
and such that, for any x È U q ÔµÕ and y È B τ µν ,
x £ y Ôι Ü ¤ , xÝÕγÔyÕ.
Proof. Put
and let V be the linear span of the ω i and 1. Then by the formulas for γ stated in the proposition, together with the formula γÔ1Õ 1 1, we can certainly construct γ as a linear map γ : V V Pol q ÔµÕ, and it then satisfies
is a spin 1 corepresentation of PolÔSL q Ô2, CÕÕ (see e.g. the concrete form used in [14] ). Since PolÔSL q Ô2, CÕÕ Pol q ÔµÕ : x x µ , x È Øa, b, c, dÙ extends to a homomorphism of Hopf algebras, we have that ÔV, γÕ will be a right Pol q ÔµÕ-comodule.
Since the only pairings between elements of ØE µ , F µ , K µ Ù and elements of Ø1, b
Ý q, it is quite immediately verified that for any x È ØE µ , F µ , K µ Ù and y È V , we have x £ y Ôι Ü ¤ , xÝÕγÔyÕ. Then this formula is of course true for any x È U q ÔµÕ.
But since B τ µν is a left module ¦ -algebra for U q ÔµÕ, and since the pairing between Pol q ÔµÕ and U q ÔµÕ is non-degenerate, we get that γ can be extended to a right coaction on the ¦ -algebra generated by V . In case µ 0, this then proves the proposition. In case µ 0 but τ 0, we have Z τ ¡1 ÔX ¦ X q 2 νÕ, and applying γ to this we again get the formula for γÔZÕ in the proposition.
Finally, in case µ τ 0, one verifies directly that γ as given in the proposition, restricted to the linear span of X ¦ , Z and X, gives a Pol q Ô0Õ-comodule structure, whose associated U q Ô0Õ-module structure coincides with the one coming from B 0 0ν . The same argument as before then lets us conclude that also in this case, γ can indeed be extended to a coaction.
Remarks:
1. The case µ 0 in the previous Proposition could also have been derived from the µ 0-case by allowing µ to take values in R again and then letting µ 0.
2. In case µ , we obtain in this way the well-known Podleś quantum spheres ( [16] ), with their natural coaction by PolÔSU q Ô2ÕÕ. Proposition 2.11. For all µ, ν È Ø¡, 0, Ù, and τ È R, the coaction γ on B τ µν is ergodic: if x È B τ µν satisfies γÔxÕ x 1, then x È C1. Proof. Let V be the space of fixed elements for γ: V consists of the elements x È B τ µν such that γÔxÕ x 1. Then also y £ x ε µ ÔyÕx for all y È U q ÔµÕ.
Now from the proof of Proposition 2.6, we know that B τ µν has a basis consisting of vectors of the form X n Z m and ÔX ¦ Õ n Z m with n, m È N. By this proposition, one may look upon the B τ µν formally as well-behaving function spaces on quantum homogeneous spaces for the respective quantum group associated to Pol q ÔµÕ.
Let us now determine which of the above coactions arise as coideals. The case µ is of course well-known, but we are not sure if the other cases have been dealt with explicitly in the literature. Proof. Let us first treat the case µ 0. Let r, s, t be complex numbers and put 
and that the unital algebra generated byZ,X andỸ is a right coideal, with a basis consisting of elements of the formX nZ m andỸ nZ m whenever not all r, s, t are zero. Moreover, any three-tuple of elements in Pol q ÔµÕ on which Pol q ÔµÕ coacts by the above spin 1 representation is necessarily of the form ω ¡1 ω 0 ω 1¨f or certain r, s and t. See the first section of [14] for some of these statements in the setting of left coideals, and also [11] , section 4.5.
From the proof of Proposition 2.10, we obtain then that if B τ µν is to be isomorphic to a right ¦ -coideal of Pol q ÔµÕ, it is necessary and sufficient that there exist r, s and t, at least one of which is non-zero, such that the application
extends to a ¦ -homomorphism B τ µν Pol q ÔµÕ. Then from the fact thatZ andX q 2 -commute, we conclude that necessarily s ¡Ô1 q 2 Õ ¡1ß2 τ , and from the fact thatỸ should beX ¦ , we get that r ¡qµt. But comparing the commutation relation betweenX andX ¦ , we see that it is then necessary and sufficient that q 2 t 2 ¡q 2 ν, which is of course only possible if ν 0 or ν 0. In the latter case, the situation τ 0 should be excluded since otherwise r s t 0.
Let us now consider the case µ 0. Suppose that there exists an equivariant ¦ -isomorphism π from Then it follows again from a straightforward computation that Ö X, Ö Z and Ö X ¦ satisfy the same commutation relations as X, Z and X ¦ , so that we can construct π : B τ Proposition 2.14. Let D τ µν be the sub-¦ -algebra generated by the images of E µν K ¡1 µν and K ¡2 ¥ S µν on U q Ôµ, νÕ, which follows straightforwardly from the fact that the antipode on the associated colinking weak Hopf ¦ -algebra flips the comultiplication.
This concludes the proof.
