In recent decades, with a large increase in power demand, fuel cost, and limited fuel supply it has become very essential to run the power systems with minimum cost so that the committed units serve the expected load demand. The basic objective of Economic Load Dispatch (ELD) is to distribute the total generation among the generation units in operation, in order to meet the load demand at minimum operating cost while satisfying the system equality and inequality constraints. Nature inspired computing techniques like Artificial Neural Networks (ANN) are preferred for solving ELD problems because they do not impose any restrictions on the shape of the fuel cost curve and are capable of providing good solution quality, and higher precision solutions very close to the global optimum. In this paper, the application of Fuzzy c-means based Radial Basis Function Network (RBFN) to ELD is proposed in order to minimize the error function through a self adaptive process until the error is less than a given tolerance leading to a best solution. The applicability and viability for practical applications has been tested on two different power systems, viz., a IEEE 30 bus 6 unit test system and a 20 unit test system and the experiments were carried out on MATLAB R2008b software. Comparison of the results with the conventional Lambda Iteration method demonstrates the effectiveness of RBFN in solving ELD problems based on fuel cost, power loss, total generated power, algorithmic efficiency, and computational time.
INTRODUCTION
Economic Load Dispatch (ELD) is one of the most significant optimization problems in modern computer aided power system design. With increasing fuel cost and power demands, optimization of economic dispatch brings a lot of revenue to the network operator. So, it has become important to allocate the total load between the available generating units in such a way that the total cost of operation is kept at a minimum [(Lakshmi Devi A. 2008) ]. In traditional methods like lambda iteration (LI) method [(C.L. 2000)], and gradient-based method, [(J. B. Park 1993)], the solution to ELD is obtained by approximately representing the cost function for individual generators in terms of single quadratic function. These techniques require incremental fuel cost curves which are piecewise linear and monotonically increasing to find the global optimal solution [ (Rayapudi 2011) ]. For generators with non-monotonically incremental cost curves, conventional methods ignores or flattens out portions of incremental cost curve that are not continuous or monotonically increasing. Thus these methods require approximation of characteristics to meet the requirements, which in turn leads to an increase in the revenue over time. [(H. T. Yang 1996) ], [(T. Jayabarathi 1999)]. Other classical methods like Newton-based techniques are not capable of performing for ELD problems with highly non-linear characteristics and a large number of constraints. Though dynamic programming is capable of solving non-linear and discontinuous problems, it suffers from the problem of curse of dimensionality. [ (Glover 1992) ].
Among these conventional methods, the LI method has been applied to find near optimal solutions to ELD problems for a very long time. The initial choice of lambda is an important factor which decides the convergence of the iterations. This method solves the ELD with two types of iterations -first, the value of lambda is changed iteratively from its initial assumed value to the final optimal value; second, for every value of lambda chosen by trial, the power generated by the generating units have to be acquired using sub-iterations. Hence the subiterations have to be run several times leading to a time consuming job [ (Aravindhababu P. 2001) ]. Over the years several efforts have been made to find optimized solutions to the ELD problem based on Artificial Intelligence such as Artificial Neural Networks, Fuzzy Logic, and Evolutionary Algorithms. Some of the most popular ANNs are Hopfield, Multilayer Perceptron, Learning vector quantization, Radial basis function, Adaptive resonance theory, and Back propagation networks. Several neural networks like Hopfield network, back propagation network and Perceptron network have been proposed for solving the ELD problem [(Djukanovic.M. 1996) , (Singh. G. 1995) , (Matuda.S. 1989) ]. In back propagation networks, the training is based on non-linear optimization technique and hence the solution to ELD problem is obtained at a very slow rate. In addition, there is no standard rule to fix the number of hidden neurons and hence the network may not be able to provide a general optimal modeling for the given ELD system. Hopfield networks converge slowly and normally take more than thousand iterations to dispatch the power optimally. The above mentioned drawbacks of back propagation and Hopfield network are overcome by the Radial Basis Function Network (RBFN), due to its Gaussian activation function. This paper focuses on solving ELD using Fuzzy c-means (FCM) clustering and Radial Basis Function Network (RBFN), with the objective to obtain minimum fuel cost, and an optimized load dispatch with less computational time. The choice of hidden layer neurons for the RBFN is a very important factor that is capable of approximating any given function with arbitrary precision. Hence Fuzzy c-means clustering was adopted as a pre-processing algorithm to the RBFN in order to dimensionally reduce the data allowing a simpler RBF model for ELD problems. RBFN 
PROBLEM DEFINITION
The principal objective of the economic load dispatch problem is to find a set of active power delivered by the committed generators to satisfy the required demand subject to the unit technical limits at the lowest production cost. The optimization of the ELD problem is formulated in terms of the fuel cost expressed as,
Where T F is the fuel cost of the system, i F = fuel cost of the i th generating unit of the system, Gi P = power generated in the i th generating unit, n = number of generators,
coefficients of the i th generator. Subject to the equality constraint,
where Gi P represents the generated power, D P is the total active power demand and L P represents the transmission losses. Subject to the inequality constraint, max min Gi Gi Gi P P P ≤ ≤ [3] where, min Gi P is the minimum value of the real power, max Gi P is the maximum value of the real power and P indicates the generated real output power. Taking these constraints into consideration, the biologically inspired artificial neural network, FCM based RBFN is proposed to obtain well-distributed dispatch solutions for ELD. The effectiveness of the techniques is investigated on two test systems consisting of six and twenty generating units, yielding higher quality solution including fast convergence, diversity maintenance, robustness and scalability. The results obtained are compared with the conventional Lambda Iteration Method.
IMPLEMENTATION OF PROPOSED METHODOLOGY
The proposed methodology of implementing the RBF network to solve the ELD problem is shown in Figure 1 . The training data based on the selected test systems for different power demands with varying weights are set by the Lambda Iteration (LI) method. The values generated should be capable of satisfying all load profiles. The output layer implements a weighted sum of hidden-unit outputs as given by Equ. 5:
where, M = number of output units, The iterations are continued until the stopping condition is reached, which may be the weight change in the hidden layer or number of epochs.
Fuzzy c-means clustering
The choice of selecting the number of hidden units in a neural network is one of the most challenging tasks, requiring more Inorder to validate the non-linearity of the system, the value of k should be large enough.
In this paper, a fuzzy c-means clustering approach is adopted to specify the range of hidden layer neurons in the RBF network. Consider [9] Subject to
The algorithm of the FCM is as follows
Step 1: For the given data set, initialise
, the membership degrees of the data pattern tend to be either 0 or 1 thus approaching the hard means clustering, and if ∞ → m , the membership degrees of the data pattern tend to k / 1 , leading to a high level of fuzziness. Based on several experiments, the most common optimal choice of m is 2.
Step 
Step 3:
Step 4: Test for stopping condition else go to step 2. The stopping condition may be maximum number of iterations or until the condition
is met.
Parameters
From equations 5 and 6 the major governing parameters for implementing the mapping of the RBF network are -Number of centers in the hidden layer -Position of the RBF centers
Hidden layer
Input layer Output layerWidth of the RBF centers -Weights applied to the RBF function outputs as they are passed to the summation layer The number of hidden neurons or equivalently radial basis centers needs to be much larger than the number of clusters in the data. The choice of number of hidden neurons is determined through the FCM algorithm. The output of the hidden neuron is significant only if the Euclidean distance from the cluster center is within a radius of i σ 2 around the cluster center. The width of the RBF centers are set once the clustering procedure is complete satisfying the condition that the basis functions should overlap to some extent in order to give a relatively smooth representation of the data. Typically, the width for a given cluster center is set to the average Euclidean distance between the center and the training vectors which belong to that cluster.
Algorithm
The application of RBF network consists of two phases, training and testing. The accuracy of RBF network model depends on the proper selection of training data. The inputs of the training network are power demand, weights w 1 and w 2 , while the outputs constitute the power generated by the generating units. The step-by-step procedure involved in the implementation of ELD using FCM based RBF network is elaborated below:
Step 1: The data set is divided into training, and testing sets to evaluate the proposed network performance.
Step 2: Initialize suitable values for the range of cluster, initial cluster center, tolerance value for FCM, and number of maximum iterations. [13] where m is the number of generating units.
Step 5: Based on the current membership matrix, new cluster ) ( [14] Go to Step 3.
Step 6: The center model that produces minimum error is selected and the output results are computed based on the testing data. , are given as input to the input nodes. Along with the input parameters, the test data of the inputs are also provided. While propagating along the hidden layers, the weights are updated and the centers are chosen using random selection method. The network is trained through the training algorithm and the error values are computed. The difference between the target and the trained data are computed. If the difference is below the tolerance value, the algorithm is stopped and the results are displayed, otherwise the process is repeated until the error converges. The accuracy of the RBF network also depends upon the proper selection of the training data. The more uniform the training data are distributed, the faster the network converges thus providing the optimal solution. 
EXPERIMENTAL RESULTS
Experimental results show the applicability and effectiveness of a real time project. The main objective of the economic dispatch is to minimize fuel costs while satisfying constraints such as power balance equation and generating power limit for each unit. The pertinence and practicality of the FCM based RBF network for solving Economic Load Dispatch (ELD) problem has been tested on two different power generating units -the IEEE 30 bus 6 units and the 20 units system including the transmission losses. The solution to ELD is obtained through LI method and further through the CM based RBFN. The algorithms are implemented in MATLAB R2008b platform on i3, 2.53 GHz, 4 GB RAM personal computer.
CASE I: IEEE 30 Bus system
The IEEE 30 bus six unit test system has been adopted from [(Sailaja Kumari M. 2009)], in which the fuel cost coefficients, and power limits are known. The specifications of the system for six generator test system are detailed in The transmission loss coefficient denoted as B ij is given according to Equ. 15 as, [15] In the LI Method, the program does not impose any restriction on the range of the lambda in order to obtain optimal distribution of power among the power generating units. For experimental analysis, the power demand for the IEEE 30 bus system was varied between 117 MW to 400 MW with random intervals and generated power in each unit, the total cost, total losses and computational time were evaluated. The lambda value is chosen based on the derivative of the cost function in order to achieve better convergence. The rate of change of lambda ∆λ is chosen as 0.00005 in this study. Table 2 shows the computed results for the 6-unit test system using LIM Method.
The accuracy of RBF network model depends on the proper selection of training data. The inputs of the training network are power demand, weights w 1 and w 2 , while the outputs constitute the power generated by the 6 generating units. Table 3 shows the various parameters and their values used in RBFN based ELD.
The learning rate (α) controls the rate at which the weights are modified due to previous weight updates. It acts as a smoothing parameter that reduces oscillation and helps attain convergence. This must be a real value between 0.0 and 1.0. In this experiment, convergence was attained for α = 0.997. The step size controls the weights during the training process, larger the learning rate, larger the rate of change of weights. Hence to maintain stability in the updation of weights, the value of 0.0002 was chosen.
Table 3 Parameters of ANN used to implement ELD for six unit system

Parameters
Notations used Values
Initial cluster number k 3
Fuzzification constant m 2
Input Nodes
Input node 3
Output Nodes Output node 6
No. of patterns n 171
No. of RBF centers Centers 55
Momentum factor m 0.0002
Learning rate α 0.997
Step size/tolerance 0.002
No. of iterations Iter 500
The training data are generated using lambda iteration method, by changing the total power demand in from minimum to maximum generation capacity taking into account the generator power limits and transmission power losses. A total of 171 training samples were created in this case and the 5.2% of the training data was chosen as testing data in a trial and error basis. Figure 4 shows the typical relationship between the number of iterations and the error rate for the 6 unit generator system. While increasing the number of iterations the error rate decreases and becomes constant after a set of iterations. The optimized results were obtained when the RBFN converged towards the best value at the end of 500 iterations. Table 4 shows the computational results of the RBFN for 6 unit generator system for different values of power demand.
In order to verify the effectiveness of RBF in solving Economic Load Dispatch problems, the results obtained in the above sections are compared with those obtained through literature in terms of cost, total power, loss, algorithmic efficiency and computational time for a power demand of 283.4 MW ( Table 5 ). It is clear that the proposed Fuzzy c-means based RBFN is superior to the other techniques for the IEEE 30 bus system. 
CASE II: 20 UNIT TEST SYSTEM
In order to demonstrate the effectiveness of the algorithms, several tests have been performed on a benchmark consisting of twenty generator units [(Ching- Tzong Su 2000) ]. The details of fuel cost coefficients and generating limits for each unit are given in Table 6 . The maximum and minimum power generating limits of the system are 3865 MW and 1010 MW, respectively. The experiments were conducted using the Table 7 illustrates results of lambda iteration method for the twenty unit system such as the generated power of each unit, the fuel cost, power loss and CPU time for various values of power demand.
The structural design of the RBFN is modified for 20 unit test system with three input nodes, four hidden nodes and twenty output nodes. The twenty output nodes correspond to optimal power generated for each generating units and three input nodes represents weights w 1 and w 2 , and power demand. The RBF network was trained with 133 patterns generated through LIM method for 500 iterations with network parameters initialized as shown in Table 8 . In this experiment, 56 centers were selected in random with a learning rate of 0.997 and step size of 0.002 through the Fuzzy c-means algorithm. The momentum factor controls the number of weights changed during the updation process and also acts as a smoothing parameter that reduces oscillation and helps attain convergence. This must be a real value between 0.0 and 1.0, and was set to 0.0002.
Step size is the tolerance value in the range [0.0, 1.0], which decides the acceptable difference between the desired output value and the actual output value. Since this is the deciding parameter, it was set to a very low value 0.002 in this study. From Figure 5 , it is shown that error rate decreases with increase in number of iterations and finally attains a constant value at zero. Results using ANN for twenty unit test system such as the power generated in each unit, power loss, and CPU time for various values of power demand are shown in Table 9 .
Computational results of both Lambda iteration method and the Radial basis function method are compared in terms of generated power per unit, fuel cost, total power generated, power loss and computational time with LI method, and results obtained through other algorithms in literature. The results are illustrated in Table 10 for a power demand of 2500 MW.
Summary of discussions
The results obtained for the 6 unit and the 20 unit systems have proved that the Fuzzy c-means based RBF is more efficient in producing the optimal dispatch when compared with LI Method. The consequences of the output based on the solution quality, and computational efficiency are summarized in this section. Solution quality: From the results obtained through the 6 unit test system in Table 5 , for a power demand of 283.4 MW, it is noticed that the optimized fuel cost obtained by RBFN is 0.848%, less than LIM. Likewise, for the 20 unit system from Table 10 , the minimum cost obtained by LIM is 0.0323% higher than the cost obtained through RBF for a power demand of 2500 MW. Computational efficiency: Apart from yielding the optimal solution, it may also be noted that RBFN yields the minimum cost (Table 5 and Table 10 ) at a comparatively lesser time of execution. Computational efficiency of FCM based RBFN is 96.19% higher than LIM in case of a power demand of 283.4 MW for 6 unit test system. Similarly, for twenty unit test system, RBFN has higher computational efficiency by the factor of 97.09%, for power demand of 2500 MW. Thus, the FCM based RBF approach is more efficient than Lambda iteration method in terms of computational time. 
CONCLUSION
Economic load dispatch (ELD) in electric power system is the task of allocating generation among the committed units thus minimizing the total cost of production subject to the system equality and inequality constraints. For the considered ELD systems including transmission losses, FCM based RBF found solutions better than the conventional lambda iteration method in terms of fuel cost, computational time, and power loss. It was observed that in all the conducted experiments, the average performance of RBF was exceptional and the required time proved that FCM based RBF is most suitable for online solving of ELD problems. In future, efforts will be taken to impose more realistic constraints on the problem structure and large size real-time problems would be attempted by the proposed methodology. It would be of considerable interest to incorporate several practical constraints such as security, emission, and fuel reserve to the ELD problems and addition of these constraints while solving the ELD problem will be the subject of future works in this area. 
