In the representation theory of simple Lie algebras, we consider the problem of constructing a "canonical" weight basis in an arbitrary irreducible finite-dimensional highest weight module. Vinberg suggested a method for constructing such bases by applying the lowering operators corresponding to all positive roots to the highest weight vector. He proposed several conjectures on the parametrization and structure of such bases. It is already known that these conjectures are true for the cases A n , C n , G 2 , B 3 . In this paper, we prove these conjectures for the Lie algebra of type D 4 .
Introduction
Let g be a simple Lie algebra. One has the triangular decomposition g = u − ⊕t⊕u, where u − and u are mutually opposite maximal unipotent subalgebras, and t is a Cartan subalgebra.
One has: u = e α | α ∈ ∆ + , u − = e −α | α ∈ ∆ + , where ∆ + is the system of positive roots, e ±α are the root vectors, and the symbol . . . stands for the linear span.
We denote a finite-dimensional irreducible g-module with highest weight λ by V (λ) and a highest weight vector in this module by v λ .
Various approaches to construction of canonical bases in V (λ) are known: Gelfand-Tsetlin bases, crystal bases, etc. For instance, one constructs the crystal basis by applying the lowering operators corresponding to simple roots to the highest weight vector in a certain order; see [6] . Vinberg's method [8] resembles the method for constructing crystal bases; the difference is that the lowering operators corresponding to all positive roots are applied to the highest weight vector. The basic concept used in this method is defined as follows. This problem was solved in [2] , [3] , [4] , [1] for the algebras of types A n , C n , G 2 and B 3 . Let t Z ⊂ t be the coroot lattice, i.e., the lattice of vectors on which all weights take integer values. The signatures corresponding to the basis vectors are determined by a set of linear inequalities of the form
where M i ⊂ {1, . . . , N} are certain subsets, l i ∈ t Z , a ij = 1 or 2 in type B 3 , and a ij = 1 otherwise. In this paper, we solve the above problem for the Lie algebra of type D 4 . The basis vectors for D 4 are determined by a set of linear inequalities of the form (1) , where a ij = 1, 2 or 3 (Proposition 4).
Having announced the result for D 4 , we explain our approach to solving the problem in general. To this end, we need to equip the set of signatures with an order. Consider an arbitrary numbering of positive roots. Let us introduce an order on signatures with highest weight λ. Let σ = (λ, p 1 , . . . , p N ) and
The following fact is obvious.
The essential signatures with given highest weight λ parametrize the desired canonical basis of V (λ). The following proposition was proved by Vinberg. For convenience of the reader, we provide a proof in Section 2:
Now we proceed to the first conjecture of Vinberg about the structure of the set of essential signatures.
Conjecture 1. The semigroup of essential signatures is generated by the essential signatures of fundamental highest weights.
Let us formulate other conjectures of Vinberg. Let Σ ⊂ t * Z ⊕ Z N be the semigroup of essential signatures and let Σ Q be the rational cone spanned by Σ. Then this cone can be defined by linear inequalities. (The number of these inequalities is finite if Conjecture 1 holds.)
Conjecture 2 claims that the bases of V (λ) are parametrized by lattice points of plane sections of some polyhedral cone.
Conjecture 3.
There exist a family of subsets M i ⊂ {1, . . . , N} and a family of elements l i ∈ t Z such that the set of essential signatures σ = (λ, p 1 , . . . , p N ) of highest weight λ is given by the inequalities
Conjecture 3 refines the structure of the polyhedral cone in Conjecture 2. As we already noted, in the cases B 3 and D 4 , the set of essential signatures of highest weight λ for the chosen numbering of positive roots is given by the inequalities of the form
i.e., a modified version of Conjecture 3 holds.
To prove the conjectures for D 4 we use the same method as in [1] . However we have a general approach which can be used to prove the conjectures for all Lie algebras of types A n , C n , B 3 , D 4 , G 2 . This will be published elsewhere.
Let Σ f be the semigroup generated by the set of essential signatures of fundamental highest weights, Σ f Q be the rational cone spanned by Σ f and Σ f (λ) be the set of signatures σ of highest weight λ such that σ ∈ Σ f Q . In Section 3 we fix some numbering of positive roots of D 4 and find the inequalities defining the cone Σ f Q (see Proposition 4). Then we prove:
Finally, we prove:
For an arbitrary dominant weight λ, 
The semigroup of essential signatures
Now we show that the essential signatures of all highest weights form a semigroup.
Let G be a simply connected simple complex algebraic group such that Lie G = g. Let T be the maximal torus in G such that Lie T = t and U be the maximal unipotent subgroup of G such that Lie U = u. Consider the homogeneous space G/U. Let B = T ⋌ U be the Borel subgroup. Then is finite-dimensional and is isomorphic as a G-module (with respect to the action of G by left translations of an argument), to the space V (λ)
* of linear functions on V (λ) (see [7] , Theorem 3). The isomorphism is given by the formula:
λ , where f ω (g) = ω, gv λ .
Let U − be the maximal unipotent subgroup such that Lie U − = u − . The function f ω is uniquely determined by its restriction to the dense open subset U − ·T ·U; moreover
Next,
Thus we obtain
Proposition 3. A signature σ is essential if and only if t
* in the sense of the order introduced above.
Proof. Let t p i
i be the least term in f ω | U − for some ω ∈ V (λ) * . Then ω vanishes on all vectors v(τ ) with τ < σ and is nonzero at v(σ). Consequently, v(σ) cannot be expressed via v(τ ) with τ < σ, and hence σ is essential.
Conversely, let σ be essential. Consider a function ω that vanishes on v(τ ) for all essential τ except for σ. Obviously, f ω | U − has the desired least term.
Proof of Proposition 2.
Suppose that the least terms in f | U − and g| U − correspond to the essential signatures λ and µ. Then the least term in (f · g)| U − corresponds to the signature λ + µ. Hence λ + µ is essential.
Essential signatures in type D 4
Consider the case D 4 . Let β 1 , β 2 , β 3 , β 4 be the set of simple roots for D 4 and let ω 1 , ω 2 , ω 3 , ω 4 be the fundamental weights:
Denote the weights of the representation V (ω 1 ) by ±ε 1 , ±ε 2 , ±ε 3 , ±ε 4 . One has:
. Let us number the positive roots as follows:
Now we need to obtain all essential signatures of fundamental highest weights.
The representations of highest weights ω 1 , ω 3 , ω 4 have one-dimensional weight subspaces. Hence it is easy to find essential signatures. Indeed, to obtain the essential signature of the weight µ we just need to find the minimal signature σ such that the vector v(σ) has weight µ.
Here are the essential signatures of highest weight ω 1 (the highest weight component is omitted): Recall that Σ f is the semigroup generated be the essential signatures of fundamental highest weights and Σ f Q is the rational cone spanned by Σ f . We use the following notation for the coordinates of a dominant weight in the basis of fundamental weights: Proof. We have found all essential signatures of fundamental highest weights. Hence we have the inequalities defining the dual cone (Σ ∨ . It can be done by using a standard algorithm for finding generators of a cone defined by linear inequalities in d-dimensional vector space. We select d − 1 inequalities and turn them into equalities, thus obtaining a system of linear equations. Of all these systems, we select systems of maximal rank (i.e., systems with one-dimensional space of solutions). For each system of maximal rank, we check whether a non-zero solution of it or the opposite vector is in the cone. These vectors are the desired generators.
Recall that we denote a set of signatures of highest weight λ satisfying the above inequalities by Σ f (λ).
Proof of Theorem 1. Let σ = (λ, p 1 , . . . , p 12 ) ∈ Σ f (λ) and let λ = k 1 ω 1 + k 2 ω 2 +k 3 ω 3 +k 4 ω 4 . It is enough to find an essential signature τ = (ω i , q 1 , . . . , q 12 ) of highest weight ω i such that σ − τ ∈ Σ f (λ − ω i ). To prove the Theorem we find some essential signatures τ of fundamental highest weights such that either σ − τ ∈ Σ f (λ − ω i ) or the conditions of the form p s = 0 holds. Arguing like that, we reduce the problem to the case where σ has a simple structure. In this case we show directly that σ is representable as a sum of essential signatures of fundamental highest weights.
To verify that σ − τ ∈ Σ f (λ − ω i ) we have to check that, after subtracting τ , the left-hand side of each inequality decreases not less than right-hand side. Note that if we suppose p s = 0 for some s = 1, . . . , 12 then we need to check condition above only for essential inequalities. For example, if p i = 0 for all i = 12, then we have only one inequality (the first inequality) to check.
We use a notation (ω i , j, k) for the essential signature (ω i , s 1 , . . . , s 12 ) of highest weight ω i with s j = s k = 1 and s l = 0 for l = k, j; (ω i , j) stands for the essential signature of highest weight ω i with s j = 1 and s l = 0 for l = j.
First we want to show that we can assume p 12 = 0. Suppose p 1 = 0 and p 12 = 0, then σ−τ ∈ Σ f (λ−ω 1 ) for τ = (ω 1 , 1, 12). Hence p 1 = 0 or p 12 = 0. If p 12 = k 1 and p 1 = 0, then we can take τ = (ω 1 , 12). Hence we can assume p 1 = 0, p 12 < k 1 . Next, if p 7 = 0, then take τ = (ω 1 , 7), hence we can suppose p 7 = 0, p 12 < k 1 and p 1 = 0. In this case if p 12 = 0, then τ = (ω 1 , 12). Thus we obtain p 12 = 0.
If p 7 = 0, then take τ = (ω 1 , 7) hence we can assume p 7 = 0. If p 9 = 0, then take τ = (ω 3 , 9) hence we can assume p 9 = 0. If p 4 = 0, then take τ = (ω 4 , 4) hence we can assume p 4 = 0. Now we show that we can suppose p 10 = 0. If p 3 = 0 and p 10 = 0, then take τ = (ω 3 , 3, 10) hence we can assume p 3 = 0 or p 10 = 0. If p 3 = 0, then take τ = (ω 3 , 10) hence we obtain p 10 = 0. Thus we can assume p 10 = 0. Now we show that we can assume p 5 = 0. If p 11 = k 2 , then take τ = (ω 4 , 5) hence we get p 5 = 0. If p 11 = k 2 , then take τ = (ω 2 , 5, 8) hence we can assume p 5 = 0 or p 8 = 0.
Suppose p 8 = 0. Then take τ = (ω 4 , 2, 6) hence we obtain p 2 = 0 or p 6 = 0 or the inequality 11 turns into equality for σ. In any case we can take τ = (ω 4 , 5) hence we get p 5 = 0 (the inequalities 35, 11 can not turn into equalities together, because otherwise the inequality 57 is violated). So p 5 = 0. Now we show that p 6 = 0. If p 2 = 0 and p 6 = 0, then take τ = (ω 4 , 2, 6). Then p 2 = 0 or p 6 = 0. Suppose p 2 = 0, p 6 = 0, then take τ = (ω 4 , 6) hence we obtain p 6 = 0 or the inequality 16 turns into equality for σ. If p 8 = 0, then take τ = (ω 4 , 6) hence we can suppose p 6 = 0. If p 8 = 0, then take τ = (ω 3 , 8) hence we get p 8 = 0 or the inequality 14 turns into equality. If both inequalities 14, 16 turn into equalities, then take τ = (ω 2 , 6, 8) hence we obtain p 6 = 0 or p 8 = 0. Thus we can assume p 6 = 0.
If p 2 = 0, then take τ = (ω 4 , 2) hence we get p 2 = 0. Thus only the coordinates p 1 , p 3 , p 8 , p 11 can be nonzero. Hence σ is representable as a sum of essential signatures of fundamental highest weights (essential inequalities are 2, 6, 16, 21). Indeed, we have the following inequalities:
If p 8 = 0, then take τ = (ω 3 , 8) hence we can assume p 8 = 0. If p 3 = 0, then take τ = (ω 1 , 3) hence we obtain p 3 = 0. If p 11 = 0 and p 1 = 0, then take τ = (ω 2 , p 1 , p 11 ) hence we get p 11 = 0 or p 1 = 0. Finally, take τ = (ω 2 , 1) or τ = (ω 2 , p 11 ).
Thus we reduced σ to zero.
We have considered the case
we still may assume p 12 = 0, p 4 = 0, p 9 = 0 using the same arguments as above. Moreover, if k 1 = 0, then take τ = (ω 1 , 7) hence we get p 7 = 0. If
hence we obtain p 7 = 0 or p 1 = 0. If k 1 = 0, k 2 = 0, p 1 = 0, then take τ = (ω 2 , 7) hence we get p 7 = 0. Finally, if k 1 = 0, k 2 = 0, then p 7 = 0 (inequality 5). Thus we can assume p 7 = 0 in any case. If k 3 = 0, then take τ = (ω 3 , 3, 10) hence we obtain p 3 = 0 or p 10 = 0. If k 3 = 0, k 2 = 0, then take τ = (ω 2 , 3, 10) p 3 = 0 or p 10 = 0. If k 3 = 0, k 2 = 0, then p 10 = 0 (inequality 8). Thus we can assume p 3 = 0 or p 10 = 0 in any case.
From the arguments above we get p 3 = 0 or p 10 = 0. We want to show that we can suppose p 10 = 0. Suppose p 3 = 0. If p 2 = 0 and p 6 = 0, then take τ = (ω 4 , 2, 6) hence we obtain p 2 = 0 or p 6 = 0 or the inequality 13 turns into equality. In the last case necessarily Case k 4 = 0, k 1 , k 2 , k 3 > 0. We can suppose p 10 = 0, and p 5 = 0 or p 8 = 0 (see the case k 1 , k 2 , k 3 , k 4 > 0). If p 8 = 0 and p 1 = 0, then take τ = (ω 2 , 1, 5) hence we get p 5 = 0 or p 1 = 0. If p 8 = 0 and p 1 = 0, then take τ = (ω 2 , 5) hence we obtain p 5 = 0. Thus we can assume p 5 = 0. If p 2 = 0 and p 6 = 0, then take τ = (ω 2 , 2, 6) hence we get p 2 = 0 or p 6 = 0. We want to show that it is enough to assume p 6 = 0. If p 2 = 0, p 6 = 0, then take τ = (ω 1 , 6) hence we obtain p 6 = 0 or the inequality 16 turns into equality for σ. If p 8 = 0, then take τ = (ω 2 , 6) hence we can suppose p 6 = 0. If p 6 = 0 and p 8 = 0, then take τ = (ω 3 , 8) hence we get p 8 = 0 or the inequality 14 turns into equality for σ. If the inequalities 14 and 16 turn into equalities together for σ, then take τ = (ω 2 , 6, 8) hence we obtain p 6 = 0 or p 8 = 0. Thus p 6 = 0 in any case. If p 2 = 0, then take τ = (ω 3 , 2) hence we get p 2 = 0. Thus we obtain that only coordinates p 1 , p 3 , p 8 , p 11 can be nonzero. Now it easy to see that σ is representable as a sum of the essential signatures of fundamental highest for an arbitrary dominant weight λ. By Weyl's dimension formula there exists another 4-variate polynomial w(x 1 , x 2 , x 3 , x 4 ) of degree 12 such that w(k 1 , k 2 , k 3 , k 4 ) = dim V (λ), for an arbitrary dominant weight λ.
To prove that w(x 1 , x 2 , x 3 , x 4 ) = f (x 1 , x 2 , x 3 , x 4 ) it is enough to verify this for all quadruples of non-negative integers m 1 , m 2 , m 3 , m 4 such that m 1 + m 2 + m 3 + m 4 ≤ 12 ( [1, Sec. 5.4] ). This can be easily done by using a computer.
