ABSTRACT Non-orthogonal multiple access (NOMA) in the power domain serves multiple users at the same time and frequency slot. The significance of NOMA is its ability to increase the sum rate of the system and serve more users relative to orthogonal techniques. In this paper, we look at the high rate NOMA implementations where a single beamforming vector is shared by multiple users in the same cluster in a NOMA zero-forcing beamforming (NOMA-ZFBF) system. In order to maintain user fairness, it is important to guarantee the quality of service (QoS) of all clustered users. First, considering a target signal to interference plus noise ratio (SINR) for the weak user, i.e., guaranteeing the weak user's QoS (W-QoS), we propose a simple W-QoS-based NOMA (W-QoS NOMA) algorithm for NOMA cluster formation and power allocation that always exceeds the time division multiple access rates. Second, the correlation between the users plays a vital role during NOMA cluster formation in NOMA-ZFBF system. Therefore, we integrate the proposed W-QoS with partially correlated user clustering algorithms in order to analyze the effect of using the W-QoS technique. The numerical results confirm that the integration of W-QoS with partially correlated user clustering algorithms improves the sum capacity of the system. Third, considering an arbitrary correlation between users, we derive the signal to noise ratio (SNR)/SINR expressions of strong and weak users. These expressions show the importance of correlation factor which has a higher impact on the power penalty of the strong user, which in turn affects the clustering rate. Finally, we devise a mathematical technique using a perfectly correlated channel for the strong and weak users in each NOMA cluster to derive the exact SNR/SINR distributions of singletons, strong, and weak users. This gives a closed form expression for the expected sum rate, which gives an upper bound on performance. Furthermore, we investigate how close that realistic partially correlated user clustering can get to this bound.
I. INTRODUCTION
Non-orthogonal multiple access (NOMA) is a promising multiple access technique for fifth generation (5G) mobile networks. It has been studied in different domains, including the power-domain and code-domain [1] - [3] . In this paper, we focus on the predominant approach: a power domain NOMA technique where different users are allocated different power coefficients according to their channel conditions. Power domain NOMA employs superposition coding at the transmitter and successive interference cancellation (SIC) at
The associate editor coordinating the review of this manuscript and approving it for publication was Chunlong He. the receiver of the strong or near user [4] , [5] . Since several users' signals can be sent at the same time on the same frequency, more users can be accommodated in power domain NOMA which increases the spectral efficiency of the system [6] . Furthermore, the concept of multi-user multipleinput multiple-output (MU-MIMO) system is incorporated in NOMA systems to enhance the system performance [7] - [9] .
In a multiuser system, the base station (BS) can form two kinds of user groups (a) those with good spatial separation (i.e., semi-orthogonal users) and (b) those with high correlation. Zero-forcing (ZF) is used for the semi-orthogonal users [10] and NOMA can be used for the highly correlated users [11] , [12] . Furthermore, emerging papers in 5G cellular communication systems are discussing dense user environments and ultra-high connectivity where close-proximity users and their associated highly correlated channel vectors are becoming more prevalent [6] , [11] , [13] . The multi-user zero-forcing beam-forming (ZFBF) technique for downlink MIMO-NOMA systems in highly correlated user scenarios has been discussed in [11] and [12] . In these papers, the users are grouped into a cluster based on their channel correlation and gain differences. Further, signals of these highly correlated users are transmitted in a single beamforming vector. The work on NOMA-ZFBF systems in [11] and [12] showed that clustering highly correlated users are more likely to suppress the inter-cluster interference which in turn helps to achieve the spectral efficiency. Similarly, [14] focused on the channel gains of paired users in a cluster and showed that the performance gain of NOMA is reduced when the users' effective channel gains in a cluster are similar. Moreover, [15] and [16] have studied clustering, power selection and precoding techniques. They achieve higher sum rates than [11] . Reference [15] has considered the semiorthogonal user selection (SUS) algorithm from [10] and adopted its own user matching (UM) technique, referred to here as the SUS-UM algorithm. Thus, it was verified that with a combination of user clustering and power allocation techniques, a rate maximization scheme can be designed to achieve good performance for a large number of users.
In NOMA systems, the power allocation in a cluster is related to user fairness and quality of service (QoS) requirements [17] , [18] . In [17] , resource allocation using proportional fairness was considered and [18] studied the power allocation coefficient choice using the concept of user fairness. In [19] , the ergodic capacity maximization problem was studied under a total power constraint and a weak user minimum rate constraint. NOMA users' targeted data rates and allocated powers were found to be critical to their outage performance in [20] . Reference [21] has implemented a predefined QoS for the weaker user's channel by choosing power allocation coefficients. Furthermore, [22] has proposed a dynamic power allocation scheme that accommodates flexible QoS requirements of clustered users. Therefore, power allocation and guaranteed QoS are the constraints to be solved during the design of NOMA systems. In addition, the spectral efficiency gains promised by NOMA-clusters are only achieved when the NOMA-cluster rate exceeds the time division multiple access (TDMA) rate [14] , [23] , [24] .
In this paper, we focus on a downlink NOMA system, where a new power allocation strategy is proposed that ensures the weak user QoS (W-QoS). We refer to this as the W-QoS based NOMA (W-QoS NOMA) algorithm which is described in Sec. II-E. Unlike other techniques, such as [11] and [15] , the proposed W-QoS NOMA technique provides both a minimum required QoS for the weak user and guarantees a NOMA rate higher than the TDMA rate. Moreover, the proposed W-QoS NOMA technique is very simple and easy to merge with established user selection and clustering algorithms. Thus, to implement the proposed W-QoS NOMA algorithm in a practical scenario, we choose two clustering algorithms, correlated user clustering (CUC) from [11] and SUS-UM from [15] . We modify the CUC algorithm [11] for implementation with W-QoS NOMA as described in Sec. II-F. The results show that W-QoS NOMA merged with established user selection and clustering techniques has a performance gain over conventional techniques. Despite the fact that both SUS-UM and modified CUC use the same SUS based user selection approach, SUS-CUC has a marginal gain due to its clustering approach. Furthermore, we investigate the effect of the correlation factor on the cluster rate and observe that a high correlation among users in a cluster increases the cluster rate.
A closed form signal to noise ratio (SNR) / signal to interference plus noise ratio (SINR) analysis of NOMA systems with complex scheduling, power allocation, sum rate maximization and BF algorithms is intractable. Therefore, we analyze the SINR and the sum rate of W-QoS NOMA for arbitrary correlation and provide analytical closed form upper bounds on performance assuming perfectly correlated strong and weak user channels in a cluster, denoted a perfectly correlated user cluster. To the best of the authors' knowledge, this is the only analysis of a NOMA-ZFBF system which includes the power allocation, guarantees the NOMA rate is higher than TDMA rate and gives a closed form upper bound for SNRs/SINRs and rate.
We have performed the analysis in two stages as described below:
(a) First, we analyze the SNR/SINR expressions for the strong and weak users in a cluster considering an arbitrary correlation between the users. This general analysis leads to insights such as 1) the relationship between SNR/SINR and system parameters, such as transmit SNR, the correlation between users in a cluster, and the number of candidate users; 2) the importance of correlation between users in a cluster as the power penalty of the strong user and inter-cluster interference (ICI) / inter-user interference (IUI) in a cluster are directly proportional to the correlation factor; 3) unlike other techniques [11] , [14] , [21] , it is interesting that W-QoS NOMA does not need a channel power differential between the strong and weak users in a cluster.
(b) Assuming perfect correlation, we derive the exact SNR/SINR distributions of singletons and strong and weak users in clusters which provides the closed form bounds. Moreover, on the basis of the derived SNR/SINR distribution results, we compute the expected sum rate of W-QoS NOMA in closed form in Sec. IV-C. This analytical solution for the sum-rate gives an upper bound on the system performance. It is also useful in showing how the correlation factor affects the cluster rate and how close partially correlated channels can get to the perfectly correlated bound.
In section II, we describe the NOMA-BF system model, W-QoS NOMA algorithm and SUS-CUC user selection and clustering algorithm. A performance analysis of the W-QoS NOMA algorithm with different selection and clustering algorithms is presented in section III. Exact SNR/SINR distributions are derived in section IV for W-QoS NOMA followed by sum rate results for the ideal case where cluster pairs have perfectly correlated channels. Numerical results are presented in section V and conclusions are drawn in section VI.
A. NOTATION
We use uppercase boldface letters for matrices and lowercase boldface for vectors. E(·) represents the expectation operator, (·) T and (·) H stands for the transpose and conjugate transpose operations, respectively. The log(·) function represents log 2 (·) unless specified by an alternative base.
II. NOMA-BF SYSTEM MODEL
We consider a multiuser BF system in which the BS is equipped with M antennas. The BS supports users selected from L possible candidates. We assume that all users are equipped with a single antenna and L ≥ . To integrate NOMA with a multiuser system scenario, the users are grouped into N 1 clusters with B highly correlated users in each cluster and N 2 singletons, i.e., = N 1 B + N 2 . The basic NOMA-BF system with B = 2 users in each of the N 1 clusters is illustrated in Fig. 1 . ZF is used to separate the clusters and singletons. Within clusters, the strong and weak users are separated using NOMA power allocation and SIC.
Let N = N 1 +N 2 , where M ≥ N , then the N ×M Rayleigh fading channel matrix from the BS to the strong users in the N 1 clusters and the N 2 singletons is given by
The strengths of the N channels in (1) 
where the N × M matrix G contains and independent and identically distributed (I. 
so that the normalized precoder is
where w i = w 0i /||w 0i ||. Now, the N ×1 received signal vector at the strong users and singletons can be expressed as
where x is the signal to be transmitted and
denotes the noise vector. Further, x can be represented as
where x 1 · · · x N 1 are the signals for the clusters given by
and x N 1 +1 · · · x N are the signals for singletons. Further, x is and x iw are the strong user signal and weak user signal for cluster i, respectively. α i and 1 − α 2 i are the amplitude scalings and α 2 i and 1 − α 2 i are the power fractions of x is and x iw , respectively. Similarly, the N 1 × 1 received signal vector at the weak users is defined as
where
and
In this paper, we assume that σ 2 = 1. In Sec. II-A -Sec. II-D, we provide the background results and notation required for the novel algorithm and performance analysis developed in Secs. II-E, III and IV, respectively.
A. SNR OF A SINGLETON
NOMA-singletons are the users that cannot be grouped into a highly correlated pair. The received signal for the i th singleton can be written as
Also we note that
where p = M − N + 1 and χ 2 p represents a complex chi-squared variable with p degrees of freedom. Now (12) can be rewritten as
The received SNR of singleton i is then
where the signal strength is E x = E|x i | 2 and the transmit SNR is ρ = E x σ 2 . Hence, the rate of a singleton is given by
B. SNR OF THE STRONG USER IN A CLUSTER
In NOMA clusters, both strong and weak users are served by the BS using the same time and frequency, but with different power levels. The strong user is served with less power as it has better channel conditions than the weak user. The ZF precoders are designed based on the strong users' channels as derived in (1) - (4). Thus, from (5) and (13), the received signal for the strong user in the i th cluster is given by
SIC is used to first detect the weak user's signal, then that of the strong user. During SIC, at the strong user receiver, it must be ensured that the detected signal of the weak user has no error propagation. When detecting x iw , from (18) , the SINR of the weak user at the strong user is given by
If there is no error propagation during the detection of x iw , i.e., after successful SIC of the weak user signal, then, from (18) , the SNR of the strong user is given by
C. SINR OF THE WEAK USER IN A CLUSTER
Similarly, the received signal for a weak user in a cluster is given by
Since ZF is only performed with the strong users' channels, h iw w j = 0 for j = i and the weak user suffers from interference from other clusters and from their strong user partner. Hence, the SINR of the weak user is given by
D. CLUSTER RATE
In NOMA, the total transmit power of a BF vector is divided between the weak and strong users in order to enhance performance and often to provide gains relative to a standard TDMA implementation. For example, the power allocation scheme proposed in [11] maximizes the sum rate of the system while keeping the weak user's rate greater or equal to that of a comparable TDMA multiuser BF system. Similarly, [15] proposed to maximize the sum rate of both strong and weak users while maintaining a rate greater than or equal to that of a comparable TDMA system. To enable a comparison with TDMA, we note that TDMA-BF with M transmit antennas requires 2 time slots to accommodate 2M users [11] , [15] . However, with NOMA, 2M users can be accommodated per time slot. If R s,TDMA and R w,TDMA are the rates of strong and weak users supported by a conventional TDMA system then the comparable rate for this pair is
Further, the NOMA cluster rate is given by
In our NOMA implementation we ensure R NOMA > R TDMA for all selected clusters as described in the following.
From Sec. II-B, II-C and II-D, we see that the basic requirements of power allocation in NOMA are to achieve successful SIC, acceptable strong and weak user rates and a high sum rate exceeding that of conventional TDMA. In this section, we outline a novel approach to achieving these objectives, namely the W-QoS NOMA approach. In this approach, we assume that the weak user's SINR during weak user signal detection is always smaller than the weak user's SINR at the strong user. Under this assumption, if a target SINR satisfies the weak user detection, then it will be high enough for successful SIC detection at the strong user. In brief, the proposed W-QoS NOMA technique first selects the smallest SINR threshold that the weak user can accept for both individual rate and successful SIC requirements, i.e., SINR iw = T with T ≥ 1. 1 Then, the power is allocated to the strong user as per (26) below. Similarly, the power scaling factor for the weak user can be calculated using 1 − α 2 i . Using the above parameters, if R NOMA > R TDMA , then a cluster is possible that exceeds the TDMA rate. This is the largest possible cluster rate that exceeds the TDMA rate while satisfying the SIC constraint at the strong user and providing a guaranteed SINR to the weak user. If one of the above conditions is not satisfied then the cluster will be dropped in favor of the strong user supported as a singleton. The W-QoS NOMA algorithm is outlined below: 1) Employ a user selection and clustering algorithm to select users and N 1 clusters (see Sec. II-F).
4) Solve (25) to calculate
and the cluster remains possible. 6) Check whether the cluster rate exceeds the TDMA rate, where NOMA and TDMA cluster rates are given by
respectively. Note that w iw is the i th column of the precoding matrix when the weak user rather than the strong 1 The requirement that T ≥ 1 is derived in Sec. IV-A. 2 This also implies that SINR
user in cluster i is served, i.e., h is is removed from the channel matrix, H, and replaced by h iw . To obtain a NOMA cluster rate that exceeds the TDMA rate, we require
Eliminating the log term, we get
For notational simplicity, let A be equal to the right hand side of (30) which can be rewritten as
If (31) is satisfied, then the cluster rate exceeds the TDMA rate. 7) If steps 4 and 5 are satisfied, then the NOMA cluster is accepted. If either step 4 or 5 fail, then the cluster is rejected in favor of a singleton containing the strong user. 8) Let i = i + 1, go to step 3 and repeat with the next cluster until N ZF beams are created. Note that the computational complexity of W-QoS NOMA is almost identical to the approaches in [11] and [15] and has lower complexity to that in [16] which requires non-convex optimization. Beyond the well known selection and clustering approach in step 1 of the algorithm, the computational complexity comparison involves the cluster acceptance procedure in steps 2 -8 which are iterated N times. This requires computation of h iw w j , j = 1, 2, . . . N and h is w i which involves (N + 1)M complex multiplications. The vector w iw also requires recomputation of W requiring a matrix inversion of O(N 3 ) and 2NM complex multiplications. Finally, step 5 requires a logical comparison and calculation of equations (26), (27), (28) and (31), where the components of the equations are scalars as the vector products have already been computed. These calculations are dominated by the O(N 3 ) inverse which gives the total complexity order as O(N 4 ) due to the iteration.
F. PARTIALLY CORRELATED USER CLUSTERING ALGORITHMS
From (22), we see that imperfect correlation between the strong and weak user channels reduces the desired signal power (ie, reduces |h iw w i | 2 ) and increases the interference (ie, increases j =i |h iw w j | 2 ), hence lowering SINR iw .
Furthermore, reduced orthogonality among the strong user and singleton channels lowers ZF performance. Hence, the ideal candidates for W-QoS NOMA are users with highly correlated strong and weak user channels and near orthogonality among the strong users and singletons. In order to schedule users with these properties we combine the CUC [11] and SUS-UM [15] methods as described below.
In CUC, correlated strong and weak user channels are deliberately selected by setting a correlation threshold, 0 , so that only users with a correlation greater than 0 are considered. Furthermore, from the set of highly correlated users, the pair with the largest power difference is selected. 3 However, CUC does not directly select highly orthogonal strong user and singleton channels. In contrast, the SUS-UM technique [15] , initially selects a set of semi-orthogonal users using the SUS algorithm [10] which only considers users which satisfy an orthogonality rule (defined by the threshold value, ). This is followed by user matching via a rate maximization technique. However, SUS-UM does not directly select highly correlated strong and weak users. Therefore, for implementation with W-QoS NOMA, we merge the two approaches, so that the initial SUS algorithm in SUS-UM is followed by the user pairing approach in CUC. This combined algorithm is denoted SUS-CUC. Hence, we have two potential user selection and clustering techniques which attempt to create near-orthogonal clusters: SUS-UM from [15] and SUS-CUC, our merger of [11] and [15] . Both selection algorithms are integrated with the W-QoS NOMA technique to evaluate the performance in Sec. III.
III. PERFORMANCE COMPARISON
In this section, we demonstrate the performance of the W-QoS NOMA algorithm with SUS-UM and SUS-CUC. For simplicity, we assume normalized independent Rayleigh fading channels for all users so that β is = β iw = β i = 1 in order to compare SUS-UM with SUS-CUC. Later on, in Sections IV and V we present the implications of power variation across the users.
First, we follow the full user matching and power allocation technique used in [15] , referred to here as full SUS-UM, and compare it with our proposed W-QoS NOMA technique using the clusters selected by SUS-UM. The proposed W-QoS approach has two key differences to the full SUS-UM method: (a) it provides direct control on the correlation between the users in the same cluster ensuring that the two channels have a correlation exceeding a threshold, 0 ; and (b) power coefficients are set to maximize the sum-rate for a given QoS required by the weak user. From Figs. 2  and 3 , we observe that SUS-UM based W-QoS NOMA has a performance gain over the full SUS-UM. The performance gain is due to the weak user QoS requirement which makes sure that the system allocates the minimal, but required power fraction to the weak user. This is verified during simulations where we observe that in the full SUS-UM approach the system can give more power to the weak users to compensate for the poorer channel conditions. The effect of using the target rate is also shown in Figs. 2 and 3 . In Fig. 2 , we observe that the performance of W-QoS NOMA with SUS-UM increases as T gets smaller. However, the effect of T diminishes with an increasing number of users, L. Moreover, 3 The relevance of a power differential is discussed in more detail in Sec. V. the effect of T is insensitive to ρ which is clearly shown in Fig. 3 .
Second, to demonstrate the importance of the correlation between clustered user channels, in Figs. 4 and 5 we compare the cluster and singleton rate cumulative distribution functions (CDFs) achieved by both SUS-CUC and SUS-UM techniques with W-QoS NOMA. As expected, the performance of both techniques increases with an increase in transmit SNR, ρ, and candidate users, L. Further, SUS-CUC has a marginal performance gain over SUS-UM. This is because in SUS-CUC, clusters are only formed if the user channels exceed a correlation threshold. In contrast, SUS-UM only considers channel strengths during cluster pair selection. Note that the initial SUS selection approach is the same for both techniques, but simulations show that the paired users are different. In Fig. 6 we compare W-QoS NOMA based SUS-CUC for 0 = 0.75, 0.95 and 1 (perfect correlation). In the simulations, we use = 0.4, M = 2, while N 1 and N 2 depend upon 0 and , where N ≤ M . The observation in Fig. 6 is consistent with the observation made in [11] that high correlation reduces the ICI which further enhances the weak user performance. Here, we can observe that the cluster rate with 0 = 0.95 is higher than that with 0 = 0.75. In addition, when the number of users increases, as shown in Fig. 6 , the performance of the system increases due to multiuser diversity gain. In order to obtain the benchmark performance of perfectly correlated users (which doesn't occur via SUS as no randomly generated channels are perfectly correlated) we set the weak user channels as h iw = h is × ||h iw || ||h is || . Fig. 6 illustrates that cluster performance increases with an increase in correlation between the clustered users and 0 = 1 provides an upper bound on cluster rate. Although 0 = 1 is unrealistic, it is useful to understand how the correlation factor affects the cluster rate and how close partially correlated channels can get to the perfectly correlated bound.
Three traits can be observed from Sec. III. First, the advantage of the proposed W-QoS NOMA based power allocation technique, i.e., W-QoS NOMA with SUS-UM has a performance gain over full SUS-UM. Secondly, despite the fact that both SUS-UM and SUS-CUC techniques use the same SUS based semi-orthogonal user selection approach, SUS-CUC has a marginal performance gain due to its clustering approach. The third observation is that the correlation factor affects the cluster rate and we observe that high correlation reduces the ICI which further enhances the weak user performance and ultimately increases the cluster rate.
IV. ANALYSIS
As observed in Sec. III, the performance gain of the NOMA system is dependent on the correlation between the users in a cluster. Thus, in this section, we analyze the SINR and the sum rate of W-QoS NOMA for arbitrary correlation and provide closed form upper bounds on performance based on perfect correlation.
If h iw and h is are correlated with correlation factor, i , then the channels are related by
where e i is an I.I.D. CN (0, I M ) vector. Since ZF is performed on the strong user channels we have h is w i = √ β is Y i and |h is w j | = 0 for j = i. Hence, from (22) and (32) we obtain
where P ii = e i w k . Simplifying (33) gives
Note that when the strong and weak user are perfectly correlated, = 1, then i = 1 and 1 − 2 i = 0. Hence, when = 1 we have the simplified result
Comparing (34) and (35), we observe that the imperfect correlation introduces the power penalty, i , and the interference term
Before considering any further analysis, we first draw some insights from the structure of (34). First, imperfect correlation creates the interference term in the denominator of (34) which has mean value (N − 1)β iw ρ(1 − 2 i ). Hence, interference grows linearly with the weak user channel power, β iw , the dimension, N , and the SNR, ρ, while it decreases proportional to 1 − 2 i . Secondly, the mean of the power penalty term, i , is
This follows from the fact that the P ij variables are CN (0,1) since the w j vectors are unit norm. The inverse moment, E[Y
Hence, the power penalty increases with N and grows quadratically with | i |. This quantifies how the weak user SINR is affected by the system parameters.
For the strong user we note that as long as SINR iw = T is satisfied, both cluster formation and rate are helped by large α i (see (31) and (20) respectively). Rearranging (33) and computing α 2 i from SINR iw = T , we get
Note that α 2 i is an increasing function of , ρ and β iw . Hence both rate and cluster formation are improved by large values of , ρ and β iw . As expected, performance improves with and ρ, but it is interesting that W-QoS NOMA does not need a channel power differential between strong and weak users. In fact, performance is improved when both channels are strong. 4 Finally, we note that for large values of (20) and (36). Hence, the SNR is similar for the perfectly correlated case and the imperfectly correlated case for large values of Y i . Hence, the upper tail of the CDFs is similar which supports the tightness of the upper bound shown in Sec. V.
Although the P ij 's have simple distributions (CN (0,1) ), they are correlated due to their dependence on the w j 's. As a result, SINR iw in (33) and (34), is a complicated non-linear function of several random variables involving powers and ratios of chi-squared variables, Y i , and correlated Gaussians, P ij . It seems that analytical progress based on (33) and (34) is extremely difficult and so we restrict our analysis to the ideal case where = 1 giving an upper bound on performance (see section III). Therefore, in Secs. IV-A and IV-C we focus on perfectly correlated strong and weak user channels where ZF also removes ICI for the weak users, i.e., |h iw w j | = 0 for j = i. In this scenario, SINR iw is given by (35) and some straightforward algebra shows that the SINR in (35) is less than SINR (SIC) is in (19) . This proves that the W-QoS NOMA algorithm which sets SINR iw = T also satisfies SINR (SIC) is ≥ T .
A. SIC DETECTION AT STRONG USER
As discussed in Secs. II-B and II-E, the first basic requirement of power allocation in NOMA is to achieve successful SIC. Therefore, in this section, we analyze a condition that enables successful detection and cancellation of the weak user signal at the strong user. To achieve this, we assume perfectly correlated strong and weak user channels in a cluster.
When i = 1, step 3 of the W-QoS NOMA algorithm gives
Solving (37) gives the strong user power scaling factor as
and the resulting SINR iw is fixed at T . Consequently, the weak user power scaling factor can be derived using (1 − α 2 i ). Substituting (38) into (20) gives
From (38) and (39), we require
It is clear that we require 0 < α 2 i < 1. Further, the weak user power, (1 − α 2 i ), is to be greater than the strong user power, α 2 i . Therefore, 1 − α 2 i > α 2 i , which yields α 2 i < 1/2. Thus,
Therefore, T ≥ 1 is a sufficient condition for the threshold SINR to enable a successful power allocation. VOLUME 7, 2019
B. CLUSTER RATE MAXIMIZATION
The next basic requirement in NOMA is that the NOMA cluster rate should always be higher then the conventional TDMA rate as discussed in Sec. II-D. Therefore, in this section, we analyze the condition required to obtain R NOMA > R TDMA . The total NOMA cluster rate is given in (24) . Therefore, substituting (37) and (39) into (24) gives
Since, β is β iw ≥ 1, it follows that cluster rates are maximized by using the minimum possible T . Hence, T in (37) is the smallest possible target to satisfy the weak user. Therefore, from (29), to obtain the NOMA cluster that exceeds the TDMA rate, we need R NOMA > R TDMA , i.e.,
Re-using the notation,
Multiplying through by β 2 iw and after some manipulations, we obtain
After further manipulations, we obtain
which is negative at ζ = 0. Hence the cluster rate exceeds the TDMA rate at ζ > ζ 0 , where ζ 0 is the larger root of (46), i.e., when
Note that ζ 0 > 0, so
After some manipulations, (48) becomes
For notational simplicity, we define Y 0 equal to the right hand side of (49). Thus, if (49) holds, i.e., Y i > Y 0 , then a NOMA cluster will exceed the TDMA rate.
C. SNR/SINR DISTRIBUTIONS AND SUM RATE
In this section, we derive the exact SNR/SINR distributions of singletons and strong and weak users in clusters in order to bound performance. Further, using the SNR/SINR distribution results we compute the expected sum rate of W-QoS NOMA in closed form. To achieve this, we assume perfectly correlated strong and weak user channels in a cluster. From Sec. II-A and standard ZF results, for a singleton,
Using these results in (16), (37) and (39), we can write
It is worth pointing out that (50), (51) and (52) are the exact closed form expressions for SNR/SINR distributions of singletons and weak and strong users of clusters, respectively. Using the SNR/SINR distributions in (50)-(52) we are able to compute the expected sum rate of W-QoS NOMA in closed form. First, we write
is the cluster rate and the SNR/SINRs are in (50)-(52). Now, the singleton rate can be obtained from [25, eq. 7] which gives E[log(1
Using this result, the singleton rate in (17) can be written as
The rate for a cluster depends on whether the scheduled cluster supports a pair of users or if the weak user was dropped leading to a singleton. If Y i > Y 0 then a NOMA cluster is possible and the rate equals the sum of the strong and weak user rates. On the other hand, if Y i ≤ Y 0 then the cluster is dropped. Hence,
The first conditional mean rate in (55) can be written as
Similarly, the second conditional mean rate can be written as
Equations (56) and (57) are derived in Appendix giving the final result,
where [25, eq. 7] and I 1 (·, ·) is the closed form function given in (63).
Using (54) and (58) the expected sum rate becomes
This appears to be the only analysis of a NOMA-ZFBF system which includes power allocation, guarantees a NOMA rate is higher than the TDMA rate and gives an exact upper bound for the sum rate.
V. NUMERICAL RESULTS
In the numerical results the following parameter values and simulation settings are used. The system dimension controlled by L, M , N , N 1 and N 2 is defined in each figure. The noise power is set to σ 2 = 1 without loss of generality. For simplicity, we assume Rayleigh fading channels that have the same variance for both strong users and singletons. In particular, we take β i = β is = 4 and β iw = 1 unless otherwise specified in the figure legends. The values of SNR, ρ, weak user target, T , and the clustering parameters, 0 and , are specified in each figure where relevant. The number of simulations for each CDF and for each point on a mean sum-rate curve is 100000.
In this section, we demonstrate the validity of the derived SNR/SINR distributions of singletons and clustered strong and weak users and finally the expected sum rate of the system. Moreover, the simulation validates the conclusions from the analysis: the significance of the correlation factor and channel power differences. Further, the analytical results below are based on the SINR results in Sec. IV assuming perfectly correlated strong and weak users unless otherwise specified.
In Fig. 7 , we observe that the analytical CDFs, (Ana.), of the output SNR of singletons, using (50), and clustered strong users, using (52), perfectly match the simulated CDFs, labelled (Sim.). Note that the SINR of weak users is set to equal the threshold value, T , as shown in Fig. 7 . Further, we demonstrate the effect of the transmitting array size on the singleton and strong user SINRs, where the system dimension is denoted as M × N . Similarly, in Fig. 8 we observe that the analytical mean sum rate (Ana.) matches the simulated mean sum rate (Sim.). It is obvious that as the number of transmitting antennas increases, the rates of strong users and singletons also increase. Fig. 9 presents rate CDFs of singletons, strong users, weak users and clusters with varying target rates for the weak user. The simulated rate CDFs of singletons, weak users and strong users employ equations (50), (51) and (52), respectively and the cluster rate is the sum of the strong and weak user rate. The strong user performance decreases with an increase in the target weak user rate. This is because an increase in target rate means that the power scaling factor for the weak user, (1 − α 2 i ), is increased, thereby decreasing the power scaling factor of the strong user, α 2 i . In Fig. 10 , we compare the cluster rates from (42) with the equivalent TDMA rate. In addition, the cluster rate is computed using two different choices of power allocation techniques for α i from [11] and [15] . These schemes keep the sum rate of a NOMA pair greater than that of the conventional multiuser BF system as described in section II-D. The results are for N = 2 (N 1 = 1 and N 2 = 1) and the cluster rates are found from (23) for TDMA and (24) for NOMA with three different power allocation methods: W-QoS NOMA, [11] and [15] . The cluster rates of the W-QoS NOMA technique with all power allocation schemes are higher than the equivalent TDMA system, since this inequality is part of the design process. Also, the cluster rate with W-QoS NOMA is higher than the power allocation techniques from [11] and [15] . This follows from the design of W-QoS NOMA, where the power allocation is optimal under the given constraint. Moreover, we observe that cluster rate with power allocation according to [11] is better than that from [15] . From simulations we observe that [11] provides a larger fraction of the power to the weak user compared to [15] .
In Fig. 11 , we observe the rate dependence on the channel powers considering perfectly correlated strong and weak users in a cluster. Similar to the insights mentioned in Sec. IV, in Fig. 11 we observe that the cluster rate increases with an increase in the weak user channel power from β iw = 1 to β iw = 4. This is due to the fact that power allocation to the strong user increases with increase in weak user channel power, i.e, α 2 i is an increasing function of β iw . Further, in Fig. 12 , to observe the importance of the correlation factor and the rate dependence on channel powers in practical clusters, we simulate W-QoS NOMA with SUS-CUC selected clusters varying the weak user channel powers, β iw , and clustering correlation threshold, 0 . We observe that the cluster rate increases with an increase in the correlation factor due to the decrease in intra-cluster interference. Moreover, we observe that power allocation to the strong user increases with an increase in the weak user channel power from β iw = 1 to β iw = 4. These observations are consistent with the analytical insights made in Sec. IV. Therefore, we can conclude that, if both channels of the users in a cluster are strong then this helps in clustering and overall cluster rate, and similarly, higher correlation helps to boost cluster rate.
To compare the analytical upper bound with the sum rate of W-QoS NOMA with different correlation thresholds, in Fig. 13 , we plot the sum rate versus the transmit SNR, ρ. From this figure, we observe that the analysis gives a tight upper bound. Further, as shown in Sec. IV, higher correlation helps to boost the sum rate i.e., if we increase the correlation threshold from 0 = 0.75 to 0 = 0.95 then the sum-rate of SUS-CUC algorithm comes closer to analytical upper bound.
VI. CONCLUSION
In NOMA, the main challenge is to pair users and allocate powers that can maximize the sum rate of the system. We proposed a simple power allocation technique that guarantees QoS to the weak user. Our proposed W-QoS NOMA algorithm was verified using two clustering techniques, SUS-CUC and SUS-UM. Compared to existing SUS-UM techniques in [15] , the proposed SUS-UM integrated W-QoS NOMA approach achieves performance gains over SUS-UM [15] depending upon the number of participating users, transmit SNR and allocated weak user's rate. Further, the W-QoS NOMA method with modified SUS-CUC has a marginal performance gain over W-QoS NOMA based SUS-UM, due to its clustering technique.
Assuming an arbitrary correlation between users in a cluster, we have derived the SNR/SINR expressions of strong and weak users. These expressions show the importance of correlation factor which has a higher impact on the power penalty of the strong user, which in turn affects the cluster rate. Unlike other techniques, this analysis leads to the insight that a power differential is not required among the strong and weak user. In fact, both channels being strong helps clustering and the overall cluster rate. Further, assuming perfect correlation between strong and weak users in a cluster, this paper has derived the exact SNR/SINR distributions of singletons and clustered strong and weak users. The analysis is exact for singletons and clusters with perfectly correlated channels. Finally, we have derived the closed form sum-rate of the system which includes power allocation, guarantees a NOMA rate higher than the TDMA rate and gives an exact upper bound for SNRs/SINRs and rate. APPENDIX Equation (56) can be written as
where f p (x) = F p (x) is the χ 2 p PDF. Substituting f p (x) in (60) and using the change of variable y = x − Y 0 gives .
From (54) we can rewrite (64) as VOLUME 7, 2019 Noting that the integral in (65) is a special case of I 1 with a = 1, we immediately obtain
Substituting a = 1 − T β is β iw − 1 , b = ρβ is in (63) and (66) and substituting I 1 and I 2 in (55) gives the desired result.
