We compared the morphological characteristics of layer III pyramidal neurones in different visual areas of the occipitotemporal cortical 'stream', which processes information related to object recognition in the visual field (including shape, colour and texture). Pyramidal cells were intracellularly injected with Lucifer Yellow in cortical slices cut tangential to the cortical layers, allowing quantitative comparisons of dendritic field morphology, spine density and cell body size between the blobs and interblobs of the primary visual area (V1), the interstripe compartments of the second visual area (V2), the fourth visual area (V4) and cytoarchitectonic area TEO. We found that the tangential dimension of basal dendritic fields of layer III pyramidal neurones increases from caudal to rostral visual areas in the occipitotemporal pathway, such that TEO cells have, on average, dendritic fields spanning an area 5-6 times larger than V1 cells. In addition, the data indicate that V1 cells located within blobs have significantly larger dendritic fields than those of interblob cells. Sholl analysis of dendritic fields demonstrated that pyramidal cells in V4 and TEO are more complex (i.e. exhibit a larger number of branches at comparable distances from the cell body) than cells in V1 or V2. Moreover, this analysis demonstrated that the dendrites of many cells in V1 cluster along specific axes, while this tendency is less marked in extrastriate areas. Most notably, there is a relatively large proportion of neurones with 'morphologically orientationbiased' dendritic fields (i.e. branches tend to cluster along two diametrically opposed directions from the cell body) in the interblobs in V1, as compared with the blobs in V1 and extrastriate areas. Finally, counts of dendritic spines along the length of basal dendrites revealed similar peak spine densities in the blobs and the interblobs of V1 and in the V2 interstripes, but markedly higher spine densities in V4 and TEO. Estimates of the number of dendritic spines on the basal dendritic fields of layer III pyramidal cells indicate that cells in V2 have on average twice as many spines as V1 cells, that V4 cells have 3.8 times as many spines as V1 cells, and that TEO cells have 7.5 times as many spines as V1 cells. These findings suggest the possibility that the complex response properties of neurones in rostral stations in the occipitotemporal pathway may, in part, be attributed to their larger and more complex basal dendritic fields, and to the increase in both number and density of spines on their basal dendrites.
Introduction
In primates, cortical processing of visual information is carried out by two parallel pathways which connect the first and second visual areas (V1 and V2), in the occipital lobe, to areas in the temporal and parietal lobes. While neurones in the areas of the occipitotemporal pathway appear to be specialized for processing of object shape, colour and texture, those in areas of the occipitoparietal pathway appear to extract information about object location, including motion (Ungerleider and Mishkin, 1982; Kaas, 1987; Maunsell and Newsome, 1987; DeYoe and Van Essen, 1988; Desimone and Ungerleider, 1989; Felleman and Van Essen, 1991) . Although the anatomical and functional segregation between visual cortical pathways is not strict (e.g. Krubitzer and Kaas, 1989; Merigan and Maunsell, 1993; Webster et al., 1994; Gegenfurtner and Hawken, 1996) , important functional differences seem to exist between the areas comprising each pathway (e.g. Bullier et al., 1994) . In addition to this aspect of parallel processing, a hierarchical organization of areas has been proposed, based primarily on laminar patterns of connections between areas (Rockland and Pandya, 1979; Tigges et al., 1981; Maunsell and Van Essen, 1983; Boussaoud et al., 1990) . However, the notion of a cortical hierarchy, and specifically whether or not the hierarchical levels revealed by anatomical tracing correspond precisely to physiological levels of serial processing, has been the subject of considerable debate (for reviews, see Felleman and Van Essen, 1991; Bullier and Nowak, 1995; Rockland, 1997) .
In recent years, some anatomical characteristics of the intrinsic cortical circuitry have been observed to vary among cortical visual areas. For example, the cross-sectional area, centre-to-centre spacing and spread of intrinsic connections increase between caudal and rostral visual areas (Amir et al., 1993; Lund et al., 1993; Fujita and Fujita, 1996) , a result which has been interpreted as ref lecting the 'more global computational roles proposed for higher-order areas' (Amir et al., 1993) . In addition, it has been established that the tangential area of dendritic fields of supragranular pyramidal neurones, and their complexity and spine density vary approximately following a caudal-to-rostral gradient. Cells in V1 and V2 are small in comparison with cells in the fourth visual area (V4) and the middle temporal area (MT; Lund et al., 1993; Elston et al., 1996; Elston and Rosa, 1997) . These cyto-and histological differences between visual areas may be important clues to the type of neuronal operations performed therein; for example, cells with complex and spine-dense dendritic trees are likely to be able to integrate excitatory projections from more sources than cells with simple, sparsely spined dendritic trees (Elston and Rosa, 1997) .
In order to explore further the extent of morphological differences between visual cortical areas, we tested for variation in dendritic field complexity of layer III pyramidal neurones among four of the visual areas forming the occipitotemporal pathway: V1, V2, V4 and area TEO, a cytoarchitectural subdivision of the temporal lobe (von Bonin and Bailey, 1947 ). The results demonstrate that the basal dendritic fields of layer III pyramidal neurones become larger, more complex and have more spines with rostral progression along the occipitotemporal pathway.
completion of the recordings the animals were administered an overdose of sodium pentobarbitone (200 mg/kg) and intracardially perfused, first with 0.95% saline, then with 4% paraformaldehyde in phosphate buffer (0.1 mol/l). Blocks of tissue were taken from the non-experimental hemispheres (Fig. 1) . In all areas, sections were taken from the region of cortex corresponding to the central 5°of the visuotopic representation, as determined from previously published mapping studies (Daniel and Whitteridge, 1961; Gattass et al., 1981 Gattass et al., , 1988 Boussaoud et al., 1991) . The V1 block was excised from the exposed portion of the occipital lobe, the V2 block from the posterior bank of the inferior occipital sulcus, the Figure 1 . Schematics showing the parts of the brain from which blocks of tissue were excised (grey, in the inserts) and the relative location of individually injected neurones (dots) in flat-mounted slices obtained from areas V1, V2, V4 and TEO. In the V2 diagram, the occipital operculum was everted, revealing the posterior banks of the lunate and inferior occipital sulci. The magnified view of the posterior bank of the inferior occipital sulcus indicates the location of CO-rich thick stripes (dark grey), thin stripes (light grey) and CO-poor interstripes (white). The scale bar (under the TEO diagram) corresponds to 5 mm.
V4 block from the middle third of the prelunate gyrus, and the TEO block from the ventrolateral portion of the occipitotemporal transition. The tissue was f lattened between glass slides as described previously (e.g. Rosa et al., 1988) and left overnight in paraformaldehyde (4% in 0.1 mol/l phosphate buffer) at 4°C. The following day the tissue was sectioned on a vibratome. Throughout this paper, the nomenclature suggested by Hassler (1966) for the layers of striate cortex is used in preference to that of Brodmann (1909) , for reasons outlined in Casagrande and Kaas (1994) and Elston and Rosa (1997) . In the context of the present study it is important to note that layers IIIbβ and IIIc of Hassler correspond to layers IVa and IVb of Brodmann respectively. In V1 and V2, alternate 50 and 250 µm sections were cut, and the 50 µm sections were processed for cytochrome oxidase (CO) reactivity (Wong-Riley, 1979) . In V1, the 250 µm section containing sublaminae IIIa and IIIbα could be identified because the underlying 50 µm section contained the CO 'honeycomb' pattern characteristic of sublamina IIIbβ (Brodmann's layer IVa; Hendrickson et al., 1978) . Furthermore, by aligning blood vessels between the 250 µm section in which neurones were injected and the alternate 50 µm sections processed for CO (Fig. 2) , we were able to establish whether each neurone was centred within a blob or an interblob (Horton and Hubel, 1981) . Only cells that were clearly within the CO-rich blobs were analysed as belonging to the blobs; cells that were located near the borders of the blobs/interblobs were not included for analysis. By virtue of the manner in which neurones were injected (grid pattern spaced ∼500 µm apart, Fig. 2B ) a larger number of cells were injected within the blobs than within interblobs. In V2, V4 and TEO, the basal limit of layer III was determined by the distinct cytoarchitecture of layers III and IV, as revealed by DAPI (4,6-diamidino-2-phenylindole; Sigma D9542) staining (Elston and Rosa, 1997; see below) . In these areas, we targeted neurones located within the lower half of layer III. In addition, in V2 we aligned injected neurones with the CO stripes seen in the alternate 50 µm sections ( Fig. 1) , thus establishing whether each neurone was centred in a CO-rich thick or thin stripe or a CO-poor interstripe (Tootell et al., 1983; Abel et al., 1997) . Although the CO stripes can be somewhat difficult to determine, in the present study the analysis was restricted to the interstripes on either side of a well-labelled thick stripe.
Methods of cell injection, immunohistochemical processing, and morphological and statistical analysis employed in this study have been described in detail elsewhere (Elston et al., 1996 Elston and Rosa, 1997 ; see also Einstein, 1988; Voigt et al., 1988; Buhl and Lübke, 1989) . Prior to injection, tissue was incubated in DAPI, revealing the cytoarchitecture of cortical layers. In areas V2, V4 and TEO the transition between layer III and the granular layer was determined by focusing through the thickness of the slices, and determining the transition between the larger, more scattered cell bodies of layer III and the small, densely packed cells of layer IV (see Elston and Rosa, 1997) . Labelling the tissue with DAPI also allowed for the visualization of individual somata, thus facilitating electrode penetration of a large number of neurones. Pyramidal neurones were injected in 250 µm slices with the naphthalamide tracer Lucifer Yellow (Sigma L0259). Tissue in which neurones had been injected was immunohistologically processed, using 3,3′-diaminobenzidine (DA B; Sigma D8001) as the chromagen (Fig. 3) , and wet-mounted (intact) in 50% glycerol in phosphate buffer. Spiny cells were categorized as pyramidal or multipolar (see Lund, 1984; DeFelipe and Fariñas, 1992) . In order to be included for analysis, each neurone had to: (i) be of the pyramidal type, (ii) be located at the base of layer III, (iii) have the complete basal dendritic arbor contained within the section, and (iv) be completely filled. The applicability of the last two criteria to individual cells was judged by tracing each terminal dendrite to an abrupt, well-defined tip. Cells in which the distal branches had an uneven, or beaded appearance were excluded. All neurones with an unambiguous apical dendrite were classified as pyramidal cells; thus, the various forms of modified pyramidal neurones (Lorente de Nó, 1938; Lund, 1973 Lund, , 1984 Jones, 1975; DeFelipe and Fariñas, 1992; Nieuwenhuys, 1994) were included for analysis. The random nature of the slice boundaries relative to the cortical layers, and the desire to inject cells that were both away from the upper limit of the slice and above the limit of layer IV meant that we were not able to obtain samples from each area in every monkey. Instead, we concentrated the analyses in the best slice obtained from each area across cases, as judged by the appropriate laminar position of cells and the quality of the cell filling. While some interindividual variability is expected, it is unlikely that this factor alone can explain the variations of cell morphology we report, as shown by comparison of data from two areas in single monkeys (e.g. case AM1, Figure 2 . Alternate 50 µm and 250 µm sections were cut tangential to the cortical layers in V1. The 50 µm sections (A,C) were processed for CO, thus revealing features specific to different layers within V1. The 250 µm section in which neurones were injected (B) includes the sublaminae immediately above the honeycomb pattern characteristic of sublamina IIIbβ (C). Thus, neurones were injected in sublaminae IIIa and IIIbα. The blobs and interblobs characteristic of supragranular cortex in V1 were revealed in the 50 µm section (A) immediately above the 250 µm section (B) in which we injected neurones. By aligning blood vessels (e.g. arrows) we were able to establish whether each injected neurone was located in a blob or an interblob. Scale bar = 500 µm. Table 1 ) and by our previous work comparing cells from four different areas of single animals (Elston et al., 1996) . Individual variability, whenever we had a chance to assess it (e.g. Elston and Rosa, 1997) , proved small in comparison with inter-areal differences.
All cells that satisfied the four criteria outlined above were drawn with the aid of a camera lucida attached to a Zeiss Axioplan microscope. It should be noted that, as we injected DAPI-labelled neurones in a pseudorandom manner, the data are most likely to include different populations of projection neurones, such as those that project intrinsically, to subcortical targets, and to other ipsi-and contralateral cortical areas (Tigges et al., 1981; Gilbert and Wiesel, 1983; Diamond et al., 1985; Rockland, 1985; Voigt et al., 1988; Buhl and Singer, 1989; Shipp and Zeki, 1989) . Basal dendritic field areas were calculated by drawing a polygon (hull) joining the distal tips of the outermost dendrites, and using standard features of NIH-IMAGE (NIH Research Services, Bethesda, MD) for the Macintosh. In order to calculate spine densities, 20 tangentially projecting basal dendrites of layer III pyramidal neurones from each area were drawn at high power (using a ×100 Zeiss oil-immersion objective). Cell bodies were also drawn at this magnification to test for a difference between cross-sectional areas (in the dimension parallel to the cortical layers), and for correlation between cell body and basal dendritic field areas. Modified Sholl analysis (Fig. 4 ) was performed to study the complexity of dendritic fields at different distances from the cell body and to detect any possible directional biases and clustering of dendrites. In order to quantify bias and clustering in the dendritic field we calculated the angle (θ) subtended by the polar plot and a circle of radius equal to the half-maximal value (Fig. 4) ; cells with tightly clustered dendritic trees have low values of θ, and cells with no apparent bias have θ values near 360°. Statistical comparisons were made using GB-Stat for the Macintosh (Dynamic Microsystems, Silver Spring, MD).
Results
Five hundred and ninety-eight DAPI-labelled neurones were injected in f lat-mounted preparations containing layer III of areas V1, V2, V4 and TEO. Two hundred and forty-six of these neurones were included in this analysis by virtue of being pyramidal, having their complete basal arborization contained within the section, and being completely filled (Table 2) . These included pyramidal neurones in sublaminae IIIa and IIIbα of V1, and those in the lower half of layer III in extrastriate areas V2, V4 and TEO. In V2, only neurones in the CO-poor interstripes were included for analysis. A few pyramidal neurones were successfully injected in the CO-rich thin stripes (Table 2 ), but the sample was considered too small for meaningful comparisons, and these cells were not included for further analysis.
Basal Dendritic Field Areas of Layer III Pyramidal Cells
Basal dendritic field areas of layer III pyramidal neurones differed between visual areas, increasing markedly with rostral progression along the occipitotemporal pathway. To demonstrate this qualitatively we ranked pyramidal neurones in each visual area in ascending order of basal dendritic field area, as illustrated in Figure 5 . The smallest cell in each visual area is pictured on the left of each row and the largest cell on the right; the other cells represent the 20th, 40th, 60th and 80th percentiles in each sample. Statistical analysis revealed the difference in basal dendritic field area between visual areas to be highly significant (separate comparisons were made for populations of neurones in the blobs and interblobs in V1 and prestriate areas V2, V4 and TEO: Fig. 6 and Tables 2 and 3 ). In addition, a comparison between basal dendritic fields of pyramidal neurones located within blobs and interblobs of V1 revealed a significant difference, with blob cells having more extensive dendritic fields (Tables 2 and 3) .
Complexity of Basal Dendritic Fields
As well as an overall increase in area, the basal dendritic fields of layer III pyramidal neurones became more complex with rostral . Analysis of dendritic field complexity. The basal dendritic field of each cell was drawn (A,D) and a modified Sholl analysis (B,E) was performed in order to generate polar plots (C,F) that describe the number of intersections between the dendritic tree and the circles forming the sampling grid, as a function of direction form the cell body. The orientation of the dendritic fields is arbitrary. In order to quantify the degree of dendritic bias, we calculated the sum of the angles (θ) subtended between a circle (radius equal to the half-maximal value of the polar plot) and the polar plot, for each cell. The polar plot in C illustrates an example of a non-biased neurone (θ = 360°), whereas the polar plot in F illustrates an example of a 'morphologically orientation-biased' cell (θ = 163°). progression through the visual areas of the occipitotemporal pathway. While Figure 5 allows a qualitative impression of changes between areas, these are better illustrated by Figure 7 , which shows the results of a Sholl analysis of neurones in the different subdivisions in V1, and in extrastriate areas. For all areas and for both blobs and interblobs in V1, the complexity of the basal dendritic fields (estimated by the number of intersections between dendrites and imaginary concentric circles centred on the cell body) was greatest within the proximal third of the dendritic tree. For example, in V1, the greatest complexity occurred ∼50 µm from the cell body (17.6 ± 5.5 intersections), whereas in area TEO the greatest complexity occurred between 75 and 100 µm from the cell body (30.4 ± 4.4 intersections). Furthermore, there was an increase in the complexity of the basal dendritic fields of layer III pyramidal neurones with rostral progression along areas of the occipitotemporal stream (Table 4) . For example, with the exception of the ring 25 µm around the cell body, cells in area TEO were more complex than those in V1 and V2 at all distances from the cell body. The significant interaction between the ANOVA factors 'Area' and 'Distance' ( Table 4 ) also demonstrates that visual areas differ in the way dendritic field complexity varies as a function of distance from the cell body. No difference in complexity was found between cells located within the blobs and interblobs of V1 (Table 4) .
Dendritic Biases
As illustrated in Figure 4 , the analysis of directional dendritic bias was done by subdividing the imaginary circles drawn for Sholl analysis in arbitrary 30°sectors, representing different directions away from the cell body, and then drawing polar plots representing the number of intersections (between circles and dendritic tree) as a function of direction from the cell body (Fig.  4) . While most cells had circular or gently elliptical dendritic trees, in many cases it was found that the dendrites tended to cluster in specific sectors, resulting in a biased distribution of complexity as a function of direction from the cell body. As detailed previously (see Elston and Rosa, 1997) , to facilitate the comparison between areas, dendritic fields were classified into four categories. Cells in which the dendritic branches were homogeneously distributed around the cell body were classified as 'non-biased'. Both the 'morphologically direction-biased' and the 'morphologically orientation-biased' cells had their dendrites primarily clustered along a single axis. 'Morphologically direction-biased' cells had dendrites that projected primarily in one direction from the cell body, such that the projection in one direction along the preferred axis was more than twice that of the diametrically opposed direction. The dendrites of 'morphologically orientation-biased' cells clustered in two diametrically opposed directions from the cell body. Cells which displayed other patterns (e.g. three clusters of dendrites, or two clusters along different axes) were classified as 'morphologically complex'. Moreover, because cells in the different visual areas varied in the 'tightness' of their clustering along the preferred areas. This analysis yields a graphical representation of the complexity of the basal dendritic fields of layer III pyramidal neurones. Neurones in the blobs and interblobs in V1 were less complex than those in the CO-poor interbands in V2, neurones in V4 had more complex basal dendritic fields than those in V1 or V2, and neurones in area TEO had the most complex basal dendritic fields.
axis, we quantified the half-peak bandwidth of the polar plots (e.g. Fig. 4) , as an independent measure of dendritic clustering.
The results indicated that the proportions of cells in each of the four categories change according to the visual area . Within the interblob compartments of V1 and the interstripes of V2, we found that morphologically orientationand direction-biased neurones accounted for about two-thirds of the pyramidal cell population, whereas in the V1 blobs the proportion of such biased cells was lower (51%). In contrast with V1 and V2, non-biased cells were the most common type in both V4 and TEO, comprising 46.7% and 42% of pyramidal neurones respectively (Fig. 8) . Morphologically direction-biased neurones were the second most common type in areas V4 and TEO (33.3% and 26.3% respectively), while morphologically orientationbiased cells (13.3% and 21.1%) formed the third most numerous population in these areas. Morphologically complex neurones were present in all areas, in relatively small proportions (Fig. 8) . From the analysis of the half-peak bandwidth of the polar plots (θ; see Materials and Methods), illustrated in Figure 9 , it can be seen that there were considerable differences between visual areas. Most notably, neurones in the interblobs of V1 included the smallest values for θ (corresponding to morphologically orientation-and direction-biased cells in the above classification), whereas there was a greater proportion of neurones with large values of θ in the blobs (i.e. fewer morphologically orientation-and direction-biased cells). A two-tailed unpaired t-test revealed a significant difference between values of θ for neurones in the blobs and interblobs in V1 (df = 87, t = -3.15, P = 0.002). A ll extrastriate areas had right-skewed frequency distributions of θ, a result that confirms the existence of a large proportion of non-biased neurones in these areas.
Spine Densities on Basal Dendrites
There was a marked variation in the number of spines present on the basal dendrites of layer III pyramidal neurones between V1 and the extrastriate visual areas of the occipitotemporal pathway. This change was a result of increases in both the length of basal dendrites and the spine density along these dendrites. In all areas studied there was variability in spine density, such that spine density was low close to the cell body and greatest in the proximal half of the dendrites, decreasing slightly toward the distal tip of the dendrites. Quantitative analysis of peak spine density (defined as the average density along the five consecutive 10 µm segments yielding the highest spine count; see Fig. 11 ) in different areas revealed that peak spine densities were similar in V1 (blobs and interblobs) and V2. Spine densities of V4 neurones were significantly greater than those of V1 and V2 cells, and spine densities of cells in area TEO were even greater than those of V4 cells (Fig. 11 and Table 5 ). . Frequency distributions of θ (the angle subtended between the polar plots and a circle of radius equal to the half-maximal value) for layer III pyramidal neurones in visual areas of the occipitotemporal pathway. Arrow heads point to the median value of the distributions. Note the different distributions of θ between blobs (V1b) and interblobs (V1i), and the large proportion of cells with high bandwidths in V4 and TEO. Figure 10 . Polar plots of the basal dendritic fields of layer III pyramidal neurones revealed a difference in the relative proportion of neurones with specific types of dendritic bias. For each area, several plots of the most common type of dendritic bias have been superimposed on the one set of axes illustrated on the left, and the second most common type of bias is illustrated on the right. The radial dimension in the polar plots was computed by adding the number of intersections between the dendritic tree and concentric circles drawn 25, 50, 75, 100, 125 and 150 µm from the cell body, at 30°polar angle intervals. Each division along the axes equals 10 intersections. The directions relative to the cell body are arbitrary.
The total number of spines on the average basal dendritic field increased substantially from V1 to TEO. The number of spines on the basal dendritic field was calculated for the 'average' neurone in each visual area by multiplying the average number of dendritic segments between concentric circles (25 µm increments), from the Sholl analysis, by the average spine density at a corresponding distance from the cell body. This estimate makes apparent the fact that the combined increases in area, complexity and spine density of the dendritic field lead to a dramatic increase in the number of spines present on neurones in the rostral areas of the occipitotemporal pathway, as compared with those in V1 (Fig. 12) . While the number of spines on the basal dendritic field of the 'average' neurone located in the interblobs in V1 was similar to that in the blobs (597 and 688 respectively), the average V2 neurone has nearly twice as many spines (1139). The number of spines along the basal dendritic tree roughly doubles at each successive stage of the occipitotemporal pathway: in V4 the average neurone has 2429 spines, and in area TEO 4812 spines. Overall, there is a 7.5-fold difference in the total number of basal dendritic spines between the 'average' layer III pyramidal neurones in V1 and TEO.
Somal Cross-sectional Areas
The cross-sectional areas of the cell bodies of pyramidal neurones in V1 (blob and interblob), V2, V4 and area TEO were compared (Tables 6 and 7) . Two hundred and thirty-four of the 246 neurones were included for this analysis of somal area, 12 cells being excluded because leakage of dye obscured the outline of the soma. Somal areas of layer III pyramidal neurones did not differ significantly between CO-rich blobs and CO-poor interblobs in V1 (Figure 13 , Tables 6 and 7) . Layer III pyramidal neurones in CO-pale interstripes of V2 were larger than those in either blobs or interblobs, although there was a great deal of overlap. Cells in V4 were larger than those in V2, but there was no significant difference in somal area of layer III pyramidal neurones between V4 and area TEO (see Fig. 13 , Tables 6 and 7) . In V4, somal areas had a bimodal distribution, suggesting there may be two anatomically distinct subclasses of pyramidal cells (Fig. 13) .
Somal area was compared with basal dendritic field area of individual neurones to establish whether there is any correlation Figure 11 . Plots of spine densities along basal dendrites of pyramidal neurones in the interblobs and blobs of upper and middle layer III of V1, and at the base of layer III in V2, V4, and area TEO in the macaque monkey. Twenty basal dendrites were randomly selected from neurones in each region to determine if there was any difference in peak spine density. Spine density, which was calculated per 10 µm segment of dendrite, varied as a function of distance from the soma. Peak spine density was relatively low for neurones in V1 and V2, higher in V4, and greatest in area TEO. Error bars = standard deviations; arrows indicate the limits of the segments yielding the 'peak spine density'. between these variables. A plot of somal area vs. dendritic field area of layer III pyramidal neurones revealed a correlated increase (r 2 = 0.72) of these two variables in the occipitotemporal pathway areas (Fig. 14) . However, the specific relationship seems to vary between areas: for example, for a given cell body size, V4 cells (triangles) tended to have smaller dendritic trees than did TEO cells (crosses).
Discussion
The objective of this study was to establish the degree of morphological variation of layer III pyramidal neurones in different areas of the occipitotemporal pathway (V1, V2, V4 and TEO) of the macaque monkey. We found that the basal dendritic field area of layer III pyramidal neurones increased in a caudal to rostral progression, such that neurones in area TEO were much larger than those in V1. Furthermore, the complexity of basal dendritic fields, the peak spine density and the total number of spines also increased with rostral progression along the occipitotemporal pathway. The differences in morphology, and particularly spine density, may allow for sampling of a greater diversity of inputs to layers III and IV in rostral visual areas, including 'feedforward' Pandya, 1979, 1981; Rock land, 1989; Felleman and van Essen, 1991) , intrinsic (Yoshioka et al., 1992; Amir et al., 1993; Lund et al., 1993; Fujita and Fujita, 1996) , 'feedback' (Boussaoud et al., 1990; Rockland et al., 1994) , and callosal projections (Van Essen et al., 1982; Cusick et al., 1984; Kennedy et al., 1986; Beck and Kaas, 1994) . It would be interesting to know whether the relative proportions of inputs coming from these different sources vary among visual areas. The stronger modulation of activity in rostral visual areas by memory and attention (Moran and Desimone, 1985; Li et al., 1993; Miyashita et al., 1993a,b; Sobotka and R ingo, 1993; Nakamura and Kubota, 1995) suggests that neurones in these areas may receive a larger proportion of non-visual or 'feedback' projections than do V1 or V2 cells. Does the change in average neuronal size result only from changes in the proportions of specific populations of cells? One possible explanation for the increase in the average size and complexity of the dendritic fields of pyramidal neurones along the occipitotemporal stream is that these trends are based on changes of proportions of cells belonging to specific subpopulations. Pyramidal neurones in layer III visual cortex have been shown to form subpopulations of cells that project to different targets, including intrinsic (Gilbert and Wiesel, 1983; Rockland, 1985; Boyd and Matsubara, 1991; Kisvarday and Eysel, 1992; Thejomayen and Mastsubara, 1993; Levitt et al., 1994) , callosal (Voigt et al., 1988; Buhl and Singer, 1989; Diao and So, 1991; Weisskopf and Innocenti, 1991; Martinez-Garcia et al., 1994) , and ipsilateral inter-areal projections (Tigges et al., 1981; Diamond et al., 1985; Shipp and Zeki, 1989; Spatz et al., 1991; Rosa et al., 1993; Vogt-Weisenhorn et al., 1995; Elston and Rosa, 1997) . In a recent study, Matsubara et al. (1996) have shown that, within a given visual area, these different subpopulations of neurones are characterized by different morphologies: for example, intrinsic projection pyramidal neurones are smaller and less complex than those forming inter-areal and callosal projections. Therefore, the differences in cellular morphology reported here could be a ref lection of a greater proportion of callosal and inter-areal projecting neurones in rostral visual areas. Although this may account, partially, for the increase in cellular complexity in rostral visual areas, this factor alone can not account for the present results, as the data indicate that the largest cells injected in V1 and V2 are much smaller than the smallest cells found in TEO. Moreover, an increase in the percentage of neurones forming one subpopulation must result in a decrease in the percentage of cells forming another population; for example, a small average dendritic field area could be generated if intrinsically projecting cells, which form the smallest and least complex subpopulation of pyramidal neurones in layer III (Matsubara et al., 1996) , were abundant in V1 but rare in V4 and TEO. Yet, these cells have been observed to form a rich network of intrinsic projections in rostral visual areas (e.g. Fujita and Fujita, 1996) , as in V1 (e.g. Amir et al., 1993; Lund et al., 1993) .
Increase in the Size of Basal Dendritic Fields Allows for Integration Across Larger Areas of the Visual Field
We found evidence for a serial increase in basal dendritic field area with rostral progression through visual areas. Because each of the occipitotemporal pathway areas forms a visuotopic representation (for review, see Rosa, 1997) , the net effect of this serial increase in basal dendritic field area, combined with the decrease in magnification factor as one progresses from V1 to TEO, is that each layer III pyramidal neurone covers an increasingly larger fraction of the visuotopic map (see also Elston et al., 1996; Elston and Rosa, 1997) . It is therefore natural to ask whether or not this increase in the 'sampling area' of pyramidal neurones parallels the increase in the excitatory receptive field area along the occipitotemporal pathway. In order to explore this question quantitatively, we list in Table 8 current estimates of surface area of macaque V1, V2, V4 and TEO, as well as the dendritic field area and receptive field area for neurones in the central representation of these visual areas. Receptive field area increases ∼10 times for each step in the hierarchy (e.g. from V1 to V2), leading to a nearly 900 times cumulative change of receptive field size between the central (<5°) representations of V1 and TEO (Table 8 ). In contrast, the anatomically defined pyramidal neurone sampling area (i.e. the fraction of the surface of a visual area covered by the dendrites of a single cell) varies 20 times between V1 and TEO. Thus, the results demonstrate that the changes in receptive field size cannot be solely explained in geometrical terms (i.e. assuming a similar amount of convergence and divergence at each step of the pathway). Other factors that may contribute to the increase in receptive field size along the occipitotemporal pathway are the more widespread intrinsic connections (Yoshioka et al., 1992; Amir et al., 1993; Fujita and Fujita, 1996) and the potential for neurones in rostral areas, which have a greater density of spines, to integrate converging and diverging inputs from more cortical areas (see also Felleman and Van Essen, 1991) .
Correlation between Dendritic Territories of Layer III Pyramidal Neurones and Intrinsic Axonal Clusters in Visual Areas Comprising the Occipitotemporal Pathway
Cells in layer III of primate cortex are interconnected by a network of intrinsic, intra-areal connections that form regularly spaced patches (see Yoshioka et al., 1992; Lund et al., 1993; Fujita and Fujita, 1995 for recent studies). Usually, the tangential dimension of intrinsic axonal clusters has been documented in terms of the width of the patches. In order to compare the cross-sectional area of the basal dendritic fields of layer III pyramidal neurones with that of intrinsic axonal clusters we estimated the area of clusters from the average widths, assuming circular symmetry. In addition, direct measurements of the areas of intrinsic axonal clusters were obtained from Amir et al. (1993) . The comparison of our estimates of basal dendritic field areas with estimates of intrinsic axonal clusters in the occipitotemporal pathway of the macaque reveals a highly significant relationship (r 2 = 0.967; Fig. 15 ). This comparison supports the observations of Lund et al. (1993) , who proposed that a constant relationship between these variables exists in cortical areas. Thus, while it is possible that the cortex is formed by modular, repeating units that have similar components throughout (Lorente de Nó, 1938; Szentagothai, 1975; Eccles, 1984) , it is now clear that the dimensions of these modules may vary considerably in different cortical areas.
Morphological Variation of Layer III Pyramidal Neurones in V1
Our finding of a significant difference in basal dendritic field area of layer III pyramidal neurones in CO-rich blobs and CO-poor interblobs in V1 differs from the observations of a previous cell injection study (Hübener and Bolz, 1992) in which the authors found no difference in basal dendritic field structure between these two histochemically defined regions. Several factors may account for this discrepancy. Firstly, Hübener and Bolz (1992) included layer II pyramidal neurones in their analysis, cells which have different inputs and outputs Fitzpatrick et al., 1985; Lachica et al., 1993) , and which have smaller dendritic trees than layer III pyramidal cells (unpublished observations; see also Fig. 3 of Hübener and Bolz, et al. (1985) , Felleman and Van Essen (1991) , Florence and Kaas (1992) and Horton and Hocking (1996) .
b Average of values given by Hubel and Wiesel (1974) , Dow et al. (1981) and Van Essen et al. (1984) .
c Average of value given by Felleman and Van Essen (1991) and measurement of illustration by Distler et al. (1993) .
d Average of measurements taken from Burkhalter and Van Essen (1986) , Felleman and Van Essen (1987) and Roe and T'so (1995) .
e Average of value given by Felleman and Van Essen (1991) and measurement of illustrations by Boussaoud et al. (1991) and Distler et al. (1993) . f Average of values given by Schein and Desimone (1990) and Boussaoud et al. (1991) .
g Average of values measured from illustrations by Boussaoud et al. (1991) and Distler et al. (1993) h Boussaoud et al. (1991) . Figure 15 . Correlation between dendritic field area and cross-sectional area of patches of intrinsic connections in V1, V2, V4 and TEO. The means and standard deviations of data on intrinsic connection patches reflect the variability between the estimates of different studies (Amir et al., 1993; Lund et al., 1993; Yoshioka et al., 1994; Fujita and Fujita, 1996) . 1992). Therefore, inclusion of layer II cells may have masked any difference between the blob and interblob cells of middle layer III. The second factor may have been non-specific variance in the samples. Hübener and Bolz (1992) had a smaller sample of injected neurones (n = 92), and their cells were collected from a number of different monkeys (blob vs. interblob comparisons were drawn from three monkeys), whereas our sample (n = 161) was drawn from a single section in one monkey. Therefore, factors such as possible variation with different eccentricity, histochemical processing (e.g. different intensity of CO-labelling and degrees of shrinkage) and interindividual differences in columnar organization (Horton and Hocking, 1996) may have introduced variance in their samples. Thus, while it has been suggested that morphology of supragranular pyramidal neurones does not contribute to functional variation between the blobs and interblobs (Hübener and Bolz, 1992) , our results on both dendritic field size and dendritic bias (see below) indicate that cell morphology may be part of a distinction between these compartments of V1. This finding ties in logically with the results of Kim et al. (1997) , who demonstrated a lower cell density in the blobs, as compared with the interblobs. These authors have suggested that cells within the blobs may be further apart than those in the interblobs due to the increased density of neuropil. Perhaps their result and our finding of longer dendrites of blob cells will ref lect the connectivity of direct subcortical projections to the blobs (Fitzpatrick et al., 1983; , or the integration of parvo-, magno-and koniocellular projections within blobs .
Dendritic Bias
The existence of dendritic bias was investigated and compared between visual areas and V1 compartments. In V1, morphologically direction-biased and non-biased neurones with tightly clustered dendritic trees were more common in the interblobs than in the blobs. Electrophysiological studies (e.g. Livingstone and Hubel, 1984; T'so and Gilbert, 1988; Sato et al., 1996) suggest that neurones in the interblobs tend to have their responses more sharply tuned for orientation than cells in the blobs, paralleling the morphological differences revealed by the present analysis. Furthermore, in a previous study (Elston and Rosa, 1997) , we found that 85% of the pyramidal cells had morphologically orientation-or direction-biased dendritic trees in layer IIIc (Brodmann's layer IVb) , which is also characterized by sharp orientation selectivity (Blasdel and Fitzpatrick, 1984; Hawken and Parker, 1984; Livingstone and Hubel, 1984; Sato et al., 1996) . These morphological data agree with the suggestion (Colonnier, 1964 ) that biased sampling along specific axes of the fine-grained layer IV visuotopic map may be one of the factors contributing to orientation selectivity, in addition to excitatory and inhibitory intrinsic lateral connections (Kisvarday et al., 1994; Crook et al., 1996 Crook et al., , 1997 Sato et al., 1996; Vidyasagar et al., 1996; Bosking et al., 1997) . However, the morphological distinctions between cells in blobs and interblobs are subtle, only becoming obvious through the analysis of a large population of cells. The large overlap between the morphological characteristics of the two cell populations is reminiscent of results of recent studies, which suggest a more gradual change in response properties between neurones belonging to these two histochemically defined V1 compartments (Leventhal et al., 1995) . In extrastriate areas beyond V2 most cells have nonbiased or slightly biased dendritic fields, paralleling our previous observations on the occipitoparietal pathway (Elston and Rosa, 1997) . Because these areas lack a precise visuotopy in the input layer, such as that imposed by geniculate projections to V1, this difference is not suprising.
Comparison with the Occipitoparietal Pathway
In a previous study we demonstrated that the average basal dendritic field area of pyramidal cells located in layer III increases serially between the striate cortex, V2, and MT, but that there is little difference between neurones in MT, the ventral portion of the lateral intraparietal area (LIPv) and area 7a. Comparison of the data of the present study with those obtained from areas forming the occipitoparietal pathway reveals that the degree of morphological variation of pyramidal cells appears to be more pronounced in the occipitotemporal pathway than in the occipitoparietal pathway. For example, TEO neurones have 7.5 times more spines than V1 neurones, whereas neurones in area 7a have 3.2 times as many spines as cells in V1. Furthermore, the present data demonstrate a consistent trend for an increase in cellular complexity with rostral progression through the occipitotemporal pathway, whereas this was not the case for the occipitoparietal pathway. In summary, the present results reinforce the notion that pyramidal neurones with larger, more complex and more densely spined basal dendritic fields tend to occur in visual areas associated with more 'global' levels of processing of visual information, rather than in V1 or V2. However, the results of Elston and Rosa (1997) demonstrate that there is no exact correspondence between morphological characteristics of layer III pyramidal neurones and the hierarchical levels of processing proposed on the basis of anatomical tracing (Felleman and Van Essen, 1991) . Pyramidal cell morphology remains to be determined in many other visual areas, both in the occipitotemporal and occipitoparietal pathways. It will be interesting to determine the morphological characteristics of pyramidal neurones in layer III in areas associated with both pathways, such as the superior temporal polysensory area (Bruce et al., 1981; Boussaoud et al., 1991) , and the frontal eye fields, to determine to what extent the trends for larger and more densely spined dendritic trees persist.
Conclusions
We have demonstrated that basal dendritic field areas of layer III pyramidal neurones differ significantly between visual areas of the occipitotemporal pathway. Moreover, the serial increase in basal dendritic field area of neurones in these areas is correlated with the size of intrinsic axonal clusters. The increase in area, complexity and spine density of the basal dendrites of layer III pyramidal neurones in successive areas of the occipitotemporal pathway allow neurones in the more rostral areas such as V4 and TEO to integrate a larger number of inputs than those in caudal areas V1 and V2.
