











Manuscript version: Author’s Accepted Manuscript 
The version presented in WRAP is the author’s accepted manuscript and may differ from the 
published version or Version of Record. 
 
Persistent WRAP URL: 
http://wrap.warwick.ac.uk/152819                                                                                
 
How to cite: 
Please refer to published version for the most recent bibliographic citation information.  
 
 
Copyright and reuse: 
The Warwick Research Archive Portal (WRAP) makes this work by researchers of the 
University of Warwick available open access under the following conditions.  
 
Copyright © and all moral rights to the version of the paper presented here belong to the 
individual author(s) and/or other copyright owners. To the extent reasonable and 
practicable the material made available in WRAP has been checked for eligibility before 
being made available. 
 
Copies of full items can be used for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge. Provided that the authors, title and full 
bibliographic details are credited, a hyperlink and/or URL is given for the original metadata 
page and the content is not changed in any way. 
 
Publisher’s statement: 
Please refer to the repository item page, publisher’s statement section, for further 
information. 
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk. 
 
SigGPDE: Scaling Sparse Gaussian Processes on Sequential Data
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Abstract
Making predictions and quantifying their uncer-
tainty when the input data is sequential is a fun-
damental learning challenge, recently attracting
increasing attention. We develop SigGPDE, a new
scalable sparse variational inference framework
for Gaussian Processes (GPs) on sequential data.
Our contribution is twofold. First, we construct
inducing variables underpinning the sparse ap-
proximation so that the resulting evidence lower
bound (ELBO) does not require any matrix inver-
sion. Second, we show that the gradients of the
GP signature kernel are solutions of a hyperbolic
partial differential equation (PDE). This theoret-
ical insight allows us to build an efficient back-
propagation algorithm to optimize the ELBO. We
showcase the significant computational gains of
SigGPDE compared to existing methods, while
achieving state-of-the-art performance for classi-
fication tasks on large datasets of up to 1 million
multivariate time series.
1. Introduction
Gaussian process (GP) models provide a sound mathemat-
ical framework for supervised learning that allows the in-
corporation of prior assumptions and provides uncertainty
estimates when modelling unknown functions (Rasmussen
& Williams, 2006). This is usually achieved by specifying
a GP prior over functions with a suitable covariance (or
kernel) along with a conditional likelihood. With this, the
problem boils down to that of estimating the posterior over
the function (values) given the observed data.
However, this posterior distribution is often analytically
intractable and, even when the conditional likelihood is a
Gaussian, GP models scale poorly on the number of obser-
vations N , with naïve approaches having a time complexity
O(N3). From a wide range of approximate techniques
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to scale inference in GP models to large datasets, “sparse”
methods based on variational inference (VI) have emerged
as one of the dominant approaches (Titsias, 2009). They con-
sist in defining a family of approximate posteriors through
M inducing variables, and selecting the distribution in this
family that minimizes the Kullback-Leibler (KL) divergence
between the approximation and the true posterior. This is
achieved by minimizing the so-called evidence lower bound
(ELBO). When the likelihood factorizes over datapoints,
training can be done in minibatches of size Ñ resulting in
a per-iteration computational cost O(ÑM2 +M3), where
the O(M3) cost is due to the inversion of the covariance
matrix of the M inducing variables. This yields significant
computational savings when M  N .
In the seminal work of Titsias (2009) the inducing variables
correspond to evaluations of the GP at M pseudo input lo-
cations, which typically results in a dense covariance matrix
to invert. Subsequently, other ways of constructing induc-
ing variables have been introduced in order to mitigate the
O(M3) cost (Hensman et al., 2017; Burt et al., 2020b). The
core idea consists in defining (almost) independent inducing
variables, such that their covariance matrix is (almost) diag-
onal. These inducing variables correspond to projections of
the GP on basis functions, such that the covariance matrix
is a Gramian matrix with respect to some inner-product. Or-
thogonal basis functions yield diagonal Gramian matrices,
hence these methods are often referred to as variational or-
thogonal features (VOFs) . However existing VOF methods
are limited to stationary kernels on X ⊂ Rd (d ∈ N).
In this work we are interested in generalizing the VOF
paradigm to the case where the input space X is a set of
sequences of vectors in Rd. One may be tempted to naively
concatenate each vector in a sequence of length ` to form
a flat vector in R`d. However in this case existing VOF
methods cannot be directly applied because they are limited
to low dimensional vectors, with d ≤ 8 (Dutordoir et al.,
2020). Thus, one needs kernel functions specifically de-
signed for sequential data. The signature kernel (Cass et al.,
2020) is a natural choice that has recently emerged as a lead-
ing machine learning tool for learning on sequential data.
In particular, Toth & Oberhauser (2020) have proposed a
GP inference framework leveraging an approximation of
this covariance function (Király & Oberhauser, 2019) and
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fication tasks. Nevertheless, as in standard sparse variational
approaches to GPs, the inducing inputs they chose (so called
inducing tensors) are additional variational parameters to
optimize, and the resulting covariance matrix is dense.
Here we develop SigGPDE, a new scalable sparse varia-
tional inference framework for GP models on sequential
data. After a brief recap on the general principles of varia-
tion inference (Sec. 2) we identify a set of VOFs naturally
associated with the signature kernel. These inducing vari-
ables do not depend on any variational parameter as they
are defined as projections of GP-samples onto an orthogo-
nal basis for the RKHS associated to the signature kernel
(Sec. 3). As a result, unlike the methods developed in Toth
& Oberhauser (2020), in SigGPDE the optimization of the
ELBO does not require any matrix inversion. Subsequently,
we show that the gradients of the signature kernel are so-
lutions of a hyperbolic partial differential equation (PDE).
This theoretical insight allows us to build an efficient back-
propagation algorithm to optimize the ELBO (Sec. 4). Our
experimental evaluation shows that SigGPDE is consider-
ably faster than GPSig, whilst retaining similar predictive
performances on datasets of up to 1 million multivariate
time series (Sec. 6).
2. Background
We begin with a general summary of variational inference
for GPs. In this section, it is assumed that the input space
X ⊂ Rd. Standard models with zero-mean GP priors and
iid conditional likelihoods can be written as follows




where k(·, ·) is the covariance function. The general set-
ting for sparse GPs consists in specifying a collection of
M variables as well as a joint distribution with variational
parameters m (mean vector) and Σ (covariance matrix)
u = {um}Mm=1, q(u) = N (m,Σ). (2)
These variables induce a family of approximate posteriors
that are GPs with finite dimensional marginal densities of
the form q(f ,u) = p(f |u)q(u). Considering any input




kq(x, y) = k(x, y)− CfxuC−1uu (Cuu − Σ)C−1uuCufy ,
where the vector Cfxu and the matrix Cuu are defined as
[Cfxu]m = E[umf(x)], [Cuu]m,m′ = E[umum′ ] (4)
Provided the inducing variables u are deterministic condi-
tioned on f , one has the following lower bound (ELBO) on
the marginal log likelihood (Matthews, 2017)
log p(y) ≥ Eq(f)[log p(y|f)]−KL[q(u)||p(u)], (5)
where p(u) = N (0M , Cuu). Maximizing the right-hand-
side of eq. (5) is equivalent to minimizing the KL divergence
between q(f) and the true posterior distribution.
The original variational inference framework outlined in Tit-
sias (2009) consists in setting um = f(zm) where zm ∈ X
is a pseudo input living in the same space as x that may ei-
ther be fixed or optimized. The per-iteration cost of optimiz-
ing the ELBO isO(ÑM2+M3), where Ñ is the minibatch
size, and M3 is the cost of computing C−1uu . Therefore, the
computational bottleneck of sparse GPs is in the inversion
of the matrix Cuu via a Cholesky decomposition that has a
complexity O(M3).
Recently, a considerable effort has been devoted to the con-
struction of inducing variables u which yield a structured
covariance matrix Cuu whose inversion has a reduced com-
putational complexity (Hensman et al., 2017). This line of
work is often referred to as inter-domain sparse GPs, owing
to the fact that the pseudo inputs are not constrained to live
in X as before. In particular, Burt et al. (2020b); Dutor-
doir et al. (2020) have shown that provided one can find
an orthogonal basis of functions for the RKHS associated
with the kernel k(·, ·), it is possible to define the inducing
variables as projections of the GP samples onto this basis.
This construction yields a diagonal covariance matrix Cuu.
3. Variational Inference with Orthogonal
Signature Features
Here we present our first contribution, namely the use of
orthogonal signature features as inducing variables for GPs
on sequential data. We begin with a summary of the theo-
retical background needed to define GPs endowed with the
signature kernel. In this section X is no longer a subspace
of Rd but will be defined as a space of paths hereafter.
3.1. The signature
Consider a time series x as a collection of points xi ∈ Rd−1
with corresponding time-stamps ti ∈ R such that
x = ((t0, x0), (t1, x1), ..., (tn, xn)) (6)
with 0 = t0 < ... < tn = T . Let X : [0, T ] → Rd
be the piecewise linear interpolation of the data such that
Xti = (ti, xi). We denote by X the set of all continuous
piecewise linear paths defined over the time interval [0, T ]
and with values on Rd.
For any path X ∈ X and any α ∈ {1, . . . , d}, we will
denote its αth channel byX(α) so that at any time t ∈ [0, T ]
Xt = (X
(1)
t , . . . , X
(d)
t ) (7)
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The signature S : X → H is a feature map defined for any
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dX(α1)s1 . . . dX
(αj)
sj (8)
The feature space H associated to the signature is a Hilbert




(Rd)⊗k = R⊕ Rd ⊕ (Rd)⊗2 ⊕ . . . (9)
where ⊗ denotes the outer product (Lyons, 1998; 2014).
Interpretability of the signature features When dealing
with signals with multiple channels X(1), . . . , X(d), cause-
effect relations between the different channels might be an
essential feature that one wishes to extract from the signal.
Intrinsic in the definition of the signature are the iterated
integrals of eq. (8). The order s1 < . . . < sj of the domain
of integration, naturally captures interactions between the
channels and provides the signature features with a natural
interpretability (Moore et al., 2019; Lemercier et al., 2021).
3.2. The signature kernel
The signature kernel k : X×X → R is a reproducing kernel
associated to the signature feature map and defined for any
pair of paths X,Y ∈ X as the following inner product
k(X,Y ) = 〈S(X), S(Y )〉H (10)
It their recent article, Cass et al. (2020) provide a kernel
trick for the signature kernel by proving the relation
k(X,Y ) = U(T, T ) (11)
where the function of two variables U : [0, T ]× [0, T ]→ R
is the solution of the following hyperbolic PDE
∂2U
∂s∂t
= (ẊTs Ẏt)U (12)
with boundary conditions U(0, ·) = 1 and U(·, 0) = 1.
From the structure of H and the properties of the signature
it turns out that the signature kernel can be decomposed







where the inner summation is over the set of multi-indices
{α = (α1, . . . , αj) : α1, . . . , αj ∈ {1, . . . , d}} (14)
Next, we propose a simple parametrization of this kernel.
3.3. Parametrization of the signature kernel
In many real-world problems the input path X contains a
large number d of different channels, only some of which
are relevant. For any coordinate α ∈ {1, . . . , d} and time
index t ∈ [0, T ] one can rescale each channel X(α) by a
scalar hyperparameter θα yielding the rescaled path
Xθt := (θ1X
(1)
t , . . . , θdX
(d)
t ). (15)
From eq. (8) it is straightforward to see that the correspond-
ing rescaled signature satisfies the following relation
Sθ(X)
(α1,...,αj) := S(Xθ)(α1,...,αj) (16)
= θα1 . . . θαjS(X)
(α1,...,αj) (17)
for any α1, . . . , αj ∈ {1, . . . , d}. As a result, akin to an
automatic relevance determination (ARD) parametrization,









3.4. Variational Orthogonal Signature Features
The reproducing kernel Hilbert space (RKHS)H associated
to the signature kernel kθ can be defined as
H = {g : X 7→ 〈Sθ(X),h〉H} , h ∈ H. (19)
For any two functions g1, g2 ∈ H such that
g1 : X 7→ 〈Sθ(X),h1〉H (20)
g2 : X 7→ 〈Sθ(X),h2〉H , (21)
the inner product 〈·, ·〉H induces the inner product onH
〈g1, g2〉H = 〈h1,h2〉H . (22)
The key to our setup is that the set of signature features
S⊥ = {Sθ(·)α : X 7→ Sθ(X)α}α=(α1,...,αj) (23)







1, if α = α′,
0, otherwise.
(24)





























Figure 1. Illustration of the first terms of the signature S(X) for a 3-dimensional pathX . Each blue circle corresponds to a signature feature
S(X)α with α = (α1, . . . , αj). The size of the circle reflects the feature importance according to the property |S(X)α)| = O(1/|α|!).
The first feature S(0) which is always equal to 1 is omitted in this schematic.
An important property of the orthonormal basis S⊥ is that
its elements are naturally ordered1 S1θ, S
2
θ, . . . , S
m
θ , . . . This
ordering is due to the property that for any path X ∈ X the







as shown in Fig. 1. From eqs. (24) and (25) we define our
inducing variables as orthogonal projections of the GP2 onto
the first M elements of the orthonormal signature basis S⊥
um = 〈f, Smθ 〉H, 1 ≤ m ≤M. (26)
With this choice of inducing variables we easily deduce the
following covariances (Hensman et al., 2017)
E[umf(X)] = Smθ (X) and E[umum′ ] = δm,m′ . (27)
This implies that the covariance matrix Cuu is the identity.
For any path X ∈ X we use the convenient vector notation
SM (X) := [S1θ(X), . . . , SMθ (X)] ∈ RM (28)
to obtain the approximate posterior GP(µ, ν) with mean
and covariance functions defined by the following equations
µ(X) = SM (X)Tm (29)
ν(X,Y ) = kθ(X,Y )− SM (X)T (IM − Σ)SM (Y ).
We note that the signature and the signature kernel can be
easily computed on real time series using existing python
libraries (Lyons, 2010; Reizenstein & Graham, 2018).
1To index the signature orthogonal features we can order them
first by increasing level j, and then by sorting the multi-indices α.
2Although f does not belong to H (Kanagawa et al., 2018),
such projections are well defined.
4. Reverse-mode automatic differentiation for
the signature kernel
In order to optimize the ELBO with respect to the parame-
ters θ one needs to take derivatives of the signature kernel
kθ of eq. (29) with respect to each of its input paths. Given
that kθ solves the PDE (12) it can be computed using appro-
priate PDE numerical solvers. Therefore, in theory the dif-
ferentiation could be carried out by leveraging the automatic
differentiation tools of modern deep learning libraries (Ten-
sorflow, PyTorch etc.). However, backpropagating through
the operations of the PDE solver can be inefficient.
Here we show that the gradients of kθ can be computed
efficiently without backpropagating through the operations
of the PDE solver as they are the solutions of a second PDE
analogous to eq. (12). The ability not to rely on automatic
differentation allows for an efficient fitting of SigGPDE
both in the terms of time complexity and memory cost.
4.1. Differentiating the signature kernel along the
direction of a path
Consider a time series x as a collection of points xi ∈ Rd
with corresponding time-stamps si ∈ R such that
x = ((s0, x0), (s1, x1), ..., (s`, x`)) (30)
with s0 < ... < s`. Every vector xi in the sequence can be





Let X : [0, T ] → Rd be the piecewise linear interpolation
of the data such that Xti = (ti, xi). Similarly for a second
time series y and resulting piecewise linear interpolation Y .
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Algorithm 1 Backpropagation for kθ(X,X) via PDE (41)
1: Input: Path X , localised impulses γ = {γi,j} fully determined by the time series x.
2: u0,: = [1, 0, . . . , 0], u:,0 = [1, 0, . . . , 0] // Boundary conditions for the augmented state
3: def aug_dynamics([U(s, t), Uγ(s, t)] , s, t): // Dynamics for the augmented state
4: return
[
ẊTs ẊtU(s, t), Ẋ
T
s ẊtUγ(s, t) + γ̇sẊtU(s, t)
]
5: [U(T, T ), Uγ(T, T )] = PDESolve(u0,:,u:,0, aug_dynamic, T, T )
6: Output: 2 · Uγ(T, T ) // Gradients of the kernel at the knots of X
Recall the definition of signature kernel as
kθ(X,Y ) = k(X
θ, Y θ), (32)
where Xθ and Y θ are the rescaled paths of eq. (15).














Hence, to formulate a backpropagation algorithm in a rigor-
ous way compatible with the TensorFlow library used in this







The technical difficulty here consists in reconciling the con-
tinuous nature of the input path X and the discrete nature of
the locations xi,j where one wants to compute the gradients
and given by the knots of the time series x.
Next we introduce a collection of localised impulses and
define the concept of directional derivative of the signature
kernel along a path in order to make sense of the gradients
in eq. (34). These definitions will be followed by the main
result of this section, namely that the directional derivative
of k solves another PDE similar to eq. (12) for the signature
kernel, for which we derive an explicit solution via the
technique of variation of parameters (Thm. 4.1).
Definition 1. For any i = 1, . . . , ` and any j = 1, . . . , d
define the localised impulse γi,j : [0, T ]→ Rd as the solu-




ej1{t∈[(i−1)/`,i/`)]}, γi,j(0) = 0 (35)
Definition 2. For any path γ ∈ X the directional derivative










Each gradient of the signature kernel kθ at the knot xi,j
reported in eq. (34) can be identified with the directional
derivative of kθ along the localised impulse γi,j of Def. 1
∂
∂xi,j
k(X,Y ) := kγi,j (X,Y ) (37)
4.2. A PDE for the gradients of the signature kernel
Recall that the signature kernel kθ solves the following PDE
∂2U
∂s∂t
= (ẊTs Ẏt)U (38)
Integrating both sides with respect to s and t one obtains





U(u, v)(ẊTu Ẏv)dudv (39)
Let’s denote by Uγ : [0, T ] × [0, T ] → R the directional
derivative kγ evaluated at the restricted paths X|[0,s], Y |[0,t]
Uγ(s, t) := kγ(X|[0,s], Y |[0,t]) (40)




































Hence, differentiating the last equation first with respect to
t and then s we get that the directional derivative kγ of the
signature kernel along the path γ solves the following PDE
∂2Uγ
∂s∂t




Uγ(0, ·) = 0, Uγ(·, 0) = 0. (42)
As a result, the gradients in eq. (34) of the signature kernel
with respect to each of its input paths can be computed
in a single call to a PDE solver, which concatenates the
original state and the partial derivatives (41) into a single
vector. Each partial derivative follows the dynamics of (41)
where one replaces the direction γ by the relevant localised
impulse γi,j , τi,j for X and Y respectively. We outline the
resulting procedure in Alg. 1, where the concatenated partial
derivatives are denoted by Uγ(s, t). Note that to optimize
the ELBO we only need to differentiate k(X,X), which is
the case presented in the algorithm. The generalization to
the case k(X,Y ) is straightforward using the chain rule.
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Algorithm 2 Backpropagation for kθ(X,X) via variation of parameters (Thm. 4.1)
1: Input: Path X , localised impulses γ = {γi,j} fully determined by the time series x
2: u0,: = [1, . . . , 1], u:,0 = [1, . . . , 1] // Boundary conditions for the augmented state
3: def aug_dynamics
([




: // Dynamics for the augmented state
4: return
[




5: [U, Ũ ] = PDESolve(u0,:,u:,0, aug_dynamic, T, T ) // Keep the solutions at each (s, t)
6: Uγ = tf.sum(U · Ũ · γX) // Simple final TensorFlow operations
7: Output: 2 · Uγ // Gradients of the kernel at the knots of X
4.3. An explicit solution by variation of parameters
From this second PDE (41) we derive the following theo-
rem (proved in the appendix), that allows to compute the
directional derivative kγ of the signature kernel directly









respectively the paths X,Y reversed in time.
Theorem 4.1. For any γ ∈ X the directional derivative







U(s, t)Ũ(T − s, T − t)(γ̇Ts Ẏt)dsdt









respectively the paths X,Y reversed in time.
The full backpropagation procedure is described in Alg. 2.
5. Related work
In this section we expand on the material presented in Sec. 2,
focusing on the most recent approaches to scalable GPs on
Rd with VOFs and on sparse GPs for sequential data.
Variational Fourier Features In Hensman et al. (2017)
the inducing variables are defined for scalar input X = R
as projections of the GP-sample onto the truncated Fourier
basis. This type of inducing variables can be constructed
for GPs with Matérn-type kernels. Although the resulting
covariance matrix of the inducing variables is not diagonal,
it can be decomposed into the sum of a diagonal matrix
and rank one matrices. As a result it can be inverted using
the Woodbury identity, which makes it possible to scale GP
inference on R. The generalization to GPs on Rd is done by
taking the outer product of the Fourier basis on R.
Eigenfunction inducing features Closest to our work is
the eigenfunction inducing features developed by Burt et al.
(2020a), where the inducing variables are also defined as
projections of the GP-sample onto an orthogonal basis of
functions for the RKHS associated with the GP kernel. This
relies on a Mercer’s expansion of the kernel. From here
one identifies this orthogonal basis functions by solving an
eigendecomposition problem. For example Dutordoir et al.
(2020) map the input data to the hypersphere Sd−1 ⊂ Rd
and then show that spherical harmonics form an orthogonal
basis for RKHS associated to zonal kernels defined on Sd−1.
GPs with signature covariances Toth & Oberhauser
(2020) propose a different sparse GP inference framework
for sequential data with signature covariances (GPSig). In
this work the inducing variables are either taken to be induc-
ing sequences (IS) in the original input space (GPSig-IS)
of sequences or inducing tensors (IT) in the corresponding
feature space (GPSig-IT). The chosen covariance function
is an approximation of the signature kernel based on truncat-
ing the signature to a finite level n. This truncation makes
the feature space finite dimensional and allows to optimize
inducing tensors defined over such truncated space. Unlike
our method, the inducing tensors are additional variational
parameters to optimize. The covariance matrix Cuu is dense
and its inversion incurs an additional O(M3) cost. In Table
1 we compare the computational complexities of GPSig-IT,
GPSig-IS and SigGPDE. A similar table for the memory
complexity can be found in the appendix.
Operation SigGPDE (ours) GPSig-IT GPSig-IS
Cuu O(1) O(n2M2d) O((n+ d)M2 ˜̀2)
Cfu O(ÑM`) O(n2ÑM`d) O((n+ d)ÑM ˜̀̀ )
diag(kxx) O(dÑ`2) O((n+ d)Ñ`2) O((n+ d)Ñ`2)
Lin. Alg. O(ÑM2) O(ÑM2 +M3) O(ÑM2 +M3)
Table 1. Comparison of time complexities. M is the number of
inducing variables, Ñ the batch size, d the number of channels
in the time series, ` the length of the sequences, n the truncation
level (for GPSig-IT and GPSig-IS) and l̃ the length of the inducing
sequences. The last line of the table corresponds to linear algebra
operations including matrix multiplication and matrix inversion.
6. Experiments
In this last section, we benchmark SigGPDE against GPSig-
IT and GPSig-IS from Toth & Oberhauser (2020) on various
multivariate time series classification tasks. For GPSig-IS,
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Figure 2. Weather forecast dataset. (a) One (standard scaled) multivariate time series x in input to the GP model. (b) Posterior mean of the
SigGPDE GP when evaluated at multiple input time series like x on the test set. The actual precipitation amount is given for reference.
we use inducing sequences of length ˜̀= 5 as recommended
by Toth & Oberhauser (2020). We highlight how SigGPDE
performs competitively in terms of accuracy and uncertainty
quantification but with a significant speed-up in the fitting
compared to the other baselines. By comparing SigGPDE to
GPSig-IT and GPSig-IS, we can benchmark different sparse
approximation methods, whilst keeping the same GP model.
We use a mixture of UEA & UCR time series datasets
(timeseriesclassification.com) and real world
data for the final example. In the latter we discuss how the
predictions provided by SigGPDE can be interpreted in a
natural way via the interpretability of the interated integrals
defining the signature and discussed in Sec. 3.1.
We measure the classification accuracy on the test set, as-
sess the uncertainty quantification with mean negative log-
predictive probabilities (NLPP) and report the runtime per-
iteration. For each dataset all models are trained 3 times
using a random training-validation split. The validation split
is used to monitor the NLPP when optimizing the hyper-
parameters of the models. Further details on the training
procedure can be found in the appendix. All code is written
in TensorFlow using GPFlow (De G. Matthews et al., 2017).
6.1. Classifying digits in sequential MNIST
We start with a handwritten digit classification task, where
writers were asked to draw the digits from 0 to 9. The
instances are made up of 2-d trajectories of the pen traced
across a digital screen. The trajectories are of length ` =
8. The training and test sets are of size 7 494 and 3 498
respectively. We made use of M = 500 inducing features.
In the results reported in Table 2, SigGPDE achieves even
better accuracy and NLPP than the GPSig baselines, whilst
being almost twice as fast than GPSig-IT.
6.2. Detecting whale call signals
In this example the task is to classify audio signals and
distinguish one emitted from right whales from noise. The
Table 2. Classification for sequential MNIST (PenDigits)
Model Mean Acc. NLPP Time
GPSig-IS 97.42± 0.17 0.096± 0.005 0.186 (s/iter)
GPSig-IT 96.66± 0.59 0.115± 0.018 0.036 (s/iter)
SigGPDE 97.73± 0.13 0.085± 0.001 0.022 (s/iter)
dataset (called RightWhaleCalls in the UEA archive) con-
tains 10 934 train cases and 5 885 test cases. The signals are
one-dimensional, sampled at 2kHz over 2 seconds, hence
of length 4 000. We tackle this problem as a multivariate
time series classification task, by taking the spectrogram of
the univariate audio signal. The resulting streams are made
of 29 channels corresponding to selected frequencies and
are 30 time steps long. The results in Table 3 are obtained
with M = 700 and show the significant speed-up of SigG-
PDE by almost one order of magnitude compared to GPSig.
This speed-up is compensated by a minimal decrease in
performance both in terms of accuracy and NLPP.
Table 3. Classification for whale call signals
Model Mean Acc. NLPP Time
GPSig-IS 86.97± 0.11 0.367± 0.005 0.438 (s/iter)
GPSig-IT 87.70± 0.42 0.357± 0.003 0.048 (s/iter)
SigGPDE 86.76± 0.36 0.382± 0.002 0.008 (s/iter)
6.3. Large scale classification of satellite time series
This is our large scale classification example on 1 million
time series. The time series in this dataset represent a vege-
tation index, calculated from remote sensing spectral data.
The 24 classes represent different land cover types (Petit-
jean et al., 2012). The aim in classifying these time series
of length ` = 46 is to map different vegetation profiles to
SigGPDE: Scaling Sparse Gaussian Processes on Sequential Data
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Figure 3. Large scale (1M) classification of satellite time series.
Comparison of various metrics as functions of inducing variables.
different types of crops and forested areas. Due to the sheer
size of this dataset we only compare SigGPDE to GPSig-IT
as GPSig-IS is not scalable to such large dataset. In Fig. 3
we report the accuracy, time per iteration and ELBO by
progressively increasing the number of inducing variables.
In the regime with very few inducing variables, GPSig-IT
outperforms SigGPDE. However, as the number of inducing
features are increases, SigGPDE catches up and outperforms
its competitor in all monitored metrics.
6.4. Weather forecast
In this last example we will be using a dataset of climatic
variables recorded by the Max Planck Institute for Bio-























Figure 4. Top 20 signature features (by importance) used by Sig-
GPDE to predict the probability of rainfull in the next hour from
previous weather data. Each feature is a term in the signature. For
example Moisture-Humidity-Moisture means that a change in the
moisture channel followed by a change in the humidity channel
and a change in the moisture channel is an important pattern.
and WS Saaleaue from 2004-2020. The data consists of
7-dimensional time series recorded once per 10 minutes
where each channel represents a weather feature such as
temperature, pressure, humidity etc. The goal is to predict
whether it will rain over the next hour from the trajectory of
all other features in the preceding 6 hours. To obtain binary
labels for the classification task we set the label to 1 if the
precipitation is larger than 1mm and to 0 otherwise. The
inference mechanism is depicted on Fig. 2
A key feature proper to our model SigPDE is its interpretabil-
ity. Looking at the variational mean vector m in eq. (29), we
can extract the terms with highest relevance learned by the
model. As discussed in Sec. 3.1, thanks to the correspond-
ing signature features it is possible to infer which signature
features used by the GP are more responsible for the pro-
duced outcome. The most relevant predictive features for
this weather forecast experiment are represented in Fig. 4.
7. Conclusion
In this paper we have developed SigGPDE, a framework to
perform variational inference for GP models on sequential
data with orthogonal signature features. Firstly, we con-
structed inducing variables so that their covariance matrix
is diagonal. Secondly, we showed that the gradients of the
signature kernel are solutions of a hyperbolic PDE. As a re-
sult the ELBO is cheap to evaluate as gradient descent does
not require backpropagating through the operations of the
PDE solver. We benchmarked SigGPDE against the state-
of-the-art GPSig on different time series classification tasks,
showing a significant speed up and similar performance.
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A. Additional Proof
In this section we prove Thm. 4.1 which yields an efficient
algorithm to compute the gradients of the signature kernel
with respect to its input paths. We recall Thm. 4.1 below.
Theorem 4.1. For any γ ∈ X the directional derivative







U(s, t)Ũ(T − s, T − t)(γ̇Ts Ẏt)dsdt









respectively the paths X,Y reversed in time.
Before proving Thm. 4.1 we need the following important
lemma.
Lemma A.1. For any two paths continuous paths of
bounded variation X,Y ∈ X the signature kernel satis-
fies the following relation









Y are the respectively X,Y reversed in time.
Proof. It is a standard result in rough path theory (see for
example (Lyons et al., 2007)) that S(
←−
X ) = S(X)−1, where
the inverse is taken in the set of grouplike elements, which
is a group. The operator on grouplike elements g : S(X) 7→
S(X)−1 reverses the order of the letters in each word and
multiplies the result by −1 if the length of the word is




Y ) coordinate-wise it is easy
to see that the two −1’s for words of odd length cancel
as multiplied together, therefore the expansion of k(X,Y )





Recall the notation for the signature kernel and its direc-
tional derivative used in the statement of Thm. 4.1:








Proof of Theorem 4.1. Let γ : [0, T ]→ Rd be a continuous
path of bounded variation along which we wish to differen-
tiate k. Let’s assume that for any s, t ∈ [0, T ] there exists a























By eq. (41) we know that the directional derivative of the
signature kernel along the path γ solves the following PDE
∂2Uγ
∂s∂t
= (ẊTs Ẏt)Uγ(s, t) + (γ̇
T
s Ẏt)U(s, t) (46)






















= (ẊTs Ẏt)As,t(u, v) (47)
Or equivalently, by integrating with respect to s and t
















where the last equality is a consequence of Lemma A.1.
Pluging back this result into eq. (44) concludes the proof.
B. Additional Experimental Details
In this section we describe the experimental setup for Sec. 6.
All experiments were conducted on NVIDIA Tesla P100
GPUs.
B.1. Data collection process
The classification tasks of Sections 6.1 and 6.2 were per-
formed on two datasets (PenDigits, RightWhaleCalls) from
the UCR & UEA time series classification repository.4 For
the large scale classification experiment of Sec. 6.3 we used
a dataset of 1M satellite time series (STS).5 Lastly, the cli-
matic data (WeatherForecast) for rainfall prediction task in
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Data pre-processing included the following two steps. As
explained in Sec. 3.1, we first add a monotonically increas-
ing coordinate to all multivariate time series that we call
"time", which effectively augments by one the number of
channels. This is a standard procedure employed within sig-
nature based methods (Toth & Oberhauser, 2020; Chevyrev
& Kormilitzin, 2016). Then, we standard scale the time
series using tslearn library (Tavenard et al., 2020). This
is particularly important for the WeatherForecast dataset
where channels have different scales. Additional processing
steps have been performed for two datasets (RightWhale-
Calls, WeatherForecast) which we treat separately next.
A standard data transformation to tackle classification tasks
on audio signals consists in computing their spectrograms.
We follow this procedure for the RightWhaleCalls dataset
which contains univariate highly-oscillatory time series of
length 2 000. We used the scipy Python library to do so.
The spectrogram is commonly represented as a graph with
one axis representing time, the other axis representing the
frequency, and the color intensity representing the ampli-
tude of a particular frequency at a particular time. In this
paper, we consider the spectrogram as a multivariate time
series, where each channel represents the change in am-
plitude of a particular frequency over time. Furthermore,
exploiting the fact that frequencies in whale call signals
are typically between 50 and 300Hz, we only consider fre-
quencies which fall within this range. As a result we obtain
28-dimensional time series each of length 30. We then apply
the pre-processing steps described above.
To create the WeatherForecast dataset we used the record-
ings of various climatic variables in two weather stations
located in Germany from 2004 to 2020. The outliers were
filtered out, and we used the recordings of 7 variables (de-
picted on Fig. 2) over 6 hours in order to predict whether it
would rain by more than 1mm over the next hour. There is
one recording every 10min resulting in input time series of
length ` = 36. Since there were much fewer positive cases
(raining) than negative cases (not raining), we dropped at
random a fraction of the data, such that the ratio of posi-
tive/negative examples is brought down to 3.
B.2. Training procedure
The datasets for classification of sequential digits (PenDig-
its), audio signals (RightWhaleCalls), and satellite time
series (STS) come with a predefined test-train split. In order
to report standard deviations on our results we subsampled
20% (PenDigits,RightWhaleCalls) or 2% (STS) of the train-
ing set to form a validation set.
The training was equally split into 3 different phases. During
the first phase, only the variational parameters are trained.
For the second phase, both the variational parameters and
the hyperparameters of the kernel are trained. During the
last phase the variational parameters are trained on the full
training set (the validation data being merged back). Overall,
the hyperparameters are fixed for two-third of the iterations.
SigGPDE and the GPSig-IT/IS baselines have the same set
of hyperparameters, which correspond to the scaling factors
for each channel for the ARD parametrization of the signa-
ture kernel Sec. 3.3. Those were initialized with the same
value for all models. The inducing tensors for GPSig-IT and
inducing sequences for GPSig-IS were initialized follow-
ing the procedure outlined in (Toth & Oberhauser, 2020).
We recall that for SigGPDE there is no such parameters to
initialize. As recommended in (Toth & Oberhauser, 2020),
we use a truncation level of n = 4 for their signature kernel
algorithm (GPSig-IT/IS).
The minibatch size is either 50 (PenDigits, RightWhale-
Calls) or 200 (STS). We used the Nadam optimizer (Dozat,
2016) with learning rate 10−3. In Sec. 6 we report the time
per iteration which corresponds to one minibatch.
C. Additional Algorithmic Details
In this section we start by outlining the space and time com-
plexities of the algorithms underlying SigGPDE. Then, we
explain how we have developed a dedicated CUDA Tensor-
Flow operator for GPU acceleration to speed-up the compu-
tation of the signature kernel and its gradients.
C.1. Complexity analysis
The main algorithms underpinning SigGPDE consist in
computing three different covariance matrices to evalu-
ate the ELBO. These are the covariance matrix between
the inducing variables u (denoted by Cuu), between the
marginal f and the inducing variables (denoted by Cfu), and
finally the covariance matrix of f (its diagonal is denoted
by diag(kxx)). In Tables 4 and 5 we compare the time and
space complexities for the corresponding SigGPDE algo-
rithms to those of GPSig-IT/IS.
In the SigGPDE sparse variational inference framework,
Cuu is diagonal which lowers both the memory and compu-
tational costs (see first line Tables 4 and 5). Besides there is
no need to compute the Cholesky decomposition of Cuu to
invert it (see last line Table 4). Lastly, in SigGPDE the in-
ducing variables do not depend on any variational parameter
(see last line Table 5).
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Operation SigGPDE (ours) GPSig-IT GPSig-IS
Cuu O(1) O(n2M2d) O((n+ d)M2 ˜̀2)
Cfu O(ÑM`) O(n2ÑM`d) O((n+ d)ÑM ˜̀̀ )
diag(kxx) O(dÑ`2) O((n+ d)Ñ`2) O((n+ d)Ñ`2)
Lin. Alg. O(ÑM2) O(ÑM2 +M3) O(ÑM2 +M3)
Table 4. Comparison of time complexities. M is the number of
inducing variables, Ñ the batch size, d the number of channels
in the time series, ` the length of the sequences, n the truncation
level (for GPSig-IT and GPSig-IS) and ˜̀the length of the inducing
sequences.
Operation SigGPDE (ours) GPSig-IT GPSig-IS
Cuu N/A O(n2M2) O(M2 ˜̀2)
Cfu O(ÑM`) O(n2ÑM`) O(ÑM`˜̀)
diag(kxx) O(Ñ`2) O(Ñ`2) O(Ñ`2)
z N/A O(n2Md) O(M ˜̀d)
Table 5. Comparison of space complexities, separated by algorithm
to compute each covariance matrix. The last line accounts for the
storage of the inducing tensors and inducing sequences in GPSig-
IT and GPSig-IS.
C.2. Computing the signature kernel and its gradients
Recall that the signature kernel solves the following PDE,
∂2U
∂s∂t
= (ẊTs Ẏt)U U(0, ·) = 1, U(·, 0) = 1 (51)
therefore each kernel evaluation amounts to a call to a PDE
solver. Using a straightforward implementation of a finite-
difference PDE solver which consists in applying an update
of the form
U(si, tj) = g(U(si−1, tj−1), U(si, tj−1), U(si−1, tj)),
in row or column order, the time complexity for N kernel
evaluations for time series with d channels of length ` is
O(dN`2). Indeed there is no data dependencies between
each of the N kernel evaluations, hence we can solve each
PDE in parallel. But, this does not reduce the quadratic
complexity with respect to the length `. However, it is
possible to parallelize the PDE solver by observing that
instead of solving the PDE in row or column order, we can
update the antidiagonals of the solution grid. As illustrated
on Fig. 5, each cell on an antidiagonal can be updated with
in parallel as there is no data dependency between them.
Therefore, we propose a CUDA implementation where N
collections of 2` − 1 threads (the number of cells on the
biggest antidiagonal) running in parallel can simultaneously
update an antidiagonal of the solution grids.
To compute the gradients, we use the result from Thm. 4.1.
During the forward pass we solve the PDEs defined by
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Figure 5. Parallelization of the finite-difference scheme. Each cell
on an antidiagonal can be computed in parallel, provided the previ-
ous antidiagonals have been computed.
above. For the backward pass, we first solve the PDEs with
the input time series reversed in time, by calling the same
CUDA operator. Second, we compute the gradients using
simple vectorized TensorFlow operations.
