Abstract. The free sum is a basic geometric operation among convex polytopes. This note focuses on the relationship between the normalized volume of the free sum and that of the summands. In particular, we show that the normalized volume of the free sum of full dimensional polytopes is precisely the product of the normalized volumes of the summands.
Introduction. A (convex ) polytope P ⊂ R
n is the convex hull of finitely many points in R n . Equivalently, P is the bounded intersection of finitely many closed half-spaces in R n . We call a polytope lattice if its vertices are elements of Z n . Polytopes are fascinating combinatorial objects, and lattice polytopes are especially interesting due to their appearance in many contexts, such as combinatorics, algebraic statistics, and physics; see, for example, [1, 24, 25] Given polytopes P ⊂ R m and Q ⊂ R n , set P ⊕ Q := conv{(P, 0) ∪ (0, Q)} ⊂ R m+n .
If P and Q each contain the origin, then we call P ⊕ Q the free sum of P and Q. It will be convenient to use the notation P ′ , Q ′ for (P, 0), (0, Q) ∈ R m+n , respectively, so that we simply write P ⊕ Q = conv{P ′ ∪ Q ′ }. In the present contribution, we show that the normalized volume of the free sum P ⊕ Q is precisely the product of the normalized volumes of P and Q.
Given a lattice polytope P ⊂ R n , its lattice point enumerator, defined on the positive integers, is L P (m) := |mP ∩ Z n |.
Ehrhart [11] showed that L P (m) agrees with a polynomial of degree dim P with rational coefficients, called the Ehrhart polynomial. Thus, the Ehrhart series
is a rational function of the form
where h *
is called the h * -vector of P , and Stanley [22] proved that it consists of nonnegative integers. We refer the reader to [3] for background on Ehrhart theory.
The choice of notation h * evokes parallels with combinatorial h-vectors of simplicial complexes. For example, under certain conditions, the h * -vector of a lattice polytope is the h-vector of a simplicial polytope [22] . This is not to be expected in general, though; such a correspondence can fail even in R 3 .
Example 1. Let T r be the tetrahedron
where r is a positive integer. It is not difficult to verify that that h * (T r ) = (1, 0, r − 1), but this is not the h-vector for a (d−1)-dimensional simplicial complex whenever r > 1.
Another basic result of Ehrhart theory is that if P is a lattice polytope, then h * P (1) is the normalized volume
where vol P is the relative volume of P . Additionally, for all lattice polytopes, h * 0 = 1, and there are simple combinatorial interpretations for h * 1 as well as h * d . However, the remaining coefficients do not have such elementary descriptions in general. This has led to a large amount of research being conducted to better understand the behavior of h * -vectors for lattice polytopes, even for quite restricted classes of polytopes. See [7] for a recent survey regarding h * -vectors of lattice polytopes. Define the (polar) dual of P ⊂ R m to be
The dual P ∨ is again a polytope if and only if 0 is an interior point of P ; otherwise, P ∨ is an unbounded polyhedron. If P and P ∨ are both lattice polytopes, then P is called reflexive. A lattice translate of a reflexive polytope is also called reflexive. Reflexive polytopes were originally introduced by Batyrev [1] to describe mirror symmetry phenomena in supersymmetric string theory. Since their introduction, many fascinating combinatorial and arithmetic properties of theirs have been discovered [8, 10, 12, 14, 15, 17, 21 ]. An increasingly well-known result in Ehrhart theory related to reflexive polytopes is the following, also known as Braun's formula.
Theorem 2 (Braun's formula, [6] ). If P ⊂ R m is a reflexive polytope and Q ⊂ R n is a lattice polytope containing the origin in its interior, then
Consequently,
. The conditions needed for Braun's formula to hold were significantly relaxed in [2] , including a multivariate generalization. However, we will not need such power here.
Because h * P (1) gives the normalized volume of P , it follows that if P ⊕ Q is a free sum satisfying the conditions of Braun's formula, then
If 0 is merely on the boundary of P or Q, then P ⊕ Q is still called a free sum but its h * -polynomial may not factor. In this note we shall examine instances in which the h * -polynomial may fail to factor yet the normalized volume of the free sum does factor as the product of normalized volumes of the summands.
Example 3. Let P = T 2 as in Example 1 and let Q = P ⊕ P ⊂ R 6 . It is easy to verify that P contains no interior lattice point, and so is not reflexive. Moreover, a routine computation shows that the h * -vectors of P and P ⊕ P are (1, 0, 1) and (1, 0, 2, 1) respectively. Therefore the h * -polynomial of P ⊕P is distinct from (h * P (t)) 2 . However, the normalized volume factoring Vol 6 (P ⊕ P ) = 4 = Vol 3 (P ) Vol 3 (P ) remains valid.
The main goal of this article is to establish the general fact that the (top dimensional) normalized volume of a free sum is always the product of the normalized volumes of the summands.
Theorem 4. Given full-dimensional convex polytopes P ⊂ R m and Q ⊂ R n , if both P and Q contain the origin (of R m and R n respectively), then
This theorem demonstrates that even if the distribution of lattice points in the various dilations of P ⊕ Q does not carry over from that of P and Q, we can still easily recover geometric information about the polytope.
It is easy to see that if P ′ and Q ′ do not intersect, then there is no hope of a similar product formula for Vol m+n (P ⊕ Q) to occur in general. As a simple example, note that if P = [k, k + 1] ⊂ R for some positive integer k and Q = [0, 1] ⊂ R, then the product of their normalized volumes is 1 but the normalized volume of P ⊕ Q increases as k → ∞.
Section 2 recalls important results related to lattice polytopes and roots of Laurent polynomial systems. We then present the proof of Theorem 4 in Section 3.
We conclude the introduction by remarking that Theorem 4 is implicit in the work of [23] , which considers a weighted h * -polynomial. While Stapledon's results are more general (by considering rational dilations of polytopes), our alternate proof for integer dilations approaches the question via bounds on isolated points of complex varieties.
2.
Preliminaries. This section briefly reviews notations and concepts to be used. Given a polytope P ⊂ R n and a linear form l(x), we call
A face of P is a set of the form l b (x) ∩ P for some supporting hyperplane l b (x) of P . The empty set and P itself are faces of P , corresponding to a hyperplane that does not intersect P in the former case, and the "empty" hyperplane in the latter. The dimension of a face F is defined as dim aff F , where aff F is the affine span of F . By convention, dim ∅ := −1. A face of dimension 0 is called a vertex, a face of dimension 1 is called an edge, and a face of dimension dim P − 1 is called a facet.
Next, recall that the Minkowski sum of two sets A, B ⊂ R n , is
Given polytopes Q 1 , . . . , Q n ⊂ R n , and positive scalars λ 1 , . . . , λ n , the Minkowski sum λ 1 Q 1 + · · · + λ n Q n is also a polytope, and its volume is a homogeneous polynomial in λ 1 , . . . , λ n . In it, the coefficient of λ 1 · · · λ n is the mixed volume 1 [20] of Q 1 , . . . , Q n , denoted MV(Q 1 , . . . , Q n ). It agrees with normalized volume "on the diagonal," that is, MV(Q, . . . , Q) = Vol n (Q).
Though the main results to be established in this note concern a geometric property of polytopes, our proofs take a decidedly algebraic approach via the theory for counting roots of Laurent polynomial systems. A Laurent polynomial in x 1 , . . . , x n is an expression of the form
where c k ∈ C * = C \ {0} and a k,j ∈ Z. Thus, the Laurent polynomials are exactly the expressions obtained when localizing the usual polynomial ring C[x 1 , . . . , x n ] at each indeterminate. We adopt the compact notation p = a∈S c a x a where each a = (a 1 , . . . , a n ) ∈ Z n encodes the exponents of a term,
an n , and the set S ⊂ Z n collecting all such exponents is known as the support of p, denoted supp(p). For a Laurent polynomial system P = (p 1 , . . . , p m ) in x = (x 1 , . . . , x n ), we define V * (P ) := {x ∈ (C * ) n | P (x) = 0}, which is the common zero set of P within (C * ) n . Here, the dimension n (of the ambient space) is generally clear from context and hence does not directly appear in the notation V * (P ). Such a zero set has rich internal structures (e.g. the structure of a quasi-projective algebraic set [13] ). In particular, V * (P ) consists of finitely many irreducible components each with a welldefined dimension. Of special interest to us are the 0-dimensional components of V * (P ), which are the isolated points: elements x for which there is an open set that contains x but does not contain any other points in V * (P ). This subset will be denoted by V * 0 (P ). Our proof makes frequent use of the following two theorems: Theorem 5 (Kushnirenko's Theorem [19] ). Given a Laurent polynomial system P = (p 1 , . . . , p n ) in x = (x 1 , . . . , x n ), if the supports of p 1 , . . . , p n are identical, that is, if S := supp(p 1 ) = · · · = supp(p n ), then
Theorem 6 (Bernshtein's First Theorem [4] ). For a Laurent polynomial system P (x 1 , . . . , x n ) = (p 1 , . . . , p n ), (p 1 )) , . . . , conv(supp(p n ))).
Remark 7. Implicit in the above theorems is the fact that the upper bounds for |V * 0 (P )| given in both statements are "generically exact" in the sense that if the coefficients are chosen at random, the probability of picking coefficients for which the bounds are not exact is zero. Stated more precisely, the set of coefficients for which the bounds are exact form a nonempty Zariski open set among the set of all possible choices of coefficients. The generically exact solution bound given by Theorem 6 has since been known as the BKK bound after the circle of works by Bernshtein [4] , Kushnirenko [18, 19] , and Khovanskii [16] .
Our main proof additionally relies on the following result on the connection between mixed volume and normalized volume established independently in [5] and [9] .
Theorem 8 ([9, Theorem 2]). Given nonempty finite sets S 1 , . . . , S n ⊂ Q n , let S = S 1 ∪ · · · ∪ S n . If every positive-dimensional face F of conv(S) satisfies one of the following conditions: (A) F ∩ S i = ∅ for all i ∈ {1, . . . , n}; (B) F ∩ S i is a singleton for some i ∈ {1, . . . , n}; (C) For each i ∈ I := {i | F ∩ S i = ∅}, F ∩ S i is contained in a common coordinate subspace of dimension |I|, and the projection of F in this subspace is of dimension less than |I|; then MV(conv(S 1 ), . . . , conv(S n )) = Vol n (conv(S)).
Note that if conv(S) is not full-dimensional, then both sides of the above equations will be zero.
3. Proofs of the main results. We now turn to the main result, Theorem 4, which we shall recall here:
Proof. First, we consider the cases where P and Q are both lattice polytopes. Let S ⊂ Z m and T ⊂ Z n be the set of vertices of P and Q respectively. Also let in the m + n variables (x, y) = (x 1 , . . . , x n , y 1 , . . . , y n ). It is easy to verify that
Since the c i,a and c ′ j,b are generic, the BKK bound for H given by Theorem 6 is exact. In that case,
We shall now show, using Theorem 8, that this quantity is also the normalized volume of
Let F be a positive dimensional proper face of P ⊕ Q. We shall show F always satisfy one of the conditions listed in Theorem 8.
(Case I) First, suppose F contains P ′ or Q ′ . Then by assumption, F intersects both P ′ and Q ′ since the two must intersect at the origin according to the definition of a free sum. Therefore F satisfies condition (A) in Theorem 8.
(Case II) If F is a proper face of P ′ and F ∩ Q ′ = ∅, then
In other words, F is contained in a coordinate subspace of dimension m and its projection in this subspace is of dimension less than m. Therefore F satisfies condition (C) in Theorem 8. By the same argument, F would satisfy the same condition if F is a proper face of Q ′ instead and F ∩ P ′ = ∅.
(Case III) Finally, suppose F does not contain P ′ or Q ′ nor is it contained in P ′ or Q ′ . Since a face of P ⊕ Q must contain vertices of P ⊕ Q which are necessarily of the form (p, 0) or (0, q) for p ∈ P or q ∈ Q, F must intersect both P ′ and Q ′ . That is, it satisfies condition (A) in Theorem 8.
The above cases exhausts all the possibilities, therefore by The above shows the statement holds for two lattice polytopes P and Q. Since the volume forms vol m+n , vol m , and vol n are homogeneous of degree m + n, m, and n respectively under uniform scaling, this result directly extends to polytopes with vertices in Q m and Q n respectively. Then by the continuity of volume forms, the statement must also hold for polytopes with vertices of real coordinates.
