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Abstract
It is shown that a greedy orthogonal access scheme achieves the sum degrees of freedom
of all one-dimensional (all nodes placed along a straight line) convex cellular networks (where
cells are convex regions) when no channel knowledge is available at the transmitters except the
knowledge of the network topology. In general, optimality of orthogonal access holds neither
for two-dimensional convex cellular networks nor for one-dimensional non-convex cellular
networks, thus revealing a fundamental limitation that exists only when both one-dimensional
and convex properties are simultaneously enforced, as is common in canonical information
theoretic models for studying cellular networks. The result also establishes the capacity of the
corresponding class of index coding problems.
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1 Introduction
Interference is one of the main barriers faced by cellular networks. While many sophisticated
interference management schemes have recently been developed around the idea of interference
alignment, typically these schemes assume too much channel state information at the transmitters
(CSIT) to be considered practical. A complementary perspective, called topological interference
management (TIM), is introduced in [1], which studies the degrees of freedom (DoF) of partially
connected wireless networks with only a knowledge of the network topology available to the
transmitters. Essentially, TIM generalizes the idea of interference avoidance, by using optimal
vector space assignments instead of conventional solutions such as TDMA, FDMA or CDMA. The
optimal assignment of vector spaces based only on the network topology, is shown in [1] to be
essentially the “index coding” problem that has been studied by computer scientists for over a
decade. Optimal solutions to the index coding problem, and therefore optimal assignments of
vector spaces in partially connected wireless networks, are shown to be guided by interference
alignment principles, even though no channel knowledge other than the connectivity is available
to the transmitters in the wireless setting. Conventional access approaches such as TDMA/FDMA
(which correspond to fractional clique covers in the index coding problem) and CDMA (which cor-
responds to partition multicast) are special cases of the solutions proposed for index coding, and
are sub-optimal in general. Reference [1] points out instances of wireless interference networks
with no CSIT except topology, where the optimal solution beats the best TDMA/FDMA/CDMA
solution by at least a factor of (1 + o(1))K1/4, where K is the number of messages. Even for small
cellular networks, such as the 4 cell example of [1] illustrated in Fig. 1, the benefits of interference
alignment over TDMA/FDMA/CDMA are evident. What is shown in Fig. 1 is a 4 cell network
Figure 1: A 4-cell example with no CSIT except topology where interference alignment is needed. Each base
station (A,B,C,D) can only be heard within the shaded region around it.[1]
with 8 users, each located at the boundary of two cells. Users are labeled by the symbols that they
desire. It is easy to see that the best TDMA/FDMA/CDMA scheme cannot achieve more than a to-
tal of 2 DoF in this network (e.g., by allowing base stations A and D to transmit while base stations
B,C remain silent). However, a simple interference alignment scheme with no CSIT beyond net-
work topology, i.e., the same CSIT as needed for TDMA, achieves 83 DoF which is also the optimal
DoF value. The optimal scheme operates over 3 channel uses over which base station A transmits
[a1, a2,0], B transmits [b1, b1+ b2, b1], C transmits [c1,0, c2], and D transmits [d1, d1, d1+ d2]. Because
of interference alignment, each user is able to resolve its desired symbol.
While TIM and index coding problems are open in general, for several interesting topologies
the optimal solutions have been found. These include symmetric cellular settings with neighbor-
ing interferers or neighboring antidotes [2], symmetric linear, rectangular and hexagonal cellular
network topologies [1], settings with 5 or fewer messages [3], a sub-class of 6-cell topologies [4], all
half-rate-feasible networks [5, 1], networks where the sum-DoF is only 1 [6, 7, 1], and settings with
only one-to-one alignment demands where the alignment graph contains no overlapping cycles
[8]. Even when the optimal solutions are orthogonal, e.g,. TDMA schemes, they are guided by
interference alignment principles. For example, in the regular hexagonal cellular topology where
each user is at the boundary of two cells whose base stations are the only ones it can hear, the
optimal solution is an orthogonal scheme that achieves the optimal DoF value 67 by sacrificing
one cell towards which all interference is directed from its six neighboring cells, in effect aligning
interference in the direction of the sacrificed cell.
Finding solutions to new classes of topologies for the index coding and TIM problems is cur-
rently an active research area [5, 2, 1, 3, 4],. Evidently, topologies inspired from cellular wireless
networks are of particular interest. In this work, we settle the TIM and index coding problems for
such a class of topologies.
2 Main Result
We settle the DoF of all one-dimensional convex cellular networks when no CSIT is available
except network topology. We define the terminology as follows.
2.1 One-dimensional Convex Cellular Networks
One-dimensional Network: A one-dimensional network corresponds to a placement of all trans-
mitters and receivers along a straight line.
Convex Cellular Network Model: Convex cellular network model captures propagation path loss
and cell association properties, stated below from the destination’s perspective.
1. Propagation path loss: Around each destination node Dj there is a convex region that contains
all the source nodes that Dj can hear and none of the source nodes that Dj cannot hear.
2. Cell Association: Around each destination node there is a convex region that contains all
source nodes associated with Di (i.e., all source nodes that have desired messages for Dj)
and none of the source nodes that are not associated with Dj .
A convex connected network should satisfy corresponding properties from the source nodes’ per-
spective as well. Note that there is no assumption of symmetry, so each convex region may be
different.
Two examples of one-dimensional convex cellular networks are illustrated in Fig. 2 and Fig. 3
where the source nodes Si are the tall black towers and the destination nodes Dj are short white
towers. Solid black edges show cell associations, i.e., there is a solid black edge from a source
node to a destination node if and only if there is a desired message between the two. Dashed
red edges show interference, i.e., a source is connected to a destination by a dashed edge if the
channel between them is strong enough for the source to be heard by the destination but there is
no desired message between them. If there is no edge from a source to a destination then it means
that the destination cannot hear the source, modeled as a zero channel between them. It is easy to
check that these are one-dimensional convex cellular networks. For such networks, we will define
a greedy orthogonal access scheme.
Figure 2: A one-dimensional convex cellular network where the left-to-right greedy orthogonal scheme
achieves 3 DoF by scheduling orthogonal transmissions S1→D1, S4→D4 and S8→D8. This is also the
optimal DoF value.
Figure 3: A one-dimensional convex cellular network with convex connectivity where the left-to-right
greedy orthogonal scheme achieves 5 DoF by scheduling orthogonal transmissions S1 → D1, S3 → D5,
S5→ D7, S6→ D10, and S8→ D14. This is also the optimal DoF value.
2.2 Left-to-Right Greedy Orthogonal Access Scheme
As the name suggests, the greedy orthogonal access scheme will greedily select an orthogonal
subset of messages for transmission.
Orthogonal messages: These are messages that cause no interference to each other, i.e., a sub-
set of messages is called orthogonal if out of all the sources and destinations that are associated
with these messages, the intended destination of any message can hear only one source, which
transmits only its desired message.
Clearly, an orthogonal set of messages cannot include more than one message intended for the
same destination or originating at the same source.
The left-to-right greedy scheme starts at the left and moves to the right, building a set of or-
thogonal messages by greedily adding any message that is orthogonal to its previously chosen
set of orthogonal messages. It starts with the first source and first destination, i.e., source S1, and
destination D1. Because of the network convexity, and since every destination must have at least
one desired message, S1 must have a message for D1. This message is the first message chosen by
the greedy orthogonal scheme. The remaining messages are chosen by moving to the right in the
following iterative fashion. Suppose at any stage, the last chosen orthogonal message was from
Si to Dj . Then the greedy scheme looks for the first source to the right of Si that cannot be heard
by Dj . When it finds such a source, say Sk, then it looks among the desired destinations of Sk to
find the first destination that does not hear Si. If it finds such a destination, say Dl, then it adds
the message from Sk to Dl as the next member of the orthogonal set. If it does not find such a
destination, then it moves on to the next source on the right, Sk+1, searches for the first among
its desired destinations that does not hear Si, and so on. If it finds such a source-destination pair,
the corresponding message is added to the orthogonal set and the search continues for the next
message. The search stops when there are no more source nodes on the right.
Let us illustrate how the greedy orthogonal scheme functions, through the two examples
shown in Fig. 2 and Fig. 3. First consider Fig. 2. After choosing S1 → D1, the next source to
the right that cannot be heard by D1 is S4. The first desired destination of S4 that does not hear S1
is D4. So the next orthogonal message chosen corresponds to S4 → D4. Continuing to the right,
the next choice is S8→ D8 and there are no further choices available. Since three orthogonal mes-
sages are chosen for transmission, the DoF achieved by the left-to-right greedy orthogonal scheme
is 3. Now consider Fig. 3. The left-to-right greedy orthogonal scheme for this network chooses
the orthogonal messages corresponding to S1 → D1, S3 → D5, S5 → D7, S6 → D10, and S8 → D14
to achieve a total of 5 DoF.
2.3 Optimality of Left-to-Right Greedy Orthogonal Access Scheme
One might wonder if we could have done better with an orthogonal scheme that moved from
right-to-left, instead of left-to-right. Indeed the question is non-trivial. We will answer this ques-
tion rigorously very shortly, but perhaps it is interesting to first try it out. For the network of
Fig. 2, a right-to-left greedy orthogonal scheme will choose S9 → D10, S7 → D8 and S3 → D3, to
again achieve a total of 3 DoF. Similarly, for the network of Fig. 3, a right-to-left greedy orthogonal
scheme will choose S8 → D14, S6 → D12, S5 → D7, S3 → D5, and S1 → D2, to again achieve a
total of 5 DoF. One might also wonder if non-greedy schemes may be able to find a larger set of
orthogonal messages, and it may also be an interesting exercise. However, as we will show next,
no scheme can find a larger set of orthogonal messages than the left-to-right greedy orthogonal
scheme. In fact, we will show a much stronger result. That no scheme, orthogonal or otherwise,
linear or non-linear, can achiever greater DoF than the left-to-right greedy orthogonal scheme, i.e.,
the left-to-right greedy orthogonal scheme achieves the information theoretic optimal DoF. This is
the main result of this paper, and is stated in the following theorem.
Theorem 1 The left-to-right greedy orthogonal access scheme achieves the optimal information theoretic
sum DoF of all one-dimensional convex cellular networks.
Remark: Note that Theorem 1 applies only to the topological interference management setting, i.e.,
no CSIT is assumed to be available other than the knowledge of the network topology. Also, since
the choice of left-to-right direction is arbitrary, the corresponding right-to-left greedy orthogonal
scheme must be DoF-optimal as well.
While the cellular networks considered in this work are illustrated as downlink scenarios (base
stations transmitting), all uplink settings (base stations receiving) are automatically included by
switching the notion of users and base stations, i.e., if we regard the sources as users and destina-
tions as base stations, then all the networks become uplink networks. Since the labeling of sources
and destinations as base stations or users is entirely a cosmetic issue, the result of Theorem 1
applies to both uplink and downlink settings.
Note that for any convex cellular network, the reciprocal network (obtained by switching the
direction of communication) is also a convex cellular network. Therefore, the greedy orthogo-
nal access scheme is sum-DoF optimal in both networks. The greedy orthogonal access scheme
achieves the same sum-DoF in both networks, so from its optimality it follows that every one-
dimensional convex-cellular network has the same sum-DoF as its reciprocal network, i.e., duality
holds.
Last but not the least, the result of Theorem 1 extends to corresponding instances of the index
coding problem, leading to the following corollary.
Corollary 1 The left-to-right greedy orthogonal access scheme achieves the sum capacity of the index cod-
ing instances corresponding to one-dimensional convex cellular networks (as identified in [1]).
The proofs for Theorem 1 and Corollary 1 are presented in Section 5.
3 Discussion
It is remarkable that orthogonal access schemes are optimal for all one-dimensional convex cellular
networks because this is not the case for two-dimensional or non-convex networks.
One-dimensional network topology by itself does not imply that orthogonal access schemes
are DoF optimal. For example, the 4 cell network of Fig. 1 can be mapped to a one-dimensional
topology by numbering the nodes and placing them sequentially, without changing the connec-
tivity or message sets. But orthogonal access schemes are not optimal there.
Convex cellular model by itself also does not imply that orthogonal access schemes are DoF op-
timal. For example, the 4 cell setting of Fig. 1 obviously is a convex cellular model in 2-dimensions,
but orthogonal solutions are not optimal there.
Note that the 4-cell example of Fig. 1 can be seen as a one-dimensional non-convex cellular
network or as a two-dimensional convex cellular network, but not as a one-dimensional convex
cellular network.
Thus, taken individually, neither one-dimensional topology nor convex connectivity implies
the optimality of orthogonal access schemes. It is therefore somewhat surprising that when con-
sidered together, the DoF of one-dimensional convex cellular networks are always achieved by
orthogonal schemes. This observation is the main contribution of this work.
To understand the significance of this observation, note that one-dimensional topologies with
convex connectivity, e.g., Wyner models [9], are commonly used in information theoretic studies
as canonical representatives of cellular networks [10, 11, 12, 13, 14, 15, 16, 17] in order to gain
fundamental insights into cellular interference management principles. While the limitations of
such models have been explored from a practical perspective [17], what our result shows is a
fundamental limitation of these canonical models. Specifically, the study of one dimensional con-
vex topologies in the absence of CSIT, cannot reveal the need for non-orthogonal access schemes,
which become necessary for two-dimensional or non-convex topologies. Finally, the correspond-
ing class of index coding problems whose capacity is automatically characterized, is interesting as
well.
4 System Model
4.1 Channels and Message Sets
Consider a one-dimensional downlink linear cellular network where the source nodes (transmit-
ters) are denoted from left to right as S1, S2, · · · , ST and there are totallyK users (destinations) that
are sequentially denoted, from left to right, as D1,D2, . . . ,DK , respectively. The channel input-
output relationships are denoted as
y1(n)
y2(n)
...
yK(n)
 =

h11(n) h12(n) . . . h1T (n)
h21(n) h22(n) . . . h2T (n)
...
...
. . .
...
hK1(n) hK2(n) . . . hKT (n)


x1(n)
x2(n)
...
xT (n)
+

z1(n)
z2(n)
...
zK(n)
 (1)
where, over the n-th channel use, xj(n) is the transmitted symbol from source (base station) Sj
, yi(n) is the received symbol at User Di, zi(n) ∼ N c(0,1) is zero mean unit variance additive
complex Gaussian noise at destination (user) Di, and hij(n) is the channel coefficient between
source Sj and destination Di. Under the TIM problem the CSIT is a binary value for each channel
that models it as either connected or disconnected. The disconnected channel coefficients are zero.
The connected channels take values in a range bounded away from zero and infinity but their
values are not known to the transmitters. The non-zero (connected) channel coefficients may be
assumed to remain constant or vary across time, but are statistically indistinguishable from each
other, as far as the transmitters are concerned. Channel state information at the receivers includes,
in addition to the topological information, the precise knowledge of all desired channels. All
symbols belong to the field of complex numbers C.
We assume a general model where each user may receive desired messages from possibly
multiple but not necessarily all the base stations that it can hear. This includes as a special case
the conventional setting where each user is only associated with one desired base station, e.g.,
the closest base station, and receives only interference from the remaining base stations that it
can hear, but is general enough to also model soft-handoff and other cooperative scenarios where
multiple base stations send information to each user. Thus, base station Sj has a set of independent
messages, W(Sj), that it wants to send to its desired users. User Di has a set of independent
messagesW(Di) that it desires. The set of all independent messages is denoted asW , so that
W = ∪Ki=1W(Di) = ∪Ti=1W(Si). (2)
Each message W ∈W has a unique source S(W ) and a unique destination D(W ). In other words,
this is a multiple unicast setting.
Between any base station Si and user Dj , we have three possibilities.
1. [Weak (Dj 9 Si)]
The channel can be weak (zero). This is denoted as Dj 9 Si. Note the direction points from
the destination to the source. This is motivated by the notion of acyclic demand graphs [1]
that will be useful later on. In the illustrations, we will indicate weak channels simply by the
lack of an edge between the base station and the user.
2. [Desired (Si→ Dj) ]
If the channel is non-zero, and Si has a desired message for Dj then we call it a desired
channel and denote it as Si → Dj . In the figures, such a channel is shown as a solid black
edge between Sj and Di.
3. [Interfering (Si 99K Dj)]
If Si can be heard by Dj (non-zero channel) but there is no desired message from Si to Dj ,
then we call it an interfering channel and denote it as Si 99KDj . In the figures, such a channel
is indicated by a dashed red edge.
To avoid degenerate cases, we will assume without loss of generality that if a source has a message
for a destination, the channel between them cannot be zero.
If Si→ Dj , then it cannot be true that Dj 9 Si. (3)
The transmit power constraint at every base station is set as P , i.e.,
E
[
1
N
N∑
n=1
|xi(n)|2
]
≤ P, ∀i ∈ {1,2, · · · , T}. (4)
To compute the DoF, we let P approach infinity, and evaluate the achievable rates normalized
by log(P). If there exists a sequence of achievable rate allocations R(W,P ), such that the limit
R(W,P )/ log(P ) exists for all W ∈ W as P → ∞, then these limiting values are said to be an
achievable DoF allocation.
DoF(W ) = lim
P→∞
R(W,P )
log(P )
∀W ∈ W (5)
The closure of achievable DoF allocations is called the DoF region. Our goal is to find the sum-DoF
in such a network, i.e., the maximum value of the sum of DoF of all the messages in the network.
4.2 Convex Cellular Model
We will specialize the convex cellular model to the one-dimensional case. But first we need the
notion of relative node position, defined as follows.
Definition 1 We define the relation a < b between a source node and a destination node to indicate that
node a is “to the left of” node b. For example, S1 <D1 would mean that source 1 is to the left of destination
1, D2 < S2 would mean that destination 2 is to the left of source 2. Among source nodes Si < Sj if i < j
and similarly among destination nodes Di < Dj if i < j. The notations a ≤ b, a > b, a ≥ b, when applied
directly to source and/or destination nodes, are defined similarly.
The one-dimensional convex cellular model is defined by destination and source convexity prop-
erties listed below.
1. Destination Convexity: Destination convexity refers to the property that if a destination has
a desired message from a source node on its left (right) side, then it must also have a desired
message from all other source nodes on the left (right) side that are closer, and if a destination
cannot hear a source node on its left (right) side, then it must also be unable to hear all other
sources on the left (right) side that are farther away. This is expressed notationally as follows.
. . .. . . . . . . . .
Dk
SnkSmkSmk+1SjkSjk−1Sik
Figure 4: Destination Dk has independent desired messages from sources connected with black links and
receives only interference from sources connected with red links.
(a) If Si < Sj < Dk, and Si→ Dk then it is implied that Sj → Dk.
(b) If Si > Sj > Dk, and Si→ Dk then it is implied that Sj → Dk.
(c) If Si < Sj < Dk, and Dk 9 Sj then it is implied that Dk 9 Si.
(d) If Si > Sj > Dk, and Dk 9 Sj then it is implied that Dk 9 Si.
Destination convexity is shown in Fig. 4 from the perspective of destination Dk. Base sta-
tions Sjk through Smk have independent messages for user Dk. The base stations that are
out of this range but still close enough to send interference are shown as two subsets of base
stations in Fig. 4. One of the subsets is comprised of base stations Smk+1 through Snk and
the other subset is comprised of base stations Sik through Sjk−1 that are respectively located
on the right and left side of the desired set of base stations. The remaining base stations (not
shown in Fig. 4) present only weak (zero) channels to user Dk. Note that no symmetry is
assumed in the ranges of desired, interfering and weak base stations.
2. Source Convexity: Source convexity refers to the property that if a source has a desired mes-
sage for a destination node on its left (right) side, then it must also have a desired message
to all other destination nodes on the left (right) side that are closer, and if a source cannot be
heard by a destination node on its left (right) side, then it must also be unable to be heard
by all other destination nodes on the left (right) side that are farther away. This is expressed
notationally as follows.
(a) If Di < Dj < Sk, and Sk → Di then it is implied that Sk → Dj .
(b) If Di > Dj > Sk, and Sk → Di then it is implied that Sk → Dj .
(c) If Di < Dj < Sk, and Dj 9 Sk then it is implied that Di9 Sk.
(d) If Di > Dj > Sk, and Dj 9 Sk then it is implied that Di9 Sk.
. . . . . . . . . . . .
Si
Dki DliDli−1 DmiDmi+1Dni
Figure 5: Source Si has independent messages for the destinations connected with black links and
interferes with users connected with red links.
Source convexity is shown in Fig. 5 from the perspective of source Si. Destinations Dli
through Dmi receive independent messages from source Si. The destinations that are out of
this range but still close enough to receive interference are shown as two subsets of desti-
nations in Fig. 5. One of the subsets is comprised of destinations Dmi+1 through Dni and
the other subset is comprised of destinations Dki through Dli−1 that are respectively located
on the right and left side of the desired set of destinations. The remaining destinations (not
shown in Fig. 5) see only weak (zero) channels from source Si. Once again, note that no
symmetry is assumed in the ranges of desired, interfering and weak base stations.
Remark: It is easy to verify that destination convexity does not imply source convexity and vice
versa, i.e., the two are not redundant.
5 Proof
5.1 Preliminaries
Lemma 1 Let Wa ⊂ W be a subset of messages, S(Wa) be the set of source nodes where these messages
originate and D(Wa) be the set of destination nodes for which these messages are intended. If the sum-DoF
value for the messages inWa is greater than 1, then there must exist a cycle of the form:
Di1 9 Si2 → Di3 9 Si4 → · · ·9 Sin → Di1 (6)
with Si2 , Si4 , · · · , Sin ∈ S(Wa) and Di1 ,Di3 , · · · ,Din−1 ∈ D(Wa).
Proof: Proof follows directly from Theorem 4.11 of [1] which states that the sum-DoF value must
be 1 if the demand-graph of a TIM problem is acyclic. Therefore, if the sum-DoF value is greater
than 1, the demand graph must contain a cycle. This is the cycle indicated in (6).
Lemma 2 Let Wa ⊂ W be a subset of messages, S(Wa) be the set of source nodes where these messages
originate and D(Wa) be the set of destination nodes for which these messages are intended. If the sum-DoF
value for the messages inWa is greater than 1, then there must exist
Dj1 9 Sj2 → Dj3 9 Sj4 → Dj5 (7)
with Sj2 , Sj4 ∈ S(Wa) and Dj1 ,Dj3 ,Dj5 ∈ D(Wa) such that
Dj1 < Dj3 (8)
Dj5 < Dj3 (9)
Sj4 < Dj3 (10)
Dj1 < Sj2 (11)
Proof: According to Lemma 1 a cycle such as (6) must exist. Let us start with the left-most desti-
nation node in that cycle and consider only each subsequent destination node that we encounter
(ignore source nodes for now). Since we started with the left-most destination node we must ini-
tially move to the right in terms of destination nodes as we traverse the cycle. However, since this
is a cycle and must eventually return back to the left-most destination node which was our start-
ing point, there must be a destination node (call it Dj3) such that the previous destination node
that we encountered before Dj3 (call it Dj1) was to the left of Dj3 and also the next destination
node that we encounter after Dj3 (call it Dj5) is to the left of Dj3 , making a U-turn at Dj3 . For this
choice of Dj1 ,Dj3 ,Dj5 , (8) and (9) must hold. Note that it does not matter if Dj1 and Dj5 are the
same node, which is a possibility.
Now in order to prove (10) let us assume, by way of contradiction, that Dj3 < Sj4 . Because of
(9) we must have Dj5 < Dj3 < Sj4 . Then using (7) and by property (c) of source convexity, since
source Sj4 cannot be heard by Dj3 , i.e., Dj3 9 Sj4 , and Dj5 is even farther away, Dj5 must also be
unable to hear source Sj4 , i.e., Dj5 9 Sj4 , but this contradicts (7) because according to (7), source
Sj4 must have a desired message for destination Dj5 , i.e., we must have Sj4 → Dj5 . Recall that
according to (3) if a source has a message for a destination, then the channel between them must
be non-zero. The contradiction implies that the assumption that Dj3 < Sj4 cannot be correct, thus
proving (10).
Finally in order to prove (11) let us assume, again by way of contradiction, that Dj1 > Sj2 .
Because of (8) we must have Dj3 >Dj1 > Sj2 . But since according to (7), Dj1 9 Sj2 , i.e., source Sj2
is not heard by destination Dj1 on its right, and Dj3 is even further away on the right, by property
(d) of source convexity, Dj3 must not be able to hear Sj2 either, i.e., Dj3 9 Sj2 . But this contradicts
(7) which requires Sj2 →Dj3 . The contradiction implies that the assumption that Dj1 > Sj2 cannot
be correct, thus proving (11).
Lemma 3 For a one-dimensional convex connected network, where after S1→D1, the left-to-right greedy
orthogonal scheme would choose Si → Dj , consider the set of all messages that either originate from
S1, S2, · · · , Si−1, or are intended for destinations D1,D2, · · · ,Dj−1. Then, the information-theoretic sum-
DoF of all these messages cannot be more than 1.
Proof: The proof is by contradiction. Suppose the sum-DoF of these messages is greater than 1.
Then, by Lemma 2, there must exist destinationsDj1 ,Dj3 ,Dj5 that are either amongD1,D2, · · · ,Dj−1
or are the intended recipients of messages originating at sources S1, S2, · · · , Si−1, and there must
exist sources Sj2 , Sj4 that are either among the sources S1, S2, · · · , Si−1 or are the origins of mes-
sages that are intended for a destination that is among D1,D2, · · · ,Dj−1, such that (7)-(11) are
satisfied.
Now, because Dj1 9 Sj2 and D1 ≤ Dj1 < Sj2 , because of the convexity of sources we must
have
D19 Sj2 (12)
and because Dj3 9 Sj4 and S1 ≤ Sj4 <Dj3 , because of the convexity of destinations we must have
Dj3 9 S1 (13)
According to (12) and (13) the message from Sj2→Dj3 is orthogonal to the message from S1→D1.
Suppose Sj2 ∈ {S1, S2, · · · , Si−1}. Then, because Sj2 < Si, we have a contradiction because the
left-to-right greedy orthogonal scheme should have picked Sj2 → Dj3 instead of Si → Dj as the
next orthogonal message after S1→ D1.
So we must have Sj2 /∈ {S1, S2, · · · , Si−1}, i.e., Sj2 ≥ Si. This implies thatDj3 ∈ {D1,D2, · · · ,Dj−1}.
Because the left-to-right greedy orthogonal scheme chose Si→Dj , and we know thatDj3 <Dj
and Dj3 9 S1, it follows that
Si must not have a desired message for Dj3 . (14)
Since Si has a message for Dj but not for Dj3 , and Dj3 <Dj , it follows by the convexity of sources
that Si > Dj3 .
But now we have Sj2 ≥ Si >Dj3 , and Sj2 →Dj3 , i.e., Sj2 has a desired message for Dj3 . There-
fore, by the convexity of destinations,
Si must have a desired message for Dj3 . (15)
Thus, (14) and (15) contradict each other, disproving our initial hypothesis that the sum-DoF of
these messages is greater than 1.
Finally we are in a position to prove Theorem 1.
5.2 Proof of Theorem 1
Proof: Starting from the left, suppose the left-to-right greedy scheme chooses Si1 →Dj1 , Si2 →Dj2 ,
Si3 → Dj3 , · · · , Sin → Djn .
Consider all the messages that either originate from Si1 , Si1+1, · · · , Si2−1 or are intended for
destinations Dj1 ,Dj1+1, · · · ,Dj2−1. By Lemma 3 the information theoretic sum-DoF value of all
these messages, through any achievable scheme, cannot be greater than 1.
Now, let us eliminate sources Si1 , Si1+1, · · · , Si2−1 and destinations Dj1 ,Dj1+1, · · · ,Dj2−1 and
all messages that either originate at or are intended for them. Clearly eliminating these cannot
hurt the best achievable rates of the remaining messages.
The new network starts with source Si2 as the left-most source node and destination Dj2 as
the left-most destination node. After Si2 → Dj2 the left-to-right greedy orthogonal scheme would
pick Si3 → Dj3 . Applying Lemma 3 again, we note that the sum-DoF of all messages that either
originate from Si2 , Si2+1, · · · , Si3−1 or are intended for Dj2 ,Dj2+1, · · · ,Dj3−1 cannot exceed 1.
Again eliminating these nodes and messages and repeating the argument n times for each
new network starting from Si1 → Dj1 , · · · , Sin → Djn , gives us a total of n bounds on sum-DoF
where every message has been accounted exactly once, and since each bound does not exceed
1, by adding them all we obtain the bound that the sum-DoF of all the messages in the original
network, achieved by any scheme, cannot exceed n. However, n is the sum-DoF value achieved by
the left-to-right greedy orthogonal scheme. Therefore, the left-to-right greedy orthogonal scheme
is DoF-optimal for all one-dimensional networks with convex connectivity.
5.3 Proof of Corollary 1
The outer bound of Theorem 1 is based only on the acyclic demand sets bound [1] which also
applies to the corresponding index coding problem. The achievable scheme is based on orthogonal
access which maps to a clique cover scheme in index coding. Thus the DoF result of Theorem 1
directly translates into a capacity result for the corresponding index coding problem.
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