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Abstract
Federated learning is a key scenario in modern large-scale machine learning. In that
scenario, the training data remains distributed over a large number of clients, which may be
phones, other mobile devices, or network sensors and a centralized model is learned without
ever transmitting client data over the network. The standard optimization algorithm used
in this scenario is Federated Averaging (FedAvg). However, when client data is hetero-
geneous, which is typical in applications, FedAvg does not admit a favorable convergence
guarantee. This is because local updates on clients can drift apart, which also explains the
slow convergence and hard-to-tune nature of FedAvg in practice. This paper presents a
new Stochastic Controlled Averaging algorithm (SCAFFOLD) which uses control variates to
reduce the drift between different clients. We prove that the algorithm requires significantly
fewer rounds of communication and benefits from favorable convergence guarantees.
1. Introduction
A learning scenario playing a key role in modern large-scale applications is that of federated
learning. Unlike standard settings where models are trained using large datasets stored
in a central server (Dean et al., 2012; Iandola et al., 2016; Goyal et al., 2017), in federated
learning, the training data remains distributed over a large number of clients, which may
be phones, other mobile devices, network sensors, or alternative local information sources
(Konečny` et al., 2016b,a; McMahan et al., 2017b; Mohri et al., 2019). A centralized model
is thus learned without ever transmitting client data over the network, thereby ensuring a
basic level of privacy and limiting network communication.
∗. Work done during internship at Google Research, New York.
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This centralized model benefits from all client data and can often result in a beneficial
performance, as reported in several tasks, including next word prediction (Hard et al., 2018;
Yang et al., 2018), emoji prediction (Ramaswamy et al., 2019), decoder models (Chen et al.,
2019b), vocabulary estimation (Chen et al., 2019a), low latency vehicle-to-vehicle commu-
nication (Samarakoon et al., 2018), and predictive models in health (Brisimi et al., 2018).
Nevertheless, federated learning raises several types of issues and has been the topic of mul-
tiple research efforts studying the learning and generalization properties in that scenario
(Mohri et al., 2019), systems, networking and communication bottleneck problems due to
frequent exchanges between the central server and the clients, with unreliable or relatively
slow network connections (McMahan et al., 2017a), and many others.
This paper deals with the key question of the optimization task in federated learning
and specifically that of designing an efficient optimization solution with convergence guar-
antees. The optimization task in federated learning has been the topic of multiple research
work. That includes the design of more efficient communication strategies (Konečny` et al.,
2016b,a; Suresh et al., 2017; Stich et al., 2018; Karimireddy et al., 2019; Basu et al., 2019),
the study of lower bounds for parallel stochastic optimization with a dependency graph
(Woodworth et al., 2018b), devising efficient distributed optimization methods benefiting
from differential privacy guarantees (Agarwal et al., 2018), stochastic optimization solu-
tions for the agnostic formulation (Mohri et al., 2019), and incorporating cryptographic
techniques (Bonawitz et al., 2017), see (Li et al., 2019a) for an in-depth survey of recent
work in federated learning.
Training in federated learning typically involves alternating rounds of communication
and local updates. At each such round, a subset of clients are sampled and each sampled
client receives the shared global model. Clients then perform local updates to this model,
which involve only their local training data. Then, at the end of the round, the clients
sampled send their updates to the server, which aggregates the updates to form the new
global model. There are three key aspects which differentiate federated learning from parallel
or distributed training: (1) the data, and thus the loss function, on the different clients may
be very heterogeneous and this far from being representative of the joint data; (2) only a
small subset of the devices selected by a central server participate in each round; (3) the
server never keeps track of any individual client information and only uses aggregates to
ensure privacy.
The standard optimization algorithm for federated learning is Federated Averaging (Fe-
dAvg) (McMahan et al., 2017b). For this algorithm, the subset of clients participating in
the current round receive the global parameters x. Each client i performs a fixed (say K)
steps of SGD using its local data and outputs the update ∆yi. The updates are then aggre-
gated to update the global parameters. However, FedAvg does not benefit from a favorable
convergence guarantee and can be quite slow when client data is heterogeneous, which is
typical in applications. Empirically, FedAvg is known to be sensitive to its hyperparameters
and tends to diverge if not chosen carefully. This, along with its slow convergence, can make
it hard to use out of the box (Li et al., 2019a, Sec 2.3). This is due to the key problem of
drifting of client updates, which we now briefly discuss.
We distinguish between the server optimum x⋆, parameters which work well for the
combined data, and client i’s optimum {x⋆i }, parameters which work well on the client
data for client i. Since client data is heterogeneous, the server optimum x⋆ is usually
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quite different from the client optima {x⋆i }. Suppose we run FedAvg starting close to the
server optimum x⋆. Each client i updates its local model towards x⋆i since x
⋆ is not the
client optimum. This drift away from the true server optimum suggests that, to ensure
convergence, FedAvg requires a carefully decreasing step-size sequence.
The FedProx algorithm by Li et al. (2019a) seeks to minimize the local drift by imposing
additional regularization on each client. While this can slightly reduce the effect, it does
not eliminate it. This argument can be formalized to prove that FedAvg (and FedProx) are
necessarily significantly slower than standard SGD, even without any stochasticity and with
all clients participating at every round. This is because standard SGD ensures that the local
clients are always in sync through frequent communication.
The main idea behind the design of our Stochastic Controlled Averaging algorithm is
to use control variates to reduce client drift and ensure that the client updates are aligned
with each other. Each client i is assigned a control variate ci and the global control variate
is defined to be their uniform average c = 1N
∑N
i=1 ci. The control variate ci represents
the direction of the local update we expect to see from client i and c to be the aggregate
direction in which the server updates. Given access to c and ci, the client can perform the
following correction to its local update ∆i to better align itself with the server update
∆′i = ∆i + c− ci .
Assume that ci is set to be equal to ∆i. Then, the corrected update ∆
′
i =
1
N
∑
i∆i on every
client i is exactly the server update, thereby removing all drift. While this fixes the issue,
we are left with a chicken-and-egg problem: we need to know the client update direction ∆i
in order to set ci and we need ci in order to compute ∆i. We break the cycle by using only
an estimate for ∆i in order to set ci. After performing the actual update, this estimate ci
can be further refined. This leads to our new optimization algorithm SCAFFOLD, which we
describe more formally and analyze in detail in the next sections.
Related work. For identical clients, FedAvg coincides with parallel SGD analyzed by
Zinkevich et al. (2010) who proved identical asymptotic convergence. Stich (2018) and, more
recently Stich and Karimireddy (2019) and Patel and Dieuleveut (2019), gave a sharper
analysis of the same method, under the name of local SGD, also for identical functions.
However, there still remains a gap between their upper bounds and the lower bound of
Woodworth et al. (2018a).
The analysis of FedAvg for heterogeneous clients is more delicate since it faces the lo-
cal client drift issue discussed earlier. Several analyses bound this drift by using a very
small step-size and assuming that the local updates admit bounded magnitude (Wang et al.,
2019; Yu et al., 2019; Li et al., 2019b). Some other analyses view the drift as a second
source of stochastic noise and provide guarantees asymptotically worse than standard SGD
(Khaled et al., 2019). Similarly, Li et al. (2019a) prove convergence under an assumption
which effectively implies that the client optima are ǫ-close, and therefore that the drift is
negligible. Finally, Zhao et al. (2018) propose global sharing of the clients’ data. While
this does address the drifting issue, sending client data defeats the framework and the main
purpose of federated learning.
The use of control variates is a classical technique to reduce variance in Monte Carlo
sampling methods (cf. Glasserman (2013)). In optimization, they were used for finite-sum
minimization by SVRG (Johnson and Zhang, 2013; Zhang et al., 2013) and then in SAGA
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(Defazio et al., 2014) to simplify the linearly convergent method SAG (Schmidt et al., 2017).
Numerous variations and extensions of the technique are studied in (Hanzely and Richtárik,
2019). In a very similar vein, control variates were used to obtain linearly converging decen-
tralized algorithms under the guise of ‘gradient-tracking’ in (Shi et al., 2015; Nedich et al.,
2016) and for gradient compression as ‘compressed-differences’ in (Mishchenko et al., 2019).
Our method can be viewed as seeking to remove the ‘variance’ in the gradients across the
clients, though there still remains additional stochasticity.
The problem of drifting we described is a common phenomenon in distributed optimiza-
tion. In fact, classic techniques such as ADMM mitigate this drift, though they are not
applicable in federated learning. For well structured convex problems, CoCoA uses the dual
variable as the control variates, enabling flexible distributed methods (Smith et al., 2016).
DANE by Shamir et al. (2014) obtain a closely related primal only algorithm, which was
later accelerated by Reddi et al. (2016). Stochastic Controlled Averaging can be viewed as
an improved version of DANE where, instead of solving a proximal sub-problem at every
iteration, a fixed number of (stochastic) gradient steps are taken.
The rest of the paper is organized as follows. In Section 2, we describe the optimization
problem we consider, describe the assumptions adopted about client functions and specify
the notation used. In Section 3, we describe our Stochastic Controlled Averaging algorithm
in the simpler case where there is no sampling of clients. The convergence analysis of the
algorithm is presented in Section 4. In Section 5, we discuss the more general setup of our
algorithm relevant to federated learning where, at each round, a subset of clients is sampled.
The convergence analysis is presented in Section 6.
2. Problem setup
2.1 Optimization problem
The problem we consider is that of minimizing a sum of stochastic functions, with only
access to stochastic samples:
f(x⋆) = min
x∈Rd
{
f(x) :=
1
N
N∑
i=1
{fi(x) := Eζ [fi(x; ζ)]}
}
.
The functions {fi} are present on separate clients which can intermittently communicate
amongst themselves. Our results also extend to the case when functions are weighted with
respect to the number of samples mi.
2.2 Assumptions
We will adopt the following standard assumptions:
(A1) Each function fi is β-smooth and for any x and y satisfies
‖∇fi(x)−∇fi(y)‖2 ≤ β〈∇fi(x)−∇fi(y),x− y〉 .
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In particular, using y = x⋆ and the convexity of f this implies that
1
N
N∑
i=1
‖∇fi(x)−∇fi(x⋆)‖2 ≤ β
N
N∑
i=1
〈∇fi(x)−∇fi(x⋆),x− x⋆〉
≤ β(f(x)− f(x⋆)) .
(1)
Further, by the Cauchy-Schwarz inequality, the smoothness of fi implies that the
gradient of fi is Lipschitz and for x and y gives
‖∇fi(x)−∇fi(y)‖ ≤ β‖x− y‖ . (2)
(A2) Each function fi is µ-strongly convex and for any x and y satisfies
〈∇fi(x),y − x〉 ≤ −
(
fi(x)− fi(y) + µ
2
‖x− y‖2
)
. (3)
(A3) We are given an independent unbiased stochastic gradient gi(x) = ∇fi(x; ζ) with
Eζ [gi(x)] = ∇fi(x) and bounded variance
Eζ [‖gi(x)−∇fi(x)‖2] ≤ σ2 . (4)
Note that we do not make any assumptions regarding the similarity between functions {fi}.
2.3 Notation
Here, we summarize the notation used throughout the paper:
• ‖ · ‖ denotes the euclidean norm, and [M ] = {1, . . . ,M}.
• we have N clients, R rounds of communication, and K (local) client update steps
between two communication rounds.
• xr represents the model parameters of the server after round r ∈ [R] of communication.
• yri,k for i ∈ [N ] and k ∈ [K] represents the model of client i after performing k local
update steps in round r.
• cr and cri represent the control variates at the server and client i respectively computed
after round r. We always maintain the invariant that cr = 1N
∑N
i=1 c
r
i .
3. Stochastic Controlled Averaging algorithm – without sampling of
clients
Our algorithm (with client sampling) is presented in Algorithm 1. As a warm-up, we will
study the case when all the N clients participates every round. We will use the following
notation: {yi} represent the client models, x is the aggregate server model, and ci and c
are the client and server control variates. Client i in round r performs the following updates
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Algorithm 1 SCAFFOLD: Stochastic Controlled Averaging for federated learning
1: server input initial parameters x, control variate c, and global step-size ηg
2: client input for each i local control variate ci, and local step-size ηl
3: for each communication round r = 1, . . . , R do
4: select a subset of clients S ⊆ {1, . . . , N}
5: communicate (x, c) to all clients i ∈ S
6: on each client i ∈ S do
7: initialize local parameters yi ← x
8: for each local step k = 1, . . . ,K do
9: compute a stochastic gradient gi(yi) of fi
10: yi ← yi − ηl (gi(yi)− ci + c) ⊲ local updates with correction
11: end for
12: c
+
i ← (i) gi(x), or (ii) c− ci + 1Kηl (x− yi) ⊲ compute new control variate
13: communicate (∆yi,∆ci)← (yi − x, c+i − ci)
14: ci ← c+i ⊲ update control variate
15: end client
16: ∆x← 1|S|
∑
i∈S ∆yi and ∆c← 1|S|
∑
i∈S ∆ci ⊲ aggregate client outputs
17: x← x+ ηg∆x and c← c+ |S|N ∆c ⊲ update parameters and control
18: end for
• Starting from the shared global parameters x0i,r = xr−1, we update the local parame-
ters for k ∈ [K]
y
r
i,k = y
r
i,k−1 − ηlvri,k , where vri,k := gi(yri,k−1)− cr−1i + cr−1 (5)
• Update the control iterates using any of the following options:
c
r
i =
{
Option I. gi(x
r−1) , or
Option II. cr−1 − cr−1i + 1Kηl (xr−1 − xri,K) .
(6)
• Compute the new global parameters and global control variate
x
r = xr−1 +
ηg
N
N∑
i=1
(yri,K − xr−1) and cr =
1
N
N∑
i=1
c
r
i . (7)
Note that if we remove the correction (cr−1−cr−1i ) in (5) or equivalently always set ci = 0 in
(6), we recover the standard FedAvg algorithm. As we discussed previously, the main issue
with FedAvg is that the updates of the clients i and j may be very different from each other
leading to ‘drift’. The correction (cr−1−cr−1i ) is introduced to exactly reduce this drift. For
example, suppose that we can set the control variate every step k to be cr−1i = gi(y
r
i,k−1) in
(5), then the update becomes identical for all clients
y
r
i,k = y
r
i,k−1 −
1
N
N∑
i=1
ηlgi(y
r
i,k−1) .
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Unfortunately, we cannot set ci = gi(y
r
i,k−1) since computing the corresponding global
control iterate 1N
∑N
i=1 ci requires all the clients communicating with each other every step.
We will instead use the easily computable ci = gi(x
r−1) with 1N
∑N
i=1 ci for the whole round
r (option I in (6)). Since the gradient of fi is Lipschitz, we can hope that gi(x
r−1) ≈
gi(y
r
i,k−1) as long as our local updates are not too large and x
r−1 ≈ yri,k−1. This idea of
control iterates is inspired by (and is similar to) those used for variance reduction in SVRG
(Johnson and Zhang, 2013) and SAGA (Defazio et al., 2014).
There are other choices of the control variate ci which are correlated with gi(y
r
i,k−1)
and hence also suffice. One could use an update similar to that of SARAH (Nguyen et al.,
2017) and continuously perform local updates to ci instead of keeping it fixed. In another
approach, option II in (6) which is known as gradient-tracking in decentralized algorithms
(Shi et al., 2015; Nedich et al., 2016) uses
c
r
i = c
r−1 − cr−1i + 1Kηl (x
r−1 − xri,K) =
1
K
K∑
k=1
gi(y
r−1
i,k−1) .
By using an average of many stochastic gradients, option II has lower variance at the cost
of slightly higher bias. This option results in a method similar to a very recent independent
work of Anonymous (2019). However, in general i) their algorithm and proof can not be
extended to support client sampling, and ii) they do not use a global step-size and hence
their rates have a worse dependence on the number of clients N .
The final output of the algorithm is a weighted average for some positive weights {wr}
for r ∈ {1, . . . , R + 1}
x¯
R =
1∑
r wr
∑
r
wrx
r−1 . (8)
4. Convergence analysis – without sampling
We show the following rate of convergence for strongly-convex functions. Similar extensions
can be derived for the general convex, and non-convex settings.
Theorem 1 Suppose that each of the functions fi satisfies assumptions A1–A3. Then, there
exist weights {wr} and local step-sizes ηl ≤ 18βηgK such that for any ηg ≥ 1 the output (8)
generated using (5)–(7) for any R ≥ 8βµ satisfies1:
E[f(x¯R)]− f(x⋆) ≤ O˜
(
σ2
µKR
(
1
N
+
1
η2g
)
+ µ‖x0 − x⋆‖2 exp
(
−µR
8β
))
.
Thus by setting ηg =
√
N , we get a communication complexity of O˜(βµ + σ2µKNǫ). When
the variance is large (which is usually the case) or if the required accuracy is small, the rate
of convergence is typically dominated by σ2/(µǫ). The result above shows that increasing
the number of local steps K as well as number of clients N can decrease the number of
communication rounds required.
1. We use O( · ) to suppress constant factors and O˜( · ) to hide logarithmic terms.
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Theorem 1 improves upon the best-know upper bounds even when all functions are iden-
tical by a factor N—in comparison, Stich and Karimireddy (2019) show a communication
complexity of O˜(Nβµ + σ2µKNǫ) for identical functions. When σ = 0 our communication com-
plexity becomes O˜(βµ) and nearly matches the lower bound of Ω˜(√βµ) for distinct functions
by Arjevani and Shamir (2015). The improved square-root dependence on condition number
can be achieved via acceleration (Nesterov, 2018), a direction which we do not explore here.
Finally, note that we are free to choose an ηg which is even larger than
√
N while retaining
the same rate. However, the local step-size ηl also correspondingly becomes smaller. In the
limit when ηg → ∞, ηl = 0 and we recover SGD with a large batch size of NK. Thus,
we fail to show a strict improvement due to picking a small ηl. This is not surprising since
the lower-bound by Arjevani and Shamir (2015) rules out the possibility of improvement
over SGD for general convex functions. In fact, even when all functions are identical (in
which case the lower bound of Arjevani and Shamir (2015) does not apply), showing a strict
advantage of taking local steps remains an open question.
4.1 Usefulness of control variates
Let us examine how our correction using control variates might help us. We first show that
by using the control variates, the server update direction does not change. We drop the
indices for the round r and local step k whenever obvious from context.
(P1) The local update (5) of SCAFFOLD aggregated across clients is similar to that of FedAvg
1
N
N∑
i=1
(yi − ηlvi) = 1
N
N∑
i=1
(yi − ηl(gi(yi)− ci + c)) = 1
N
N∑
i=1
(yi − ηlgi(yi)) .
While the aggregate update direction remains unchanged, the drift across the clients is
reduced by our use of control variates. For simplicity, in this section we only examine
(option I) choice of ci = gi(x) in (6) and delay the general case for Section 6.
(P2) The drift from the starting point x due to the local updates of SCAFFOLD is bounded
as follows for any a > 0 and ηl ≤ 1β
1
N
N∑
i=1
∥∥(yi−ηlvi)−x∥∥2 ≤ (1 + a)
N
N∑
i=1
∥∥yi−x∥∥2+η2l (1+1/a)β(f(x)−f(x⋆))+5η2l σ2 .
The proof of (P2) can be found in Appendix D.1. Suppose we start from the optimum point
and x = x⋆, and further σ2 = 0. Then we can set a→ 0 in (P2) to get
1
N
N∑
i=1
∥∥(yi − ηlvi)− x∥∥2 ≤ 1
N
N∑
i=1
∥∥yi − x∥∥2 ⇒ ∥∥(yi − ηlvi)− x∥∥2 = 0 .
Thus, SCAFFOLD overcomes the problem of client drift (at least close to the optimum).
Further, the above argument proves that, unlike for FedAvg, the optimum x⋆ is a fixed
point of SCAFFOLD (up to the noise σ2 in the stochastic gradients).
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4.2 Proof summary
We can show the following progress for our algorithm between two communication rounds.
Lemma 1 (one round progress) Suppose our updates satisfy (P1) and assumptions A1–
A3. For any step-size satisfying ηl ≤ 12βKηg and effective step-size η˜ := Kηgηl,
E‖xr − x⋆‖2 ≤ (1− µη˜2 )E‖xr−1 − x⋆‖2 +
η˜2σ2
KN
− η˜(E[f(xr−1)]− f(x⋆)) + 3βη˜δr ,
where δr is the drift caused by the local updates on the clients
δr :=
1
KN
K∑
k=1
N∑
i=1
Er[
∥∥yri,k − xr−1∥∥2] .
Here, Er[ · ] is the expectation over all randomness in round r, and conditioned on xr−1.
The lemma above is valid for any algorithm which satisfies (P1) and is hence also valid for
FedAvg. The difference between the two algorithms is bound on the drift-term δr which
becomes smaller as we approach the optimum, and does not depend on the heterogeneity
across the functions.
Lemma 2 (bounded drift) Suppose our updates satisfy (P2) and assumptions A1–A3.
For any step-size satisfying ηl ≤ 18βKηg , then we can bound the drift as
3βδr ≤ 1
2η2g
(E[f(xr−1)])− f(x⋆) + 2η˜σ
2
Kη2g
.
Note that (P2) was shown only for (option I) choice of ci = gi(x) in (6). Option II and
other variations are analyzed in Section 6.
Proof of Theorem 1 Combining Lemmas 1 and 2 gives the following recurrence
E‖xr − x⋆‖2 ≤ (1− µη˜2 )E‖xr−1 − x⋆‖2 +
η˜2σ2
K
(
1
N
+
2
η2g
)
− η˜2 (E[f(xr−1)]− f(x⋆)) .
Rearranging the equation above gives the following one step progress
wr(E[f(x
r−1)]− f(x⋆)) ≤ wr
η
(1− µη) dr−1 − wr
η
dr + cηwr ,
with the notation that dr = E‖xr − x⋆‖2, η = η˜/2, and c = 2σ2K
(
1
N +
2
η2g
)
. Now, Lemma 5
is applicable with ηmax = 1/(16β). Using the step-size η and weights {wr} as defined in
Lemma 5, the following holds for all R ≥ 12µηmax =
8β
µ :
1
(
∑R+1
r=1 wr)
R+1∑
r=1
wr(E[f(x
r−1)]−f(x⋆)) ≤ O˜
(
σ2
µKR
(
1
N
+
1
η2g
)
+ µ‖x0 − x⋆‖2 exp
(
−µR
8β
))
.
Using convexity of f completes the proof of the theorem. 
Note that the local step-size we need to take to get optimal rates is bounded as ηl ≤ 1K√N .
The reason why we need to scale by K is because if the functions fi are completely unrelated
to each other, then taking multiple local-steps may not really help the optimization of the
average function. In practice, larger step-sizes can be used since the functions fi are typically
more closely related to each other.
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5. Stochastic Controlled Averaging algorithm – with sampling
Control variates can also be used even when only a small subset of devices (say S ≪
N) participate each round. We will describe the algorithm using notation here which is
convenient for the proofs: {yi} represent the client models, x is the aggregate server model,
and ci and c are the client and server control variates. For an equivalent description which is
easier to implement, we refer to Algorithm 1. The server maintains a global control variate c
as before and each client maintains its own control variate ci. In round r, a subset of clients
Sr of size S are sampled uniformly from {1, . . . , N}. Suppose that every client performs the
following updates
• Starting from the shared global parameters y0i,r = xr−1, we update the local parame-
ters for k ∈ [K]
y
r
i,k = y
r
i,k−1 − ηlvri,k , where vri,k := gi(yri,k−1)− cr−1i + cr−1 (9)
• Update the control iterates using (option II):
c˜
r
i = c
r−1 − cr−1i + 1Kηl (x
r−1 − xri,K) =
1
K
K∑
k=1
gi(y
r−1
i,k−1) . (10)
We update the local control variates only for clients i ∈ Sr
c
r
i =
{
c˜
r
i if i ∈ Sr
c
r−1
i otherwise.
(11)
• Compute the new global parameters and global control variate using only updates
from the clients i ∈ Sr:
x
r = xr−1+
ηg
S
∑
i∈Sr
(yri,K−xr−1) and cr =
1
N
N∑
i=1
c
r
i =
1
N
(∑
i∈Sr
c
r
i +
∑
j /∈Sr
c
r−1
j
)
. (12)
Note that the clients are agnostic to the sampling and their updates are identical to when
all clients are participating. Also note that the control variate choice (10) corresponds to
(option II) in step 12 of Algorithm 1. Further, the updates of the clients i /∈ Sr is forgotten
and is defined only to make the proofs easier. While actually implementing the method,
only clients i ∈ Sr participate and the rest remain inactive (see Algorithm 1).
After running for R rounds of communication, the final output of the algorithm is, as
before, a weighted average for some positive weights {wr} for r ∈ {1, . . . , R+ 1}
x¯
R =
1∑
r wr
∑
r
wrx
r−1 . (13)
To get some intuition about the new method, examine what happens when the number
of machines (N) is large and S = 1. Let K = 1, making the local and global iterates are the
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same i.e. yi = x. Also suppose that σ
2 = 0 implying gi(x
r) = ∇fi(xr). Then the update
in round r can be written for a randomly chosen i to be
x
r = xr−1 − η(∇fi(xr−1) + cr−1 − cr−1i ) where we update cri = ∇fi(xr−1) .
In this setting, SCAFFOLD turns out to be equivalent to SAGA (Defazio et al., 2014). In
the other extreme, if all the data is on a single machine (N = 1) and R = T , the method
reduces to the standard SGD updates as expected. Thus, SCAFFOLD captures a wide range of
algorithms and their corresponding rates as special cases, while simultaneously generalizing
to many new useful settings of the parameters N , K, K and σ2.
6. Convergence analysis – with sampling of clients
We prove the following rate of convergence for strongly convex functions. One can extend
our technique to derive rates for general convex functions and non-convex functions.
Theorem 2 Suppose that each of the functions fi satisfies assumptions A1–A3. Then, there
exist weights {wr} and local step-sizes ηl ≤ min
(
1
81βKηg
, S15µNKηg
)
such that for any ηg ≥ 0
the output (13) of Algorithm 1 using option (ii) in step 12 satisfies for all R ≥ max(81βµ , 15NS ):
E[f(x¯R)]− f(x⋆) ≤ O˜
(
σ2
µKR
(
1
S
+
1
η2g
)
+ µd0 exp
(
−min
{
S
15N
,
µ
81β
}
R
))
,
where d0 := (‖x0 − x⋆‖2 + SN2
∑N
i=1‖c0i −∇fi(x⋆)‖2).
Setting η ≥ 1√
S
gives a communication complexity of O˜(NS + βµ + σ2µLSǫ). If all clients
participate and S = N , we recover the communication complexity of O˜(βµ + σ2µKNǫ) given
by Theorem 1. This proves Theorem 1 even when option (II) is used for the update of the
control variate. If S < N , then the additional N/S term is necessary since we would need
to communicate with every device at least once. Also note that when σ2 = 0, Theorem 2
recovers the linear rate O˜(NS + βµ) which matches that of SAGA. In fact, when K > 1 we
obtain an interesting generalization of SAGA with additional local steps.
Instead of counting each round of communication as a single unit of cost, we can count
the total amount of communication received from clients. This is an important metric since
it represents the amount of work done by the clients and also captures the cost to privacy.
With this metric the communication cost with all devices participating is O˜(N βµ + σ2µKǫ). In
contrast, with sampling the algorithm has a cost O˜(N +S βµ + σ2µKǫ). Since typically S ≪ N ,
this represents a significant reduction.
6.1 Overcoming sampling with control variates
The main question is what variant of properties (P1) and (P2) still hold when we sample a
small number of clients. Consider the accumulated local updates of the clients i ∈ S starting
from local models {yi}:
(P3) It is easy to see that ES [c− ci] = 0 where the expectation is over the sampling S
ES
[
1
S
∑
i∈S
(yi − ηlvi)
]
= ES
[
1
S
∑
i∈S
(yi − ηl(gi(yi)− ci + c))
]
=
1
N
∑
i
(yi − ηlgi(yi)) .
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Thus, in expectation over the sampling of S, our update matches that of the usual FedAvg.
We now examine what we can say about the drift of the local client parameters. The
challenge with bounding the drift with client sampling is that even with re syncing every
step (i.e. K = 1) SGD may drift at the optimum due to the variance across the clients.
Thus, the use of control variates is critical here. We now analyze the general case with any
choice of control variate.
(P4) The drift from the starting point x due to the local update of SCAFFOLD in local step
k or rounds r is bounded as below for any a > 0 and ηl ≤ 1β
1
S
Er
[∑
i∈S
∥∥(yi − ηlvi)− x∥∥2] ≤ (1 + a)
S
Er
[∑
i∈S
∥∥yi − x∥∥2]+ η2l σ2
+ 6η2l (1 + 1/a)β(f(x) − f(x⋆)) + 3η2l (1 + 1a)
1
N
N∑
j=1
‖ci −∇fi(x⋆)‖2 .
The proof of (P4) can be found in Appendix E.1. By comparing (P4) with (P2) we see
that the final term which depends on the control iterates ci to be extra. Thus any choice
of ci which ‘learns’ ∇fi(x⋆) (up to the noise in the stochastic gradients) as the algorithm
progresses would suffice. E.g. suppose we start at the optimum x = x⋆. Then, by setting
ci = gi(x) and assuming σ
2 = 0, we see once again that using a → 0 in (P4) proves that
there is no drift at the optimum
1
S
Er
[∑
i∈S
∥∥(yi − ηlvi)− x∥∥2] ≤ 1
S
Er
[∑
i∈S
∥∥yi − x∥∥2]⇒ ∥∥(yj − ηlvj)− x∥∥2 = 0 ∀j ∈ [N ] .
The challenge here is then to bound the term ‖ci −∇fi(x⋆)‖2 as the algorithm progresses.
6.2 Proof summary
Just like in the full sampling case, we can prove the following progress between two commu-
nication rounds. For notational convenience, assume that xri := x
0 for all r < 0 and i ∈ [N ].
Lemma 3 (one round progress) Suppose our updates satisfy (P1) and assumptions A1–
A3. Then the following holds for any step-size satisfying ηl ≤ min
(
1
81βKηg
, S15µNKηg
)
, effec-
tive step-size η˜ := Kηgηl, and control variates updated using (10),
E
[
‖xr − x⋆‖2 + 9Nη˜2S Cr
]
≤ (1− µη˜2 )
(
E‖xr−1 − x⋆‖2 + 9Nη˜2S Cr−1
)
+
η˜2σ2
KS
− 2625 η˜(E[f(xr−1)]− f(x⋆)) + 3βη˜δr − 2η˜
2
3 Cr−1 ,
where Cr is the error in our control variate defined as
Cr :=
1
N
N∑
j=1
‖E[cri ]−∇fi(x⋆)‖2 ,
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and δr is the drift caused by the local updates on the clients
δr :=
1
KN
K∑
k=1
N∑
i=1
E
∥∥yri,k − xr−1∥∥2 .
In addition to keeping track of distance from the optimum as we did in Lemma 1, we
also need to keep track how far our control variate is from its value at the optimum using
Cr. This is because there is some ‘lag’ in our updates of the control variates ci since only a
small subset of them are updated each round. We can also bound the drift term δr.
Lemma 4 (bounded drift) Suppose our step-sizes satisfy ηl ≤ 181βKηg and fi satisfies
assumptions A1–A3. Then, for any global ηg ≥ 1 we can bound the drift as
3βη˜δr − 2η˜
2
3 Cr−1 ≤ η˜25η2g (E[f(x
r−1)]− f(x⋆) + η˜2Kη2g σ
2 .
Here again, the optimal step-size should not scale as 1/K but should be much larger
depending on the similarity between the functions. There is an additional bound on the
step-size depending on the number of clients sampled S. However, typically µ is very small
making 1/µN reasonably large. Hence the condition that η˜ ≤ S/(µN) can be safely ignored
while setting the learning rate in practice.
Proof of Theorem 2 Combining Lemmas 3 and 4 and rearranging the terms we can show
that for any weights {wr}
wr(E[f(x
r−1)]− f(x⋆)) ≤ wr
η
(1− µη) dr−1 − wr
η
dr + cηwr ,
where dr = E
[‖xr − x⋆‖2 + 13Nη˜2lS Cr], η = η˜/2, and c = 2σ2S ( 1N + 1η2g ) for any η ≤
1
2 min
(
S
15µN ,
1
81β
)
. The rest proceeds exactly as in the proof of Theorem 1.
7. Conclusion
We observe that FedAvg may experience ‘drift’ due to the updates of heterogeneous local
clients, leading to slow convergence and necessitating careful learning rate scheduling. We
instead propose SCAFFOLD, a new method which uses control variates to overcome this issue
and prove that it has excellent theoretical properties. We believe that the increased stability
of SCAFFOLD to heterogeneity of the clients even with sampling would make it easy to tune
in practice. This, along with the ease of implementation of SCAFFOLD, we believe facilitates
easy adoption.
References
Naman Agarwal, Ananda Theertha Suresh, Felix X. Yu, Sanjiv Kumar, and Brendan McMa-
han. cpSGD: Communication-efficient and differentially-private distributed SGD. In Pro-
ceedings of NeurIPS, pages 7575–7586, 2018.
Anonymous. Variance reduced local SGD with lower communication complexity. ICLR 2020
submission, 2019. URL https://openreview.net/forum?id=S1lXnhVKPr.
13
Yossi Arjevani and Ohad Shamir. Communication complexity of distributed convex learning
and optimization. In Advances in neural information processing systems, pages 1756–1764,
2015.
Debraj Basu, Deepesh Data, Can Karakus, and Suhas Diggavi. Qsparse-local-SGD: Dis-
tributed SGD with quantization, sparsification, and local computations. arXiv preprint
arXiv:1906.02367, 2019.
Keith Bonawitz, Vladimir Ivanov, Ben Kreuter, Antonio Marcedone, H. Brendan McMahan,
Sarvar Patel, Daniel Ramage, Aaron Segal, and Karn Seth. Practical secure aggregation
for privacy-preserving machine learning. In Proceedings of the 2017 ACM SIGSAC Con-
ference on Computer and Communications Security, pages 1175–1191. ACM, 2017.
Theodora S. Brisimi, Ruidi Chen, Theofanie Mela, Alex Olshevsky, Ioannis Ch. Paschalidis,
and Wei Shi. Federated learning of predictive models from federated electronic health
records. International journal of medical informatics, 112:59–67, 2018.
Mingqing Chen, Rajiv Mathews, Tom Ouyang, and Françoise Beaufays. Federated learning
of out-of-vocabulary words. arXiv preprint arXiv:1903.10635, 2019a.
Mingqing Chen, Ananda Theertha Suresh, Rajiv Mathews, Adeline Wong, Françoise Bea-
ufays, Cyril Allauzen, and Michael Riley. Federated learning of N-gram language mod-
els. In Proceedings of the 23rd Conference on Computational Natural Language Learning
(CoNLL), 2019b.
Jeffrey Dean, Greg Corrado, Rajat Monga, Kai Chen, Matthieu Devin, Mark Mao,
Marc’aurelio Ranzato, Andrew Senior, Paul Tucker, Ke Yang, Quoc V. Le, and Andrew Y.
Ng. Large scale distributed deep networks. In Advances in neural information processing
systems, pages 1223–1231, 2012.
Aaron Defazio, Francis Bach, and Simon Lacoste-Julien. SAGA: A fast incremental gradient
method with support for non-strongly convex composite objectives. In Advances in neural
information processing systems, pages 1646–1654, 2014.
Paul Glasserman. Monte Carlo methods in financial engineering, volume 53. Springer Science
& Business Media, 2013.
Priya Goyal, Piotr Dollár, Ross Girshick, Pieter Noordhuis, Lukasz Wesolowski, Aapo Ky-
rola, Andrew Tulloch, Yangqing Jia, and Kaiming He. Accurate, large minibatch SGD:
Training imagenet in 1 hour. arXiv preprint arXiv:1706.02677, 2017.
Filip Hanzely and Peter Richtárik. One method to rule them all: Variance reduction for
data, parameters and many new methods. arXiv preprint arXiv:1905.11266, 2019.
Andrew Hard, Kanishka Rao, Rajiv Mathews, Françoise Beaufays, Sean Augenstein, Hubert
Eichner, Chloé Kiddon, and Daniel Ramage. Federated learning for mobile keyboard
prediction. arXiv preprint arXiv:1811.03604, 2018.
14
Forrest N. Iandola, Matthew W Moskewicz, Khalid Ashraf, and Kurt Keutzer. Firecaffe:
near-linear acceleration of deep neural network training on compute clusters. In Pro-
ceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages
2592–2600, 2016.
Rie Johnson and Tong Zhang. Accelerating stochastic gradient descent using predictive
variance reduction. In Advances in neural information processing systems, pages 315–323,
2013.
Sai Praneeth Karimireddy, Quentin Rebjock, Sebastian U. Stich, and Martin Jaggi. Er-
ror feedback fixes SignSGD and other gradient compression schemes. arXiv preprint
arXiv:1901.09847, 2019.
Ahmed Khaled, Konstantin Mishchenko, and Peter Richtárik. First analysis of local GD on
heterogeneous data. arXiv preprint arXiv:1909.04715, 2019.
Jakub Konečny`, H. Brendan McMahan, Daniel Ramage, and Peter Richtárik. Federated
optimization: Distributed machine learning for on-device intelligence. arXiv preprint
arXiv:1610.02527, 2016a.
Jakub Konečny`, H. Brendan McMahan, Felix X. Yu, Peter Richtárik, Ananda Theertha
Suresh, and Dave Bacon. Federated learning: Strategies for improving communication
efficiency. arXiv preprint arXiv:1610.05492, 2016b.
Tian Li, Anit Kumar Sahu, Ameet Talwalkar, and Virginia Smith. Federated learning:
Challenges, methods, and future directions. arXiv preprint arXiv:1908.07873, 2019a.
Xiang Li, Kaixuan Huang, Wenhao Yang, Shusen Wang, and Zhihua Zhang. On the con-
vergence of FedAvg on non-iid data. arXiv preprint arXiv:1907.02189, 2019b.
Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Agüera y Ar-
cas. Communication-efficient learning of deep networks from decentralized data. In Pro-
ceedings of AISTATS, pages 1273–1282, 2017a.
Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Agüera y Ar-
cas. Communication-efficient learning of deep networks from decentralized data. In Pro-
ceedings of AISTATS, pages 1273–1282, 2017b.
Konstantin Mishchenko, Eduard Gorbunov, Martin Takáč, and Peter Richtárik. Distributed
learning with compressed gradient differences. arXiv preprint arXiv:1901.09269, 2019.
Mehryar Mohri, Gary Sivek, and Ananda Theertha Suresh. Agnostic federated learning.
arXiv preprint arXiv:1902.00146, 2019.
Angelia Nedich, Alex Olshevsky, and Wei Shi. A geometrically convergent method for
distributed optimization over time-varying graphs. In 2016 IEEE 55th Conference on
Decision and Control (CDC), pages 1023–1029. IEEE, 2016.
Yurii Nesterov. Lectures on convex optimization, volume 137. Springer, 2018.
15
Lam M. Nguyen, Jie Liu, Katya Scheinberg, and Martin Takáč. Stochastic recursive gradient
algorithm for nonconvex optimization. arXiv preprint arXiv:1705.07261, 2017.
Kumar Kshitij Patel and Aymeric Dieuleveut. Communication trade-offs for synchronized
distributed SGD with large step size. arXiv preprint arXiv:1904.11325, 2019.
Swaroop Ramaswamy, Rajiv Mathews, Kanishka Rao, and Françoise Beaufays. Federated
learning for emoji prediction in a mobile keyboard. arXiv preprint arXiv:1906.04329,
2019.
Sashank J. Reddi, Jakub Konečny`, Peter Richtárik, Barnabás Póczós, and Alex Smola.
Aide: Fast and communication efficient distributed optimization. arXiv preprint
arXiv:1608.06879, 2016.
Sumudu Samarakoon, Mehdi Bennis, Walid Saad, and Merouane Debbah. Federated learning
for ultra-reliable low-latency v2v communications. In 2018 IEEE Global Communications
Conference (GLOBECOM), pages 1–7. IEEE, 2018.
Mark Schmidt, Nicolas Le Roux, and Francis Bach. Minimizing finite sums with the stochas-
tic average gradient. Mathematical Programming, 162(1-2):83–112, 2017.
Ohad Shamir, Nati Srebro, and Tong Zhang. Communication-efficient distributed optimiza-
tion using an approximate newton-type method. In International conference on machine
learning, pages 1000–1008, 2014.
Wei Shi, Qing Ling, Gang Wu, and Wotao Yin. EXTRA: An exact first-order algorithm
for decentralized consensus optimization. SIAM Journal on Optimization, 25(2):944–966,
2015.
Virginia Smith, Simone Forte, Chenxin Ma, Martin Takáč, Michael I Jordan, and Martin
Jaggi. Cocoa: A general framework for communication-efficient distributed optimization.
arXiv preprint arXiv:1611.02189, 2016.
Sebastian U. Stich. Local SGD converges fast and communicates little. arXiv preprint
arXiv:1805.09767, 2018.
Sebastian U. Stich and Sai Praneeth Karimireddy. The error-feedback framework: Better
rates for SGD with delayed gradients and compressed communication. arXiv preprint
arXiv:1909.05350, 2019.
Sebastian U. Stich, Jean-Baptiste Cordonnier, and Martin Jaggi. Sparsified SGD with
memory. In Advances in Neural Information Processing Systems, pages 4447–4458, 2018.
Ananda Theertha Suresh, Felix X. Yu, Sanjiv Kumar, and H. Brendan McMahan. Dis-
tributed mean estimation with limited communication. In Proceedings of the 34th In-
ternational Conference on Machine Learning-Volume 70, pages 3329–3337. JMLR. org,
2017.
Shiqiang Wang, Tiffany Tuor, Theodoros Salonidis, Kin K. Leung, Christian Makaya, Ting
He, and Kevin Chan. Adaptive federated learning in resource constrained edge computing
systems. IEEE Journal on Selected Areas in Communications, 37(6):1205–1221, 2019.
16
Blake E Woodworth, Jialei Wang, Adam Smith, H. Brendan McMahan, and Nati Srebro.
Graph oracle models, lower bounds, and gaps for parallel stochastic optimization. In
Advances in neural information processing systems, pages 8496–8506, 2018a.
Blake E. Woodworth, Jialei Wang, Adam D. Smith, Brendan McMahan, and Nati Srebro.
Graph oracle models, lower bounds, and gaps for parallel stochastic optimization. In
Proceedings of NeurIPS, pages 8505–8515, 2018b.
Timothy Yang, Galen Andrew, Hubert Eichner, Haicheng Sun, Wei Li, Nicholas Kong,
Daniel Ramage, and Françoise Beaufays. Applied federated learning: Improving google
keyboard query suggestions. arXiv preprint arXiv:1812.02903, 2018.
Hao Yu, Sen Yang, and Shenghuo Zhu. Parallel restarted SGD with faster convergence
and less communication: Demystifying why model averaging works for deep learning. In
Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, pages 5693–
5700, 2019.
Lijun Zhang, Mehrdad Mahdavi, and Rong Jin. Linear convergence with condition num-
ber independent access of full gradients. In Advances in Neural Information Processing
Systems, pages 980–988, 2013.
Yue Zhao, Meng Li, Liangzhen Lai, Naveen Suda, Damon Civin, and Vikas Chandra. Fed-
erated learning with non-iid data. arXiv preprint arXiv:1806.00582, 2018.
Martin Zinkevich, Markus Weimer, Lihong Li, and Alex J Smola. Parallelized stochastic
gradient descent. In Advances in neural information processing systems, pages 2595–2603,
2010.
17
Appendix A. Algorithm without sampling
Here, we outline our algorithm when all devices participate every round.
Algorithm 2 Stochastic Controlled Averaging (without sampling)
1: input initial parameters x, control variate c, global and local step-sizes ηg, ηl
2: initialize for each client i control variates ci
3: for each communication round r = 1, . . . , R do
4: communicate to all clients (x, c)
5: on each client i ∈ {1, . . . , N} do
6: initialize local parameters yi ← x
7: for each local step k ∈ {1, . . . ,K} do
8: compute a stochastic gradient gi(yi) of fi
9: yi ← yi − ηl (gi(yi)− ci + c) ⊲ local updates with correction
10: end for
11: c
+
i ← (i) gi(x), or (ii) c− ci + 1Kηl (yki − x) ⊲ compute new control variate
12: communicate (∆yi,∆ci)← (yi − x, c+i − ci)
13: ci ← c+i ⊲ update control variate
14: end client
15: ∆x← 1N
∑N
i=1∆yi and ∆c← 1N
∑N
i=1∆ci ⊲ aggregate client outputs
16: x← x+ ηg∆x and c← c+∆c ⊲ update parameters and control
17: end for
Appendix B. Some technical lemmas
In this section we cover some technical lemmas which are useful for computations later on.
The lemma below is useful to unroll recursions and derive convergence rates.
Lemma 5 (convergence rate) For every non-negative sequence {dr−1}r≥1 and any pa-
rameters µ > 0, ηmax ∈ (0, 1/µ], c ≥ 0, R ≥ 12ηmaxµ , there exists a constant step-size
η ≤ ηmax and weights wr := (1− µη)1−r such that for WR :=
∑R+1
r=1 wr,
ΨR :=
1
WR
R+1∑
r=1
(
wr
η
(1− µη) dr−1 − wr
η
dr + cηwr
)
= O˜
(
µd0 exp(−µηmaxR) + c
µR
)
.
Proof By substituting the value of wr, we observe that we end up with a telescoping sum
and estimate
ΨR =
1
ηWR
R+1∑
r=1
(wr−1dr−1 −wrdr) + cη
WR
R+1∑
r=1
wr ≤ d0
ηWR
+ cη .
When R ≥ 12µη , (1 − µη)R ≤ exp(−µηR) ≤ 23 . For such an R, we can lower bound ηWR
using
ηWR = η(1 − µη)−R
R∑
r=0
(1− µη)r = η(1− µη)−R 1− (1− µη)
R
µη
≥ (1− µη)−R 1
3µ
.
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This proves that for all R ≥ 12µη ,
ΨR ≤ 3µd0(1− µη)R + cη ≤ 3µdo exp(−µηR) + cη .
The lemma now follows by carefully tuning η. Consider the following two cases depending
on the magnitude of R and ηmax:
• Suppose 12µR ≤ ηmax ≤ log(max(1,µ
2Rd0/c))
µR . Then we can choose η = ηmax,
ΨR ≤ 3µd0 exp [−µηmaxR] + cηmax ≤ 3µd0 exp [−µηmaxR] + O˜
(
c
µR
)
.
• Instead if ηmax > log(max(1,µ
2Rd0/c))
µR , we pick η =
log(max(1,µ2Rd0/c))
µR to claim that
ΨR ≤ 3µd0 exp
[− log(max(1, µ2Rd0/c))] + O˜( c
µR
)
≤ O˜
(
c
µR
)
.
Next, we state a relaxed triangle inequality true for the squared ℓ2 norm.
Lemma 6 (relaxed triangle inequality) Let {v1, . . . ,vτ} be τ vectors in Rd. Then the
following are true:
1. ‖vi + vj‖2 ≤ (1 + a)‖vi‖2 + (1 + 1a)‖vj‖2 for any a > 0, and
2. ‖∑τi=1 vi‖2 ≤ τ∑τi=1‖vi‖2.
Proof The proof of the first statement for any a > 0 follows from the identity:
‖vi + vj‖2 = (1 + a)‖vi‖2 + (1 + 1a)‖vj‖2 − ‖
√
avi +
1√
a
vj‖2 .
For the second inequality, we use the convexity of x→ ‖x‖2 and Jensen’s inequality∥∥∥∥1τ
τ∑
i=1
vi
∥∥∥∥2 ≤ 1τ
τ∑
i=1
∥∥vi∥∥2 .
Next we state an elementary lemma about expectations of norms of random vectors.
Lemma 7 (separating mean and variance) Let {Ξ1, . . . ,Ξτ} be τ random variables in
R
d not necessarily independent such that their mean is E[Ξi] = ξi and variance is bounded
as E[‖Ξi − ξi‖2] ≤ σ2. Then, the following holds
E[‖
τ∑
i=1
Ξi‖2] ≤ ‖
τ∑
i=1
ξi‖2 + τ2σ2 .
If further, the variables {Ξi − ξi} form a martingale difference sequence we can improve the
bound to
E[‖
τ∑
i=1
Ξi‖2] ≤ ‖
τ∑
i=1
ξi‖2 + τσ2 .
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Proof For any random variable X, E[X2] = (E[X − E[X]])2 + (E[X])2 implying
E[‖
τ∑
i=1
Ξi‖2] = ‖
τ∑
i=1
ξi‖2 + E[‖
τ∑
i=1
Ξi − ξi‖2] .
Expanding the above expression using relaxed triangle inequality (Lemma 6) proves the first
claim:
E[‖
τ∑
i=1
Ξi − ξi‖2] ≤ τ
τ∑
i=1
E[‖Ξi − ξi‖2] ≤ τ2σ2 .
For the second statement, we use the tighter expansion:
E[‖
τ∑
i=1
Ξi − ξi‖2] =
∑
i,j
E
[
(Ξi − ξi)⊤(Ξj − ξj)
]
=
∑
i
E
[
‖Ξi − ξi‖2
]
≤ τσ2 .
The cross terms in the above expression have zero mean since {Ξi − ξi} form a martingale
difference sequence.
Appendix C. Properties of convex functions
We now study two lemmas which hold for any smooth and strongly-convex functions. The
first is a generalization of the standard strong convexity inequality (3), but can handle
gradients computed at slightly perturbed points.
Lemma 8 (perturbed strong convexity) The following holds for any β-smooth and µ-
strongly convex function h, and any x,y,z in the domain of h:
〈∇h(x),z − y〉 ≥ h(z) − h(y) + µ
4
‖y − z‖2 − β‖z − x‖2 .
Proof Given any x, y, and z, we get the following two inequalities using smoothness and
strong convexity of h:
〈∇h(x),z − x〉 ≥ h(z) − h(x)− β
2
‖z − x‖2
〈∇h(x),x − y〉 ≥ h(x)− h(y) + µ
2
‖y − x‖2 .
Further, applying the relaxed triangle inequality gives
µ
2
‖y − x‖2 ≥ µ
4
‖y − z‖2 − µ
2
‖x− z‖2 .
Combining all the inequalities together we have
〈∇h(x),z − y〉 ≥ h(z)− h(y) + µ
4
‖y − z‖2 − β + µ
2
‖z − x‖2 .
The lemma follows since β ≥ µ.
Here, we see that a gradient step is a contractive operator.
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Lemma 9 (contractive mapping) For any β-smooth and µ-strongly convex function h,
points x,y in the domain of h, and step-size η ≤ 1β , the following is true
‖x− η∇h(x) − y + η∇h(y)‖2 ≤ (1− µη)‖x− y‖2 .
Proof
‖x− η∇h(x) − y + η∇h(y)‖2 = ‖x− y‖2 + η2‖∇h(x)−∇h(y)‖2 − 2η〈∇h(x)−∇h(y),x− y〉
≤ ‖x− y‖2 + η2‖∇h(x)−∇h(y)‖2 − 2η〈∇h(x)−∇h(y),x− y〉
(A1)
≤ ‖x− y‖2 + (η2β − 2η)〈∇h(x)−∇h(y),x− y〉 .
Recall our bound on the step-size η ≤ 1β which implies that (η2β − 2η) ≤ −η. By the
µ-strong convexity of h,
〈∇h(x)−∇h(y),x − y〉 ≥ µ‖x− y‖2 .
Appendix D. Convergence of SCAFFOLD (without sampling)
D.1 Properties of SCAFFOLD (Proof of (P2))
Recall that (P2) claims
1
N
N∑
i=1
∥∥(yi − ηlvi)− x∥∥2 ≤ (1 + a)
N
N∑
i=1
∥∥yi − x∥∥2 + η2l (1 + 1/a)β(f(x) − f(x⋆)) + 5η2l σ2 .
Using the definition of vi and the fact that ci = gi(x) (an independent stochastic gradient
computed at x), we can expand as
1
N
N∑
i=1
∥∥(yi − ηlvi)− x∥∥2 = 1
N
N∑
i=1
∥∥(yi − ηlgi(yi) + ηlgi(x)− x− ηlg(x)∥∥2 .
Taking expectations on both sides and separating the mean and variance using Lemma 7
gives
1
N
N∑
i=1
E
∥∥(yi − ηlvi)− x∥∥2 ≤ 1
N
N∑
i=1
E
∥∥yi − ηl∇fi(yi) + ηlgi(x)− x− ηlg(x)∥∥2 + σ2
≤ 1
N
N∑
i=1
E
∥∥yi − ηl∇fi(yi) + ηl∇fi(x)− x− ηl∇f(x)∥∥2 + 5σ2
≤ (1 + a)
N
N∑
i=1
E
∥∥yi − ηl∇fi(yi) + ηl∇fi(x)− x∥∥2
+ (1 + 1/a)η2l ‖∇f(x)‖2 + 5σ2 .
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The third step used the relaxed triangle inequality (Lemma 6) and holds for any a > 0.
Now, we use the smoothness and convexity of fi and Lemma 9 to claim that
E
∥∥yi − ηl∇fi(yi) + ηl∇fi(x)− x∥∥2 ≤ E∥∥yi − x∥∥2 ,
and the smoothness of f to bound
‖∇f(x)‖2 ≤ β(f(x)− f(x⋆)) .
Putting the above inequalities together yields the proof. 
D.2 Progress between communication rounds (Proof of Lemma 1)
Lemma 1 (one round progress) Suppose our updates satisfy (P1) and assumptions A1–
A3. For any step-size satisfying ηl ≤ 12βKηg and effective step-size η˜ := Kηgηl,
E‖xr − x⋆‖2 ≤ (1− µη˜2 )E‖xr−1 − x⋆‖2 +
η˜2σ2
KN
− η˜(E[f(xr−1)]− f(x⋆)) + 3βη˜δr ,
where δr is the drift caused by the local updates on the clients
δr :=
1
KN
K∑
k=1
N∑
i=1
Er[
∥∥yri,k − xr−1∥∥2] .
Proof We start with (P1) which states that
1
N
N∑
i=1
(yi − ηlvi) = 1
N
N∑
i=1
(yi − ηl(gi(yi)− ci + c)) = 1
N
N∑
i=1
(yi − ηlgi(yi)) .
This implies that the server update can be written as
∆x = −Kηgηl
KN
∑
k,i
gi(yi,k−1) = − η˜
KN
∑
k,i
gi(yi,k−1) ,
where we dropped the superscript r everywhere, set η˜ = Kηgηl, and the sum over k runs
from 1 through K and over i from 1 through N . We can then expand
E‖x+∆x− x⋆‖2 = E‖x− x⋆‖2 − 2η˜
KN
E
∑
k,i
〈∇fi(yi,k−1),x− x⋆〉+ η˜
2
N2K2
E
∥∥∥∥∥∥
∑
k,i
gi(yi,k−1)
∥∥∥∥∥∥
2
≤ 2η˜
KN
E
∑
k,i
〈∇fi(yi,k−1),x⋆ − x〉
︸ ︷︷ ︸
T1
+
η˜2
N2K2
E
∥∥∥∥∥∥
∑
k,i
∇fi(yi,k−1)
∥∥∥∥∥∥
2
︸ ︷︷ ︸
T2
+ E‖x− x⋆‖2 + η˜
2σ2
KN
.
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We use Lemma 7 to separate the variance and the mean of the stochastic gradients. Ex-
panding the second term T2 using the relaxed triangle inequality with a = 1,
T2 = η˜2
∥∥∥∥∥∥ 1KN
∑
k,i
(∇fi(yi,k−1)−∇fi(x)) +∇f(x)
∥∥∥∥∥∥
2
≤ 2η˜2‖∇f(x)‖2 + 2η˜2
∥∥∥∥∥∥ 1KN
∑
k,i
∇fi(yi,k−1)−∇fi(x)
∥∥∥∥∥∥
2
≤ 2η˜2‖∇f(x)‖2 + 2η˜
2
KN
∑
k,i
‖∇fi(yi,k−1)−∇fi(x)‖2
(2)
≤ 2η˜2‖∇f(x)‖2 + 2β
2η˜2
KN
∑
k,i
‖yi,k−1 − x‖2
(1)
≤ 2βη˜2(f(x)− f(x⋆)) + 2β2η˜2δ .
The inequality before the last used that the gradient of fi is β-Lipschitz, and the last
inequality follows from the smoothness of f . We next turn our attention to the first term
T1. We can directly apply Lemma 8 with h = fi, x = yi,k−1, y = x⋆, and z = x to get
T1 = 2η˜
KN
∑
k,i
〈∇fi(yi,k−1),x⋆ − x〉
≤ 2η˜
KN
∑
k,i
(
fi(x
⋆)− fi(x) + β‖yi,k−1 − x‖2 − µ
4
‖x− x⋆‖2
)
= −2η˜
(
f(x)− f(x⋆) + µ
4
‖x− x⋆‖2
)
+ 2βη˜δ .
Combining the bounds for T1 and T2,
E‖x+∆x− x⋆‖2 ≤ E‖x− x⋆‖2 + η˜
2σ2
KN
− 2η˜
(
f(x)− f(x⋆) + µ
4
‖x− x⋆‖2
)
+ 2βη˜δ
+ 2βη˜2(f(x)− f(x⋆)) + 2β2η˜2δ
= (1− µη˜2 )‖x− x⋆‖2 +
η˜2σ2
KN
+ (2βη˜2 − 2η˜)(f(x)− f(x⋆)) + (2βη˜ + 2β2η˜2)δ .
The claim now follows from observing that η˜ = Kηgηl ≤ 12β implies that 2βη˜2 ≤ η˜.
D.3 Bounding the drift (Proof of Lemma 2)
Lemma 2 (bounded drift) Suppose our updates satisfy (P2) and assumptions A1–A3.
For any step-size satisfying ηl ≤ 18βKηg , then we can bound the drift as
3βδr ≤ 1
2η2g
(E[f(xr−1)])− f(x⋆) + 2η˜σ
2
Kη2g
.
23
Proof First note that if K = 1, δr = 0 since yi,0 = x for all i ∈ [N ]. Assuming K > 1, recall
property (P2) which bounds the increase in the drift at the local step k with a = 1/(K − 1)
1
N
N∑
i=1
∥∥yi,k − x∥∥2 ≤ (1 + 1K−1)
N
N∑
i=1
∥∥yi,k−1 − x∥∥2 + Kη2l β(f(x) − f(x⋆)) + 5η2l σ2 .
Since we know that yi,0 = x, we just have to unroll the above recursion over k to get
1
N
N∑
i=1
E‖yi,k − x‖2 ≤ (Kη2l (f(x)− f(x⋆)) + 5η2l σ2)
(∑k−1
j=0(1 +
1
K−1)
j
)
≤ (Kη2l (f(x)− f(x⋆)) + 5η2l σ2)(K − 1)((1 + 1K−1)K − 1)
≤ 7β2K2η2l (f(x)− f(x⋆)) + 35βKη2l σ2 .
Again averaging over k and multiplying by 3β gives
3βδr ≤ 21β2K2η2l (f(x)− f(x⋆)) + 15βη2l Kσ2 .
Note that our upper bound on the step-size ηl ≤ 18βηgK implies that 3β2K2η2gη2l ≤ 12 and
that 15βηlKηg ≤ 2. This completes the the proof of the lemma statement
3βδr ≤ 1
η2g
(f(xr−1))− f(x⋆) + 2η˜σ
2
Kη2g
where we additionally used η˜ = Kηlηg.
Appendix E. Convergence of SCAFFOLD (with sampling)
E.1 Properties of SCAFFOLD updates
Proof of (P4). Recall that (P4) claims for any control variates {ci}, the local update of
SCAFFOLD in local step k or rounds r the following holds for any a > 0
1
S
Er
[∑
i∈S
∥∥(yi − ηlvi)− x∥∥2] ≤ (1 + a)
S
Er
[∑
i∈S
∥∥yi − x∥∥2]+ η2l σ2
+ 3η2l (1 + 1/a)β(f(x) − f(x⋆)) + η2l (1 + 1a)
6
N
N∑
j=1
‖ci −∇fi(x⋆)‖2 .
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Starting from the definition of the update (9) and then applying the relaxed triangle in-
equality, we can expand
1
S
Er
[∑
i∈S
∥∥(yi − ηlvi)− x∥∥2] = 1
S
Er
[∑
i∈S
∥∥yi − ηlgi(yi) + ηlc− ηlci − x∥∥2]
≤ 1
S
Er
[∑
i∈S
∥∥yi − ηl∇fi(yi) + ηlc− ηlci − x∥∥2]+ η2l σ2
≤ (1 + a)
S
Er
[∑
i∈S
∥∥yi − ηl∇fi(yi) + ηl∇fi(x)− x∥∥2︸ ︷︷ ︸
T3
]
+ (1 + 1a)η
2
l Er
[
1
S
∑
i∈S
‖c− ci +∇fi(x)‖2
]
︸ ︷︷ ︸
T4
+η2l σ
2 .
The final step follows from the relaxed triangle inequality (Lemma 6). Applying the con-
tractive mapping Lemma 9 for ηl ≤ 1/β shows
T3 = 1
S
∑
i∈S
∥∥yi − ηl∇fi(yi) + ηl∇fi(x)− x∥∥2 ≤ ∥∥yi − x∥∥2 .
Once again using our relaxed triangle inequality to expand the other term T4, we get
T4 = Er
[
1
S
∑
i∈S
‖c− ci +∇fi(x)‖2
]
=
1
N
N∑
j=1
‖c− ci +∇fi(x)‖2
=
1
N
N∑
j=1
‖c− ci +∇fi(x⋆) +∇fi(x)−∇fi(x⋆)‖2
≤ 3‖c‖2 + 3
N
N∑
j=1
‖ci −∇fi(x⋆)‖2 + 3
N
N∑
j=1
‖∇fi(x)−∇fi(x⋆)‖2
≤ 6
N
N∑
j=1
‖ci −∇fi(x⋆)‖2 + 3
N
N∑
j=1
‖∇fi(x)−∇fi(x⋆)‖2
≤ 6
N
N∑
j=1
‖ci −∇fi(x⋆)‖2 + 3β(f(x)− f(x⋆)) .
The last step used the smoothness of fi. Combining the bounds on T3 and T4 completes the
proof. 
Variance of server update. We next observe how the variance of the server update can
be bounded.
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Lemma 10 For updates (9)—(12), we can bound the variance of the server update in any
round r and any η˜ := ηlηgK ≥ 0 as follows
E[‖∆xr‖2] ≤ 4βη˜2(E[f(xr−1)]− f(x⋆)) + 8η˜2Cr−1 + 4η˜2β2δr + 12η˜
2σ2
KS
.
Proof Recall that the server update in round r can be written as follows (dropping the
superscript r everywhere)
E‖∆x‖2 = E∥∥− η˜
KS
∑
k,i∈S
vi,k
∥∥2 = E∥∥ η˜
KS
∑
k,i∈S
(gi(yi,k−1) + c− ci)
∥∥2 ,
which can then be expanded as
E‖∆x‖2 ≤ E∥∥ η˜
KS
∑
k,i∈S
(gi(yi,k−1) + c− ci)
∥∥2
≤ 4E
∥∥ η˜
KS
∑
k,i∈S
gi(yi,k−1)−∇fi(x)
∥∥2 + 4η˜2 E‖c‖2 + 4E∥∥ η˜
KS
∑
k,i∈S
∇fi(x⋆)− ci
∥∥2
+ 4E
∥∥ η˜
KS
∑
k,i∈S
∇fi(x)−∇fi(x⋆)
∥∥2
(1)
≤ 4E∥∥ η˜
KS
∑
k,i∈S
gi(yi,k−1)−∇fi(x)
∥∥2 + 4η˜2 E‖c‖2 + 4E∥∥ η˜
S
∑
i∈S
∇fi(x⋆)− ci
∥∥2
+ 4βη˜2(E[f(x)]− f(x⋆))
≤ 4E∥∥ η˜
KS
∑
k,i∈S
∇fi(yi,k−1)−∇fi(x)
∥∥2 + 4η˜2‖E[c]‖2 + 4∥∥ η˜
S
∑
i∈S
∇fi(x⋆)− E[ci]
∥∥2
+ 4βη˜2(E[f(x)]− f(x⋆)) + 12η˜
2σ2
KS
.
The inequality before the last used the smoothness of {fi}. The last inequality which sepa-
rates the mean and the variance is an application of Lemma 7: the variance of ( 1KS
∑
k,i∈S gi(yi,k−1))
is bounded by σ2/KS. Similarly, cj as defined in (10) for any j ∈ [N ] has variance smaller
than σ2/K and hence the variance of ( 1S
∑
i∈S ci) is smaller than σ
2/KS. Then, using
c = 1N
∑
i ci and Jensen’s inequality, we can simplify the expression as
E‖∆x‖2 ≤ 4η˜
2
KN
∑
k,i
E
∥∥∇fi(yi,k−1)−∇fi(x)∥∥2 + 4η˜2‖E[c]‖2 + 4η˜2
N
∑
i
∥∥∇fi(x⋆)− E[ci]∥∥2
+ 4βη˜2(E[f(x)]− f(x⋆)) + 12η˜
2σ2
KS
≤ 4η˜
2
KN
∑
k,i
E
∥∥∇fi(yi,k−1)−∇fi(x)∥∥2
︸ ︷︷ ︸
T5
+
8η˜2
N
∑
i
∥∥∇fi(x⋆)− E[ci]∥∥2
+ 4βη˜2(E[f(x)]− f(x⋆)) + 12η˜
2σ2
KS
.
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Since the gradient of fi is β-Lipschitz, T5 ≤ β
24η˜2
KN
∑
k,iE
∥∥yi,k−1 − x∥∥2 = 4η˜2β2δ. The def-
inition of the error in the control variate Cr−1 := 1N
∑N
j=1 E‖E[ci] − ∇fi(x⋆)‖2 completes
the proof.
Change in control error. We have previously related the variance of the server update
to the error in the control variate updates. We now examine how this control error grows
each round.
Lemma 11 For updates (9)—(12) with the control update (10), the following holds true for
any η˜ := ηlηgK ∈ [0, 1/β]:
Cr ≤ (1− SN )Cr−1 + SN
(
2β(E[f(xr−1)]− f(x⋆)) + 2β2δr
)
.
Proof Recall that after round r, the control update rule (10) implies that cri is set as per
c
r
i =
{
c
r−1
i if i /∈ Sr i.e. with probability (1− SN ). ,
1
K
∑K
k=1 gi(y
r
i,k−1) with probability
S
N .
Taking expectations on both sides yields
E[cri ] = (1− SN )E[cr−1i ] + SKN
∑K
k=1 E[∇fi(yri,k−1)] , ∀ i ∈ [N ] .
Plugging the above expression in the definition of Cr we get
Cr =
1
N
N∑
i=1
‖E[cri ]−∇fi(x⋆)‖2
=
1
N
N∑
i=1
‖(1− SN )(E[cr−1i ]−∇fi(x⋆)) + SN ( 1K
∑K
k=1 E[∇fi(yri,k−1)]−∇fi(x⋆))‖2
≤ (1− SN )Cr−1 + SN2K
∑K
k=1 E‖∇fi(yri,k−1)−∇fi(x⋆)‖2 .
The final step is an application of Jensen’s inequality. We can then further simplify using
the relaxed triangle inequality as
Er[Cr] ≤
(
1− S
N
)
Cr−1 +
S
N2K
∑
i,k
E‖∇fi(yri,k−1)−∇fi(x⋆)‖2
≤
(
1− S
N
)
Cr−1 +
2S
N2
∑
i
E‖∇fi(xr−1)−∇fi(x⋆)‖2 + 2S
N2K
∑
i,k
E‖∇fi(yri,k−1)−∇fi(xr−1)‖2
(2)
≤
(
1− S
N
)
Cr−1 +
2S
N2
∑
i
E‖∇fi(xr−1)−∇fi(x⋆)‖2 + 2S
N2K
β2
∑
i,k
E‖yri,k−1 − xr−1‖2
(1)
≤
(
1− S
N
)
Cr−1 +
S
N
(2β(E[f(xr−1)]− f(x⋆)) + β2δr) .
The last two inequalities follow from smoothness of {fi} and the definition δr = 1NKβ2
∑
i,k E‖yri,k−1−
x
r−1‖2.
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E.2 Progress between communication rounds (Proof of Lemma 3)
Lemma 3 (one round progress) Suppose our updates satisfy (P1) and assumptions A1–
A3. Then the following holds for any step-size satisfying ηl ≤ min
(
1
81βKηg
, S15µNKηg
)
, effec-
tive step-size η˜ := Kηgηl, and control variates updated using (10),
E
[
‖xr − x⋆‖2 + 9Nη˜2S Cr
]
≤ (1− µη˜2 )
(
E‖xr−1 − x⋆‖2 + 9Nη˜2S Cr−1
)
+
η˜2σ2
KS
− 2625 η˜(E[f(xr−1)]− f(x⋆)) + 3βη˜δr − 2η˜
2
3 Cr−1 ,
where Cr is the error in our control variate defined as
Cr :=
1
N
N∑
j=1
‖E[cri ]−∇fi(x⋆)‖2 ,
and δr is the drift caused by the local updates on the clients
δr :=
1
KN
K∑
k=1
N∑
i=1
E
∥∥yri,k − xr−1∥∥2 .
Proof We will follow nearly exactly the same steps as in the proof of Lemma 1, except
taking care that we do not have samples from all the machines. Starting from observation
(P3), the server update can be written as
∆x = − η˜
KS
∑
k,i∈S
(gi(yi,k−1) + c− ci), and ES [∆x] = − η˜
KN
∑
k,i
gi(yi,k−1) .
We can then apply Lemma 10 to bound the second moment of the server update as
Er‖x+∆x− x⋆‖2 = Er‖x− x⋆‖2 − 2η˜
KS
Er
∑
k,i∈S
〈∇fi(yi,k−1),x− x⋆〉+ Er
∥∥∆x∥∥2
≤ 2η˜
KS
Er
∑
k,i∈S
〈∇fi(yi,k−1),x⋆ − x〉
︸ ︷︷ ︸
T6
+Er‖x− x⋆‖2
+ 4βη˜2(E[f(xr−1)]− f(x⋆)) + 8η˜2Cr−1 + 4η˜2β2δ + 12η˜
2σ2
KS
.
The term T6 can be bounded by using Lemma 8 with h = fi, x = yi,k−1, y = x⋆, and z = x
to get
E[T6] = 2η˜
KS
E
∑
k,i∈S
〈∇fi(yi,k−1),x⋆ − x〉
≤ 2η˜
KS
E
∑
k,i∈S
(
fi(x
⋆)− fi(x) + β‖yi,k−1 − x‖2 − µ
4
‖x− x⋆‖2
)
= −2η˜ E
(
f(x)− f(x⋆) + µ
4
‖x− x⋆‖2
)
+ 2βη˜δ .
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Plugging T6 back, we can further simplify the expression to get
E‖x+∆x− x⋆‖2 ≤ E‖x− x⋆‖2 − 2η˜
(
f(x)− f(x⋆) + µ
4
‖x− x⋆‖2
)
+ 2βη˜δ
+
12η˜2σ2
KS
+ 4βη˜2(E[f(xr−1)]− f(x⋆)) + 8η˜2Cr−1 + 4η˜2β2δ
= (1− µη˜2 )‖x− x⋆‖2 + (4βη˜2 − 2η˜)(f(x)− f(x⋆))
+
12η˜2σ2
KS
+ (2βη˜ + 4β2η˜2)δ + 8η˜2Cr−1 .
The final term which depends on Cr−1 is new and was not present in the proof of the case
without sampling. We can use Lemma 11 to bound this term. Multiplying by 9η˜2NS ,
9η˜2NS Cr ≤ (1− µη˜2 )9η˜2NS Cr−1 + 9(µη˜N2S − 1)η˜2Cr−1 + 9η˜2
(
2β(E[f(xr−1)]− f(x⋆)) + 2β2δ)
Together, this proves that
E‖x+∆x−x⋆‖2+9η˜
2NCr
S
≤ (1−µη˜
2
)
(
E‖x− x⋆‖2 + 9η˜
2NCr−1
S
)
+(22βη˜2−2η˜)(f(x)−f(x⋆))
+
12η˜2σ2
KS
+ (2βη˜ + 22β2η˜2)δ + (9µη˜N2S − 1)η˜2Cr−1
Finally, the lemma follows from noting that η˜ ≤ 181β implies 22β2η˜2 ≤ 2425 β˜ and η˜ ≤ S15µN
implies 9µη˜N2S ≤ 13 .
E.3 Bounding the drift (Proof of Lemma 4)
Lemma 4 (bounded drift) Suppose our step-sizes satisfy ηl ≤ 181βKηg and fi satisfies
assumptions A1–A3. Then, for any global ηg ≥ 1 we can bound the drift as
3βη˜δr − 2η˜
2
3 Cr−1 ≤ η˜25η2g (E[f(x
r−1)]− f(x⋆) + η˜2
Kη2g
σ2 .
Proof First, observe that if K = 1, δr = 0 since yi,0 = x for all i ∈ [N ] and that Cr−1 and
the right hand side are both positive. Thus the lemma is trivially true if K = 1. For K > 1,
we build a recursive bound of the drift starting from (P4) with a = 1/(K − 1):
1
N
∑
i
E
∥∥yi,k − x∥∥2 ≤ (1 + 1K−1)
N
∑
i
E
∥∥yi,k−1 − x∥∥2 + η2l σ2
+ 6η2lKβ(f(x)− f(x⋆)) +
6Kη2l
N
∑
i
E‖ci −∇fi(x⋆)‖2 .
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Recall that with the choice of ci in (10), the variance of ci is less than
σ2
K . Separating its
mean and variance gives
1
N
∑
i
E
∥∥yi,k − x∥∥2 ≤ (1 + 1
K − 1
)
1
N
∑
i
E
∥∥yi,k−1 − x∥∥2 + 7η2l σ2+
6η2lKβ(f(x)− f(x⋆)) +
6Kη2l
N
∑
i
‖E[ci]−∇fi(x⋆)‖2 (14)
Unrolling the recursion (14), we get the following for any k ∈ {1, . . . ,K}
1
N
∑
i
E
∥∥yi,k − x∥∥2 ≤ (6Kβ2η2l (f(x)− f(x⋆)) + 6Kη2l Cr−1 + 7βη2l σ2)

k−1∑
j=0
(1 + 1K−1)
j


≤ (6Kβ2η2l (f(x)− f(x⋆)) + 6Kη2l Cr−1 + 7βη2l σ2)(K − 1)((1 + 1K−1)K − 1)
≤ (6Kβ2η2l (f(x)− f(x⋆)) + 6Kη2l Cr−1 + 7βη2l σ2)3K
≤ 18K2β2η2l (f(x)− f(x⋆)) + 18K2η2l Cr−1 + 21Kβη2l σ2 .
The inequality (K − 1)((1 + 1K−1)K − 1) ≤ 3K can be verified for K = 2, 3 manually. For
K ≥ 4,
(K − 1)((1 + 1K−1)K − 1) < K(exp( KK−1)− 1) ≤ K(exp(43 )− 1) < 3K .
Again averaging over k and multiplying by 3β yields
3βδr ≤ 54K2β2η2l (f(x)− f(x⋆)) + 54K2βη2l Cr−1 + 63βKη2l σ2
= 1
η2g
(
54β2η˜2(f(x)− f(x⋆)) + 54βη˜2Cr−1 + 63βη˜2 σ2K
)
≤ 1
η2g
(
1
25 (f(x)− f(x⋆)) + 23 η˜Cr−1 + η˜ σ
2
K
)
.
The equality follows from the definition η˜ = Kηlηg, and the final inequality uses the bound
that η˜ ≤ 181β .
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