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Abstract 
Because the number of scientific publications in most disciplines is expanding rapidly, traditional 
academic search engines can hardly satisfy scholars’ need to retrieve and assimilate the information they 
are looking for. In this study we investigate a new summarization problem: creating a synopsis “Literature 
Review” of a collection of candidate cited papers in response to a query, via different methods and 
indicators. In more detail, we compare the use of different methods and indicators for generating citation 
clusters and summarized reviews by analyzing publication abstracts, citation contexts, and co-cite 
relationships. We also validate the usefulness of a user’s query during this process by comparing query-
dependent and query-independent clustering and summarization. One interesting outcome of this study is 
that citation contexts are more suitable for clustering related papers, whereas abstracts are more 
accurate for generating longer review-like summaries. The initial user query is also helpful for enhancing 
clustering and summarization performance. 
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1 Introduction 
In the past few decades the volume of scholarly publications has increased dramatically. This has had a 
significant effect on how scholars retrieve and assimilate publications. While rapid access to digital 
publications can accelerate research and education, some challenges need to be addressed. As domain 
knowledge in most disciplines expands at a rapid pace, researchers need innovative academic retrieval 
and text-mining systems to efficiently locate the scientific publications they are looking for. Classical 
academic retrieval engines, however, such as Google Scholar and Microsoft Academic, can hardly satisfy 
all the research requirements that users have. For one thing, the large number of retrieved scholarly 
publications available from a search engine makes it impossible for researchers to absorb all the new 
information available by, for example, reading of all the retrieved publications. Hence, there is an urgent 
need for new systems that will help scholars process and absorb the flood of relevant information. Such a 
system would be helpful in many situations, such as ones involving research on an unfamiliar topic, e.g., 
a junior researcher’s venturing into a related but new research area, a Wikipedia volunteer editor’s 
composing an entry about an unfamiliar topic, or a journalist doing background research on a new topic. 
This project is an exploratory attempt at finding an effective way of automatically generating 
review-like literature summaries of a collection of research papers retrieved in response to a textual 
query. Figure 1 provides an example. The auto-generated review is intended to imitate a scholar-written 
review, complete with citations and references in a multi-section style. Not surprisingly, the current quality 
of the auto-generated reviews is not very high. They do, however, provide useful information that classical 
retrieval systems cannot offer, which information might be helpful for users trying to cope with the 
information overload problem. 
In a human-generated literature review there are typically multiple subsections or paragraphs, 
each summarizing a group of very similar or closely related studies, i.e., a paper cluster. In this paper we 
investigate different ways of automatically generating a “literature review” and propose a three-step 
solution involving information retrieval, clustering, and summarization, as in Figure 1.The first step, 
search, aims to find the most relevant and authoritative articles in the scientific repository. Standard 
retrieval and ranking techniques such as the language model and PageRank are well-documented. This 
paper focuses on the next two steps, publication clustering (step 2) and review generation (step 3). 
More specifically, we investigate two issues in this paper. First, we compare different paper 
representation methods, such as the use of paper abstracts and paper citation contexts, with respect to 
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the tasks of clustering and review generation. Second, we investigate different indicators or methods of 
citation clustering and summarization. Tables 1 and 2 outline the methods and indicators that we used. 
By comparing the clustering and review results with human- or author-generated literature 
reviews from the ACM corpus, we found that citation contexts are more useful for clustering similar or 
related papers, whereas publication abstracts are more useful for generating longer review-like 
summaries. Citation contexts may, however, be useful for generating concise reviews. For review 
generation, sentence diversity (or novelty) is more important than sentence representativeness (or 
authority). The initial query from the user is helpful for both tasks.  
 
 
Figure 1. 3-step solution for review generation 















context similarity (PCCS) 
Publication Co-Cite Mutual Information 
(PCMI); 
Publication Co-Cite Proximity Score (PCPS) 
Table 1. Different indicators for publication clustering (step 2) 
 Paper Abstract Citation Context Abstract + Citation Context 
Query  
Dependent 





MMR paper citation context 
summarization (MPCCS); 
LexRank query-sensitive 
paper citation context 
summarization (LQPCCS); 
MMR paper abstracts and 
citation context summarization 
(MPACCS); 
LexRank query-sensitive paper 




LexRank paper abstracts 
summarization (LPAS); 
LexRank paper citation 
context summarization 
(LPCCS); 
LexRank paper abstracts and 
citation context summarization 
(LPACCS); 
Table 2. Different methods for review generation (cluster summarization, step 3) 
The contributions of this paper are threefold. First, we propose a new scholarly synopsizing 
task, namely, that of automatically generating a “review-like” summary given a user’s textual information 
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need. Second, in generating the summary we explore methods for publication clustering and cluster 
summarization so as to organize the review-like summary into multiple sections and facilitate better user 
understanding of the content. Finally, we compare different tailored clustering and summarization 
algorithms for this proposed task with automatic evaluation. 
2 Literature Review 
Scholars search and consume scientific information in ways rather different from that of general web 
retrieval system users. From a citation recommendation perspective (Lao & Cohen, 2010; Liu, Zhang, & 
Guo, 2012; He, Pei, Kifer, Mitra, & Giles 2010; Liu Zhang & Guo 2013; Liu, Yu, Gao & Sun, 2014), prior 
studies have proposed methods of recommending candidate cited papers on the basis of scholars’ textual 
queries, i.e., recommending global and local citations based on a piece of given text under both context-
oblivious and context-aware conditions (He et al., 2010; He, Kifer, Pei, Mitra, & Giles, 2011). But while 
traditional retrieval and recommendation studies can provide scholars a ranked list of papers, actually 
consuming those papers is a daunting tasking for most junior scholars. 
In this study, we investigate the alternative approach of generating a synopsis or literature review 
given a text query. This approach is closely related to previous academic summarization studies, 
including studies on single paper summarization (Teufel & Moens, 2002; Mei & Zhai, 2008; Qazvinian & 
Radev, 2010; Qazvinian, Radev, & Özgür, 2010), multi-paper summarization (Mohammad et al., 2009; 
Nanba & Okumura, 2000; Yeloglu, Milios, & Zincir-Heywood, 2011), and query-centric paper 
summarization (Yang, Cohen, & Hersh, 2007). In the medical domain, unlike many other disciplines, one 
may take advantage of existing domain knowledge to improve summarization accuracy. For example, 
Yang et al. (2007) used MeSH keywords along with PubMed abstracts for summarization. Unfortunately, 
this kind of high-quality knowledge base is not always available. 
Utilizing citation contexts for summarization is debatable in that different citation contexts within 
the same paper often focus on different aspects of that paper, with none providing a full description of its 
contributions. Context can also be used as a surrogate for the actual article in a variety of scenarios 
(Elkiss et al., 2008), and Liu et al., (2012) found the context can be important to summarize the citation 
motivation for improving scholarly retrieval and recommendation performance. While Teufel, Siddharthan 
and Tidhar (2006) found citation context unsuitable for summarization because of context dependencies 
and limited representativeness, Qazvinian and Radev (2010) and Mohammad et al. (2009) argue that 
citation context is a useful indicator for generating academic summarizations. Qazvinian et al. (2010) 
found that citation context could be useful for single-paper summarization by mining significant 
keyphrases. Mei and Zhai (2008) proposed an impact-based single-paper summarization method by 
using paper content and citation contexts within a language model approach. This is similar to web page 
summarization with hyperlinks and anchor text (Delort, Bouchon-Meunier, & Rifqi, 2003). More recently, 
Amjadand Radev (2011) highlighted the fluency and readability of summaries generated from citation 
contexts. They worked on generating more readable and cohesive summaries based on reference 
tagging and sentence filtering and clustering. Previous studies show that clustering can be used to 
enhance academic summarization performance. Nanba, Kando and Okumura (2000), for instance, 
automatically categorized citations into different clusters by analyzing citation sentences using pre-
defined phrase-based rules. Teufel et al. (2006) and Nanba and Okumura (1999) implemented similar 
studies by clustering citations based on their functionalities. More recently, Guo, Yu, Sanjari and Liu 
(2014) found the citation context provides important features for citation role labeling.  
Unlike prior studies in scientific summarization, in this study we propose a new approach for 
automatically generating a multi-paragraph literature “review” given a text query. First, we apply candidate 
citation clustering and summarization algorithms given a user query. This technique has proven useful for 
non-academic summarization. Neto, Santos, Kaestner and Freitas (2000), for instance, summarized 
clusters of documents using basic, query-independent sentence-selection methods like TF-ISF (term 
frequency-inverse sentence frequency). 
Second, we compare and optimize the usefulness of the user’s initial query as well as paper 
abstracts and citation context for both the clustering and summarization tasks. This differs from most 
previous studies. For the summarization task we also compare diversity-based and representativeness-
based summarization approaches while tailoring the length of the generated review. Last but not least, we 
introduce an automatic method for evaluating the accuracy of machine-generated reviews by comparing 
them against author-generated literature reviews. 
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3 Methodology 
In this section we investigate different indicators and methods for candidate-cited paper clustering and 
review generation. For these two tasks we assume that high-quality cited papers are already available, 
either provided by the user or recommended by a scholarly retrieval system. 
3.1 Candidate Cited Paper Clustering 
For each publication we investigate two different content representations: the paper’s abstract and its 
cited context. The abstract comes from the paper author(s), while cited citation contexts (including the 
citation sentence and its prior and following sentence) are derived from all of the other papers that cite the 
target paper. As Table 1 illustrates, we have two ways of calculating paper similarity: text similarity 
(cosine similarity) and query-sensitive text similarity (Tombros & Van Rijsbergen, 2004). The query-
sensitive similarity between papers i and j can be calculated by sim(D!,D! Q) = f(sim(D!,D!), sim(D!,D!,Q)) 
where Di, Dj, and Q are TF-IDF based word vectors for two candidate papers and the query. Di and Dj 
could be either the paper’s abstract or its citation contexts. 𝑠𝑖𝑚(𝐷! ,𝐷!) is the cosine text similarity and 𝑠𝑖𝑚(𝐷! ,𝐷! ,𝑄) is the common similarity between Di, Dj, and Q, which is defined as:  𝑠𝑖𝑚 𝐷! ,𝐷! ,𝑄 = 𝑤!!,!𝑤!!,!!!!!𝑤!!,!! 𝑤!!,!!!!!!!!!!  
where 𝐶 = 𝐷! ∩ 𝐷! = 𝑤!!,! ,𝑤!!,! ,⋯ ,𝑤!!,!  is a vector containing the shared vocabulary of two candidate 
papers. If a term is a common word in Di and Dj, 𝑤!!,! = 𝑤!!,!! + 𝑤!!,!! 2, else 𝑤!!,! = 0. Unlike 
classical similarity measures, query-sensitive similarity also considers the similarity of two documents 
given the query Q. So, the similarity can be represented by: 
𝑠𝑖𝑚 𝐷! ,𝐷! 𝑄 =
!!!,!!!!!,!!!!!!!!!,!!! !!!,!!!!!!!!!!! + 𝛽 !!!,!!!!,!!!!!!!!,!! !!!,!!!!!!!!!!1 + 𝛽  
where ß, a key parameter, controls the amount of user query-sensitive content in this similarity function.  
We also investigate two more methods based on paper co-cite relationships to characterize their 
relatedness. The first is publication co-cite mutual information (PCMI), where the relatedness between 
papers i and j is defined as:  𝑀𝐼 𝐷! ,𝐷! = 𝑝(𝐷! ,𝐷!)𝑙𝑜𝑔 𝑝(𝐷! ,𝐷!)𝑝(𝐷!)𝑝(𝐷!) 𝑝(𝐷! ,𝐷!) is the co-cited probability (by other citing papers), 𝑝(𝐷!) and 𝑝(𝐷!) are paper Di’s and Dj’s cited 
probabilities, respectively. When 𝑀𝐼 𝐷! ,𝐷!  is large, papers Di and Dj are highly likely to be co-cited in the 
same paper, and we assume that these two papers very likely belong to the same cluster.  
However, co-cited mutual information oversimplifies the in-depth relationship between the two 
candidate papers. For instance, we may plausibly assume that two papers co-cited in one sentence bear 
a stronger relationship to each other as compared to others that are co-cited in one paper but which are 
located farther apart in the text. Based on this observation, we propose another clustering feature, 
publication co-cite proximity score (PCPS):  
𝑃𝐶𝑃𝑆!"#$ 𝐷! ,𝐷! = 1/𝑙𝑜𝑔!(𝑚𝑖𝑛!,!"#$ 𝐷! ,𝐷! + 2) !!!!! 𝑛  
where 𝑃𝐶𝑃𝑆!"#$ D!,D!  is the average score of papers i and j based on their co-cite proximity in all citing 
papers, n is the number of papers that co-cite papers i and j, and 𝑚𝑖𝑛!,!"#$ 𝐷! ,𝐷!  represents the 
minimum co-cite sentence proximity in citing paper i.  
All six aforementioned methods in Table 1 (namely, PAS, PQAS, PCCS, PQCCS, PCMI and 
PCPS) generate a relationship score between each candidate-cited paper pair. We employ the K-
medoids algorithm (Theodoridis & Koutroumbas, 2006) to generate publication clusters. This is more 
effective in guarding against noise and outliers as compared to K-means because it uses actual data 
objects as a reference point instead of the mean value of data objects.  
3.2 Publication Query-Sensitive Abstract Similarity (PQAS) 
In the previous step we grouped papers (i.e., the candidate-cited papers) into clusters, given that papers 
in the same cluster should be closely related. In this step we synopsize each cluster into a paragraph 
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using multi-document summarization algorithms. We then combine all of the generated paragraphs (i.e., 
cluster summaries) to make up a review for the candidate-cited papers with respect to the user query.  
In this study we investigate the following four questions for review generation: (1) What kinds of 
candidate sentences are more useful for summarization: sentences from abstracts, citation contexts, or 
both? (2) Should the user’s initial query play an important role in the generation of the summarization? (3) 
Which algorithm is more effective for a review-like summarization generation? In other words, for this 
question we want to investigate whether “diversity” or “representativeness” is more important for the 
generated review. (4) How can we best control the length of the generated review?  
3.3 Selecting Candidate Sentences 
As the first section mentioned, we could choose candidate sentences from paper abstracts, citation 
contexts, or both in order to represent the target paper for a review generation. Note that the choice is 
independent from the paper-clustering task described in section 3.1. For instance, we could use paper 
abstracts for clustering, while utilizing citation contexts for review generation, and vice-versa.  
3.4 Query Usefulness and Summarization Algorithms 
For the summarization algorithm we tailor two well-established algorithms for this experiment: LexRank 
(query-independent or dependent, focusing on identifying the most representative sentences in each 
cluster) and Maximum Marginal Relevance (MMR) (query-dependent, focusing on sentence diversity).  
The LexRank algorithm (Erkan & Radev, 2004) is used in this study to identify the most 
representative sentences from the candidate-cited papers in each cluster while generating a summary for 
each cluster. The representativeness of each sentence is calculated by the following formula. 𝐿𝑅 𝑢 = 𝑑𝑁 + (1 − 𝑑) 𝑤 𝑢, 𝑣𝑤 𝑣, 𝑧!∈!"# ! 𝐿𝑅(𝑣) 
where LR(u) is the LexRank score of sentence u, adj[u] represents the neighbor sentences of u in the 
graph, N is the total number of sentences (nodes) in the graph, d is a damping factor that we set d=0.15, 
and w(u,v) is the weight of edge <u,v> representing the  similarity between sentence u and v. In this study 
we use two methods to calculate w(u,v). One is a standardized cosine similarity method without user 
input (query independent). The other is a query-sensitive similarity measure based on Tombros and Van 
Rijsbergen’s work (2004). So while extracting representative sentences, we used both the original 
LexRank and query-sensitive LexRank (Q-LexRank). The former used a cosine similarity method to 
measure sentence similarity, while the latter used the query-sensitive similarity method (see 3.1). 
The Maximum Marginal Relevance (MMR) algorithm (Carbonell & Goldstein, 1998) was originally 
developed for query-focused summarization in the context of information retrieval. We employ this 
algorithm in our study to create cluster summaries (paragraphs) by using a greedy sentence-by-sentence 
selection from the candidate sentence set with sentence diversity detection. At each step MMR is 
constrained to select the sentence or text that is maximally relevant to the user’s input topic (user-centric) 
and minimally redundant with sentences that have already been selected (diversity), i.e., 𝑀𝑀𝑅 = 𝐴𝑟𝑔𝑚𝑎𝑥!!∈!\!![𝜆 ∗ 𝑠𝑖𝑚 𝑉!! ,𝑉!"#$% − 1 − 𝜆 ∗𝑚𝑎𝑥!!∈!!𝑠𝑖𝑚(𝑉!! ,𝑉!!)] 
where S is the candidate sentence set of the current cluster; S! is a subset of S, including sentences 
selected into the generated paragraph; si is the current sentence, and V!!,V!"#$% and V!! are the vector 
forms of the current sentence, user input text and the already selected sentence. 0≤ λ ≤1. We set λ=0.7. sim V!! ,V!"#$%  is about the similarity between the current sentence and user input. 
In this study, we also combine LexRank and MMR and propose LexRank–MMR to generate a 
review not only contains some salient information but also some novel information. Namely, while using 
LexRank–MMR to extract new sentences, it both considers sentence authority, relevance to the user’s 
query, and redundancy with already selected sentences.  𝑆𝑐𝑜𝑟𝑒 𝑠 = 𝛼 ∗ 𝑙𝑒𝑥𝑟𝑎𝑛𝑘! +𝑚𝑚𝑟!𝛼 + 1  
where lexranks and mmrs represent the LexRank score and MMR score of sentence s, 𝛼controls the 
proportion of lexranks and mmrs, and 𝛼 ≥ 0. 
3.5 Review Length 
In our study we try three methods for deciding the summary length: (1) The ONE method. We 
extract only one sentence from each paper’s candidate sentence set while generating cluster 
summarizations. (2) The M method. M is the average number of sentences extracted from each paper in 
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the cluster. The generated paragraph length is 𝐿 = 𝑀 ∗ 𝑁!", where 𝑁!" is the number of papers in this 
cluster. So while generating summaries with length decided by this method, some papers may have more 
than one sentence selected into the summary, while others may not have any sentence selected. (3) The 
ALL method. We continue to extract sentences from the candidate sentence set for each cluster until 
each paper in this cluster has at least one sentence selected. 
4 Experiment and Evaluation 
4.1 Data 
For the experiment we used 41,370 publications (the candidate citation collection) from 111 journals and 
1,442 conference or workshop proceedings on computer science (mainly from the ACM digital library). 
Full texts and citations were derived from the PDF files. The selected papers were published between 
1951 and 2011. From these we extracted 28,013 publication texts (accounting for 67.7% of all the 
sampled publications), including titles, abstracts, and full texts. 9,878 of these included abstracts 
(accounting for 23.9%), and 3,479 had titles (accounting for 8.4%). We then extract all possible citations 
from the papers’ full texts. Each citation derived from a publication text was associated with a reference. 
For citation context-based review generation, we removed extracted sentences that were too long (i.e., 
having more than 50 words) or too short (i.e., having less than 15 words) in the citation context for most 
of these extracted sentences were created by sentence splitting or OCR error. We also removed 
sentences that were dissimilar with the abstract of the target paper. From a total of 223,810 references, 
we successfully identified 94,051 references, accounting for 42.0% of all references.  
For citation-clustering and summary evaluations we used a test collection with 112 papers. The 
selected papers met the following conditions: (1) They were distinct from the 41,370 publication candidate 
citation collection; (2) Each had more than 20 references in the candidate citation collection; (3) Each 
reference’s full text content was available in the paper collection; (4) For each test paper, at least 50% of 
its references had citation markers in the full text; (5) The references meeting condition (4) had abstracts 
metadata; and (6) Each of those reference meeting condition (3) and (4) had been cited at least three 
times by the 41,370 candidate citation collection. 
4.2 Clustering Evaluation Method 
For this evaluation we used human coders to cut the test collection papers into sections, paragraphs, and 
sentences, and we defined citation relatedness for each paper by the following rules:  
• If two papers were co-cited in a sentence, the distance between this pair of papers = 0. 
• If two papers were co-cited in one paragraph, their distance = 1. 
• If the papers were co-cited in one section, their distance = 2. 
• If they were co-cited in different sections, their distance = 5.  
We used a single paper abstract as query Q, the user’s information need. We also assumed that 
for any citations x and y, if 𝑑𝑖𝑠(𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛! , 𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛!) ≤ 𝜌 ∙ 𝐴𝑣𝑔!"#, then papers x and y should co-occur in 
one cluster. 𝜌 ∙ 𝐴𝑣𝑔!"# is the average distance between any citation pair in the target paper in the test 
collection. We employed this assumption for evaluation because different papers have different citing 
behavior. For instance, some papers contain all citations in one literature review section, where each 
paragraph provides the key information for differentiating citation clusters. In other papers citations may 
be sprinkled throughout different sections. In such cases section information is useful for clustering 
citations. Hence, we used ρ ∙ Avg!"# to determine whether two citations should belong to one cluster. In 
this paper we set 𝜌 = 0.8. The co-citation relationship used here (for clustering evaluation) differs from the 
co-cite proximity based clustering indicator (PCPS). The latter was extracted from the candidate citation 
collection (41,370 papers), whereas the co-citation proximity for evaluation was extracted from the target 
test paper (ground truth), which was excluded from the 41,370 papers. 
4.3 Clustering Evaluation Result 
We used four indicators-precision, recall, F1 value, and Rand index (RI)-to evaluate the clustering 
performance. We employed F1 to tune the user-sensitive similarity parameter ß for PQAS- and PQCCS-
based clustering. For the preliminary experiment we tested the value of ß from 0 to 1000 with an 
increasement interval of 0.1, and candidate citation papers were grouped into different clusters (k=3, 4, 
5). Because of space, we only give the clustering results for ß tuning while k=3 in Figures 2 and 3. 
It is clear that clustering recall is more sensitive to the value of ß. When ß is increasing, recall 
improves significantly while precision decreases moderately. While k=3, 4, 5,for abstracts (PQAS), the F1 
score peaks at ß=14.2, ß=14.2 and ß=5.2, respectively, and for citation contexts (PQCCS), it peaks at 
ß=5.5, ß=5.5 and ß=5.2, respectively. 
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Figure 2 and 3. Parameter ß tuning for PQAS (k=3) and PQCCS (k=3) 
We used the optimized parameter ß for PQAS- and PQCCS-based clustering, respectively. 
Results using k = 3 with K-medoids are presented in Tables 3. We also test k = 4 and 5, and F1 
performance decrease while k increasing.   
 Precision Recall F1_Score RI 
PAS 0.4530 0.3805 0.4136 0.4680 
PQAS 0.4440 0.5792 0.5027 0.4702 
PCCS 0.4505 0.4280 0.4390 0.4603 
PQCCS 0.4493 0.6654 0.5364 0.4659 
PCMI 0.4525 0.4094 0.4299 0.4713 
PCPS 0.4607 0.4223 0.4407 0.4669 
Table 3. Clustering performance comparison while k=3 
The results show that query-sensitive similarity is always helpful in enhancing clustering 
performance. Co-cite proximity (PCPS) outperforms query-independent clustering and in most cases 
performs better than co-cite mutual information (PCMI). In addition, we found that PCCS and PQCCS 
outperform PAS and PQAS. This indicates that citation contexts provide better paper content 
representation for the clustering task. 
4.4 Summarization Evaluation Method 
To evaluate the quality of the generated reviews, which were formatted to have one paragraph for each 
cluster and a length decided either by ONE, M, or ALL, gold standard paragraphs (or gold standard 
review) were needed. Because of the high cost of employing human abstractors, we used an automatic 
method to generate the gold standard review via the following two steps: (1) Based on the cited proximity 
of two citations in a target test paper (as described in 4.2), we grouped the citations into k clusters using 
K-medoids, where k is the same as the number of the paragraphs in the synopsized review. (2) Each 
citation’s context sentences in the test paper were used to represent the citation. We then derived k gold 
standard paragraphs from the author-generated review in the test paper). We matched each auto-
generated paragraph with a gold standard paragraph according to similarity. Precision-N, Rouge-N (Lin & 
Hovy 2003), and Fß-N were then used to evaluate the quality of the auto-generated paragraphs. 
4.4.1 Paragraph (Cluster Summary) Evaluation 
Precision-N is the percentage of n-grams in the generated paragraph that also occur in the gold standard 
paragraph. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑁 = 𝑐𝑜𝑢𝑛𝑡!"#$!(𝑛 − 𝑔𝑟𝑎𝑚)!!!"#$∈!!∈ !!"!#$%!&'$#$ 𝑐𝑜𝑢𝑛𝑡!(𝑛 − 𝑔𝑟𝑎𝑚)!!!"#$∈!!∈ !"#"$%&"'(%$%  
where GeneratedPara and RefPara represent the generated paragraph and its corresponding gold 
standard paragraph, respectively. s is a sentence in the generated paragraph. 𝑐𝑜𝑢𝑛𝑡!"#$!(𝑛 − 𝑔𝑟𝑎𝑚) is 
the number of n-grams in sentence s that occur both in the generated paragraph and in the gold standard 
paragraph. count!(n − gram) is the number of n-grams in sentence s. Rouge-N is the percentage of n-
grams in the gold standard paragraph that also occur in the generated paragraph. 𝑅𝑜𝑢𝑔𝑒 − 𝑁 = 𝑐𝑜𝑢𝑛𝑡!"#$!(𝑛 − 𝑔𝑟𝑎𝑚)!!!"#$∈!!!!∈ !"#$%&% 𝑐𝑜𝑢𝑛𝑡!!(𝑛 − 𝑔𝑟𝑎𝑚)!!!"#$∈!!!!∈ !"#$%&%  
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where s’ is a sentence in the gold standard paragraph and count!!(n − gram) is the number of n-grams in 
sentence s’. F-measure is a combination of Precision-N and Rouge-N: 𝐹! − 𝑁 = 1 + 𝛽! 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑁 ∙ 𝑅𝑜𝑢𝑔  − 𝑁𝑅𝑜𝑢𝑔𝑒 − 𝑁 + 𝛽!𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑁  
4.4.2 Review Evaluation 
A review composed of ki generated paragraphs (in test paper i) was evaluated by the average Precision-
N, Rouge-N, and Fß-N of all k paragraphs. For a set of n reviews we used the following formula to 
evaluate them. 𝑃 = ( 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑁!)/𝑘!!!!!!!!!! 𝑛        𝑅 = ( 𝑅𝑜𝑢𝑔𝑒 − 𝑁!)/𝑘!!!!!!!!!! 𝑛       𝐹! = ( 𝐹! − 𝑁!)/𝑘!!!!!!!!!! 𝑛  
4.5 Review Evaluation Result 
For review evaluation we first employed the F1 value to tune the parameter ß for user-sensitive LexRank 
and to optimize parameter α for the LexRank-MMR method. As with PQAS and PQCCS, we tested ß and α from 0 to 1000 with an increasement interval of 0.1. Figures 4 and 5 illustrate the F1 value changing with 
ß or α for query sensitive LexRank (Q-LexRank) or LexRank-MMR while k=3 and the paragraph length 
decided by the M=1 method. We used the optimized parameter ß for Q-LexRank and the optimized α for 
LexRank-MMR while generating a summary with length decided by the M=1 method. 
Tables 4 are comparisons of summaries generated by LexRank, Q-LexRank, MMR, and 
LexRank-MMR algorithms for generating summaries with length determined by the ONE method, M 
(M=1,2,3,4) method, and the ALL method while k=3. 
 
Summary length Summarization method Abstract Context Abstract+ Context 
 LexRank 0.1474 0.1514 0.1547 
ONE Q- LexRank 0.1508 0.1548 0.1625 
 MMR 0.1541 0.1598 0.1652 
 LexRank-MMR 0.1531 0.1620 0.1658 
 LexRank 0.1459 0.1364 0.1428 
M=1 Q- LexRank 0.1524 0.1453 0.1528 
 MMR 0.1592 0.1591 0.1653 
 LexRank-MMR 0.1578 0.1604 0.1647 
 LexRank 0.1729 0.1515 0.1608 
M=2 Q- LexRank 0.1790 0.1646 0.1756 
 MMR 0.1908 0.1837 0.1946 
 LexRank-MMR 0.1899 0.1837 0.1929 
 LexRank 0.1813 0.1522 0.1641 
 Q- LexRank 0.1848 0.1668 0.1811 
M=3 MMR 0.1953 0.1871 0.2008 
 LexRank-MMR 0.1960 0.1860 0.1994 
 LexRank 0.1841 0.1504 0.1644 
M=4 Q- LexRank 0.1865 0.1648 0.1802 
 MMR 0.1927 0.1842 0.2004 
 LexRank-MMR 0.1943 0.1834 0.1986 
 LexRank 0.1535 0.082 0.0925 
ALL Q- LexRank 0.1582 0.0977 0.1112 
 MMR 0.1690 0.1188 0.1349 
 LexRank-MMR 0.1650 0.1170 0.1308 
Table 4. F1 of four summarization methods generating summaries of different length while k=3 
For the clustering task we found that query-sensitive clustering methods (PQAS and PQCCS) 
outperform query-independent methods (PAS and PCCS). This indicates the user query is of vital 
Figure 4. ß tuning for a summary generated by Q-LexRank 
while k=3 and length decided by M=1 
Figure 5. α tuning for a summary generated by LexRank-
MMR while k=3 and length decided by M=1 
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importance for citation clustering. It also has greater influence on PQAS than PQCCS. In addition, we 
found that citation context is a better indicator for the clustering task than the paper abstract with respect 
to the F1 value. The results show that citation context is a robust feature for indicating relationships 
between research papers for citation clustering.  
Co-cite proximity (PCPS) achieved the best precision among all the methods with cluster 
numbers k=3 and k=4. It is superior to query-independent similarity (PAS and PCCS), and outperforms 
co-cite mutual information similarity (PCMI), but is not as good as the query-sensitive methods. Thus 
might due to the following reasons:  
We used a relatively small candidate citation collection (41,370 publications) for clustering based 
on PCMI and PCPS. All papers used in the experiment were converted from PDF files, and most section 
and paragraph information was lost during the conversion, thereby limiting the citation proximity 
calculation when clustering based on PCPS. In addition, some encoding and character problems 
challenged the sentence-split algorithm, which also influenced clustering results based on PCPS. 
For the summarization tasks we found that reviews generated by utilizing query-sensitive 
LexRank (Q-LexRank) outperform the original LexRank. This means that considering user input will 
generally improve summary quality. This observation is further verified by the fact that query-dependent 
MMR achieved the best performance.   
While generating reviews via the M method paper abstract-based summarization in most cases 
outperformed citation context-based summarization, especially as M (review length) increases, which is 
reasonable. Publication abstracts from original authors provide high quality sentences for use in 
synopsized reviews. This is because an abstract is, in essence, an author-provided synopsis of a given 
paper. Abstract sentences are therefore more suitable for collectively summarizing the target paper or 
cluster. Citation context sentences, in contrast, usually give only a very brief description of the target cited 
paper. Hence, when extracting only one sentence from each paper for generating a concise review, 
citation context-based summarization outperforms abstract-based summarization, but when extracting 
more than one sentence from each paper, abstract-based summarization is a better option. An auto-
generated review based on abstracts becomes, in effect, a “summary of summaries”. 
5 Analysis and Conclusion 
In this paper (1) we propose a framework for generating review-like multi-publication summaries. (2) we 
compare different indicators, methods, and features for generating review-like summaries based on a 
user’s information need. (3) We validate the usefulness of user queries using different methods for the 
clustering and summarization tasks. (4) We compare diversity-based and representativeness-based 
summarization algorithms for review-generation.  
In this experiment MMR (diversity-based) is the best-performing method for review generation. 
Reviews generated by LexRank-MMR are approximately the same as those generated by MMR; they are 
all much better than reviews generated by LexRank and Q-LexRank (representativeness-based). The 
results indicate the advantage of MMR on the basis of citation clustering. For by citation clustering we 
group similar papers into the same cluster. Papers in the same cluster share something in common but 
also differ in some contents. Thus, when using multi-document summarization methods to generate 
summaries based on citation clustering, MMR works best. In addition, as mentioned, MMR brings new 
information into the review content by using greedy sentence-by-sentence selection. This is more 
important for review generation because scholars generally want to assess the novel contributions of 
each candidate-cited paper. Q-LexRank works better than LexRank, which indicates the importance of 
considering user query while generating reviews. For the next stage we need to investigate and validate 
the usefulness of the proposed automatic review generation method. In other words, we need to assess 
whether and how well auto-generated reviews can really help scholars better understand and consume 
scientific publications based on a textual query.  
Unfortunately, the cost of such user evaluation can be quite high, especially since, as this paper 
shows, different hypotheses (algorithms) can be proposed to address the clustering and summarization 
tasks. For next step, in order to save on costs, we will use the finding of this paper that query-centric 
clustering and summarization methods outperform query-independent approaches. 
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