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ABSTRACT
The reconstruction of galaxy cluster’s gas density profiles is usually performed by
assuming spherical symmetry and averaging the observed X-ray emission in circular
annuli. In the case of a very inhomogeneous and asymmetric gas distribution, this
method has been shown to return biased results in numerical simulations because of
the n2 dependence of the X-ray emissivity. We propose a method to recover the true
density profiles in the presence of inhomogeneities, based on the derivation of the
azimuthal median of the surface brightness in concentric annuli. We demonstrate the
performance of this method with numerical simulations, and apply it to a sample of
31 galaxy clusters in the redshift range 0.04-0.2 observed with ROSAT/PSPC. The
clumping factors recovered by comparing the mean and the median are mild and show
a slight trend of increasing bias with radius. For R < R500, we measure a clumping
factor
√
C < 1.1, which indicates that the thermodynamic properties and hydrostatic
masses measured in this radial range are only mildly affected by this effect. Comparing
our results with three sets of hydrodynamical numerical simulations, we found that
non-radiative simulations significantly overestimate the level of inhomogeneities in the
ICM, while the runs including cooling, star formation, and AGN feedback reproduce
the observed trends closely. Our results indicate that most of the accretion of X-ray
emitting gas is taking place in the diffuse, large-scale accretion patterns rather than
in compact structures.
Key words: X-rays: galaxies: clusters - Galaxies: clusters: general - cosmology: large-
scale structure
1 INTRODUCTION
As the largest gravitationally-bound structures in the
present Universe, galaxy clusters are concerned by accretion
of smaller-scale halos and smooth gas from the large-scale
structure. Still at the present epoch, the matter distribution
in clusters is affected by accretion and merging processes,
which causes inhomogeneities in the observed intracluster
medium (ICM) and dark matter distributions. These pro-
cesses are thought to be enhanced close to the outer halo
boundaries, which host the transition between the virialised
cluster region and the infalling material from the large-
⋆ E-mail: Dominique.Eckert@unige.ch
scale structure (see Reiprich et al. 2013, for a recent review).
Since the X-ray emissivity of the cluster’s hot gas scales
like n2e, the density contrasts in X-ray images are enhanced,
and inhomogeneities in the gas distribution can bias the
recovered gas density profiles high (Mathiesen et al. 1999;
Nagai & Lau 2011). This will in turn bias the observed en-
tropy (Nagai & Lau 2011), gas mass (Roncarelli et al. 2013),
and hydrostatic mass (see Ettori et al. 2013, and references
therein).
The level of inhomogeneities in the ICM and the as-
sociated bias is usually characterised through the clump-
ing factor C = 〈n2e〉/〈ne〉2, where 〈·〉 denotes the mean in-
side spherical shells. The radial dependence of this quan-
tity has been studied in detail in numerical simulations
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(Nagai & Lau 2011; Vazza et al. 2013; Zhuravleva et al.
2013; Roncarelli et al. 2013), leading to consistent results
between the various kinds of simulations. The clumping fac-
tor is found to increase steadily with radius, from negli-
gible values in the central regions to values significantly
larger than unity around R200. Conversely, in real galaxy
clusters the clumping factor and its radial dependence are
still largely unknown. From the excess gas fraction observed
in the Suzaku observations of a narrow arm of the Perseus
cluster, Simionescu et al. (2011) inferred a very large value√
C ∼ 3 − 4 around R200. Instead, using a sample of 18
systems observed with ROSAT and Planck, Eckert et al.
(2013) used the deviations of the observed entropy profiles
from self similarity to infer an average clumping factor of√
C ∼ 1.2 around R200, in better agreement with the predic-
tions of numerical simulations (see also Walker et al. 2013;
Urban et al. 2014). These methods are however indirect and
rely on several strong assumptions. A direct measurement of
the actual level of gas clumping is still lacking.
Recently, Morandi et al. (2013) suggested to use the
standard deviation of the surface brightness fluctuations in
concentric annuli as a tracer of the gas clumping factor
(see also Churazov et al. 2012), and applied this method to
Chandra observations of A1835, for which they measured√
C ∼ 1.5 at R200. This method is promising, but requires
very high quality data. A similar approach was adopted in
numerical simulations by Roncarelli et al. (2013), who re-
lated the azimuthal scatter in narrow sectors (Vazza et al.
2011; Eckert et al. 2012) to the level of asymmetries in nu-
merical simulations. The azimuthal scatter was found to
trace closely the large-scale asymmetries in clusters, but fails
at determining the bias introduced by small-scale structures
(. 100 kpc).
In this paper, we present a method to recover unbiased
density profiles based on the azimuthal median of the surface
brightness in each radial annulus. The azimuthal median al-
lows us to alleviate significantly the effect of the emissiv-
ity bias, since it is robust against strong outliers. Based on
both hydrodynamical and synthetic numerical simulations,
we demonstrate that the azimuthal median is a good tracer
of the true cluster surface-brightness profile out to large radii
(see Sect. 3.1). In Sect. 3.3, we present an efficient algorithm
to recover the azimuthal median from X-ray observations.
This algorithm is applied to a sample of 31 clusters with
available ROSAT/PSPC pointed observations in Sect. 4. Fi-
nally, we present a comparison of our observational results
with three different sets of numerical simulations and dis-
cuss our results in Sect. 5 and conclude our paper in Sect.
6.
2 SIMULATED DATASETS
Here we briefly describe the numerical simulations used
throughout the paper and the simulated cluster samples
drawn from these simulations.
2.1 GADGET simulations
We used simulated clusters from a set of 62 clusters and
groups simulated with the Tree smoothed particle hydrody-
namics (Tree-SPH) code GADGET-3 (Roncarelli et al. 2013;
Bonafede et al. 2011; Planelles et al. 2013). These clusters
are drawn from a large dark-matter-only simulation with a
periodic box of 1h−1 Gpc on a side. The regions around
7Rvir from the centre of the 24 most massive objects (all
with Mvir > 10
15h−1M⊙) were identified and then re-
simulated at higher resolution using the zoomed initial con-
ditions technique (Tormen et al. 1997), thus including as
well the lower-mass halos at the vicinity of these mas-
sive systems. An additional set of 5 clusters with masses
M200 = 1− 5× 1014h−1M⊙ was selected to add statistics at
the lower mass scale and re-simulated with the same method,
reaching a total of 29 re-simulated regions. The final sample
of re-simulated systems comprises 28 clusters and 34 groups,
where the boundary between groups and clusters is set to
a mass threshold of M200 = 5 × 1014h−1M⊙. Roughly half
of the systems (30 out of 62) are classified as relaxed, the
remaining 32 systems being dynamically active.
To investigate the impact of additional physics on our
results, we used two different re-simulation runs, one in-
cluding only gravitational and hydrodynamical effects (here-
after referred to as non-radiative) and another including gas
cooling, star formation, galactic winds, and AGN feedback
(Planelles et al. 2013, hereafter called CSF+AGN ). Radial
profiles of gas density and clumping factor were extracted
from both runs to be compared with observations (see Sect.
5). In addition, we also used “residual” profiles, which were
obtained by masking the densest regions to disentangle the
effect of small-scale clumping from that of smooth accretion
patterns (Roncarelli et al. 2013). In more detail, in each ra-
dial shell the SPH particles are sorted according to their
density. Then, the regions comprising the densest 1% of the
total volume of the radial bin are identified as clumps and
excised for the computation of the density and clumping
factor profiles, which allows us to retain only large-scale ac-
cretion patterns. For more details on the method and the
dataset, we refer the reader to Roncarelli et al. (2013).
2.2 ENZO simulations
This dataset consists in a set of 20 clusters with virial masses
in the range 6 × 1014 6 M/M⊙ 6 3 × 1015 extracted from
a total cosmic volume of Lbox ≈ 480 Mpc/h. These clusters
were simulated with the grid code ENZO using adaptive
mesh refinement tailored to probe down to a resolution of ≈
25 kpc/h for most of the virial volume, neglecting the effects
of radiative cooling. The dynamical state of each object were
assigned following in detail its matter accretion history for
z 6 1.0. According to this definition, at z = 0 the sample
contains ten post-merger systems (i.e. clusters with a merger
with a mass ratio larger than 1/3 for z 6 1), six merging
clusters (i.e. systems in which there is evidence of an ongoing
large-scale merger, but the cores of the colliding systems
have not yet crossed each other) and four relaxed clusters.
We refer the reader to Vazza et al. (2010) for the full list of
cluster parameters (e.g., gas and total mass, virial radius)
and to Eckert et al. (2012, 2013) for previous comparisons
between observations and simulations performed with the
same sample.
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Figure 1. Average surface-brightness profiles (in arbitrary units)
for the sample of simulated clusters of Vazza et al. (2011) ob-
tained by performing the azimuthal mean (dashed blue) and the
azimuthal median (solid red).
3 THE AZIMUTHAL MEDIAN METHOD
3.1 Method
In a recent paper, Zhuravleva et al. (2013) used a set of
16 clusters simulated using the Adaptive Refinement Tree
(ART) code (Nagai et al. 2007) to study the distribution of
gas density in concentric shells. They showed that the gas
density distribution at a given radius from the cluster cen-
ter follows approximately a log-normal distribution, plus a
skewed tail towards high densities. Even though it is made of
a small number of cells in the simulations, this high-density
tail biases the observed mean density profiles significantly
in mock X-ray observations because of the n2e dependence
of the X-ray emissivity. Conversely, Zhuravleva et al. (2013)
concluded that the median of the distribution coincides with
the peak of the log-normal distribution, and thus it is a good
tracer of the typical cluster behaviour in the presence of in-
homogeneities. This conclusion appears to hold as well on
the observational side (see Appendix B).
Observationally, one only has access to the projected
2D surface brightness distribution, and the 3D density pro-
file is typically inferred by deprojecting the projected sur-
face brightness profile, which is obtained by taking the mean
surface brightness in each radial bin, under the assumption
of spherical symmetry. Since the median is robust against
outliers, we propose to use the azimuthal median of the sur-
face brightness as an unbiased estimator of the true surface
brightness. In principle, assuming that the median surface
brightness is unbiased, the bias induced by the X-ray emis-
sivity, hereafter the emissivity bias bX , in a given annulus
could then be estimated by taking the ratio between the
mean and the median surface brightness,
bX =
SX,mean
SX,median
. (1)
To validate this hypothesis, we applied this technique to
two different sets of numerical simulations. In the first case,
we used projected LX images drawn from ENZO sample
described in Sect. 2.2. In the second, we performed synthetic
simulations by assuming a 3D density distribution given by
a beta model and adding inhomogeneities of several kinds: i)
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Figure 2. Comparison between the true 3D density profiles
(dashed lines) and the profiles reconstructed with our method
from projected LX images (solid lines) for the sample of simulated
clusters of Vazza et al. (2011). The black lines show the result for
the average of the 20 clusters, while the red lines show the result
for one very perturbed system, E2. The bottom panel shows the
ratio between the reconstructed profiles and the 3D ones for the
entire sample (dashed black) and the E2 cluster (solid red).
a filament of gas extending in the N-S direction; ii) a triaxial
underlying halo shape; iii) a number of gas clumps with a
radius of 20 kpc. X-ray surface-brightness maps were then
created by projecting the resulting 3D emissivity along the
line of sight.
Both for the hydrodynamical and the synthetic simu-
lations, a blind analysis was performed on the simulated
images. First, surface brightness profiles were extracted by
computing the azimuthal median in concentric annuli. The
profiles were then deprojected using a non-parametric onion-
peeling technique (Kriss et al. 1983; McLaughlin 1999) and
converted into radial density profiles. For the synthetic sim-
ulations, we found a very good agreement between the true
and the reconstructed density profiles, in all of the situa-
tions considered here. Even when adding as many as 103
randomly-distributed clumps in the simulated image, our
method is able to recover the underlying density profile with
an accuracy of a few percent at all radii. The addition of sig-
nificant triaxiality to the halo did not affect our results (in
agreement with the findings of Buote & Humphrey 2012),
and similar conclusions were reached for the inclusion of
a filamentary structure. In the case of the hydrodynamical
simulations, we show in Fig. 1 the average surface-brightness
profiles (in arbitrary units) obtained using our azimuthal
median method and with the standard azimuthal mean. We
can see that the azimuthal median results in a much more
regular profile, showing the expected smooth radial decline.
In Fig. 2 we show the comparison between the average true
3D density profile in the sample of Vazza et al. (2011) and
the average profile obtained with our method through de-
projection. On the same figure, we also show the same com-
parison in the case of one particularly perturbed cluster, E2
(see Vazza et al. 2011). As shown in the bottom panel, the
deviations are typically at the level of 10% or less, even in
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the case of the very perturbed system E2, and do not show
any particular trend with radius. A similar result is found
for the integrated gas mass. This demonstrates the ability of
our method to recover the true density profiles from X-ray
observations in the presence of inhomogeneities.
3.2 Clumping factor
We remark that our definition of the emissivity bias (Eq.
1) is related, but not strictly equivalent to the usual defini-
tion of the clumping factor (Mathiesen et al. 1999), since the
emissivity bias is obtained from projected 2D data, whereas
the clumping factor in numerical simulations is computed
using the full 3D density information. Since the projected
distance of substructures from the cluster center is always
smaller than the true distance, and some obvious substruc-
tures may be invisible in projection, we do not expect a
one-to-one correlation between our definition and the true
3D clumping factor. Since, as demonstrated in Fig. 2, the
deprojected azimuthal median is a good tracer of the true
3D density, the clumping factor can be formally recovered as
the ratio between the deprojected mean and median profiles,
C =
deproj(SX,mean)
deproj(SX,median)
. (2)
In practice, this relation is difficult to to apply to in-
dividual systems, since in the outer regions the geometry
of the systems deviates significantly from spherical symme-
try. It should however hold when applied to sizable cluster
samples. To validate this hypothesis, we used simulated clus-
ters from the GADGET-3 sample (see Sect. 2.1). We excluded
the systems showing too many substructures in the outskirts
(i.e. for which the deprojection is made impossible) from the
simulated sample, keeping a subsample of 38 systems for this
particular analysis. We extracted projected LX images as-
suming that the emissivity scales as n2T 1/2 and excluding
the gas below 106 K which would be unobservable in X-rays.
Then based on the projected images we extracted mean and
median surface-brightness profiles as explained above, and
used Eq. 2 to estimate the 3D clumping factor.
In Fig. 3 we show the comparison between the average
clumping factor profiles obtained using Eq. 2 (blue) and the
true 3D clumping factor profile (black). We also show the
“residual clumping factor” obtained by masking the densest
regions (see Sect. 2.1 and Roncarelli et al. 2013). In all cases,
the shaded areas show the median value and standard devi-
ation obtained using 104 bootstrap samplings of the popu-
lation. We can see that our method is doing a good job at
reproducing the trend of the 3D gas clumping profiles in our
sample of simulated systems. The clumping factor profiles
recovered in this way trace more closely the total clumping
than the residual one. Since the residual profile excludes the
contribution of compact structures to the clumping factor,
this indicates that our method is able to recover both the
large-scale and small-scale inhomogeneities. Indeed, we ex-
pect that both clumps and large-scale inhomogeneities con-
tribute to some extent to the profiles obtained using the az-
imuthal mean, while the azimuthal median is robust against
both types of fluctuations. Thus, our method is able to re-
cover not only the large-scale density fluctuations, but also
inhomogeneities on smaller scales.
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Figure 3. Comparison between the 3D clumping factor (black
shaded area) and the clumping factor reconstructed using Eq. 2 in
the GADGET-3 sample (blue, Roncarelli et al. 2013; Bonafede et al.
2011). The red shaded area shows the 3D “residual clumping”
obtained by cutting out the densest gas cells (see Roncarelli et al.
2013).
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Figure 4. ROSAT/PSPC surface-brightness image of A2029 ob-
tained using Voronoi tessellation (Cappellari & Copin 2003), in
units of cts s−1 arcmin−2. Each Voronoi bin includes an average
of 20 counts.
In addition, we also investigated how projection effects
impact the recovered quantities. In Appendix A we explore
analytically the relation between emissivity bias bX and
clumping factor C in the log-normal formalism.
3.3 Application to X-ray observations
We have shown in Sect. 3.1 that in an ideal case the az-
imuthal median allows us to recover the density profile in an
unbiased way. In practice, the computation of the azimuthal
median in actual data is not straightforward, since the sur-
face brightness in each individual pixel is low and is often af-
fected by small-number statistics. To alleviate this effect, we
c© 0000 RAS, MNRAS 000, 000–000
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make use of a 2D binning algorithm based on Voronoi tessel-
lation (Cappellari & Copin 2003; Diehl & Statler 2006) and
rebin the images to ensure an average of 20 counts per bin
to apply the Gaussian approximation. An example of binned
image is shown in Fig. 4 applied to a ROSAT/PSPC pointed
observation of A2029. For the computation of the median,
we stress that requiring a minimum signal-to-noise ratio is
not necessary, since we only require the error distribution to
be well approximated by a Gaussian. Thus, the raw image
is binned prior to background subtraction.
From the binned image, we compute the surface bright-
ness and its error in each bin and assign it to the included
pixels. We assume that the error on each pixel of a given bin
is the same and is normally distributed, such that the error
on each pixel can be approximated by the error on the bin
multiplied by the square root of the number of pixels in the
bin,
σpix ∼ σbin
√
Npix, (3)
where σbin follows Poisson statistics. Once the binned
surface-brightness image is extracted, the surface brightness
of a given annulus is simply estimated by taking the median
surface brightness in the corresponding pixels. The error on
the median is estimated through Monte Carlo by generat-
ing 104 random realisations of the azimuthal median and
computing the 1σ confidence intervals from the distribution
of the different realisations. A bias-corrected surface bright-
ness profile is then computed by repeating this procedure in
each radial bin. To validate this approach, we simulated a
surface brightness distribution given by a beta model and
compared the confidence intervals on the median obtained
using this technique with the expected results. This proce-
dure was found to provide a good approximation of the true
error bars.
We note that the ability of this method to recover the
emissivity bias is limited by statistics and by the angu-
lar resolution of the instrument considered. Indeed, density
variations on scales much smaller than the typical size of
the Voronoi bins cannot be recovered using this method if
they are uniformly distributed. It is expected from numeri-
cal simulations (e.g., Vazza et al. 2013) that gas clumps tend
to cluster along preferential directions of accretion, such as
large-scale filaments. If this is the case, inhomogeneities on
scales smaller than the bin resolution would occupy a small
fraction of the total volume, and such clumps would not
bias the azimuthal median. However, in the general case our
method is able to recover the effect of inhomogeneities only
for scales larger than the resolution of the Voronoi bins.
3.4 Cluster sample and data analysis
We applied the method proposed here to the sample of
Eckert et al. (2012, see Table 3). The sample is composed of
31 clusters in the redshift range 0.04-0.2 with high-quality
ROSAT/PSPC pointed observations. Among these 31 sys-
tems, 14 systems are classified as relaxed, cool-core (CC)
based on their central entropy (K0 < 30 keV cm
2), whereas
the remaining 17 systems are classified as dynamically-
active, non-cool-core (NCC, K0 > 50 keV cm
2). Thanks
to the large field of view and low background of the PSPC,
this data is suitable for the study of the gas distribution
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Figure 5. Mean resolution of our binned images (in kpc) as a
function of radius from the cluster center.
out to large radii (∼ 2R500). In the cases where multi-
ple PSPC observations were available for a single source,
mosaic images were created and analysed. Data reduction
was performed using the Extended Source Analysis Soft-
ware (ESAS, Snowden et al. 1994). Point sources were de-
tected using the ESAS tool detect down to a fixed count
rate threshold of 0.003 cps in the ROSAT R3-7 band (0.42-
2.01 keV), which corresponds roughly to a flux threshold of
3× 10−14 ergs cm−2 s−1. For the details of the data reduc-
tion and background subtraction procedures, we refer the
reader to Eckert et al. (2011, 2012).
Once the data were reduced, Voronoi tessellation was
applied to the count maps, and vignetting correction and
particle background subtraction were performed to obtain
binned surface-brightness maps (see Sect. 3.3 and Fig.
4).Since the reliability of our method is limited by the resolu-
tion of our binned images, we computed the typical bin size
as a function of distance from the cluster center in each case.
In Fig. 5 we show the mean resolution of the binned images
as a function of radius. At R500, the mean resolution in our
sample is roughly 100 kpc, with significant differences from
one system to another. In the best cases (A1795, A3558),
we reach a resolution of ∼ 30 kpc, while in the worst cases
(A3158, A2163) the resolution is of the order of 200 kpc.
From the binned images, the median surface brightness
profile was then calculated and compared with the profile
obtained in a standard way by averaging the surface bright-
ness in concentric annuli. The bias-corrected surface bright-
ness profiles were also used to extract deprojected density
profiles.
From the individual profiles, we applied a self-similar
scaling (see Arnaud et al. 2002, for details) by converting
the surface brightness into emission measure and rescaling
it by the quantity
∆SSC = ∆
3/2
z (1 + z)
9/2
(
kT
10 keV
)1/2
. (4)
We then obtained a median scaled emission-measure pro-
file by interpolating the various profiles onto a common grid
and taking the median value at each radius. The same pro-
cedure was applied to the profiles obtained in a standard
way, and average emissivity bias profiles were then obtained
c© 0000 RAS, MNRAS 000, 000–000
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using Eq. 1 by comparing the average emission-measure pro-
files obtained with the two techniques.
3.5 Systematic uncertainties
Since the X-ray surface brightness in cluster outskirts is
well below the background level, systematic uncertainties
in the background subtraction must be properly accounted.
Eckert et al. (2012) analysed a number of blank fields ob-
served with ROSAT/PSPC and studied the variations of
the surface brightness around the mean value throughout
the field of view to estimate the level of systematics. While
the average surface-brightness profile of the blank fields was
found to be well-matched by a constant, an excess scat-
ter of 6% of the average background value was measured
with respect to the dispersion induced by statistics only,
which Eckert et al. (2012) adopted as a systematic uncer-
tainty in the background subtraction procedure. This value
takes into account both the systematic uncertainties in the
instrument calibration and the variance induced by residual
point sources. We used the same value for the systematic
uncertainties and added it in quadrature to all the profiles
considered here.
4 RESULTS
4.1 Average profiles
In Fig. 6 we show the median scaled emission-measure pro-
files obtained using the standard way and by taking the az-
imuthal median. The differences between the two methods
are mild, but significant. We note that the systematic un-
certainties are negligible out to ∼ 1.3R500, but dominate the
error budget at R200 and beyond, since in these regions the
signal is only a fraction of the background level. The average
emissivity bias bX obtained from these two profiles using Eq.
1 is shown in the left panel of Fig. 7. We find a mild trend
of increasing bias with radius, from low values ∼ 1.1 in the
inner regions to slightly higher values ∼ 1.5 in the outskirts,
although the error bars in this regime are large. To quantify
the radial dependence of the emissivity bias, we fitted the
observed emissivity bias profile with a second-order polyno-
mial, bX = b0+b1(R/R500)+b2(R/R500)
2. We obtained val-
ues of b0 = 1.12±0.02, b1 = −0.10±0.12, and b2 = 0.17±0.12
for the best-fit parameters. We also stacked the deprojected
mean and median emission-measure profiles to estimate the
average clumping factor profile (see Sect. 3.2). The result-
ing profile is shown in the right panel of Fig. 7. At R500,
we estimate an average clumping factor
√
C = 1.07 ± 0.05,
while at R200 we obtain
√
C = 1.25+0.31−0.21 . Fitting the ob-
served clumping factor profile with a second-order polyno-
mial,
√
C = A0 + A1(R/R500) + A2(R/R500)
2, we measure
A0 = 1.05± 0.02, A1 = −0.03± 0.09, and A2 = 0.08± 0.08.
We also investigated the behaviour of the emissivity
bias by splitting our sample into CC and NCC systems. In
Eckert et al. (2012), we noticed that the density profiles of
NCC systems appear to systematically exceed those of CC
clusters by ∼ 15% beyond 0.3R500 (see also Maughan et al.
2012). As predicted by numerical simulations (Nagai & Lau
2011), a possible explanation for this difference would be a
larger clumping factor in unrelaxed systems with respect
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Figure 6. Median self-similar scaled emission-measure profiles
obtained using the standard way (black circles) and by applying
the azimuthal median technique presented here (red triangles).
to relaxed clusters, which would be caused by the pres-
ence of a larger number of substructures in the former
population. Out to R500, we indeed find a slightly higher
clumping factor in NCC clusters (with a mean value of√
CNCC = 1.06±0.01 in the [0.1−1]R500 range) compared to
CC systems (
√
CCC = 1.04± 0.01 in this range). These dif-
ferences are however very modest and are insufficient to ex-
plain the differences between the CC and NCC cluster pop-
ulations. Beyond R500, no significant difference between the
two populations can be found because of insufficient statis-
tics.
4.2 Bias on derived quantities
Since the (squared) density is the primary observable of the
ICM from X-ray observations, all the quantities derived from
it are affected by the clumping factor discussed in this paper
(see also Roncarelli et al. 2013). Here we discuss the typical
biases introduced in some relevant quantities by neglecting
the effect of clumping.
• Gas mass: The gas mass is derived simply by integrat-
ing the deprojected density over the volume. It is a low-
scatter proxy of the total mass (e.g., Okabe et al. 2010;
Mahdavi et al. 2013), and could be used to estimate clus-
ter masses in wide X-ray surveys like eROSITA. Thus, an
accurate knowledge of the effect of gas clumping on X-ray
measurements of the gas mass is important. The bias in gas
mass can be inferred from our data through the relation
Mgas,obs
Mgas,true
(r) =
∫ r
0
√
C(r′)ρ(r′) r′2 dr′∫ r
0
ρ(r′) r′2 dr′
. (5)
In Fig. 8 we show the average bias in gas mass as a func-
tion of radius for the ROSAT sample. As expected, the
bias increases steadily with radius. At R500 we measure
Mgas,obs
Mgas,true
= 1.06 ± 0.02, while at R200 we find an average
bias of 1.11 ± 0.04. Fitting these profiles with a second-
order polynomial, Mgas,obs/Mgas,true = B0 + B1(R/R500) +
B2(R/R500)
2, we obtain B0 = 1.04±0.01, B1 = −0.02±0.03,
andB2 = 0.04±0.03. The recovered biases are small, but sig-
nificant, and could influence the scaling relation between gas
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Figure 7. Average emissivity bias bX (left, see Eq. 1) and clumping factor
√
C (right, see Eq. 2) as a function of distance from the
cluster center for our sample of 31 clusters.
mass and total mass. Differences in the amount of substruc-
tures from one system to another could also be responsible
for part of the scatter of the relation. A similar bias should
affect the measurement of the integrated Compton parame-
ter YX , in case the average temperature is unaffected by the
presence of substructure (see below).
• Entropy: The entropy K = Tn−2/3 is an important
quantity to trace the state and the history of the ICM. In
the presence of gas inhomogeneities, the measured entropy
level could be significantly underestimated (Nagai & Lau
2011), which could be the reason for the relatively shal-
low entropy profiles observed in some systems (Walker et al.
2013, and references therein). In addition, the tempera-
ture of the medium inside dense clumps is expected to
be somewhat smaller than that of the underlying smooth
ICM (Vazza et al. 2013), which could bias the measured av-
erage temperatures low and enhance the flattening of the
entropy profiles. A clumping factor of ∼ 1.25 at R200, as
inferred from this work, is sufficient to explain the rela-
tively mild entropy slopes in cluster outskirts (Eckert et al.
2013) without the need for invoking additional mecha-
nisms such as non-thermal pressure support (e.g., Lapi et al.
2010; Kawaharada et al. 2010); this result however needs
to be confirmed with better precision. In addition, we
note that biases in the spectroscopic X-ray temperatures
(Mazzotta et al. 2004; Vikhlinin 2006; Leccardi & Molendi
2007) would lower the observed entropy further and should
be taken into account for the estimation of the entropy pro-
files.
• Hydrostatic mass: A bias in the gas density would also
affect the reconstruction of cluster masses through the hy-
drostatic equilibrium equation (Ettori et al. 2013, and refer-
ences therein). Indeed, the reconstructed mass profiles from
X-ray data become
Mhyd(< r) = − kTr
µmpG
(
d log T
d log r
+
d log n
d log r
+
d log
√
C
d log r
)
, (6)
and thus the observed hydrostatic masses are biased by
the factor
Mobs
Mtrue
= 1 +
d log
√
C
d log r
[
d log T
d log r
+
d log n
d log r
]−1
. (7)
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Figure 8. Bias in gas mass derived by comparing standard and
clumping-corrected gas mass profiles (see Eq. 5).
The reconstruction of hydrostatic mass profiles is thus
affected only by the derivative of the clumping factor. As
we can see in Fig. 7, the recovered clumping factors show
only a mild dependence on radius, especially in comparison
with the rather steep density gradients in cluster outskirts.
At R500, the typical values for the density and temperature
gradients are −2.0 and −0.5, respectively, while for the emis-
sivity bias we measure a gradient of 0.05. Combining these
values, we obtain a typical clumping bias of ∼ 0.98 at R500.
Thus, we can safely conclude that the effect of gas clumping
on the measurements of cluster masses through X-ray data is
negligible compared to other potential sources of systemat-
ics (e.g., Rasia et al. 2006; Nagai et al. 2007; Battaglia et al.
2012). Conversely, it has been proposed to combine X-ray
and Sunyaev-Zel’dovich probes to solve the hydrostatic equi-
librium equation (Ameglio et al. 2009; Eckert et al. 2013).
In this case, since the density enters directly into the equa-
tion, hydrostatic masses are systematically underestimated
by
√
C.
Recently, Roncarelli et al. (2013) analysed the effect of
large-scale asymmetries on hydrostatic mass estimates in
a sample of 62 clusters simulated with the Tree smoothed
particle hydrodynamics (Tree-SPH) code GADGET-3, and
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reached the conclusion that the effect of clumping is in aver-
age negligible, in agreement with our observational results.
However, they noted that the absolute value and the sign of
the bias vary significantly from one system to another, which
introduces a significant scatter in the scaling relations. This
prediction could be tested in the future with higher-quality
data.
• Gas fraction: The gas fraction of galaxy clusters fgas =
Mgas/Mhyd is an important tool for cosmology (White et al.
1993; Ettori et al. 2003; Allen et al. 2008), and a good un-
derstanding of the potential systematics affecting its mea-
surements is important. The effect of clumping on the gas
fraction is slightly enhanced with respect to the other quan-
tities discussed here, since it combines the positive bias in
gas mass with the negative bias in hydrostatic mass. AtR500,
we find that fgas is typically overestimated by a factor 1.08.
This would cause an underestimation of Ωm by the same fac-
tor when using the gas fraction to estimate the total matter
content. The bias on fgas introduced by clumping rises to
1.15 at R200. This bias is significantly lower than the val-
ues inferred by Simionescu et al. (2011) in the NW arm of
Perseus.
5 DISCUSSION
5.1 Comparison with previous works
As shown in Fig. 7, our analysis indicates that the ef-
fect of clumping on X-ray observables is small out to R500
and relatively mild out to R200. A precise knowledge of
this effect is important for our knowledge of the system-
atics in cluster scaling relations and the origin of the scat-
ter of these relations. It also allows us to disentangle the
effects of non-thermal pressure support from gas clump-
ing. The results presented here agree with the recent re-
sults of high-sensitivity Sunyaev-Zeldovich (SZ) experiments
(Planck Collaboration et al. 2013; Bonamente et al. 2012;
Sayers et al. 2013), which showed an excellent agreement be-
tween the pressure profiles obtained from X-rays and from
the SZ effect inside R500. Indeed, pressure profiles derived
from X-rays would be significantly overestimated in the pres-
ence of strong inhomogeneities, while conversely the SZ ef-
fect is expected to be unaffected by clumping. Recent SZ
results are thus confirming the very mild emissivity biases
obtained here.
While the results presented here are the first obtained
on a large cluster sample, a number of observational studies
have been carried out to estimate the clumping factor and
its radial dependence with different techniques. Recently,
Morandi et al. (2013) proposed to relate the standard de-
viation of the surface brightness distribution to the clump-
ing factor and tested this approach with a set of hydrody-
namical simulations. This method was then applied to deep
Chandra observations of A1835 and A133 (Morandi & Cui
2014), which can probe clumping on smaller scales com-
pared to our work. These studies imply a clumping fac-
tor
√
C ∼ 1.5 around R200, which is slightly higher, but
consistent with our results. We note that the method pro-
posed by Morandi et al. (2013) requires the computation of
a second-order quantity, which is more difficult to obtain
observationally than the azimuthal median. Moreover, any
additional surface-brightness fluctuations (caused, e.g., by
the radial dependence of the surface brightness, cosmic vari-
ance, or Poisson noise) need to be carefully accounted for in
this method.
Indirect methods have also been proposed to estimate
the clumping factor. For instance, Eckert et al. (2013) used
the deviations of the observed entropy profiles to the self-
similar expectation to infer the clumping factor in an indi-
rect way. The recovered clumping factors in the outskirts
are at the level of
√
C ∼ 1.2 − 1.3, in good agreement with
the results presented here. A similar technique was recently
applied by Urban et al. (2014) using Suzaku observations
of several radial arms of the Perseus cluster. The authors
compared both the observed entropy and pressure profiles
to the self-similar expectations and attributed the deviations
of entropy to the density measurements rather than the tem-
perature ones, as previously noted by Eckert et al. (2012).
This allowed Urban et al. (2014) to infer a gas clumping fac-
tor
√
C ∼ 1.5 at R200 in Perseus. Therefore, a mild level of
inhomogeneities in the gas distribution could be responsible
for the rather flat entropy profiles observed in a few cases
beyond R500, as proposed originally by Nagai & Lau (2011),
without the need for invoking additional mechanisms such as
non-thermal pressure support (e.g. Fusco-Femiano & Lapi
2013). A higher precision in the measurement of the clump-
ing factor at R200 is however required to test conclusively
this hypothesis.
5.2 Comparison with numerical simulations
We compared the clumping-factor profiles obtained in this
paper with several sets of hydrodynamical simulations to
test the observed level of hot gas accretion with the one pre-
dicted in the ΛCDM paradigm. To compare between grid
codes and smoothed particle hydrodynamics (SPH) simu-
lations, we used the simulated cluster samples introduced
in Sect. 2. We remind that they consist in a sample of
62 clusters and groups simulated using the Tree-SPH code
GADGET-3 (see Sect. 2.1) and a set of 20 clusters simu-
lated with the ENZO code (Sect. 2.2). In the first case, we
also investigated the effects of including baryonic physics in
the simulations by comparing a non-radiative setup and a
setup including gas cooling, star formation, galactic winds,
and AGN feedback (see Planelles et al. 2013). In all cases,
the 3D clumping factor is estimated by computing directly
C = 〈n2〉/〈n〉2 in spherical shells. These profiles are then
compared with the clumping factor profile presented in Fig.
7 (right).
As we can see in Fig. 9, out to ∼ 1.2R500 the level of
gas clumping predicted by the non-radiative simulations sys-
tematically overestimates the observed values, both in the
grid and in the SPH case. At large radii, because of the large
error bars we cannot provide any strong constraint on the
models. Conversely, the Tree-SPH profile including radiative
cooling, star formation, and AGN feedback Roncarelli et al.
(2013, green line) provides an excellent match to the obser-
vations. In this case, the lower clumping factor follows from
the fact that cooling lowers the emission temperature of gas,
therefore removing X-ray photons from the most structured
component of the ICM (Fang et al. 2009; Lau et al. 2011). In
addition, the cumulative effects of galactic winds and AGN
feedback can contribute to smoothing the gas distribution
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Figure 9. Comparison between the observed clumping factor
(black data points) and the median 3D clumping factor pro-
files from three sets of numerical simulations: ENZO non-radiative
(dash-dotted red, Vazza et al. 2013), GADGET (Roncarelli et al.
2013) non-radiative (dotted blue) and including gas cooling, star
formation, and AGN feedback (solid green). The dashed blue
curve represents the “residual clumping” obtained after cutting
out the densest parts of the distribution (Roncarelli et al. 2013).
within clusters. However, these latter runs tend to produce
an amount of stellar mass which has some tension with ob-
servations (Planelles et al. 2013). We note that in a recent
paper, Battaglia et al. (2014) showed that the volume used
to compute the density and clumping factor profiles in SPH
simulations could be incorrectly computed, which would af-
fect the results presented here. However, this effect becomes
important only beyondR200, where our observational results
are poorly constrained. AtR200 and inside, the proposed cor-
rection is only a few percent of the volume, thus the results
presented here are qualitatively unaffected.
In Fig. 9 we also provide a comparison with the “resid-
ual clumping” in non-radiative SPH runs (Roncarelli et al.
2013), in which case the densest parts of the distribution
were masked during the analysis (see Sect. 2.1). Thus, only
the effect of the inhomogeneities induced by large-scale ac-
cretion patterns is considered. This quantity was found to
be robust against the included baryonic physics. The result-
ing profile (dashed blue) provides an excellent match to the
data, which indicates that at first approximation, gas clump-
ing in X-ray observations is mostly caused by the presence
of large-scale inhomogeneities rather than compact clumps.
It is worth noting that the comparison between ob-
served and simulated datasets presented here depends on
the choice of the sample, and in particular on the fraction of
CC-like and NCC-like systems in all datasets. Indeed, accre-
tion is likely more active in merging systems than in relaxed
clusters, which could result in a larger clumping factor in
the former class (e.g., Vazza et al. 2013). In general, both
simulated datasets are found to have a mix of “perturbed”
and “relaxed” systems similar to the observed sample (see
Sect. 2). In the ENZO sample this has been measured both
by monitoring the matter accretion history of each system
and through multi-pole decomposition of the X-ray surface
brightness images and of the centroid shift of simulated clus-
ter images (Bo¨hringer et al. 2010), finding that (with only
one exception) the class of NCC-like clusters from the X-ray
analysis overlaps with the class of actively merging objects,
based on the mass accretion history, yielding 9 NCC-like ob-
jects and 11 CC-like objects. A similar X-ray analysis was
also performed over GADGET-3 clusters in Roncarelli et al.
(2013), resulting in the division of the simulated catalog
into 30 and 32 objects, respectively. Based on that, we can
assume that for most of the cluster volume our simulated
samples present a ratio between CC and NCC objects that
is similar to our observational dataset, and that since no big
differences are found in the outer profiles of clusters around
R200 (Eckert et al. 2013) when CC and NCC clusters are
compared, at first approximation we can just compare the
average clumping factor of simulated and observed objects
without further splitting the sample into dynamical classes.
Alternatively, a fraction of the true substructures may
have been detected by our point-source detection procedure
and masked during the analysis. This would lower the ob-
served level of clumping and explain the excellent agree-
ment with the profile obtained by masking the most promi-
nent substructures in the non-radiative simulations (dashed
blue line in Fig. 9). In this case, deep exposures with XMM-
Newton and Chandra would be able to reveal these sub-
structures and characterise them. Another possible expla-
nation for the difference between non-radiative simulations
and data could be the slight difference in resolution between
the observed and simulated maps. Indeed, the mean resolu-
tion of our binned surface-brightness maps in the outskirts is
of the order of ∼ 100 kpc (see Fig. 5), which is about a factor
of at least 4 larger than the resolution of the ENZO simu-
lation runs. To investigate this, we convolved our simulated
images with a Gaussian of 100 kpc radius, and performed
the same analysis on the convolved images. The emissivity
bias profile is only mildly affected by this procedure and re-
mains significantly higher than the observed one, showing
that the difference between non-radiative simulations and
observations is unlikely to be caused by a resolution effect.
6 CONCLUSION
In this paper, we have presented a method based on the az-
imuthal median to recover unbiased gas density profiles from
X-ray measurements in the presence of inhomogeneities.
This method has been applied to a sample of 31 clusters
observed with ROSAT/PSPC (Eckert et al. 2012) to infer
the typical level of gas clumping in galaxy clusters. Our re-
sults can be summarized as follows:
• Using extensive hydrodynamical and synthetic simula-
tions, we have demonstrated that the azimuthal median is
unbiased by the presence of inhomogeneities in the under-
lying gas distribution (see Sect. 3.1). From a set of clusters
simulated with the Eulerian code ENZO, we have shown that
this method is able to recover the true 3D density profiles
with an accuracy better than 10% at all radii. The typical
bias induced by the n2e dependence of the emissivity can thus
be estimated through the quantity bX = SX,mean/SX,median,
the emissivity bias. In addition, the clumping factor can be
recovered by taking the ratio between the deprojected mean
and median profiles (see Sect. 3.2). In practice, we proposed
an efficient algorithm based on Voronoi tessellation to mea-
sure the azimuthal median from X-ray data (see Sect. 3.3).
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• Applying this method to our cluster sample, we derived
radial emissivity bias and clumping factor profiles (see Fig.
7) which can be used to estimate the typical bias in survey
data. The recovered clumping factors are low (
√
C < 1.1 out
to R500) and show a mild trend of increasing bias with ra-
dius, although the error bars in the outskirts are too large to
reach a definite conclusion. A dataset with higher statistics
and resolution would be needed to improve these constraints
significantly. We also split our cluster population into CC
and NCC subsamples to look for differences between dynam-
ical states. With the exception of the inner regions, where
CC systems appear slightly more regular than NCC clus-
ters, we do not find any significant difference between the
two populations.
• We used our average clumping factor profiles to inves-
tigate the effect of the bias in several derived quantities (see
Sect. 4.2). We find that the gas mass is typically biased by
a factor of 1.06 at R500. The effect on hydrostatic mass is
smaller, at the level of a few percent. Since it combines the
effects on gas mass and hydrostatic mass, the effect on gas
fraction is the largest, with values ranging from 8% at R500
to 15% at R200. These numbers are very similar to the val-
ues predicted by Roncarelli et al. (2013) after the removal
of the brightest clumps.
• Comparing our results with the predictions of three dif-
ferent sets of numerical simulations obtained using the grid
code ENZO (non-radiative) and the Tree-SPH code GADGET-3
(a non-radiative run and a run including gas cooling, star
formation, stellar winds, and AGN feedback), we find that
non-radiative numerical simulations systematically overpre-
dict the effect of gas clumping on X-ray observables, both
in SPH and grid codes. The absence of radiative cooling
in these simulations could be responsible for this discrep-
ancy, since radiative energy losses remove the densest parts
of the gas from the X-ray emitting regime. For this reason,
the runs including cooling and feedback provide a better de-
scription of the data than the non-radiative runs (see Fig.
9). The “residual clumping” profiles (Roncarelli et al. 2013)
also provide an excellent match to the data, indicating that
the emissivity bias is mostly caused by large-scale inhomo-
geneities rather than compact accreting structures. Alterna-
tively, a number of substructures may have been picked out
by our source detection algorithm and filtered out, in which
case long exposures with Chandra and XMM-Newton will
be able to detect and characterise them.
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APPENDIX A: RELATIONS BETWEEN
EMISSIVITY BIAS, AZIMUTHAL SCATTER
AND CLUMPING FACTOR FOR LOG-NORMAL
DISTRIBUTION OF THE GAS DENSITY AND
X-RAY SURFACE BRIGHTNESS
In this section, we derive the relations between emissiv-
ity bias, azimuthal scatter and clumping factor under the
assumption that, at each radius, the distributions of the
gas density (n) and surface brightness (S) are log-normal.
We refer to previous work (Kawahara et al. 2007, 2008;
Khedekar et al. 2013) for an introduction on, and detailed
analysis of, the log-normal distribution of the ICM proper-
ties.
A log-normal distribution of the variable X with a mean
µ and a standard deviation σ has the following properties:
(i) the expectation value E(Xn) for Xn is equal to
exp(nµ+ n2σ2/2);
(ii) the variance of X is E(X2) − E(X)2 = (exp(σ2) −
1) exp(2µ+ σ2);
(iii) the median X is exp(µ).
The gas density clumping factor is defined as C =
〈n2〉/〈n〉2. By applying the relation (i) on the log-normal
distribution, we can then write
C =
exp(2µ+ 2σ2)
exp(2µ+ σ2)
= exp(σ2), (A1)
where µ and σ are hereafter the mean and standard devi-
ation of the log-normal distribution of the gas density at
given radius.
Kawahara et al. (2008) discuss the implementation of a
statistical method to extract the three-dimensional proper-
ties of the gas density fluctuations from the bi-dimensional
X-ray surface brightness. To calibrate their method, they
make use of synthetic galaxy clusters obtained by combin-
ing an isothermal β−model with the 3D power spectrum
estimated from objects extracted from hydrodynamical cos-
mological simulations. They conclude that the dispersion
σS of the log-normal distribution in each radial bin of the
X-ray surface brightness S is related to the dispersion σ
in the distribution of the gas density through the relation
σS = qσ, where q = c1/(c2 + |aq|−4) and aq ≈ aS − 0.2, be-
ing aS the power-spectrum index of the fluctuations in the
surface brightness map (see equations 16-17, and sect. 3.2,
in Kawahara et al. 2008). The coefficients c1 and c2 cal-
ibrated for their synthetic objects are 2.05 × 10−2 and
1.53×10−2, respectively. From our definition of the emissiv-
ity bias, bX = Smean/Smed, and using the relations (ii) and
(iii) of the log-normal distribution, we can write:
bX = exp(σ
2
S/2) = exp(σ
2q2/2) = Cq
2/2. (A2)
In Fig. A1 we show the relation between bX and C in the
Dianoga sample (see Sect. 3.2). We indeed find a positive
correlation between the two quantities (with a Spearman
rank coefficient of 0.49), and the best-fit relation between
the two quantities reads bX ∼ C0.5. From this relation, we
require q = 1 and a power spectrum index |aS| ∼ 2 − 2.5,
that falls into the range estimated by Kawahara et al. (2008)
from the hydrodynamical simulations of Dolag et al. (2005)
and then propagated to the synthetic objects.
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Figure A1. Relation between emissivity bias bX and clumping
factor C in the Dianoga sample (Roncarelli et al. 2013).
Finally, let us consider the azimuthal scatter s. From
our definition in Vazza et al. (2011),
s2 =
1
N
N∑
i
(Si − 〈S〉)2
〈S〉2 , (A3)
where the sum is performed at each radius over the N az-
imuthal sectors in which a surface brightness Si is estimated.
Then, 〈S〉2s2 is the variance of S and, from the relation (ii)
above, we can write,
〈S〉2s2 = (exp(σ2S)− 1) exp(2µS + σ2S), (A4)
where µS is the mean of the log-normal distribution of the
surface brightness at given radius. The latter relation is
strictly valid when N is large enough to overcome any bias in
the estimate of the sample variance. Then using the relation
(i),
s2 = exp(σ2S)− 1 = exp(σ2q2)− 1 = Cq
2 − 1 = b2X − 1, (A5)
that implies s ∼ √C − 1 from our best-fit bX ∼ C0.5.
APPENDIX B: SURFACE BRIGHTNESS
DISTRIBUTION IN X-RAY OBSERVATIONS
The method presented in this paper relies on the assumption
that the distributions of density within a radial shell and the
distribution of X-ray surface brightness in an annulus are
roughly log-normal. This assumption is supporter by nu-
merical simulations (Zhuravleva et al. 2013; Khedekar et al.
2013; Rasia et al. 2014), but should be confirmed in actual
data before the accuracy of the method presented here can
be fully demonstrated. Unfortunately, because of the poor
statistics and angular resolution of the ROSAT/PSPC used
in this paper, the data quality is insufficient to carry out
such a study. However, with the appropriate strategy XMM-
Newton/EPIC data can be used for this purpose, thanks to
the much larger effective area and the better PSF of this
instrument.
We used a proprietary XMM-Newton mosaic of the clus-
ter A2142 (proposal ID 069444, Eckert et al. 2014) to study
the surface-brightness distribution of the cluster at R500 and
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Figure B1. Distribution of surface brightness in the radial range
18-19 arcmin ([0.83 − 0.87]R200) from an XMM-Newton mosaic
of the massive cluster A2142 (Eckert et al. in prep). The red
curve shows the best-fit log-normal distribution, compared to the
background expectation (dashed blue), the sample mean (green)
and median (red).
beyond. Voronoi tessellation was applied to the data (as ex-
plained in Sect. 3.3) to generate a binned surface-brightness
map, from which the distribution of pixel values in concen-
tric annuli was extracted. In Fig. B1 we show the resulting
distribution in the radial range 18-19 arcmin, which corre-
sponds roughly to [0.83−0.87]R200 for this cluster. We fitted
the observed distribution with a log-normal distribution in-
cluding the skewness as a free parameter, using the function
logN(x) = 2φ(x)Φ(αx), (B1)
where φ(x) and Φ(x) represent the Gaussian probability
density function and cumulative distribution, respectively,
and α is the skewness parameter (Azzalini 1985). The log-
normal distribution is found to provide an excellent match
to the observed distribution, with the sample mean and me-
dian significantly shifted from one another. The distribution
is found to be symmetric, with a best-fit skewness of 0.03,
and thus the median and the mode of the distribution are
the same, whereas the mean is biased high by ∼ 15%. This
analysis thus demonstrates that the log-normal approxima-
tion is a valid representation of the surface-brightness (and
density) distribution in cluster outskirts.
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