Introduction
Quantitative estimation of the number of viable microorganisms in bacteriological samples has been a mainstay of the microbiological laboratory for more than one-hundred years, since Koch first described the technique (Koch, 1883) . Serial dilution techniques are routinely used in hospitals, public health, virology, immunology, microbiology, pharmaceutical industry, and food protection (American Public Health, 2005; Hollinger, 1993; Taswell, 1984; Lin and Stephenson, 1998) for microorganisms that can grow on bacteriological media and develop into colonies. A list of bacteria that are viable but nonculturable (VBNC), the detection of such microorganisms, and the process of resuscitation of cells from VBNC state are addressed by Oliver (2005 Oliver ( , 2010 . In the work presented here it is assumed that the microorganisms are culturable.
The objective of the serial dilution method is to estimate the concentration (number of colonies, organisms, bacteria, or viruses) of an unknown sample by counting the number of colonies cultured from serial dilutions of the sample, and then back track the measured counts to the unknown concentration.
Given an unknown sample which contains n 0 colony forming units (CFUs), a series of J dilutions are made sequentially each with a dilution factor α. From each of the J dilutions a fraction α p −1 is taken and spread (plated) on an agar plate (assay) where colonies are counted. Thus, in general there are two dilution factors: α and α p . For example, α = 10 indicates a 10-fold dilution, e.g., by diluting successively 0.1 ml of sample into 0.9 ml of media; and α p = 1 means that the entire volume is spread (plated) on the agar plate. For an experiment with a larger dilution factor α p , multiple plates may be spread at the same dilution stage. For example, α p = 20 represent a 5% plating of the dilution, and thus up to 20 replicates could be created. At each dilution the true number of colonies is n j = n 0 α − j α p −1 and the estimated number isn j . The estimated quantities are denoted with a "hat" (estimated quantities can be measured quantities, or quantities that are derived from measured or sampled quantities); symbols without a "hat" denote true quantities (also known as population values in statistics) that do not contain any sampling or measurement error. In this work both n j and n 0 are "counts", i.e., number of colonies. Knowing the aliquot volume, one can easily convert counts to concentration (for example CFU/ml). The importance of serial dilution and colony counting is reflected by the number of standard operating procedures and regulatory guidelines describing this methodology. In all of these guidelines the optimal number (n j ) of colonies to be counted has been reported (Park and Williams, 1905; Wilson, 1922; Jennison and Wadsworth, 1940; Tomasiewicz et al., 1980; FDA, 2001; Goldman and Green, 2008) as 40-400, 200-400, 100-400, 25-250, 30-300 . It is interesting to note that these references do not specify the area in which the colonies grow, nor the diameter of the particular organism assayed. The result is that titration and counting colonies is done within a range that may be inadequate, and may introduce considerable error. In our work these parameters are addressed.
The main challenge in serial dilution experiments is the estimation of the undiluted microorganisms counts n 0 from the measuredn j . There are two competing processes (Tomasiewicz et al., 1980 ) that affect the accuracy of the estimation: sampling errors and counting errors. Sampling errors are caused by the statistical fluctuations of the population. For example, when sampling an average of 100 colonies, the fluctuations in the number of the population are expected to be AE ffiffiffiffiffiffiffiffi ffi 100 p when the sampling process is governed by a Poisson probability (Poisson and Binomial distributions are often used in statistical analysis to describe the dilution process (Hedges, 2002; Myers et al., 1994) ) where the standard deviation equals square-root of the mean; the relative error (ratio of the standard deviation to the mean) is ffiffiffiffiffiffiffiffi ffi 100 p =100 ¼ 0:1. Thus, the larger the sample size is, the smaller the relative sampling error; hence, one would like to use a dilution plate with the largest numbern j (i.e., the least diluted sample, j → 1). However, as the number of colonies increases, counting error is introduced due to the high probability of two (or more) colonies to merge (due to overcrowding) and become indistinguishable, and be erroneously counted as one colony. An optimum (a "sweet spot") between these two processes (sampling and counting error) needs to be found for using the optimal dilutionn j (i.e., the optimal jth plate) with which to estimate n 0 . Cells can grow into colonies in various ways. Wilson (1922) states that when two cells are placed very close together only one cell will develop, and when two cells are situated at a distance from each other both cells may grow and then fuse into one colony. Either way, the end result is the appearance of one colony which causes counting error.
Estimation of bacterial densities from the most probable number (MPN) method (Cochran, 1950) requires multiple replicates of the jth dilution plate, and analyzes the frequency of plates with zero colonies instead of using counts directly. MPN is often used to measure microbes in milk, water and food (Blodgett, 2010) . The MPN method (Cochran, 1950 ) "is of low precision, as is to be expected from a method that does not use direct counts. Large number of samples [replicate agar plates] must be taken at each dilution if a really precise result is wanted". In our work we seek a method where the counts from a single plate are used to estimate bacterial concentrations.
A simple method to estimate the number of colonies n 0 in the unknown sample from the counted number of coloniesn j at the jth assay is presented. Our method is easy to implement. The method selects the optimal count (i.e., a best single plate) with which n 0 is estimated. There are only a few inputs needed: the incubation plate size, the microbial colony size, and the dilution factors (α and α p ). The dilution error (although present in the serial dilution experiment) is not an input. The relative accuracy of our method is well within ± 0.1 log 10 (i.e., within 100% error) which is much better than the common requirement of ± 0.5 log 10 (i.e., within 500% error) that is often regarded as accepted accuracy in many biological experiments.
Material and methods
The measured (counted) number of coloniesn j is related to the true number of colonies n j by n j ¼n j þ δ j where δ j is a bias that accounts for uncounted colonies due to the merging (overcrowding) of nearby colonies, and thus, n j ≥n j . The challenge is to obtain an estimate of δ j from a single measurementn j of the jth Petri dish. The challenge is met in an ad-hoc manner. The following assumptions are made: (i) The true n j (when no colonies are miscounted) is described by a Poisson probability for which the variance equals the mean (Forbes et al., 2011) , (ii) The probability density function forn j (with the effect of merging of nearby colonies) is a displaced version (by δ j ) of the Poisson distribution for n j , see Fig. 1 . Hence the variance of the probability density function for n j is the same as that forn j , and therefore the variance
is the expectation operator (i.e., an average process), and μ j is the mean of n j . There is not enough data to compute a variance with the expectation operator (because only one plate with one value ofn j for a dilution α −j α p −1 is available). Therefore, we define a measure of "spread" given by
, that is computed from a single value of n j . The "spread" can be solved for μ j by μ j ¼ n j − ffiffiffiffiffi ffi V j p . The distance δ j b μ j (see Fig. 1 ), and thus there must be a constant
. Because we do not want to modify the individual n j values (with c), we instead construct δ j with a constant k N 1 where δ j ¼ n j −k ffiffiffiffiffiffi V n p , and k only modifies the spread ffiffiffiffiffiffi V n p . Our notion of "spread" is a substitute for the notion of variance (that we cannot compute) and is weak; hence, no harm is done in adjusting it with a fudge factor k. The factor k is a function of the geometry of the serial dilution experiment. At this point it suffices to state that k exists (the numerical value of k is addressed later). With the Poisson and displaced Poisson assumptions for n j andn j , we set V n ¼ Vn ¼n j , leading to δ j ¼ n j −k ffiffiffiffi ffi n j p . We don't have access to n j , and therefore we replace the unknown population value n j with the measuredn j . This is inspired by the principle that is often used in signal processing of replacing unknown population parameters with maximum-likelihood estimates (as is done, for example, in the generalized likelihood ratio test (Scharf and Friedlander, 1994) ).
With an undetermined k (for the moment) a model-estimate of the true δ byδ is given bŷ
The inequalities in Eq.
(1) are necessary to ensureδ to be a non-negative quantity less than the value of μ. Eq. (1) implies that the counting error is negligibleδ → 0 whenn j b k 2 . Givenδ j in Eq. (1) we proceed to estimate n 0 bŷ
Eq. (2) produces an estimate of n 0 by correcting the count for the expected number of missed coloniesδ j , and by multiplying by the total dilution factors α j α p (to reverse the effect of the serial dilution α −j and the Fig. 1 . The concept of δ j is given with Poisson and a shifted-Poisson probability density functions for the true n j , and for the counted (measured)n j , respectively.n j is the observed (counted) number of colonies on plate j of the serial dilution process, for which the true number of colonies is n j with a mean μ j . Due to uncounted colonies in the measuring process (i.e., merging of colonies that are counted as one colony due to overcrowding), n j b n j .
plating dilution α p −1 in n 0 → n j ). The question remains "which jth plate to use forn j ?" The rule of thumb that is commonly used (Tomasiewicz et al., 1980) is to choose a plate with 30 ≤n j ≤ 300 or 25 ≤n j ≤ 250. With our methodn j is chosen as follows. The standard definition of total error (also known as mean squared error, see p. 330 in Casella and Berger, 2002) for an estimated quantityn 0 is given by
where En 0 ð Þ−n 0 ½ 2 is the error due to the bias of the estimates. The total error combines the effects of precision (via the variance of the estimatedn 0 ) and accuracy (via the bias in estimatingn 0 ). In computing total error, one performs many Monte Carlo simulations (where n 0 , δ j , and all other parameters are known) for the dilution process, constructs estimates for n 0 , and computes the variance and the mean from all the estimates of n 0 . This is what we do later in Section 3 (Results) when we validate our estimation method. However, the true δ j is not known in a real scenario (onlyn j , α j , and α p are known), and thus we resort to the estimatedδ j with our model as is given in Eq. (1) to construct an estimator of total error. Our total error is given as a sum of the sampling error and the counting error. The sampling error which is due to the variance of the sampled n j on a plate is given by var n j À Á ¼ varn j þδ j ¼n j þδ j (using the Poisson distribution for n j ¼n j þ δ j whose Poisson intensity parameter λ is estimat-
, and the counting error on a plate that is due to the residual bias given by δ j −δ j 2 which we approximate asδ 2 j (because the true δ j is not known). Our total error (TE) model is given by
The total error in estimating n 0 originates from sampling error (the variance of the true n j that is transformed by α j α p to the space of n 0 ) and the counting error due toδ j (also transformed to the n 0 space). We construct a table for TE j values for each serial dilution plate, and choose then j value that produces the smallest TE j (example is shown later in Table 1 ). With this optimaln j , n 0 is estimated with Eq. (2). The predicted total error in Eq. (3) underestimates the truth (to be shown in the results section) because usually δ j −δ j 2 Nδ 2 j . Note thatδ j in Eq.
(1) cannot exceed the valuen j − ffiffiffiffi f n j q (which occurs when k = 1), whereas δ j −δ j is unbounded, because the true δ j ≤ n j is only bounded by n j , where n j ≥n j (Fig. 1) . Furthermore,δ j is set to zero in Eq. (1) for k≥ ffiffiffiffif n j q whereas the true δ j only approaches zero when the colony size approaches zero (shown later in Eq. (8)). Hence, usually δ j Nδ j . Note that TE becomes very large as the countsn j →0 because α j increases rapidly (α j ∝1=n j , small counts occur at large j values with huge dilution). The estimated uncertainty (error) for the solutionn 0 (Eq. (2) and its relative error (RE), are given bŷ
where TE is given in Eq. (3),δ j is given Eq. (1), and the value of k (with whichδ j is computed) is given later in Eq. (5). The estimated uncertainty with Eq. (4) underestimates the total error (discussed in Section 3).
Relative error as a function ofn is shown in Fig. 2 for a nominal 10-fold dilution ratio (α = 10) and for 100% plating (α p = 1) as a function of colony size (2 to 10 mm diameter) on a 10 cm diameter agar plate. The decreasing part of the curves (e.g.,nb100 for d colony = 3mm) in the figure represents the effect of the decrease of the sampling error as a function of increasedn, whereas the increasing portion of the curves (e.g., fornN100, d colony = 3mm) represents the effect of counting error that increases withn. The location of the minimum of the curves depends on the trade-off between sampling and counting errors. The shape of the error curve shows that as the colony size increases it is advantageous to select a plate with smaller number of colonies and that the optimal counts (for a minimum error) is contained in a narrower range of counts. Observing the behavior of the analytical TE j curve as a function of k and comparing to the expected behavior of the minimum location (as a function of sampling error and colony size) allows us to determine a value for k.
If the total dilution factor αα p is decreased, then more dilutions steps will be necessary to obtain a countable plate, and the sampling error at a given countn will increase (due to compound error of the multiple steps), thereby pushing the location of the minimum of the total error curve to larger values (to mitigate the compound error). Thus, it is advantageous to sacrifice an increase of counting error to mitigate the fact that sampling error increased by seeking a serial dilution plate with more colonies. For example, consider a scenario with n 0 = 10 6 and assume that n j = 100 is the optimal count in a serial dilution experiment with α = 10 and α p = 1. Four sequential dilutions (j = 4) are needed in order to obtain n j ≅ 100. For α = 2, thirteen dilutions (j = 13) are needed to obtain n j ≅ 100 and the compounded sampling error is larger. Thus, the optimal count for α = 2 will occur at a value larger than 100.
If the colony size decreases relative to the plate size, it is less likely for two colonies to merge, and counting error at a given countn will have decreased, again pushing the location of the minimum of the total error curve to larger values (i.e., we are willing to sacrifice some of the benefit of the reduced counting error in order to reduce sampling error by seeking a serial dilution plate with more colonies).
Since the location of the minimum of TE j increases with k (see Eq. (6), below), k should be inversely proportional to relative colony size, and inversely proportional to the combined dilution factor αα p . 4)) as a function of measured number of coloniesn on a plate for different values of colony size (diameter). The experimental condition for the TE curve is d plate = 10 cm (diameter), dilution ratios α = 10, and α p = 1. The optimal measuredn that minimizes the total error is the one that is closest to the minimum of the curve (e.g., aroundn ≅ 100 for d colony = 3mm). Eq. (6) predicts the value ofn at the minimum of the total error curve (e.g.,n ¼ 101 for d colony = 3mm). Microbial count in the range 25 bn b 170 is expected to produce an estimate of n 0 within 20% error for d colony = 3mm. The typically cited optimal range of 25-250 counts is predicted by our model for a colony of d colony = 2.5mm (also within 20% error).
Therefore, the previously undetermined value of k in (Eq. (1)) is set to
where the proportionally constant is set to be 3 (the value of 3 gave us good empirical results in our extensive testing, especially for αα p = 10), and the inequality 1 3 b k experiment is to ensure that k N 1 so that δ j b μ j (see Fig. 1 ). In most experiments the colony sizes are mono-dispersed and have a circular shape, hence a ratio of diameters (plate to colony) can be used for k.
We seek the locationn of the minimum of the total error curve for TEn; k ð Þ in Eq. (3), whereδ j and k are given by Eqs. (1) and (5). Although this is a constrained minimization problem subject to k ≤ ffiffif n p , the constraint does not need to be enforced, and it is sufficient to minimize Eq. (3) (3) to obtain a continuous function of the measured n j . We then, by taking a derivative with respect ton j and solving for the derivative to be zero, obtain the locationn of the minimum of the total error curve. This approximation gives us a nice compact solution with less than 13 counts error (whenδ j is not neglected) in the location of optimaln for all possible k N 1 (less than 4 counts error for k N 2, and less than 10% error for k N 4). Our solution for the optimaln that produce a minimum total error is given by,
The solution is only a function of k. Eq. (6) shows that the optimaln increases with k (as was discussed earlier). For k N 4.5,n ≅ k 2 is within 5% of the analytic solution given by Eq. (6), and within 15% of the more complicated solution that can be derived using the correct expression for α j α p . The estimate of the optimal countn can be used to narrow the search for the best dilution platen j and save time.
In principle TEn; k ð Þ (Eq. (3)) can be solved for a given value of TE = const to produce a rangen min bn bn max for which the total error is bounded (i.e.,n min andn max are given by the intersection between the curves given in Fig. 2 and a horizontal line at a constant relative error level). This range can be obtained pictorially from Fig. 2 for the specific serial dilution experiment (i.e., α = 10, α p = 1, d plate =10cm), for other serial dilution parameters the figure REn ð Þ must be redrawn Fig. 2 , counts in the range 25 bn b 170 is expected to produce an estimate of n 0 within 20% error for d colony = 3mm. The typically cited optimal range of 25-250 counts on a plate that is used to estimate n 0 is predicted by our model (for d plate = 10cm and the commonly used 10-fold dilution with α p = 1) for a colony size of d colony = 2.5mm (i.e., Fig. 3 we show the bestn on a plate (that minimize the total error in Eq. (3)) as a function of the experimental scenario for a given ratio of plate size to colony size (d plate /d colony ) as is predicted by Eq. (6) for 10-fold dilution (α = 10) and plating dilution α p = 1 (i.e., plating the entire dilution volume). The figure shows that the optimal countn increases with d plate / d colony , where the likelihood of miscounting colonies due to overlapping and merging together increases as d plate /d colony decreases. Fig. 3 can be used as a quick guideline for selecting the best available agar plate from which to estimate n 0 .
The inverse of Eq. (6) gives an estimate of the ratio
as a function of optimaln (i.e., the counts that minimizes TE) on an agar plate, as
The size of a colony (d colony ) increases as a function of time (through growth) on the agar plate. Let us assume that one wants to count a given number of coloniesn on a plate (say,n ¼ 50). The minimum total error for countingn ¼ 50 on the jth plate will be achieved when d colony satisfies the ratio
that is predicted with Eq. (7). Thus, if the rate of growth of a particular organism is known (say, τ mm/day), and a particularn is desired a priori, the time for incubation in the serial dilution experiment can be predicted by d colony /τ where d colony is computed with Eq. (7) for a given desired value ofn. Thus, if a plate withn ¼ 50 is observed in the serial dilution experiment it is assured to produce minimum total error.
The estimation algorithm forn 0 from measuredn on a single agar plate is summarized by the following six steps (knowledge of the error in sampling the aliquot and diluent volumes is not required):
Step 1:
for the serial dilution experiment, where α is the dilution factor (e.g., for 10-fold sequential dilution, α = 10), α p is the plating dilution ratio when a fraction of the dilution volume is placed on an agar plate (e.g., when 5% of the dilution volume is plated, , proceed to step 2. Our algorithm is only valid for k = 3k experiment N 1.
Step 2: Count the number of coloniesn j on the J serial dilution plates.
The relevant plates are those withn j that are close ton (given with Eq. (6), and in Fig. 3 for the standard dilution α = 10 and α p = 1). Estimating the bestn with Eq. (6) may eliminate the need to count irrelevant serial dilution plates that are clearly far from the optimaln and save time.
Step 3: Computeδ j with Eq. (1). Note that k in Eq. (1) is k = 3k experiment .
Thus, forn j b 9k 2 experiment the model predicts negligible counting error and thusδ j →0.
Step 4: Compute total error TE j for each plate with Eq. (3). Select the jth plate for which the error is the smallest. For this optimal value of j we now haven j andδ j . This agar plate is defined as the best (optimal) plate from which to estimaten 0 .
Step 5: Estimate the sought after number of CFUsn 0 with Eq. (2).
Step 6: Estimate the uncertainty (error) in the estimated solutionn 0 with Eq. (4). The estimated uncertainty underestimates the true uncertainty.
One can compute TE j , RE j , and candidate solutionsn 0 with Eqs. (3) and (4) for any (or all) of the J serial dilutions plates and create a table with {n j ,δ j , TE j ,n 0 , RE j } for each plate, and scrutinize the different candidate solutions for which the optimal solution with the smallest error. Instead of forming a table and selecting then j with the smallest TE, one could simply select the value ofn j closest to the optimal value given byn in Eq. (6), but this could lead to a suboptimal choice because of the asymmetry of the total error shown in Fig. 2 (e.g., where for d colony = 3mm the error increases faster forn b 100 than forn N100).
Results
A series of simulations to demonstrate our method for estimating n 0 from serial dilution experiments is presented. In the simulation, 10,000 realizations were constructed for each agar plate of the dilution experiment. In all the simulations α p = 1 is assumed (the entire volume of each dilution is plated on an agar plate). We assume that onlyn j plates with less than 500 colonies are to be counted (a reasonable upper bound in many practical scenarios). In the simulations, volumetric errors in aliquot volume x and diluent volume y (e.g., inserting x = 0.1ml into y = 0.9ml for 10-fold dilution, α = 10) are modeled with normal statistics with standard deviation given in percent error (denoted as "dilution error" in subsequent figures). The number of bacteria (n j ) transferred at each dilution stage is sampled with binomial statistics where α −1 = x/(x + y) is the likelihood for a bacterium to be transferred; the Poisson distribution is a special case of the binomial distribution (Forbes et al., 2011) . The condition for resolving two colonies on a plate is selected to be the Rayleigh criterion of resolution in optics (Born and Wolf, 1980) for which in the context of the serial dilution problem, two overlapping colonies each with a diameter d colony are determined to be "just resolved" when the distance between the centers of the two colonies is larger than 0.5d colony . The number of miscounted colonies δ j is simulated with Matern-II hard-core Poisson point-process (Chiu et al., 2013, Ch. 5.4) , where the hard-core radius (r hardcore ) is set to be the Rayleigh criterion of resolution 0.5d colony , is given by
where p retain is the probability for a single colony to be observed (i.e., to be counted), and 1 − p retain is the probability that a single colony is miscounted. Two colonies whose centers are located within an area π r hardcore 2 fuse together and appear as one colony. In Eq. (8) (8), the observed (measured) counts are given bŷ n j ¼ n j −δ j . The details of the extensive and complex statistical model for the simulations are deferred to a separate publication. That said, we want to give the reader some insights to the overall governing principles behind the simulations. The simulation of n j is consistent with a compound binomial-binomial probability density function, where the compound binomial-binomial distribution describes a cascade serial dilution n 0 → n j = 1 → n j = 2 → n j → … → n J ; n 0 → n j = 1 is a simple binomial process, n j¼1 $ Binomial n 0 ; 1 ααp , and each of the intermediates n j in the J cascade process is a random variable, leading to a compound binomial-binomial distribution that is itself a binomial n j $ Binomial n 0 ;
The binomial-binomial distribution describes the serial dilution process in the absence of dilution errors in the aliquot x and diluent y volumes. The randomness in α (due to errors in x and y at each dilution stage, hence α i ¼ ). Thus, a large portion of a 4-dimensional space relevant to the method is explored. In this work we use the simulation results to verify and test our proposed estimation algorithm The parameters of merit for testing the estimation algorithm are accuracy, precision, and total error. Statistical properties were computed from 10,000n 0 estimations where each of the 10,000n j measurements was processed as a single plate with our algorithm. Standard definitions for accuracy, precision, and total error are used. Accuracy is the distance from the truth, accuracy ¼ En 0 −n 0 j j ð Þ . Precision is the standard deviation of the solutionn 0 around its mean value En 0 ð Þ, precision ¼ STDn 0 ð Þ. We strive to obtain small values for both accuracy and precision.
The true total error computed by TE ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
and is a function of n 0 . These three figures of merit are presented in the figures below as percentages by normalizing to the true n 0 (which is only known in simulations). The predicted relative error RE (Eq. (4)) is also presented. The prediction of total error (and the relative error) is solely dependent on the solutionn 0 without any knowledge of the true value for n 0 . The predicted total error may underestimate the truth by as much (in an extreme case) as five-fold (e.g., predicting 10% total error where the true total error is 50%), nevertheless, the prediction is still useful and is within the same order of magnitude as the truth. The median and mean values of the underestimation in our simulations are within factor of two of the true values. An example of a single experiment for which the 6-step solution process is implemented is given in Table 1 . In this example n 0 = 10 6 counts, and the parameters of the serial dilution process are plate diameter of d plate = 10cm, colony diameter of d colony = 3mm, dilution ratios α = 10, and 2% dilution errors. The table shows that the best plate to use is the 4th dilution assay for which the total error and the predicted relative error (Eqs. (3) and (4)) are minimized. The 4th dilution, using Eq. (2) estimates the unknown sample to ben 0 ¼ 1:2 Â 10 6 counts. Table 1 Example of the 6-step estimation algorithm for an unknown sample with n 0 = 10 6 counts to be estimated by a serial dilution method with plate diameter of d plate = 10cm, colony diameter of d colony = 3mm, and dilution ratios α = 10 and α p = 1.δ j is computed with Eq. (1) and k is computed with Eq. (5); The estimated total error (TE) is computed with Eq. (3), the solutionn 0 and its relative error (RE) are computed with Eq. (4). The 4th dilution plate exhibits the smallest total error (i.e., optimal, best plate) and produces an estimate ofn 0 ¼ 1:2 Â 10 6 . The predicted optimaln j with Eq. (6) is 100 and thus also points to the selection of the 4th plate as the optimum. For a given series of dilutions, it is possible that the counts associated with a plate other than the optimum will (by sheer luck) give an estimatedn 0 closer to the truth than the optimal plate. For example, if n j¼6 was equal to 1 instead of 2, the predicted value ofn 0 would be exactly the correct value of 1 × 10 6 . On average, however, the optimal (best) plate (j = 4) gives a better estimate due to a much smaller relative error (11% versus 71%). In this example, using the predicted optimaln ¼ 100 with Eq. (6), or Fig. 3 , could have directly pointed to the 4th plate and eliminated the need to count the other plates. The statistics of the 4th plate over all the 10,000 simulations gives a mean count E(n j = 4 ) = 96 with a relative error of 12%. Ninety percent of the time (i.e., 0.05 confidence limit) selecting the 4th plate as the best plate results in true relative errors (for which the true n 0 must be known) between − 23% and + 21%.
Our predicted relative error (11%), with Eq. (4) underestimates the true relative errors by two-fold.
In Figs. 4 to 6 the performance of the estimation method is shown for three scenarios: a low initial count (n 0 = 10 4 in Fig. 4 ), medium initial count (n 0 = 10 7 in Fig. 5 ), and high initial count (n 0 = 10 12 in Fig. 6 ).
In all figures the color-scale ranges from black (lowest value) to white (highest value). For these scenarios the dilution ratio is held at a nominal value α = 10. The performance is presented in color images as a function of error in the dilution process (0 to 10%) and the ratio d plate /d colony (6.25 to 200). Fig. 4 shows that the accuracy (top panel) in most cases is much smaller than 10% for this wide range of parameters; the precision in most areas of the plot is very good, less than 30%, and the total error is less than about 40%. The predicted total error (lower panel) is smaller (by factors 1.25 and 1.4 for the median and Fig. 4 . Performance of estimation method (accuracy, precision, total error, and predicted total error) for a low initial count n 0 = 10 4 , a nominal 10-fold dilution ratio, α = 10, and α p = 1. Performance is a function of the error (0 to 10%) in each stage of the dilution process for both the aliquot and diluent volumes, and the ratio between the platediameter and the colony-diameter (6.25 to 200). The figure shows that the estimation method performs with error that is much less than ± 0.1 log 10 units (i.e., 100%). Most accuracy and precision values fall below 30%. The predicted total error for which the true n 0 is not known underestimates the true total error (computed with knowledge of n 0 ) by a factor of 1.25 (median value). The color-scale ranges from black (lowest value) to white (highest value). . The performance is less good than shown in Fig. 4 , but still overall is much better than ± 0.1 log 10 units. The figure shows that the performance is similar to that shown in Figs. 4 and 5, and is still within ± 0.1 log 10 in spite of the fact that to reach a countable plate (e.g.,n j b500) from the initial value n 0 = 10 12 about 10 sequential dilutions are needed, for which the error in the dilution volumes (aliquot and diluent) is compounded. Fig. 7 . Performance of estimation method (accuracy, precision, total error, and predicted total error) as a function of dilution ratio α, and n 0 , for a small ratio d plate /d colony = 10 for which the likelihood of counting error due to overlapping of colonies is high. The plating dilution is kept at α p = 1. The error in the dilution process (for both the aliquot and diluent volumes) is held constant at a level of 5%. The maximum value of α that satisfies 1 b k = 3 × k experiment (Eq. (5)) is 30, the upper limit for which our method is valid. The figure shows that the estimation method performs with error less than ± 0.1 log 10 units (i.e., 100%). The color-scale ranges from black (lowest value) to white (highest value).
mean values, respectively) than the true error (2nd panel from the bottom), as was anticipated earlier in the discussion of Eq. (3). In Fig. 5 we show results for a medium initial count n 0 = 10 7 and in Fig. 6 we show results for a high initial count n 0 = 10 12 . The performance for these higher counts is less good (slightly) than the one shown in Fig. 4 . The results show that our estimation method works well and is within ± 0.1 log 10 units (i.e., within 100%), even for a high count where the number of dilutions needed to bring the measuredn j to a reasonable number that can be counted (say, less than 500) is large, and thus the compounded error in the dilution process is large. The predicted total error in Figs. 5 and 6 underestimate the true error by factor of 1.5 and 2 for median values, and factors 1.8 and 2.4 for mean values. In Figs. 7 to 9 the performance of the estimation method is explored as a function of the dilution ratio α that ranges from 2 to 100. For a given dilution ratio α, one only has a few discreten j values, of which the closest to the optimaln (Eq. (6)) will produce the smallest total error. As α decreases (e.g., from 10-fold dilution to 2-fold dilution) the number of plates increases and the likelihood that a measuredn j is closer to the optimaln increases. For simplicity, the error in the dilution process (for each dilution stage) is kept at a constant level of 5%. We show results for three d plate /d colony ratios (low, medium, and Fig. 7 we show the method's performance for a small ratio d plate /d colony = 10 (e.g., a 10 cm plate and a very large 1 cm colony, hence, a very high likelihood for counting error). Due to the limitation of our estimation method (Eq. (1)) that k = 3 × k experiment must be greater than one, k experiment = 10/α is limited by α b 30 and only results for α b 25 are shown. The figure shows that for a very large range 10 4 ≤ n 0 ≤ 10 12 the performance is within ± 0.1 log 10 units. In Figs. 8 and 9 we show the performance for d plate /d colony of 50 and 100 respectively, for which the likelihood of counting error is reduced. The figures show that the estimation method performs with error much less than ± 0.1 log 10 units. For these larger ratios we can study the performance for a larger α (since the constraint that k N 1 is less restrictive); we show results for 2 b α b 100. In Fig. 7 (for which the likelihood of counting error is large due to the small value of d plate /d colony ) the predicted total error is, on average, the same as the true total error (median value for ratio of true total error to predicted total error of 0.9, and mean value of 1.1). The predicted total error in Figs. 8 and 9 underestimates the true error by factor 1.6 and 1.5 for median values, and 1.6 and 1.6 for mean values.
Conclusions
We introduced a simple method for estimating the undiluted initial counts n 0 from observed counts of a serial dilution experiment which depends on the serial dilution factor α, the plating dilution factor α p , and the dilution errors. The dilution process is given by n j = n 0 α −j α p −1 where, for example, α = 10 is for 10-fold sequential dilution, and α p = 20 is for a scenario that 5% of the dilution volume is plated. Our method predicts the best (optimal)n j agar plate with which to estimaten 0 counts with the smallest error. Knowing the aliquot volume, one can easily convert counts to concentration (for example CFU/ml). The number (density) of viable microbial organisms is estimated from a single dilution plate (assay), hence, no replicates are needed. The procedure is outlined as a 6-step process. In a serial dilution experiment for microorganisms that can grow on bacteriological media and develop into colonies, the main factors that affect the process are area of agar (dilution plate) in which the colonies grow and the size of colonies being studied. In addition the dilution factor α affects the compound volumetric dilution error in the j dilution stages that are required to reduce the unknown sample n 0 (e.g., 10
6 organisms) to a countable numbern j (e.g., usually less than a few hundreds). Our method selects the best dilution plate with which to estimate the microbial counts, and takes into account the colony size and plate area that both contribute to the likelihood of miscounting the number of colonies on an agar plate. The only two input parameters in our estimation method are (i) the ratio of a plate area to a typical colony area
which assumes that the bacterial colonies on each of the j plates are roughly of the same size and are roughly of a circular shape, and (ii) the nominal dilution ratios α and α p for the dilution and plating process. Knowledge of the error in the dilution process (in sampling the aliquot and diluent volumes) is not required. It is interesting to note that the guidelines (e.g., Tomasiewicz et al., 1980; FDA, 2001) for selecting the optimal dilution plate (e.g., 30 to 300 counts or 25 to 250 counts) do not specify the area in which the colonies grow, nor the diameter of the particular organism assayed. In our estimation method these parameters are addressed. Our estimation method attempts to choose an optimal measuredn j by striking a balance between sampling error and counting error, where relative sampling error increases as j increases (fewer colonies on a plate), and counting error decreases as j increases (less likelihood for colonies to merge and overlap, and thus be miscounted). The combined effect of these two processes is described by the total error curve (Eq. (3)). We assumed that the spread (related to variance) of the true n j and the measured (estimated)n j are roughly the same, and can be described with a Poisson (and shifted Poisson) statistics for which the variance equals the mean. With this assumption we described the behavior of the biasδ (Eq. (1)), due to miscounting of overlapping colonies, that is introduced in predicting the true n j as n j ¼n j þδ j . With the selection of the optimal dilution stage, j, and its associated values ofn j andδ j , we estimate n 0 (Eq. (2)) and predict the error of the estimation (Eq. (4)). Our predicted error underestimates the true error (by about a factor two in our simulations). The optimal observedn (that produces a minimum total error) increases with the parameter
which characterizes the serial dilution experiment. The behavior of the optimaln with k experiment is qualitatively correct for a dilution process which suffers from sampling and counting errors, in addition to compounding dilution errors from all the j dilution stages prior to the optimal dilution. An analytical estimate of the optimaln, given in Eq. (6) as a function of k experiment , can be used to narrow the search for the optimaln j among all the dilution plates and save time. An optimal value forn j for a standard 10-fold dilution as a function of d plate /d colony is shown in Fig. 3 and can give guidance for the best (optimal) agar plate to be used in estimating n 0 in our 6-step estimation process. The shape of the error curve (Fig. 2) and the optimal counts (Fig. 3) show that as the colony size increases it is advantageous to select a plate with smaller number of colonies, and that the optimal counts (for a minimum error) is contained in a narrower range of counts. An analytical solution of TE = const (Eq. (3)) can be pursued in order to produce a rangen min bn bn max for which the total error is bounded. In this work we were only interested in selecting the best single plate with which to estimate n 0 . However, the rangen min bn bn max for a given error can be obtained pictorially from Fig. 2 by the intersection between the curves in Fig. 2 and a horizontal line at RE = const. For example, for 10-fold dilution, 100% of the dilution volume is plated, colony diameter of 3 mm, and 10 cm (diameter) agar plate, the microbial count on an agar plate in the range 25 bn b 170 is expected to produce an estimate of n 0 within 20% error. The typically cited optimal range of 25-250 counts on a plate that is used to estimate n 0 is predicted by our model for α = 10, α p = 1 and d plate = 10cm diameter, for a colony diameter of d colony = 2.5mm to within error bound of 20% in estimatingn 0 (Fig. 2) . For other serial dilution parameters a new figure can be easily created.
We extensively tested our estimation method through numerical simulations as a function of four parameters: dilution errors in the range of 0 to 10% (for both the aliquot and diluent volumes), n 0 (10 4 counts to 10 12 counts), dilution ratio α (2 to 100), and d plate d colony (6.25 to 200). Our method produced accuracy, precision, and total error well within ± 0.1 log 10 units (i.e., within 100% error).
