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RÉSUMÉ. On introduit une famille de modules, appelés modules 
de Markoff, engendrée par un procédé itératif semblable à la muta­
tion des objecte inclinants dans une catégorie amassée. On montre 
que ces modules ont une structure combinatoire similaire à celle des 
mots de Christoffel. En outre, on construit une bijection entre l'en­
semble des triplets de modules de Markoff et l'ensemble des triplets 
de Markoff propres. Ceci nous permet de reformuler la conjecture 
d'unicité des nombres de Markoff dans un cadre algébrique. 
Dans la deuxième partie, on étudie les dimensions projectives 
de la restriction des foncteurs Homc(-,AT) à une sous-catégorie 
contravariantement finie et rigide d'une catégorie triangulée C. On 
montre que la dimension projective de Homc(-, X)\T est au plus 
un si et seulement si il n'existe aucun morphisme non nul entre 
objets de 7~[1] qui se factorise par X, lorsque X appartient à une 
certaine sous-catégorie convenable de C. Par conséquent, on obtient 
une caractérisation des objets de dimension projective infinie dans 
la catégorie des foncteurs contravariants de présentation finie sur 
une sous-catégorie inclinante amassée de C. 
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CHAPITRE 1 
Mots de Christoffel et triplets de Markoff : une 
approche algébrique 
1 
2 1. MOTS DE CHRISTOFFEL ET TRIPLETS DE MARKOFF 
1.1. INTRODUCTION 
Un triplet de Markoff est un triplet d'entiers strictement positifs 
(a, b, c) qui satisfont à l'équation de Diophante 
a2 + b2 + c2 = 3abc 
Les nombres qui composent ces triplets, appelés nombres de Markoff, 
apparaissent dans les travaux de Markoff sur les minima des formes bi­
naires quadratiques indéfinies [74],[75]. Il a montré que tout ces triplets 
peuvent être engendrés par un simple procédé arithmétique à partir 
de (1,1,1). On construit ainsi un arbre 3-régulier composé de toutes 
les solutions à cette équation. La conjecture d'unicité des nombres de 
Markoff, énoncée par Frobenius en 1913, voir [48], prétend que chaque 
nombre de Markoff est le terme maximal d'un unique triplet de Markoff 
(à permutation près). 
Les mots de Christoffel ont été introduits dans [35]. Plus récem­
ment, Borel et Laubie ont relancé l'étude de ces mots dans leur travail 
approfondi [26]. Ce sont des mots dans un alphabet à deux lettres obte­
nus en codant la discrétisation de certains segments de droites dans R2. 
Dans [88], Reutenauer construit une application bijective associant un 
triplet de Markoff à chaque mot de Christoffel. Suivant une méthode de 
Cohn [36], il établit cette bijection en utilisant les identités de FVicke 
[47] ; une stratégie qui nous sera essentielle. 
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Dans ce chapitre, nous introduisons une famille de modules, appelés 
modules de Markoff, engendrée en triplets par un procédé itératif ins­
piré par la mutation des objects inclinants dans une catégorie amassée 
[28] et analogue à la construction de l'arbre des triplets de Markoff. 
On montrera que cette dernière resemblance est plus que superficielle 
en définissant explicitement une bijection entre l'ensemble des triplets 
de modules de Markoff T et l'ensemble des triplets de Markoff propres 
M. De plus, cette bijection commute avec les applications de struc­
ture des arbres respectifs. La bijection est définie sur un module de 
Markoff par M(w) i-» | TV <p{w) où <p(w) est une matrice de SL2(Z) 
construite à partir de la corde w à laquelle le module M(w) est associé. 
Nos principaux résultats peuvent être résumés comme suit : 
THÉORÈME. L'application $ :T M définie par 
$(M(WI),M(W2) ,M(W3))  = (iTïy>(u/i) ,  11*^(^2),  §Tt</>(tu3))  
est un isomorphisme d'arbres binaires. En outre, la conjecture d'unicité 
des nombres de Markoff est équivalente à l'injectivité de l'application 
M(w) | Tir <p(w) où M(w) parcourt l'ensemble des modules de Mar­
koff propres. 
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1.2. ARBRES BINAIRES 
Bien que les arbres binaires ont été étudiés de façon exhaustive en 
mathématiques et en informatique, nous proposons ici une définition al­
ternative mieux adaptée à notre cadre algébrique. Plusieurs ensembles 
que nous allons considérer dans ce chapitre ont une structure natu­
relle d'arbre binaire. Ce qui nous motive à explorer ce concept dans 
l'abstrait. 
Pour un ensemble X, on note X* le monoïde libre engendré par les 
éléments de X. 
DÉFINITION 1.2.1. Un arbre binaire (complet, infini) est un triplet 
(T, L, R), où T est un ensemble infini dénombrable et L, R sont deux 
applications injectives T —> T, tel que 
(1) D existe un unique élément rr € T tel que tt $ Im L U Im R. 
Cet élément est appelé la racine. 
(2) Aucun élément de T appartient simultanément à Im L et Im R. 
(3) Pour tout x Ç-T,  il existe f x  € {L,  R}* tel que fx(rr) = x. 
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L(rT)  R(rT)  y X X 
L o L(rr)  R o L(rr)  L o R{rr)  R o R(rT)  
LEMME 1.2.2. Soit (T, L, R) un arbre binaire. Pour tout x € T, 
l'élément fx € {L, R}* tel que fx(rr) = x est unique. 
DÉMONSTRATION. La preuve est par récurrence sur la longueur de 
fx. Puisque ^ Im L U Im R, f = IT est l'unique élément de {L, R}* 
tel que f(rr) = rx-
Supposons que f x  G {L,  R}* est l'unique application telle que fxirr) = 
x, pour un certain x € T. 
Soit y = L(x) ,  alors il existe f v  G {L,  R}* tel que /v(rr) = y. 
Comme y€lmL, onay^Imiî donc /„ s'écrit seulement sous la 
forme /„  = L o g avec g € {L,  R}*.  Ainsi  L o g(rT)  = y = L(x)  
et l'injectivité de L implique que g{rr) = x. D'après l'hypothèse de 
récurrence, g = fx. Donc fy = L o fx est l'unique élément de {L, R}* 
te l  que f y(rT)  = y.  
De même, on montre que / = R o fx est l'unique application telle 
que f (rT)  = R(x) .  •  
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Comme pour toute structure algébrique, on aura besoin d'une no­
tion d'application qui préserve cette structure. 
DÉFINITION 1.2.3. Un homomorphisme d'arbres binaires entre deux 
arbres binaires tp : (7i, L\, R\) —• (T2, Z»2, R2) est la donnée d'une ap­
plication tp : Ti -> T2 telle que tpL\ = L2tp et tpRi = R^tp. 
v v 
T\ • R2 TI —• T2 
„ J  ^  [ H  * , J  ^  J »  
7 I  — T 2  7 \  T 2  
Soient (Ti, L\, Rx) et (T2, L2,i22) deux arbres binaires. Définissons 
un homomorphisme de monoïdes i : {Li, i?i}* -» {L2, il2}* par i(Lj) = 
L2 et = i?2. D est clair que Î est un isomorphisme de monoïdes. 
LEMME 1.2.4. Soient (p : (Ti,Li,Ri) —• (T2, L2, /?2) un homomor­
phisme d'arbres binaires et f € {Z»i, 12i}*. On a tpo f = i(f) o <p. 
DÉMONSTRATION. L'égalité est évidente lorsque / = 1^. Suppo­
sons que l'énoncé soit vérifié pour un certain / G {I»i, .Ri}*. Alors, on 
a 
tp  o  (Li  o f )  = Lz o {tp o  f )  — L2 o i ( f )  o >p 
= i(Li) o i ( f )  o < p  =  i ( L i  o f )  o tp  
et de même tp  o  (Ri  o f )  = i(R x  o f)  o tp.  • 
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PROPOSITION 1.2.5. Soient tp, tj> : (7\, L^Ri) -> (T2)L2, /?2) deux 
homomorphismes d'arbres binaires. Alors ip = $ si et seulement si 
ip(rT l)  = tp(rT l) .  
DÉMONSTRATION. La nécessité est évidente. Supposons que ) = 
ip(rT l)-  Soit x G 7\, alors il existe fx € {L\, Ri}* tel que fx(rTl) = ar. 
On a 
ip(x)  = y(/x(rTl)) = iUx){v(rT l))  
= *(/x)(V»(ri\)) = 4>(fx(rT i))  =  ^ (x) .  
• 
THÉORÈME 1.2.6. Soit <p : (TI, ZQ, J?I) -> (T2, L2, i?2) un homomor-
phisme d'arbres binaires. Alors tp est une bijection si et seulement si 
• Dans ce cas, on dira que ip est un isomorphisme d'arbres 
binaires. 
DÉMONSTRATION. Supposons que tp est une bijection. Alors il existe 
x € T\ tel que tp{x) = r^. Si x était élément de Im L\ U Im R% on au­
rait, en vertu des propriétés de commutativité, e Im L2 U Im il2 ; 
une contradiction. Ainsi x ^ Im L\ U Im Ri donc x = rTl. 
Réciproquement, supposons que ^(rrj = rr3. Soit y e T2, alors il 
existe /„ € {Lh,Rq}* tel que /v(rra) = y- Posons x = fx(rTi) où fx est 
l'unique élément de {L\, Ri}* tel que i(fx) = /„. On a 
<p(x) = <p(f x(rT l))  = i(f x)(<p(rT ï))  = f y(rT 3)  = y.  
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Donc ip est surjectif. 
Soient x,y G Ti et supposons que <p(x) = <p(y).  Il existe f x ,  f y  € 
{Lu /îi}* tels que /«(rrj = x et /v(rr,) = y. On a 
<p(x) = <p(f x(rT l))  = i(fx)(<p(rT l))  = «(/x)(rr2) 
et de même ip(y)  -  i(f y)(rT 2) .  D'où i ( f x)(rT 2)  -  i{f y)(rT2) ce qui en­
traîne i{fx) = i(fy) d'après le lemme 1.2.2. Puisque i est un isomor-
phisme, on a fx = /„ et 
x = f x(rT l)  = f y(rT l)  = y.  
Donc tp est injectif. • 
COROLLAIRE 1.2.7. Soit y : (7\, L\, R\) —> (T2, L?, R^) un isomor-
phisme d'arbres binaires. Alors i(fx) = f<e(x) pour tout x 6 7\. 
DÉMONSTRATION. Soit x € T t ,  alors il existe f x  E tel 
que f x(rT l)  = x.  On a 
i ( fx)(rT 2)  = i(fx)(<p(rT l))  = Afx{rT l))  = <p(x) = f v { x)(rT 2) .  
En vertu de l 'unici té  de f^x)  on conclut  que i ( f x)  = f v( xy •  
1.3. TRIPLETS DE MARKOFF 9 
1.3. TRIPLETS DE MARKOFF 
La théorie des nombres de Markoff a son origine dans les deux 
articles de Markoff [74], [75] sur l'approximation diophantienne et les 
formes quadratiques indéfinies. Cette théorie a des liens marqués avec 
plusieurs domaines mathématiques ; entre autres, les algèbres amassées 
[17], [82], les fractions continues [24], [48], la géométrie hyperbolique 
[36], [37], [53], [71], [76], les groupes fuchsiens [47], [83] et les variétés 
algébriques [54]. 
DÉFINITION 1.3.1. Un triplet de Markoff est une solution (a, 6, c) 
dans les entiers strictement positifs de l'équation 
x2  + y2  + z2  = 3xyz (1)  
Un triplet de Markoff est dit propre si a, b et c sont deux à deux dis­
tincts, sinon il est dit impropre. Tout entier faisant partie d'un triplet 
de Markoff est appelé nombre de Markoff. 
L'équation (1) est symétrique par rapport aux variables x, y et z. 
Par conséquent, si l'on connaît une solution (a, 6, c), il est facile d'en 
trouver cinq autres en calculant les permutations de (a,b, c). Bien que 
ces six solutions peuvent êtres différentes, il est souvent préférable de 
les considérer comme une seule. On vise donc à construire un système 
de représentants des classes d'équivalences de permutations. La plupart 
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des auteurs utilisent le représentant (a, b, c) tel que a < 6 < c, mais ce 
choix ne serait pas convenable pour nous. 
PROPOSITION 1.3.2. Les seuls triplets de Markoff impropres sont 
(1,1,1) et (1,2,1), à permutation près. 
DÉMONSTRATION. Soit (a, b, c) un triplet de Markoff impropre. 
Puisque que l'on travaille à permutation près, on peut supposer sans 
perte de généralité que a = c. Ainsi 
2a2 + b2 = 3a,2 b (2) 
d'où b2 = a2(36 — 2) et on en déduit que a2 divise b2. Donc a divise b 
et il existe un entier naturel k tel que b = ka. L'équation (2) devient 
2a2 + k2a2 = 3Ara3. On obtient 2 + A;2 = 3ka d'où 2 = fc(3a — A:). Ainsi 
A: = 1 ou A: = 2 car k divise 2. Si A; = 1, alors (a, 6, c) = (1,1,1). Si 
A: = 2, alors on obtient la solution (1,2,1). • 
À partir d'un triplet de Markoff, on peut construire d'autres solu­
tions de l'équation (1) en lui appliquant certaines opérations arithmé­
tiques. On définit deux applications Z3 —• Z3 par 
mL : (a, b, c) •-> (6,36c — a, c) et mu : (a, b, c) i-> (a, 3a6 — c, b) 
PROPOSITION 1.3.3. Soit (A, b, c) un triplet de Markoff. Les triplets 
m,L(a, b, c) etmn(a,b,c) sont des triplets de Markoff. 
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DÉMONSTRATION. Supposons que (a, 6, c) est un triplet de Markoff. 
Alors 
o2 + b2 + c2 = 3abc 
If faut montrer que (6,36c — a, c) est un triplet de MarkofF. On a 
b2 + (36c — a)2 + c2 = 62 + (9b2(? — 6a6c + a2) + c2 
= 962C2 — 6a6c + (A2 + 62 + c2) 
= 9b2 ù1 — 6a.bc + 3abc 
= 36(36c — a)c 
La preuve pour rriR est semblable. • 
1.3.1. Un système de représentants 
Soit M l'ensemble des triplets (a, 6, c) obtenus par applications ité­
rées de tïil et tur à partir du triplet de Markoff Mq = (1,5,2). 
M = {Mo} U [M |  Mo -2% •  •  •  M où rrti = mi ou m» = thr } 
D'après la proposition 1.3.3, les éléments de M sont des triplets de 
Markoff. En vertu de la définition de M, on a m^M) C M. et 
mn(M) Ç M. On peut donc voir rri£ et rtiR comme des applications 
M-> M. 
LEMME 1.3.4. Si M = (a, 6, c) G M, alors b = maxM. De plus, si 
M € Im tïil, alors a> c et si M G Imm^, alors a < c. 
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DÉMONSTRATION. Il est clair que le triplet initial (1,5,2) satisfait 
aux conditions ci-dessus. Supposons que la propriété est vérifiée pour un 
(a,  6,  c)  G M. On doit  montrer  qu ' i l  en est  de même pour mi{a,  b,  c)  
et mR(a,bfc). On a mx(a, b, c) = (6,36c — a,c) et on sait déjà que 
b > c. De plus, 36c — a > 26 + (6 — a) >6 puisque c > 1 et a < 6. La 
démonstration pour tur est semblable. • 
Définissons une troisième application 
PROPOSITION 1.3.5. Si M = (a, 6,c) est un triplet de Markoff 
propre, alors me (M) = (a', b', d) est un triplet de Markoff. De plus, 
si b = max M, alors V = max mc(M) et b > If > 0. 
DÉMONSTRATION. On montre aisément que mc(M) est un triplet 
de Markoff en utilisant la même démarche que dans la preuve de la 
proposition 1.3.3. 
Considérons le cas o > c, alors mc(a, 6, c) = (3ac—6, a, c). Montrons 
d'abords que a > 3ac — 6 > 0. Puisque (3ac — 6, a, c) est un triplet de 
Markoff, on a 
me : {(a, 6, c) € Z3 | a ^ c j —> Z3 
par 
(3oc — b, a, c) si a > c 
(a, c, 3ac - 6) si a < c 
3(3ac — 6)ac = (3ac — 6)2 + a2 + c2 > 0 
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d'où 3 ac—b > 0 car ac > 0. D'autre part, c< a entraîne que c2 < ac < 
a2c d'où 2a2 + c2 < 3a2c. Ce qui donne 2a2 — 3a2c + c2 < 0. On a 
2a2 — 3a2c + c2 = a2 — 3a2 c + (a2 + b2 + <?) — b2 
= a2 — 3a2c + ba — ba + 3abc — b2 
= a2 — a(3ac — b) — ba + b(3ac - b) 
= (a — b)(a — (3ac — 6)). 
Ainsi (a — b)(a— (3ac — b))< 0 et puisque b > a on a a — (3ac — b)  > 0. 
Donc a > 3ac - b. De plus, b = max(a, 6, c) > a = maxmc(Af). Le cas 
a < c se démontre de façon analogue. • 
LEMME 1.3.6. Soit M = (a, b, c) un triplet de Markoff propre. Le 
triplet  de Markoff  mc(M) est  impropre s i  e t  seulement  s i  M = (1,5,2)  
ou M = (2,5,1). De plus, mc(M) est impropre si et seulement si 
mc(M) = (1,2,1). 
DÉMONSTRATION. Supposons que M = (1,5,2) ou M = (2,5,1). 
Dans les deux cas mc{M) = (1,2,1) qui est impropre. Réciproquement, 
supposons que mc(M) est  impropre.  Considérons d 'abords le  cas a < c.  
Puisque mc(M) = (a ,  c ,  3ac—b) est  impropre et  a  ^  c,  on a  (a,  c,  3ac— 
b) = (1,2,1) d'après la proposition 1.3.2. D'où M — (1,5,2). D'autre 
part ,  s i  a > c alors  mc(M)  = (3ac — 6,o,  c)  =  (1,2,1) .  Donc M = 
(2,5,1). • 
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LEMME 1.3.7. Si M € .M\{(1,5,2)}, alors mc(M) € M. En 
outre, l'applicat ion me est  un inverse à gauche demi et  de t h r  :  
mcmL = lM et mcmR = \M 
En particulier, mi et tur sont injectives. 
DÉMONSTRATION. D est clair que M\ {(1,5,2)} = Immx,Ulmmjj. 
Donc, il «ciste un triplet M' = (a,b,c) € M tel que — M ou 
mR(M')  = M. Dans le premier cas, 
rnc(M) = mcmi(a,  b,  c)  = mc(b , 36c — a, c) 
= (36c — (36c — a), 6, c) = (a, 6, c) 
car 6 > c d'après le lemme 1.3.4. D'où mc(M) = M' et on en déduit 
que mc{M) € M.. Le deuxième cas est semblable. • 
PROPOSITION 1.3.8. Le triplet (Ai, MJ,, thr) est un arbre binaire 
de racine (1,5,2). 
DÉMONSTRATION. On vérifie aisément qu'il n'existe aucun triplet 
de Markoff propre M tel que m^M) = (1,5,2) ou = (1,5,2). 
Donc, d'après la définition de A4, (1,5,2) est la racine de M. De plus, 
le lemme 1.3.4 implique que lmmL fl Im mR = 0. • 
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(1,5,2) 
(5,29,2) (1,13,5) 
(29,169,2) (5,433,29) (13,194,5) (1,34,13) 
LEMME 1.3.9. Soient M — (a,b,c) un triplet de Markoff propre 
e t  a  €  l a  p e r m u t a t i o n  a  ( a ,  b ,  c )  =  ( c , 6 ,  a ) .  A l o r s ,  m e  °  < j { M )  =  
a o mc(M).  
DÉMONSTRATION. Soit M = (a, b, c) un triplet de Markoff propre, 
alors a < c ou c < a. Si a < c, on a 
Si c < a, on a 
mc°o{M) = mc(c,b,a)  = (c, a, 3ca—b) = cr(3ac—b, a, c) = aomc(M). 
me o a (M) = mc{c,  b,  a)  = (3 ca — b, c, a) 
et 
a o me (M) = a (a,  c, Sac — b) = (3 ac — b, c, a). 
Dans les deux cas me o ar(M) = a o me (M).  • 
En adaptant la preuve du résultat classique de Markoff [75], on 
montrera que M coïncide avec l'ensemble des triplets de Markoff propres, 
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à permutation près. Considérons la relation d'équivalence ~ sur l'en­
semble des triplets de Markoff propres définie par M ~ N s'il existe 
une permutat ion 7r  €  «S3  te l le  que ir(M) = N.  
THÉORÈME 1.3.10. L'ensemble M est un système de représentants 
de la relation ~ sur l'ensemble des triplets de Markoff propres. 
DÉMONSTRATION. Soit M' un triplet de Markoff propre. Posons 
b — max M' et a, c les deux éléments de M'\ {6} de telle sorte que 
a < c. Remarquons qu'il existe une permutation 7r € 63 telle que 
7r(M') = (a,b,c). Posons M = (a, 6, c), on prétend que soit M € A4, 
soit a(M) = (c, b, a) G A4. 
Posons bn = maxm£(M). Alors, d'après la proposition 1.3.5, on 
obtient une suite b > bi > b^ > • • •. Comme chaque bn est un entier po­
sitif, cette suite doit être finie. Ce procédé prend fin lorsque l'on atteint 
un triplet de Markoff (a, /?, 7) avec a = 7. Donc, selon le lemme 1.3.6, 
il existe un entier naturel n tel que mç{M) = (1,2,1) On procède 
par récurrence sur n. Si n = 1, alors M — (1,5,2) ou (2,5,1). On a 
<7(2,5,1) = (1,5,2) £ A4 et (2,5,1) £ M. Maintenant, supposons que 
mc(M) = (1,2,1) implique que soit M 6 M, soit a(M) e M, pour 
tout M. Supposons que mc-+1(M) = (1,2,1). Ainsi, mJ(mc(M)) = 
(1,2,1) donc soit mc(M) G M, soit a{mc{M)) € M d'après l'hypo­
thèse de récurrence. Si mc{M) € M, alors mc(M) = (a, c, 3ac — b) car 
a < c. On a 
fnR(mc(M)) = (a,  Sac — (3ac — b), c) = (a, b,  c)  = M 
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donc M € M.  Si <r(mc(M))  €  M,  alors 
mL(tr(mc(M)))  = mL(3ac — b,  c, a) = (c, 3ca - (3ac — b), a) = a (M) 
d o n c  a{M)  €  M.  
Supposons que M  et a  ( M )  appartiennent simultanément à M .  
D'après le lemme 1.3.7, on a mc(M) € M et mc(<r(M)) € M. Mais, en 
vertu du lemme 1.3.9, mc(<r(M)) = a(mc(M)). D'où a(mc{M)) G Ai, 
une contradiction. 
Il reste à montrer que M contient un seul représentant par classe 
d'équivalence. Supposons que M = (a, b, c) et ir(M) = (a', bf, d) appar­
tiennent à M pour une permutation 7r € Sz\ {I}. Alors b = maxM = 
m a x 7 r ( M )  =  V  e t  o n  e n  d é d u i t  q u e  i t  —  a .  D o n c  M  €  M e t  a ( M )  €  M ,  
une absurdité. • 
1.3.2. Conjecture d'unicité 
Une grande partie des travaux reliés aux nombres de Markoff sont 
motivés par la conjecture d'unicité des nombres de Markoff formulée 
par Frobenius en 1913, voir [48]. 
CONJECTURE 1.3.11. Soient M\ et Mz des triplets de Markoff. Si 
maxM\ = maxMi, alors M\ ~ M?. 
Cette conjecture a été démontrée dans plusieurs cas particuliers, 
par exemple : 
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• Pour les triplets de Markoff M avec max M un nombre premier 
[33]. 
• Pour les triplets de Markoff M avec m = max M tels que m, 
3m — 2 ou 3m + 2 est égal à p, 2p ou 4p où p est un nombre 
premier [14]. 
• Pour les triplets de Markoff M tels que max M = 4pn ou 8pn 
où p est un nombre premier et n > 1, voir [95]. 
• Pour les nombres de Markoff paramétrisés par les couples d'en­
tiers de la forme (1, n) ou (m, 1) avec n,m > 2, voir [31]. 
Grâce au théorème 1.3.10, on peut reformuler la Cîonjecture 1.3.11 
comme suit : 
CONJECTURE 1.3.12. Soient Mx = (A^&^Ci)  et  M2  = (A2,&2,c2) 
deux éléments  de M.  Si  61=62 alors M\ — M2 .  
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1.4. MOTS DE CHRISTOFFEL 
Les mots de Christoffel sont des mots dans un alphabet à deux 
lettres nommés d'après le mathématicien allemand Elwin B. Christoffel. 
Ces mots apparaissent dans la littérature dès 1771 dans les travaux 
de Bernoulli sur les fractions continues [20]. Un mot de Christoffel 
se définit de plusieurs façons à partir d'une paire d'entiers copremiers. 
Nous présentons ici la définition géométrique due à Borel et Laubie [26] 
basée sur la discrétisation d'un segment de droite de pente rationnelle. 
Un aperçu détaillé de la théorie des mots de Christoffel se trouve dans 
[21]. 
Un chemin de treillis est un sous-ensemble de (ZxR)U(Zx R) 
composé de segments de droites consécutifs de la forme [(a, 6), (a+1,6)] 
ou [(a,&),(a,6 + 1)] avec a, b € Z. Un tel chemin est l'image d'une 
fonction continue et injective / : [0,1] -> (Z x R) U (Z x R) telle que 
/(0) et /(l) appartiennent à Z x Z. 
DÉFINITION 1.4.1. Soient p et q deux entiers copremiers. Le chemin 
de Christoffel de pente q/p est le chemin de treillis reliant les points 
(0,0) et (p, q) tel que 
(1) Le chemin reste en dessous du segment de droite [(0,0), (p, q)].  
(2) La région limitée par le chemin et le segment [(0,0), (p, g)] ne 
contient aucun point de Z x Z. 
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(0,0) 
(5,4) 
FIGURE 1. Le chemin de Christoffel de pente 4/5 
DÉFINITION 1.4.2. Le mot de Christoffel de pente q/p est le mot 
C(p, q) € {x, y}* obtenu en suivant le chemin de Christoflfél de pente 
q/p à partir de (0,0) et en désignant chaque segment de la forme 
[(a, b), (a + 1, b)] par x et chaque segment de la forme [(a, b), (a, b + 1)] 
par y. 
(0,0) 
X 
y 
X 
y 
X 
y 
(5,4) 
y 
X X 
FIGURE 2. Le mot de Christoffel C(5,4) = xxyxyxyxy 
EXEMPLE 1.4.3. Le mot de Christoffel de pente 0 est C(L, 0) = x 
et le mot de Christoffel de pente oo est C(0,1) = y. Les mots de 
Christoffel différents de x et y sont dits propres. 
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Il existe aussi des moyens plus directs de calculer le mot de Christof­
fel associé à une paire d'entiers copremiers. Par exemple, la proposition 
suivante nous fournit un algorithme très simple. Cette construction est 
très semblable à celle donnée par Christoffel [35]. 
PROPOSITION 1.4.4 ([21, Section 1.2]). Le mot de Christoffel de 
pente q/p est donné par C(p, q) = W1W2 • • • Wp+q où 
Wi = 
x si (i — l)q € {0,1,... ,p - l}mod(p + q) 
y si (i — l)q € {p,p + 1,. . .  ,p + q -  1} mod(p 4- q) 
1.4.1. Factorisation standard 
Borel et Laubie [26] ont montré que chaque mot de Christoffel 
propre s'exprime uniquement comme la concaténation de deux mots 
de Christoffel ; c'est ce qui s'appelle la factorisation standard. Le che­
min de Christoffel de pente q/p contient un unique point (c, d) 6 Z x Z 
de distance non-zéro minimale au segment de droite [(0,0), (p, 9)]. 
DÉFINITION 1.4.5. La factorisation standard du mot de Christoffel 
C(p,  q)  est  la  factorisat ion C{p,  q)  — C{c,  d)C(p — c ,q — d) .  
EXEMPLE 1.4.6. Considérons le mot de Christoffel C(5,4). Le point 
(4,3) sur le chemin de Christoffel de pente 4/5 est de distance non-zéro 
minimale au segment de droite [(0,0), (5,4)]. La factorisation standard 
de C(5,4)  est  donc C(4,3)  •  C(  1,1)  = xxyxyxy • xy .  
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\ M  
SXf 
FIGURE 3. Le point (4,3) sur le chemin de Christoffel 
de pente 4/5 
PROPOSITION 1.4.7 ([21, Proposition 3.2]). Si w = w\w2 est la 
factorisation standard du mot de Christoffel w, alors wi et u/2 sont des 
mots de Christoffel. 
La factorisation standard d'un mot de Christoffel est la seule fac­
torisation avec cette propriété. 
THÉORÈME 1.4.8 ([26, Théorème 1]). Un mot de Christoffel w ad­
met une unique factorisation w — w\w^ avec w\ et w<i des mots de 
Christoffel. 
Étant donné une factorisation d'un mot de Christoffel, on peut far-
cilement déterminer s'il s'agit de la factorisation standard grâce au 
résultat suivant : 
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PROPOSITION 1.4.9 ([26, Proposition 1]). Soient (pi,q{) et (P2,Ç2) 
deux paires d'entiers copremiers. La concaténation qi)C(j>2,92) 
est un mot de Christoffel si et seulement si det \% =1. 
Notons |w|z le nombre d'apparitions de la lettre x dans le mot w. 
On peut reformuler la proposition précédente comme suit : 
PROPOSITION 1.4.10 ([21, Lemme3.4]). La factorisation w = w\w2 
d'un mot de Christoffel w est standard si et seulement si 
det M* 
M* 
1.4.2. L'arbre de Christoffel 
Il sera souvent avantageux d'utiliser la construction de l'ensemble 
des mots de Christoffel par l'intermédiaire d'un arbre binaire (voir [21], 
[22],[26]). 
Soit X l'ensemble des triplets (tui, w2, u>3) de mots dans {x, y}* tels 
que W2 = W1W3. On définit deux applications CL, CR : X -> X par 
C l(VJI,W2, w3) = (tu2, w2w3 ,  w3) et CR(W 1, w2, W3) — (WU  w\w2 ,  tw2) 
Posons Cq = (x, xy, y) et considérons l'ensemble 
C = {Co} U{C |  CQ -2+ • • • C OÙ Ci = Cl OU Ci = CR J 
Un élément de C est appelé un triplet de Christoffel 
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PROPOSITION 1.4.11. Le triplet {C,CL, CR) est tin arbre binaire de 
racine (x,xy, y). 
DÉMONSTRATION. Il est clair que (x, xy, y) est la racine de C. Mon­
trons d'abord que ci est injective. Supposons que cl(wi,W2,wz) = 
cl(vI, ^ 2» ^3), c'est-à-dire que (w2, io2t/;3, w3) = («2, V2V3, v3). Donc w2 = 
i>2, w3 = «3 et puisque w2 = W1W3, on a v-i = W\V3. Mais «2 = V1V3 ainsi 
V\ = w\. La preuve de l'injectivité de cr est semblable. 
Supposons que Im c/,nlmcr est non vide. Alors, il existe (u>i, W3), 
(vi,v2,v3) G C tels que 
(W2 ,  W2W3, W3)  = CL(wI, U)2 ,  W3) = CR{l) i ,  V2, v3)  = (Vi,ViV2, V2) .  
D'où vi = w2 = W1W3 = W1V2 = W1V1V3. Donc Wi et V3 sont de lon­
gueur zéro, une contradiction car aucun triplet de C contient un mot 
de longueur zéro. • 
(x,xy,y) 
(sj/.V.y) (x,a?y,xy) 
(xy2, xy3 ,  y) (xy, xyxy2 ,  xy1)  (x2y, x2yxy, xy) (x, x?y, x2y) 
THÉORÈME 1.4.12 ([21, Théorème 3.6]). Soit (w\, w2, w3) un triplet 
de Christoffel. Les mots w\, w2 et it>3 sont des mots de Christoffel et 
w2 = W1W3 est la factorisation standard de w2. De plus, chaque mot de 
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Christoffel propre apparaît exactement une fois comme terme médian 
d'un triplet de Christoffel. 
On obtient donc une bijection entre C et l'ensemble des mots de 
Christoffel propres donnée par (wi, w2, W3) t-> w2. 
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1.5. MOTS DE CHRISTOFFEL ET TRIPLETS DE 
MARKOFF 
Les mots de Christoffel apparaissent implicitement dans les travaux 
de Markoff [74],[75] qui n'était apparemment pas au courant de l'ar­
ticle de Christoffel [35]. Le lien précis entre ces deux concepts n'a été 
explicité que bien plus tard. La bijection décrite dans cette section est 
due à Reutenauer [88]. Elle est construite à partir d'une application 
entre les mots de Christoffel et les nombres de Markoff définie à l'aide 
d'une méthode développée par Cohn [36]. Un résultat équivalent a été 
obtenu par Bombieri [24] dans un contexte différent. 
On définit un homomorphisme de monoïdes (i : {a;, y}* —» SL2(Z) 
par 
H ( x )  =  2 1 
1 1 
et n(y) 5 2 
2 1 
EXEMPLE 1.5.1. L'image du mot de Christoffel C(2,3) = xyxyy 
par 1 ' homomorphisme \i est 
PT (C(2,3)) = II(X)N(Y)N(X)IA(Y)TI(Y) 
2 1 5 2 2 1 5 2 5 2 
1 1 2! 11 2 1 2 1 
1045 433 
613 254 
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THÉORÈME 1.5.2 ([88, Théorème 2.1]). Le triplet (a,b,c) est un 
triplet de Markoff propre si et seulement si 
{a,b,c} = {|TV^(UJI), \  Tr fi{w2\  §TVp(t/>)} 
pour un unique mot de Christoffel w avec factorisation standard w = 
W1W2. 
On peut facilement adapter la preuve de ce théorème pour obtenir 
le résultat suivant : 
THÉORÈME 1.5.3. L'application :C -» M définie par 
V(wi,w,w2) = iTr|TV/i(w2)) 
rend commutatifs les diagrammes 
« 9 
C • M C • M 
C L [  |  C R  I  .  I  T O / J  
C M C —^ M 
En outre, ^ est un isomorphisme d'arbres binaires. 
DÉMONSTRATION. D'après le théorème 1.5.2, V(C) est un triplet 
de Markoff pour tout C € C. On vérifie aisément que $!(x,xy, y) = 
(1,5,2) ce qui est la racine M. Pour montrer que $ est un isomor­
phisme d'arbres binaires correctement défini, il suffira donc d'établir 
la commutativité des deux diagrammes. Le lecteur pourra verifier que 
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cela consiste essentiellement à démontrer l'égalité 
TVn(w2wz) = TV/i(iu2) Tr/i(iu3) 
où (wi, W2, w3) G C. Mais ceci est une conséquence du lemme 1.9.4 car 
U?2 = W1W3. • 
EXEMPLE 1.5.4. Le mot de Christoffel C(2,3) admet la factorisa­
tion standard C(2,3) = (xy) • (xyy). Donc (xy, xyxyy, xyy) G C et 
*(xy,xyxy2 ,xy2) = (^[V2 11- §lit] > è^dîî?]) 
= (5,433,29) 
La figure ci-dessous illustre l'isomorphisme sur une partie de C. 
(x,xy,y) 
CL 
(xy.a^.y) 
cl y \ cr 
(xy2 ,  xy3 ,  y) I* 
(29,169,2) 
VIL 
(xy, xyxy2 ,  xy2) 
j. 
(5,433,29) 
mu 
(5,29,2) 
mj. 
(x, x?y,xy) 
cl y \ cr 
(a?y, x2yxy, xy) I* 
(13,194,5) 
V F I L  
(x,a?y,a?y) 
J. 
(1,34,13) 
m* 
(1,13,5) 
mu 
(1,5,2) 
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1.6. MODULES DE CORDE 
Les modules de corde proviennent des méthodes développées par 
Gelfand et Ponomarev lors de leur classification des modules indécom­
posables sur l'algèbre de groupe de Lorentz [50]. Par la suite, cette no­
tion a été généralisée à plusieurs autres situations (voir, par exemple, 
[25], [32], [42], [89]). Ce développement a finalement abouti à la défini­
tion des algèbres de corde ; une classe d'algèbres spécifiquement adaptée 
aux techniques de Gelfand et Ponomarev. 
Soit Q = (Qo, Qi) un carquois avec Qo l'ensemble des sommets et 
Qi l 'ensemble des flèches. Pour une flèche a : i  -* j,  on note s (a) = i 
sa source et t(a) — j son but. À chaque flèche a € Qi, on associe un 
inverse formel a -1  tel que s(a -1) = t(a) et t(a~ l) = s (a). Écrivons Qi1  
pour l'ensemble des inverses formels des flèches dans Q\. On convient 
que (a-1)-1 = a. Pour chaque i G Qo, notons e* le chemin stationnaire 
associé au sommet i .  
DÉFINITION 1.6.1. Une corde de longueur n > 1 sur un carquois lié 
(Q, I) est une suite c = ai<i2 • • •an d'éléments a* € Q\ U Qï1 telle que : 
(1) t(cii)  = s(a,-+i) pour tout 1 < i < n — 1. 
(2) ai ^ pour tout 1 < i  < n — 1. 
(3) Pour chaque sous-suite v de w, ni v, ni v~ l  n'est contenu dans 
/. 
De plus, pour chaque sommet i  € Qo, on définit une corde Ei de lon­
gueur nulle telle que s(£j) = t{eî) = i.  
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Pour une corde c = aia2 • • • On, on définit sa source s(c) = s(ai), 
son but t(c) = t(on) et son inverse c~l = a"1 • • • a^aï1. 
DÉFINITION 1.6.2. Soit k un corps algébriquement clos. Une k-
algèbre A = kQ/I est une algèbre de corde si : 
(1) L'idéal / est engendré par des relations monomiales. 
(2) Chaque sommet de Q est la source d'au plus deux flèches et le 
but d'au plus deux flèches. 
(3) Pour toute flèche /3, il y a au plus une flèche ot telle que afi £ I 
et au plus une flèche 7 telle que $7 I. 
Soit A = kQ/I une algèbre de corde. Étant donné une corde c 
sur (Q, I) il est possible de construire un X-module M(c) appelé un 
module de corde. Ce module est construit comme suit : D'abord, si 
c = a\Qa • - • On on se fixe une A;-base {21,22,..., 2«+i} de Af(c) que l'on 
appelle la base canonique de M(c). Ainsi, 
n+1 
M(c) = © kzi 
i—l 
en tant que A-espace vectoriel. Ensuite, pour conférer à M(c) une struc­
ture de A-module on commence par définir une application 
vc : {1, 2 , . . . ,  |c| + 1} —• Qo 
pour chaque corde c = aïOî • • • Cn par 
s(oi), si 1 < i < \c\ 
vc(t) = 
t(a«), si i  = |c| + 1 
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et pour les cordes de longueur nulle vc<(l) = i. Lorsque c = a.\02 
on définit 
z j ,  si j  € vdi)-1  
0, sinon 
On 
Ci • Zj — < 
et pour une flèche a € Qi 
a - Zi — 
Zi+i, siûr = Oi, 1 < i < n 
Zi-1, si a-1 = a»_i, 2 < i < n + 1 
0, sinon 
Finalement, si c = e», alors on prend une base {zi} de M(c) et on 
définit ej • z\ = 8ijZ\ et a • z\ = 0. 
On peut montrer que le module M(c) est indécomposable (voir 
[32]). De plus, deux modules de corde M{c\) et M(c2) sont isomorphes 
si et seulement si Ci = (% ou C\ = cj1. 
1.6.1. Applications de graphes 
En vertu d'un résultat dû à Crawley-Boevey [40] on peut décrire 
explicitement une base de Homx(A/(ci), M(02)) où c\ et es sont des 
cordes. 
Soit c une corde sur un carquois lié (Q, I). Un triplet de cordes 
(d, e, /) tel que c = def s'appelle une trisection de c. 
DÉFINITION 1.6.3. Une trisection (d,e, /) de c telle que 
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(1) Soit d est de longueur nulle, soit d se termine par une flèche 
inverse. 
(2) Soit / est de longueur nulle, soit / commence pax une flèche. 
est appelée une trisection en corde quotient. On dit que e est une corde 
quotient de c. 
Dualement, une trisection (d, e, f) de c telle que 
(1) Soit d est de longueur nulle, soit d se termine par une flèche. 
(2) Soit / est de longueur nulle, soit / commence par une flèche 
inverse. 
est appelée une trisection en sous-corde. On dit que e est une sous-corde 
de c. 
Les sous-cordes et les cordes quotients correspondent à des sous-
modules indécomposables et à des quotients indécomposables, respec­
tivement. 
On note Q(c) l'ensemble des trisections en corde quotient de c et 
S(c) l'ensemble des trisections en sous-corde de c. Soient c\ et C2 deux 
cordes, alors on dira qu'un couple ((<*i,ei,/i), (d2,e2,/2)) G Q(c\) x 
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S{C2) est admissible si e2  = ex  ou e2  = ej1 .  
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Notons A(cu&i) l'ensemble des couples admissibles de Q(ci) x S(02) 
Pour chaque couple admissible 
a = ((du  eu  }x), (d2 , e2, /2)) G A(cu <%) 
on définit un morphisme de A-modules fa  : M(c\) —• M(c2) de la ma­
nière suivante : Soient {z\, 22,..., Zn+1} et {z[, les bases 
canoniques respectives de M(c\) et M(c2). Si e2 = ci, alors 
fa(z\di\+i) = =  ^|tl2 |+i 
et si e2 = ej"1, alors 
/a(2|«ii|+i) = Zjdaeiil+2-i 
pour 1 < i < |ei| + 1 et fa(zi) = 0 pour les autres éléments de la base 
canonique. Un morphisme fa est appelé une application de graphes. 
THÉORÈME 1.6.4 (Crawley-Boevey [40]). Soient A = kQ/I une al­
gèbre de corde et eu deux cordes sur (Q, /).  Alors {fa  |  a € A(ci, ca)} 
est une base de Roma(M(C\), M(<%)). 
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Dans le cas particulier où tw2 est une corde quotient de wu on écrira 
simplement wi -» w<2 au lieu de fa où a = ((x, w^, y),  (e*, w2 ,  £j)) ,  
lorsqu'il n'y aura aucun risque de confusion. 
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1.7. MODULES DE MARKOFF 
Les triplets mutables ont été introduit dans le mémoire de maîtrise 
de l'auteur [67] (voir aussi [68] pour une présentation améliorée). Ces 
objets étaient définis afin de fournir un cadre catégorique pour l'étude 
d'une certaine algèbre amassée cyclique. Nous résumons ici les prin­
cipaux résultats sur ces triplets et, ensuite, nous présentons quelques 
nouveaux développements de cette théorie. On s'intéressera par la suite 
à une exemple particulier de triplets mutables qui feront l'objet d'étude 
dans la suite du chapitre. 
1.7.1. Ttfplets mutables 
Soit C une catégorie fc-abélienne de Krull-Schmidt où A: est un corps. 
DÉFINITION 1.7.1. Un triplet (Mx, M2, Af3), où Afi,M2,M3 sont 
trois objets indécomposables deux-à-deux non-isomorphes de C, sera 
dit mutable s'il satisfait aux conditions suivantes : 
(Ml) Ext£(Mi 0 Mi © Mz, © M2 © Àf3) = 0 pour tout n > 1. 
(M2) dim* Endc(JWi) = 1 pour i = 1,2,3. 
(M3) Hom= 0 lorsque i > j. 
(M4) Homc(Mi, JW2) admet une base où et #2 sont des 
monomorphismes, 
Homc(A/2, M3) admet une base {ai,a2} où ai et a2 sont des 
épimorphismes, 
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Home (Mi, M3) admet une base {71,72} telle que 71 = ot\P\ et 
72 = Û2^2J 
Q1P2 — 0 et 012P1 = 0. 
En particulier, les conditions (M2) à (M4) entraînent que le carquois 
de l'algèbre Endc(Mi © M2 ® M3) est de la forme 
M\ } M2 { M$ 
où les lignes en pointillé représentent des relations monomiales. Remar­
quons qu'il n'est pas nécessaire de supposer que M\, M2, M3 soient indé­
composables et deux-àrdeux non-isomorphes car ces propriétés suivent 
directement de (M2) et (M3). 
PROPOSITION 1.7.2 ([68, Proposition 4.1]). Soit (MhM2 ,M3) un 
triplet mutable, alors 
(a) Mi n'est pas injectif. 
(b) M3 n'est pas projectif. 
(c) M% n'est ni injectif,  ni projectif.  
PROPOSITION 1.7.3 ([68, Proposition 4.2]). Soit (M1(M2, M3) un 
triplet mutable. Il existe des suites exactes courtes dans C 
0 —• M'z -A M2 © M2 -U M3 —• 0 (3) 
où f est une add(Mi © M2) -approonmation minimale à gauche et g est 
une add(Mi © M2)-approximation minimale à droite, et 
0 —>• Mj -A M2 © M2 -A M[ —y 0 
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où f est une add(M2 © M3) -approximation minimale à gauche et g est 
une add(M2 © ) - approximation minimale à droite. 
Soit T = (Mi, M2, M3) un triplet mutable. Puisque les approxima­
tions minimales sont uniques à isomorphisme près, il en est de même 
pour les objets M[ et M'z de la proposition 1.7.3. Ce qui nous mène à 
définir /ii(T) = (A/2, M3) et HR(T) = (Mi, M3, M2). Les résultats 
qui suivent serviront à démontrer que HL(T) et HR(T) sont des triplets 
mutables. 
LEMME 1.7.4 ([68, Proposition 4.3]). Soit (J,R(T) = (Mi, M' z ,  M2) 
oùT = (Mi, M2, Mz) est un triplet mutable, alors 
(a) dim* Homc(Mi, M3) = dim* Homc(M3, M2) — 2 
(b) Homc(Mg, Mi) = Homc(M2, M3) = 0 
(c) dim* Homc(M3, M3) = 3 et Homc(M3, M' z) = 0 
(d) dim* Extc(Af3, A/3) = 1 
(e) dim* Endc(M3) = 1 
LEMME 1.7.5 ([68, Proposition 4.4]). Soit H l(T) = (M2, Mj, M3) 
oùT = (Mi,M2,M3) est un triplet mutable, alors 
(a) dim* Homc(M2, M[) = dimjt Homc(M{, M3) = 2 
Homc(M(, M2) = Homc(M3, M{) = 0 
fcj dimjt Homc(Mi, Mi) = 0 et Homc(Mi, M[) = 3 
dim*Ext£(M{,Mi) = 1 
(e) dimfcEndc(MJ) = 1 
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LEMME 1.7.6. Soit T = (M\, M2, Mz) un triplet mutable. 
(a) Soit hr(T) = (Mi, Mj, M2), alors U existe des bases {P[, ft2} et 
{a,1,a/2} de Homc(Mi, M3) et Homc(Mz, M2) respectivement, 
telles que et f}'2 sont des monomorphismes, a[ et ot'2 sont des 
épimorphismes, et Pi = a2P2, fa = a2P{ = 0 = a\p2. 
(b) Soit H l(T) = (M2, M[, Mz), alors il  existe des bases {/5J, £2} e* 
{a'i,a2} de Homc(M2, M[) et Homc{M[, Mz) respectivement, 
telles que et P2 sont des monomorphismes, a[ et a2 sont des 
épimorphismes, et ai = a2P2, a2 = = 0 = oïxfi2. 
DÉMONSTRATION L. On se contentera de prouver (a), la démons­
tration de (b) est semblable. 
Soient a!x, a'2 : M'z —> M2 les composantes de / = kerp où / et 
g sont les morphismes de la suite exacte courte (3). En appliquant le 
foncteur Homc(—,M2) à (3), on obtient une suite exacte 
0 —• Homc(M3, M2) —> Homc(M2®M2, M2) HomcCMg, M2) —• 0 
car / est une add(Mi © M2)-appraximation à gauche. Donc, le mor-
phisme induit f* est un isomorphisme car Homc(A/3, M2) = 0. 
Soient 7ri,7r2 les projections canoniques M2 © M2 -» À/2, il s'en­
suit de (M2) que {7Ti,7r2} est une base de Homc(M2 © M2, M2). Ainsi 
{a'i, c/2} = /*({7ri,7r2}) est une base de Homc(Mz> M2). On doit main­
tenant montrer que a\ and a'2 sont des épimorphismes. Considérons le 
1. La démonstration dans [67] est incomplète. Nous présentons ici une version 
corrigée. 
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diagramme commutatif à lignes exactes 
/ 9 
0 • M3 • M2 © M2 * M3 •+ 0 
h  I" I 
0 • Mi M2 •+ 0 
D'après le lemme du serpent, on a un diagramme à lignes et colonnes 
exactes 
0 I 0 0 
0 • Kerai • M2 • M3 1 I" I f * 9 
0 • ÀfJ • M2 © M2 ^ 
0 • M2 = 
I 
Coker a'x I 
0 
De plus, il existe une suite exacte 
= M2 
I 
•+ 0 
•+ 0 
•+ 0 
M2 Mz —• Coker —• 0 
d'où Coker a[ = 0 car a2 est un épimorphisme. Le même raisonnement 
sert à montrer que a2 est un épimorphisme. 
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On a une suite exacte courte 
0 —• HomC(MU M' z) A Homc{Mu  M2©M2) HomC(M1} Mz) —v 0 
donc Homc(Mj, M'3) = Im /, = Kerg» d'où dim* Im /« = 2. D'après 
(M4), ai/82 = 0 et a2ft = 0 ainsi ^ j et ] 6 Kerp» car g — [«1 «a]. 
Ces deux morphismes forment donc une base de Im/». Par conséquent, 
il existe une base {$, P'2} de Homc(Mi, M'z) telle que 
a'xP'x & 
et /$ = O
 
= II 
1 
«CL Q 0 . <*'2$ S*
 
De plus, 0i et #2 sont des monomorphismes car and le sont. • 
En combinant les lemmes 1.7.4 à 1.7.6 et en appliquant le corollaire 
4.4 de [67], on obtient le résultat suivant : 
THÉORÈME 1.7.7. Si T = (MX, M2,A/3) est un triplet mutable, 
alors les triplets MLOO et HrÇT) sont mutables. 
Soit T(T0) l'ensemble des triples mutables obtenus par applications 
itérées de /i£, et hr à partir d'un triplet mutable 7o. 
T(T„) = {7J} U {T | To • • • -ï=» T où * = ou m = } 
Les deux opérations ni and y.R peuvent être vues comme des ap­
plications T(T0) -» T(T0). Un triplet T est dit non initial si Te 
T(To)\{To} pour un certain Tq. 
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LEMME 1.7.8. SottT = (Mi, M?, Ms) un triplet mutable non initial. 
On a la dichotomie : soit 
ai 
a2 
: M2 —• Mz © Mz est un monomorphisme, 
soit 
Pi Pi : Mi ® M\ —• M2 est un épimorphisme. 
Le premier cas se produit lorsque T = Hr(T') et le second cas lorsque 
T = /j,l(T1) pour un certain triplet mutable T". 
DÉMONSTRATION. On considéra seulement le premier cas, le se­
cond étant semblable. 
Soit T = (Mi, À/3) un triplet mutable et posons Hr{T) = 
(Mi, M3, M2). Il existe une suite exacte courte 
S: 0 —^ M'3 —^4 M2 © M2 —• A/3 —y 0 
d'après la proposition 1.7.3. En particulier j est un monomorphisme. 
On a Home (A/3, M2) = WnP'2) °ù les P[ sont les morphismes du 
lemme 1.7.6. Supposons maintenant que ^a] est un épimorphisme. 
«1 fV fV a'iP'i aiPh P2 O' 
. "a . 
Pi Pi 
phP'l °^2^2m 0 Pi 
Puisque Pi et sont des monomorphismes, on en déduit la contradic­
tion : « : Mi © Mi —» M'z est un isomorphisme. • 
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Ce qui nous mène à définir l'application \ic '• T(To)\{To} —> T(To) 
par 
fÀc(Mi, Mjj, M3) (Mi, M3) Coker [SJ ]) si [Si ] est un mono. 
(Ker [A /fe],Mi,M3) si [A ft»] est un épi. 
On montrera dans la proposition suivante que cette application vérifie 
fiePl = IT(T0) et ficfiR — IR(TO) ; c'est-à-dire, ne est un inverse à gauche 
de hl et de (jlr. 
PROPOSITION 1.7.9. Le triplet (T(TQ), IÂL,HR) est un arbre binaire 
de racine TQ. 
DÉMONSTRATION. D'après lemme 1.7.8, on a Im n Imhr = 0. 
Pour établir l'injectivité de hr, il suffit de montrer que hcPr = 
Ir(T0)- Soit T = (Mi, M2 ,  M3) un élément de T(T0),  alors Hr(T) = V == 
(Mi, M'z, M2) où Homc{M^ M2) = (a'j, a'2) où a'x, a'2 sont comme dans 
le lemme 1.7.6. D'après le lemme 1.7.8, [%} est un monomorphimne. 
Ainsi HciX) = (Mi, Ma,Coker [^]). Mais, puisque T = hr(T), il 
existe une suite exacte 
Kl 
0 —• M'3 M2 © M2 —• M3 —• 0 
Par conséquent, HC(HR{T)) = T. L'injectivité de FXL  se démontre de la 
même façon. • 
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Les opérations hl, fie et hr peuvent être vues comme analogues 
aux mutations d'un objet inclinant dans une catégorie amassée (voir 
[28]). 
1.7.2. Modules de Markoff 
EXEMPLE 1.7.10. Soit A la A-algèbre de corde donnée par le car­
quois 
a P 
2 =* 1 =4 3 
7 5 
lié par les relations a/3 = 0 et 76 = 0. Considérons les cordes w\ = £1, 
w2 — a-17/W-1a-17 and W3 — a-17. 
v\7 v\7 v\T 
11)2 = 1 1 1 1 Wz= 1 1 
\ / 
' 3 ' 
On vérifie aisément que les A-modules de corde correspondants forment 
un triplet mutable Tq = (M(wx), M{wz)). 
DÉFINITION 1.7.11. Soit Tq le triplet mutable de l'exemple 1.7.10. 
Un élément de T(7b) est appelé un triplet de modules de Markoff et un 
module faisant partie d'un tel triplet s'appelle un module de Markoff. 
Tout module de Markoff apparaissant comme terme médian d'un triplet 
de modules de Markoff est dit propre. 
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Nous allons maintenant nous concentrer sur le comportement des 
triplets de modules de Markoff sous l'action des opérations Hr et 
Pour un module M, on notera dim M son vecteur dimension. Remar­
quons que lorsque M(w) est un module de corde avec w = • • • a,», 
on a ûm M{w) = (S t ( an )J  + ET=1  Sa(«Od) j eQo  et dmM(e<) = (S i d) j eQo  
où Sij est la fonction delta de Kronecker. 
COROLLAIRE 1.7.12. Soit T = (À/ j ,  M ^ ,  M $ )  u n  t r i p l e t  d e  m o d u l e s  
de Markoff. 
(a) Si /J,R(T) = (Mi, M'3 ,  M2), alors dim M'z = 2 dim Mo — dim Mi. 
(b) Si = (M2, M{, M3), alors dim M[ = 2 dim M2 — dim M\. 
De plus, si M est un module de Markoff avec Him M = (a,b,c), alors 
a — b — c— 1. 
DÉMONSTRATION. Les propriétés (a) et (b) découlent directement 
de la proposition 1.7.3 et de l'additivité de la fonction Him. D'autre 
part, il est clair que le deuxième énoncé est vérifié pour chaque module 
appartenant au triplet initial TQ car Him M(wi) = (1,0,0), Him M(ty2) = 
(4,2,1) et Him M(wo) = (2,1,0). Supposons qu'il en est de même 
pour les modules d'un certain triplet T = M3). Considérons 
HL ( T )  —  (M2,MJ,M3) et soit dimM( = (a,b,c), dimMi = (aU B I ,Ci) 
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et dim Mo = (02,62» ca). Alors la partie (b) implique que 
a — b — c — (2a2 — ai) — (2b2 - bj) -  (2oz — Cj) 
= 2(Û2 - 62 - ca) - (ai - 61 - ci) 
= 2 1 - 1 = 1  
La preuve du cas HR(T) est semblable. • 
PROPOSITION 1.7.13. Si T = (M(wi),M(w2),M(w3)) est un tri-
plet de modules de Markoff, alors 
(a) iu2  = W3U1 = U2W3 pour certaines cordes «1,112 et les deux 
apparitions de w$ sont des cordes quotients de w2 .  
(b) W2 = W1V1 = V2W1 pour certaines cordes vi,v2  et les deux 
apparitions de W\ sont des sous-cordes de w2 .  
De plus, 
HR{T) = (M(wi), M(W'3), M(iw2)) où w'3  = W2U1 = U2W2 
et 
P l(T) = (M(w2), M(u/3)) où w[ = u>2vi = V2W2 
où tiX, U2, v\ et V2 sont les cordes décrites ci-dessus. 
DÉMONSTRATION. On vérifie aisément les conditions pour le triplet 
initial T0 de la définition 1.7.11. Supposons que les propriétés soient 
satisfaites pour un certain T = M(w2), M(ws)). Considérons 
les morphismes c*i, «2 : M(w2) —> M(W3) où ati : w2 = W3U1 -» w3 
et c*2 : W2 = U2W3 -» W3 sont les projections canoniques. Il est clair 
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que g = [«i#j] : M(w2) © M(102) —• M(w3) est un épimorphisme. 
Posons v/3 = w2ui, alors on a ti/3 = «2^2 car w2u\ = v^w^ui = u2w2. 
On définit : M(v/3) -> M(w2) par a'x : toi, = w2U\ -» ti>2 et 
c*2 : tu3 = W2ty2 ^2- On a aia'j = et / = : M(w3) -> 
M(w2) ® M(w2) est un monomorphisme. Par conséquant, on obtient 
une suite exacte courte 
0 —> M(w'3) M(w2) ® M(w2) -2-+ M(w3) —y 0 
Par construction, il s'agit de la suite exacte décrite dans la proposi­
tion 1.7.3 d'où hr{T) = (M(w\), M(w3), M(w2)). En outre, on note 
que tt>3 = W2U1 = tui(viui) et v/3 = v^w2 = (u2v2)w\. La démonstra­
tion pour HR(T) est semblable. • 
EXEMPLE 1.7.14. Considérons le triplet de modules de Markoff 
Tq = M(w2), M(w3)) introduit dans la définition 1.7.11. Puisque 
w2 = a-17^<J-1a-17 et W3 = a-17, on a 
w2  = (a-17) • {PÔ~xoT l 7) = w 3U\ 
w2 = (a-17^-1) * (û_17) = «2tf3 
où «i = P5~ la~ l ri  et u2  = a-17y9<5-1. De plus, w2  = eity2 = twiVi et 
w2 = tu2£i = ^2^1 où vi = «2 = tw2. En vertu de la proposition 1.7.13, 
on en déduit que (*R(T) = M(v/3), M(w2)) est donné par 
w3 = w2U\ = (a-17/W la *7) • (fi8 1a~17) 
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OU 
w'3 = U2W2 = (q~170S~l) • (a~1yf)8~1a~1'y) 
2 2 
V V V V V 
«4 = 1 1 1 1 1 
\ / \ / 
' 3 ' ' 3 ' 
et Hl(T) = (M(w2), M(w[), M{wz)) est donné par 
w[ = W2V1 = V2W2 = (a-17y9<5-1a-17) • (a-17($5~lor 
vV v\  / \ 7  V  
w[ = 1 1 1 1 ° 1 1 
^ 3 ^3 ^  6 
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1.8. MODULES DE MARKOFF ET MOTS DE 
CHRISTOFFEL 
Dans cette section, on établira un isomorphisme entre l'arbre des tri-
plets de modules de Markoff et l'arbre de Christoffel. Une conséquence 
importante de cette construction est une démonstration simple du fait 
que chaque triplet de modules de Markoff (Mi, M2, M3) est uniquement 
déterminé par le module Mi- On définit d'abord une application qui 
envoie chaque module de Markoff sur un mot de Christoffel. 
À chaque module de Markoff M, on associe une paire d'entiers 6(M) 
comme suit : soit (a, b, c) le vecteur dimension de M, alors 
M ô(M) = (a — 2b + c, b — c) 
EXEMPLE 1.8.1. Soit (MJ, À/2, M3) le triplet de modules de Markoff 
de la définition 1.7.11. On a 
dffia Mi = (1,0,0), dimMo = (4,2,1) et dim A/a = (2.1.0). 
Donc 
6{Mi) = (1,0), S(M2) = (1,1) et S(M3) = (0,1). 
LEMME 1.8.2. Si [® J] € SI<2(Z), alors pgcd(a + c, b + d) = 1. 
1.8. MODULES DE MARKOFF ET MOTS DE CHRISTOFFEL 49 
DÉMONSTRATION. Soit [® £] € SI^Z). On a 
det [£ £] — o.d — bc= (ad + cd) — (bc + cd) — d(a + c) -  c(b + d). 
D'après le lemme de Bézout, pgcd(a + c, b + d) = 1. • 
LEMME 1.8.3. Soit (Mi, M2, A/3) un triplet de modules de Markoff 
et posons (x^yi) — S(Mi). Alors 
(a)S(Mi) =5(Mx) + 8(M3).  
X\ Vx (b) det =1. 
[*3 2/3 
(c) pgcd(xi) yi) = 1 pour chaque i — 1,2,3. 
DÉMONSTRATION. Pour le triplet initial on a 
*CWi) = (l,0), 6(M2) = (1,1) et S(M3) = (0,1). 
Les trois conditions de l'énoncé sont évidement satisfaites. Supposons 
qu'un triplet T = (M\,M2, M3) satisfait à ces conditions. On montrera 
qu'il en est de même pour Hl(T) = (M%, M[, M3) ; la preuve pour Hr(T) 
est semblable. 
Posons S(M{) = (x,y), dimM, = (Oi,b i tCi) et Him M[ = (a,b,c). 
D'après corollaire 1.7.12, on a dim M[ = 2 dimM? - Him M, ainsi 
x = a — 2b+ c = (2a2 — 01) — 2(2&2 — h) + (2c2 - C\) 
= 2(ù2 — 2bi + C2) ~ (fli -  2&i + Ci) 
= 2X2 — X\ 
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et 
y = b c — (262 - h) - (2C2 - CI) 
= 2(62 - C2) - (61 - Ci) 
= - î/i-
En vertu de l'hypothèse de récurrence, x<i = xi + X3 et = y\ + y3. 
On en déduit 2x2 - x\ = x2 + x3 et 2jfc - 2/1 = Vz + î/3- D'où 
<5(AfO = (2x2 ~ xi, 2y2 - î/i) = (x2 + x3, jfc + ife) = <5(M2) + <5(M3). 
De plus, 
x2 î/2 
*3 2/3 
= ^3 - î/2^3 = (*i + x3)ys - (yi + ys)x3 = Zi yi 
X3 m 
= 1. 
Il s'ensuit du lemme 1.8.2 que pgcd(x, y) = 1. • 
Le lemme 1.8.3(c) nous permet d'associer à chaque module de Mar-
koff M le mot de Christoffel C(S(M)) que l'on notera Q(M). 
PROPOSITION 1.8.4. Si (Mx ,  M2 ,  M3) est un triplet de modules de 
Markoff, alors Q(M2) = Cs(Mi)Cs(Mz) est la factorisation standard 
du mot de Christoffel Q(A/2). 
DÉMONSTRATION. C'est une conséquence directe du lemme 1.8.3 
et de la proposition 1.4.9. • 
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EXEMPLE 1.8.5. Considérons le triplet de modules de Markoff 
(M(t/>2), M(W3)) où w2 = Q~17^5~1a"17, w[ = W2w2 et tu3 = 
a_17 (voir l'exemple 1.7.14). Alors Him M(w2) = (4,2,1), Him M(w2) = 
(7,4,2) et dimM(w%) = (2,1,0). Donc Cs{M(w2)) = C(l,l) = xy, 
CS(M(W'2)) = C( 1,2) = xyy et Q(Af (to3)) = C(0,1) = y. On constate 
que la factorisation standard de xyy est donnée par xy • y. 
Soient T l'ensemble des triplets de modules de Markoff et C l'en­
semble des triplets de Christoffel. On définit une application 0 : 7~ —• C 
par 
Cette application est correctement définie d'après la proposition 1.8.4. 
THÉORÈME 1.8.6. Les diagrammes suivants sont commutatifs 
En outre, © est un isomorphisme d'arbres binaires. 
DÉMONSTRATION. Soit T = (Mu  M2, M3) e T et posons hl(T) = 
(M1}M2,M3) ^ (Q(M1),Q(M2),Q(M3)) 
(M2, M3) et H R (T) - (Mi, A/3, M2). On a 
etiL(T) = e(M2 ,  M[, M3) = (Q(M2),  Q(M0, Q(M3)) 
&Hr(T) = ©(M, M3, M2) = (Q(Mi), Q(A^), Q(M2)) 
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et 
CL0(T) = cL (C6(MO, Q(M2), Q(M3)) 
= (Q(M2),C,(M2)Q(M3),Q(M3)) 
c*0(T) = c* (CiCMO, Q(M2), Q(M3)) 
= (Q(M1),Q(M1)Q(M2),Q(M2)) 
La commutativité est donc une conséquence de la proposition 1.8.4 car 
CS(M[) = Q(M2)Q(M3) et Q(M3) = Q(Afi)Q(M2). 
Pour montrer que 0 est un isomorphisme, il suffit, selon le théo­
rème 1.2.6, d'établir que l 'image de la racine de T est la racine de C. 
Or cette image est 
(C(L, 0), C(L, 1), C( 0,1)) = (x, xy, Y) 
ce qui est bien la racine de C. •  
COROLLAIRE 1.8.7. Tout triplet de modules de Markoff est unique­
ment déterminé par son terme médian. 
DÉMONSTRATION. Soient T = M2, M3) et T — (M[, M2 ,  M3) 
deux triplets de modules de Markoff. Écrivons 0(T) = (wi, w%, iu3) 
et 0(2V) = (t/^,io2,u>3). Alors w2 — wiw3 et w2 = w[w'3 sont deux 
factorisations standards du mot de Christoffel tw2. De l'unicité de cette 
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factorisation, on déduit que w\ = w[ et W3 = v/3 donc 0(T) = 0(7V). 
On conclut que T = V car 8 est un isomorphisme. • 
COROLLAIRE 1.8.8. L'application M Q(M) définit une bijec-
tion entre l'ensemble des modules de Markoff et l'ensemble des mots de 
Christoffel. 
DÉMONSTRATION. Soient M l'ensemble des modules de Markoff 
propres et C l'ensemble des mots de Christoffel propres. Le corol­
laire 1.8.7 nous permet de définir une bijection M-^T. On a aussi 
une bijection C-^C donnée par (it>i,tu,u>2) tu. On voit facilement 
que la composition 
M T C C 
est une bijection donnée par M Q(Af). En envoyant les deux mo­
dules de Markoff impropres sur les deux mots de Christoffel impropres, 
on obtient la bijection cherchée. • 
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1.9. MODULES DE MARKOFF ET TRIPLETS DE 
MARKOFF 
L'objectif de cette section est d'établir notre théorème principal. 
On définira un isomorphisme entre l'arbre des modules de Markoff et 
l'arbre des triplets de Markoff en utilisant les traces de matrices dans 
SL2(Z). Ainsi, il faudra d'abord associer une matrice à chaque module 
de Markoff. Ensuite, pour faire le lien entre les traces de ces matrices et 
les triples de Markoff, on fera appel aux identités matricielles de Fricke 
[47]. 
Soit S l'ensemble de toutes les cordes sur un carquois lié (Q, I). On 
définit une application v : S —• QQ par 
v(w) = s(ai)s(a2) • • • si W = Û1Û2 • • • On 
i  si tu = £j 
EXEMPLE 1.9.1. Considérons les cordes W\,W2 et w$ définies dans 
l 'exemple 1.7.10. Dans ce cas, QQ — {1,2,3} et on a v(w\) = 1, v {w 2 )  = 
1213121 et v{iv3) = 121. 
Définissons un homomorphisme de monoïdes p : {1,2,3}* -» SL^Z) 
par 
2 1 P(2) = 2 -1 0 -1 P(3) = 
11 —! 1 1 3 
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Des matrices semblables (avec les diagonales renversées) apparaissent 
dans les travaux de Cohn sur les formes de Markoff (voir [36], [38]). 
Lorsque QQ = {1,2,3}, on notera la composition <p = pu. 
EXEMPLE 1.9.2. Reprenons les cordes de l'exemple 1.9.1. On a 
<p(wx) = p{ 1) = 2 1 
1 1 
2 1 2 -1 2 1 5 2 
1 1 -1 1 1 1 2 1 
5 2 
i 
rH 1 o 
i 
5 2 12 5 
2! 1 3 2 1 7 3  
ip(w3) = p(l)p(2)p(l) = 
= p(121)p(3)p(121.) = 
LEMME 1.9.3. Soient v et w deux cordes. Si la concaténation vw 
est une corde, alors 
(p(vw) = y>(v)y>(e<)"19?( w) 
où i est le but de v (et la source de w). 
DÉMONSTRATION. Si v = alors vw = w. On a 
<p(vw) = <p(w) = •-p{v)(p{e i)~ ltp{w) 
Le cas w = e» est semblable. 
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Supposons que v et w sont non-triviaux. Écrivons v = a\02 •••an  
et w = 6162 • • • bm. Puisque t(an) = i, on a 
P ( t M )  =  P ( i )  =  f i e * )  
d'où 
y>(t>Me»rV(«;) = p(s(ai) • • • s(an)f(an))^(ei)~V(«') 
= p(«(<*i) • • • s(an))v?(ei)^(ei)" VH 
= p{s(ai) • • • s(an))p(5(61) • • • s(bm)t(bm)) 
= p(s(a{) • • • s(on)s(6x) • • • s(bm)t(bm)) 
= tfi(vw). 
• 
1.9.1. Propriétés de la trace 
Pour poursuivre notre étude de la fonction tp, on aura besoin de 
quelques identités matricielles. On s'intéresse particulièrement aux pro­
priétés de la trace des matrices dans SL<2(Z). On rappelle que la trace 
est invariante par permutations cycliques. En particulier, 
Tt(AB) = Tt(BA) et Tt{ABC) = Tc(CBA). 
LEMME 1.9.4 (Fricke [47]). Pour tout A, B G SL2(Z), 
TV(,4B2) + TV(yl) = TV(AB) Tt(B). 
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DÉMONSTRATION. Soit B = [® £] € SL2(Z). On a 
B + B~ l  = 
a b 
c d 
d -b 
-c a 
a + d 0 
0 a + d 
= Tr(B)I2 .  
D'où 
AB2 + A = ABB + AB~XB = ATt{B)I2B = Tt(B)AB 
en prenant la trace, on obtient 
Tr{AB2) + Tr{A) = T\{AB) I\{B). 
• 
LEMME 1.9.5. Pour tout A,B  e  SL2(Z), 
TriAB-1) = Tr{A)Tr(B) -  Tï(ylB). 
DÉMONSTRATION. On a B 1  + B = Tr(B)l2 et en multipliant par 
A on obtient 
AB~1 + AB = Tr(B)A 
d'où 
T^yLB"1) + Tr(AB) = Tï(£) Tr(A). 
• 
THÉORÈME 1.9.6 (Identité de Rricke [47]). Pour tout A, B € SLA(Z), 
TÏ(>L)2+TT(J3)2+'IV(,4B)2 = TV(A)IÏ(B)IV(A5)+,IV(>LBA-1B-1)+2. 
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DÉMONSTRATION. D'après le lemme 1.9.4, 
TC(I2A2) + Tr(I2) = TV(/2A) TV(4) 
ainsi 
= TV(vi)2 - 2. 
D'autre part, le lemme 1.9.5 entraîne que 
Tr^ABA^B) = Tr (AB(B-M)-1) 
= Tr(AB) TriB^A) -1\{ABB~ lA). 
En utilisant le lemme 1.9.4, on obtient 
Tr(ABA~ lB) = TÏ(AB) - TÏ(Y42) 
= (Tr(A) Tr(B) -  Tt(AB)) Tt(AB) -  1V(A2) 
= TV(>i) Tr(B) 'lt(AB) - Tr(AJ3)2 - Tr(A)2 + 2. 
De plus, il suit du lemme 1.9.5 que 
T\{ABA- lB~ l) = Tr [{ABA~ l)B~ l) 
= Tr(ABA~ l) Tr(B) -  Tv{ABA~xB) 
= TV(B)2 - TV(A) 'FR(B) TT(AB) 
+ Tr(AB)2  + Tc(A)2-2. 
• 
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LEMME 1.9.7. Soient R un anneau commutatif, A E M^{R) et B G 
SL2(-R). Si = <^12 ^ |TV(B) = B12, alors 
l^AB^A) = CAB~xA) l 2 .  
DÉMONSTRATION. Soient A = [®J] et B = [? f ]. Supposons que 
3b = a + deb3q=p + s. On a 
AB~ lA = 
a2 s — abr + bcp — acq abs — b2r -f bdp - adg 
acs — adr + cdp — <?q bcs — bdr + <Pp — cdq 
d'où 
Tr(AB~M) = a2 s — abr + bcp — acq + bcs — bdr + dPp — cdq 
= a2s + d*p — br(a + d) + bc(p + s) — cq(a 4- d) 
= a2 s + <fp — 3 b2r + 3 bcq — Sbcq 
= a2 s + <Pp — Zb2r 
= (3b — d)as + (36 — a)dp — Zb2r 
= 3abs — 3b2r + 3 bdp — as(p + s) 
= 3abs — 3 b2r + 3 bdp — 3adq 
= 3-(>LB-M)12. 
• 
PROPOSITION 1.9.8. Soit T = M(IO2), M(wz)) un triplet 
de modules de Markoff. 
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(a) Si H l(T) = (M(w2),M(w[),M(w3)), alors 
(b) Si HR{T) = (A/K),MK),MW) )  alors 
<p(w'3) = (p(wi)tp(wz)- lip(w2). 
DÉMONSTRATION. D'après la proposition 1.7.13, w2 = w\v et w[ = 
w2v pour une certaine corde v. De la première égalité, on déduit 
<p(w2) = ip(wiv) = (piw^ipie^tpiv) 
où i est le but de w\. Ainsi 
y{wi)-xip(w2) = y>(£i)"V(v). 
En utilisant la deuxième égalité, 
¥>(«> 1) = <p(v>2v) = v>(u*)p(e<)~V(v) = (p(w2)<p{wi)~1<p(w2). 
La preuve du second énoncé est semblable. • 
COROLLAIRE 1.9.9. Soit M(w2), M(w3)) un triplet de mo­
dules de Markoff. Les matrices ip(wi) satisfont à | TVy>(u/i) = <p(wi)i2. 
DÉMONSTRATION. L'exemple 1.9.2 montre que l'énoncé est vérifié 
pour le triplet initial. Le résultat découle du lemme 1.9.7 au moyen 
d'une récurrence. • 
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PROPOSITION 1.9.10. Si M(w2), M(w3)) est un triplet de 
modules de Markoff, alors 
<p(w2) = 
DÉMONSTRATION. Pour le triplet initial, on a 
<p(wi)tp{w3) = 2 1 5 2 12 5 
11 2! 7 3 
<p(w2). 
Supposons maintenant que <p(wi) = pour un certain 
triplet T = (M{W\), M(W2), M(W3)). Posons 
H{T) « (M(w2)yM(w[),M(w3)) 
on a donc 
ip{w'x) = <p(w2)(p(wx) 1<p(w2) = <p(w2)ip(wi) 1<p(w1)<p(w3) 
D'autre part, soit hr(T) = M(v/3), M(w2)), alors 
tp(w3) = ip{w2)ip{w3)~1ip{w2) = (p(wi )ip{yj3)(p{w3)~xip{w2) 
= <p(vti)<p(v>2). 
• 
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COROLLAIRE 1.9.11. Soit (M(TWI), M(w2), M{w$)) un triplet de mo­
dales de Markoff. Les entrées des matrices <p(wi) sont strictement po­
sitives. 
DÉMONSTRATION. Vrai pour le triplet initial (voir l'exemple 1.9.2). 
On procède par récurrence en utilisant la proposition 1.9.10 et en re­
marquant que si (M(wi), M(w2), M{wz)) est non initial, alors M(w\) 
et M(W3) apparaissent dans le triplet antécédent. Donc <p(w2) est le 
produit de y?(tui) et y{w2) et les entrées de ces deux matrices sont 
strictement positives d'après l'hypothèse de récurrence. • 
THÉORÈME 1.9.12. Si M(w2), M(wz)) est un triplet de 
modules de Markoff, alors 
5 ¥>(«*), !lMti/3)) 
est un triplet de Markoff propre. 
DÉMONSTRATION. Un calcul simple montre que le triplet initial 
donne le triplet de Markoff propre (1,5,2). 
Supposons que l'énoncé soit vrai pour un certain 
T = (M(w1),M(w2),M(w3)). 
Posons A = tp(wi), B — <p{wz) et C = '-p(w2). D'après l'identité de 
Fricke, on a 
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et, puisque C = AB selon la proposition 1.9.10, 
Tr{A)2  + Tt(B)2  + Tc(C)2  = TV(A) Tt(B) 1>(C) + ï^ABA^B-1) + 2. 
L'hypothèse que TV(A), | Tr(B), - Tr(C)) est un triplet de Markoff, 
implique que 
Ti(A)2  + Tr(B)2  + 'R(C)2 = TV(A) TV(B) Tï(C). 
Donc TriABA^B-1) = -2. 
Soit /ix,(T) = (M(W2), M(W'1), M(WS)) et posons A' = Alors 
Tr(C)2+TV(B)2+IV(CB)2 = TV(C) TV(B)'IV(C£)+rfr(CBC-1£-1)+2 
mais A' = CB, d'où 
TV(C)2+TV(B)2+'IV04')2 = Tr(C)Tr(B)Tr(A')+Tr(CBC-1B~1)+2. 
De plus, l'égalité C = AB entraîne que B = A~ lC. Ainsi 
CBC~xB~ l  = CA- lCC~ lB-x  = ABA-xB~ l .  
Donc "D:{CBC~xB~ l) = Tr ( AB A -1  B -1) = —2. On conclut que 
(| IV C)2 + (| TV '^)2 + (| TV B f = | (1V(C)2 + TV(B)2 + TV(A')2) 
= g (TV(C) Tr(B) TV(A')) 
=  3 ( l T r ( C ) - ± T r ( A ' ) . l T r ( B ) )  
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c'est-à-dire que 
(JTKO, |Tr(A'), |Tr(iî)) 
est un triplet de MarkofiF. H nous reste à montrer que ce triplet est 
propre. De l'hypothèse de récurrence on déduit que | Tr(£) ^ | Tr(C). 
En utilisant les corollaires 1.9.9 et 1.9.11, on obtient 
5Tï(<A') = A'u  = Ci\B\2 -I- C12-B22 
> B\2 + C12 
= \Tr{B) + \Tt{C) 
d'où j > l Tr(B) et § Tï '^) > § T^C). De façon analogue, on 
montre que HR(T) est un triplet de Markoff propre. • 
1.9.2. L'isomorphisme 
Soit T l'ensemble des triples de modules de Markoff. Le théo­
rème 1.9.12 nous permet de définir une application $ : T —> A4 par 
$(T) = iTMt/>3)) 
où T = (M(Wl), M(W2), M(W3)) € T. 
THÉORÈME 1.9.13. Les diagrammes suivants sont commutatifs 
* * 
T • M T • M 
PL I . 1 mL un I . I m* 
• 
T • M T > M 
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En outre, $ est un isomorphisme d'arbres binaires. 
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DÉMONSTRATION. Soit T = M(tu2), M(w3)) e T et po­
sons $(T) = (a, b, c) où 
a = | Tryj(iox), b — | TV(p{w-î) et c= |TVv?(W3). 
Puisque mz,$(T) = (b, 36c — a, c) et 
IA l(T) = (MW.MKJ.MW) 
il suffit de montrer que | Tr(^(w^)) = 36c — a. D'après la proposi­
tion 1.9.10, — <p(w2)<p(wz) et tp(v)2) = ip(wi)<p(w3) d'où 
vKi) = 
Donc, en vertu du lemme 1.9.4, 
Tï<p(it/i) = TV(^(u;i)v>(tW3))rn:^(tt;3) - TV^>(u»i) 
= (IV^(«;2))(TVv7(îf3)) - IV ^1) 
= 3c • 36 — 3a 
= 3(36c — a). 
Le second cas est semblable. 
Que $ est un isomorphisme est une conséquence du théorème 1.2.6 
car l'image de la racine de T est (1,5,2) ce qui est la racine de M. • 
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COROLLAIRE 1.9.14. La conjecture d'unicité des nombres de Mar­
koff est équivalente à l'injectivité de l'application M(w) »-> ~Tr cp(w) 
où M(w) parcourt l'ensemble des modules de Markoff propres. 
DÉMONSTRATION. Supposons que la conjecture soit vraie. Soient 
M(Wi) et M{W2) deux modules de Markoff propres tels que TV ip{Wi) = 
Tr ^>(tu2). Comme M(w\) et M(w2) sont propres, il existe Ti,T2 € T 
tels que M(w\) et M{iy2) sont les termes médians de 7\ et T2 res­
pectivement. Posons $(7i) = (ai, bx,ci) et $(T2) = (a2,&2, c2)- On a 
bi = | = |TVv3(tw2) = 62 et nous avons supposé que chaque 
triplet de Markoff est uniquement déterminé par son terme maximal, 
donc 4>(Ti) = $(T2). Par conséquent M(W\) = M(WÏ). 
Réciproquement, on sait que les triplets de Markoff (1,1,1) et (1,2,1) 
sont uniquement déterminés par leurs termes maximaux. Soient m\ = 
(ai, bi, Ci) et m2 = (a2, deux éléments de M tels que 61 = 62-
Puisque $ est bijective, il existe des triplets de modules de Markoff 
T\ = (M(w\),M{w2),M(wz)) et T2 = (M(vi),M(v2), M{v$)) tels que 
$(7i) = mi et $(T2) = m2. En particulier, | Trv?(u>2) = | Try?^). 
Donc, d'après notre hypothèse, M{to2) = M fa). En appliquant le co­
rollaire 1.8.7, on obtient T\ = T% ce qui entraîne m\ = m2. • 
PROPOSITION 1.9.15. Le diagramme d'arbres binaires 
T 
« 
• M 
C 
1.9. MODULES DE MARKOFF ET TRIPLETS DE MARKOFF 67 
est commutatif. 
DÉMONSTRATION. On a que l'image de la racine de T par 
est ^f(xtxy, y) — (1,5,2) ce qui est la racine de T. En utilisant la 
proposition 1.2.5, on déduit que $ = $o0. • 

CHAPITRE 2 
Dimensions projectives dans les catégories 
inclinées amassées 
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2.1. INTRODUCTION 
Les catégories amassées ont été introduites dans [28] afin de fournir 
un cadre catégorique pour l'étude des algèbres amassées acycliques. 
Soit C une catégorie amassée. Un objet T de C est dit inclinant si la 
condition suivante est satisfaite : Homc(T, X[l]) = 0 si et seulement si 
X € add(T). Les objets inclinants servent à modéliser la combinatoire 
de l'algèbre amassée correspondante. Les algèbres inclinées amassées 
ont été définies dans [30] comme les algèbres d'endomorphismes de la 
f o r m e  E n d c ( T )  o ù  T  e s t  u n  o b j e t  i n c l i n a n t  d e  C .  
Dans [15], Beaudet, Brûstle et Todorov caractérisent les modules 
de dimension projective infinie sur une algèbre inclinée amassée en étu­
diant certains idéaux de Endc(T[l]). Un tel idéal, noté IM, est composé 
des endomorphismes de T[l] qui se factorisent par un objet M appar­
tenant à C. Ils montrent que le Endc(!T)-module Hom^T, M) est de 
dimension projective infinie si et seulement si IM est non nul. 
Dans ce chapitre, nous cherchons à généraliser cette caractérisation 
au contexte suivant : Soit C une catégorie triangulée Hom-finie de Krull-
Schmidt et soit T une sous-catégorie pleine et contravariantement finie 
de C. Il est bien connu que modT, la catégorie des foncteurs contravar 
riants de présentation finie sur T, est abélienne et admet suffisamment 
d'objets projectifs. Ainsi, nous pouvons parler de la dimension projec­
tive d'un objet F dans modT que l'on notera dp F. 
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Pour une sous-catégorie pleine V de C, soit 2x(2?) l'idéal de T> 
engendré par les morphismes entre objets de V qui se factorisent par 
un objet X Hans C. Notre but est l'étude des dimensions projectives 
des foncteurs Homc(— ,X)\ r  en termes des idéaux de factorisation Xx-
Notre résultat principal est le suivant : 
THÉORÈME. Soit T une sous-catégorie pleine et contravariante-
ment finie de C telle que Homc(T, T[l]) = 0. Soit X un objet de C 
sans facteurs directs dans T[ 1]. S'il existe un triangle 
T\ > TQ • X • Ti[l] 
avec TQ, Ti g T, alors 
dp Hom<;(-,X)|r < 1 si et seulement si Xx(T[l]) = 0. 
La sous-catégorie T est dite inclinante amassée si pour tout ob­
jet X € C, Homc(7~, X[l]) = 0 si et seulement si X € T. Ces sous-
catégories sont une généralisation naturelle des objets inclinants dans 
une catégorie amassée. Ainsi, leurs propriétés ont été étudiées dans plu­
sieurs articles, par exemple [60],[62],[63],[64]. Lorsque T est inclinante 
amassée, on dira que modT est une catégorie inclinée amassée. Il a été 
montré dans [64] que les catégories inclinées amassées sont Gorenstein 
de dimension au plus 1. Par conséquent, tout objet est de dimension 
projective zéro, un ou infinie. En utilisant cette remarque, on obtient 
une caractérisation des objets dans modT de dimension projective in­
finie. 
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COROLLAIRE. Soit T une sous-catégorie inclinante amassée de C. 
Pour tout X Ç.C sans facteurs directs dans T[ 1], 
dp Homc(-, X)\T = oo si et seulement si Xx{T]l\) ± 0. 
Dans la dernière section, nous explorons quelques généralisations de 
ces résultats lorsque la sous-catégorie T satisfait à Homc(T, T[i]) = 0 
pour tout 0 < i < n, ou lorsque T est n-inclinante amassée. 
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2.2. PRÉLIMINAIRES 
2.2.1. Catégories triangulées 
La notion de catégorie dérivée, conçue par Grothendieck, a été for­
malisée dans la thèse de doctorat de Verdier. Dans ce même travail 
apparaît la définition des catégories triangulées qui servent à axiomati-
ser la structure des catégories dérivées. Ces résultats n'ont été publiés 
que beaucoup plus tard [92],[93]. Bien que les axiomes des catégories 
triangulées ne semblent pas naturels à première vue, ce concept est 
incontournable en mathématiques modernes. 
Soient C une catégorie additive et [1] : C -» C un automorphisme 
de C appelé foncteur de suspension. On note [—1] l'inverse du foncteur 
de suspension et [n] son ne itéré. Un triangle de C est un sextuplet 
(X, Y, Z, u, v, w) où X, Y et Z sont des objets de C et u : X -* Y, 
v :Y —ï Z et w : Z —• A"[l] sont des morphismes de C. On représente 
un tel triangle par un diagramme de la forme 
TL V TLL 
X  •  Y  •  Z  V  X [ l ]  
Un morphisme de triangles de (X, Yt Z, w, v, w) vers (X', Y\ Z', u', t/, w') 
est un triplet (/, g, h) de morphismes / : X X', g : Y —• Y' et 
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h : Z —• Z' tels que le diagramme suivant soit commutât# : 
X  -JU Y  Z  X [ l ]  
/ 
u' v' u>' . . 
x' —». y* —• z' —• x'[i] 
Un morphisme de triangles (/, g, h) est un isomorphisme si /, g et h 
sont des isomorphismes. 
DÉFINITION 2.2.1. Une catégorie triangulée est une catégorie ad-
ditive C munie d'un ensemble de triangles appelés triangles distingués 
possédant les propriétés suivantes : 
(TRI) (a) L'ensemble des triangles distingués est stable par isomor­
phismes. 
(b) Tout morphisme u : X —• Y est la base d'un triangle 
distingué X > Y > Z > X[l] .  
(c) Pour tout objet X de C, le triangle 
X ———+ X • 0 • X[l] 
est distingué. 
U V w , (TR2) Le triangle X • Y • Z • X[l] est distingué si et 
v tv 
seulement si Y • Z > X[l] • y[l] est distingué. 
(TR3) Soient ( X ,  Y ,  Z ,  u ,  v ,  w )  et (X Y ' ,  Z u ' ,  t/, w') deux triangles 
distingués. Tout couple (/, g) de morphismes f : X X' et 
g : y —• Y' tels que gu — u'f se complète à un morphisme de 
r . I /w 
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triangles (f,g,h). 
tl V W 
X  •  Y  V  Z  •  X [ l ]  
ï' I* i* I"" 
X' -JîU y Z' X'[1] 
(TR4) (Axiome de l'octaèdre) Soient 
X —ÎU Y • Z • X[l] 
Y Y' • X'{\) • Y[l] 
X  Y '  •  Z '  •  X [ l ]  
trois triangles distingués. Il existe un diagramme commutatif 
X' — X' 
I i 
X  — Y  •  Z  •  X [ l ]  
I I* i II VU 
x  •  Y '  •  Z '  •  X [ l ]  
i ; i 
X'[l] — X'[l) • Y[ 1] 
X' • Z • Z' • X'[l) 
est un triangle distingué. 
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Soit C une catégorie triangulée. Dorénavant, on convient que «tri­
angle de C» signifiera toujours «triangle distingué de C». 
DÉFINITION 2.2.2. Soit A une catégorie abélienne. Un foncteur F : 
C -+ A est appelé foncteur cohomologique si pour tout triangle 
X  -JU Y Z X[ l ]  (4) 
son image 
F(U) F(v )  F(W) 
F ( X )  •  F ( Y )  •  F ( Z )  • F(X[1]) 
est une suite exacte de A. 
En utilisant l'axiome (TR2) on montre aisément qu'un foncteur co­
homologique F associe au triangle (4) une suite exacte longue dans A : 
F(-w[-l|) F(u) F(v) Ftw) 
•  F ( Z [ - 1 \ )  •  F ( X )  •  F ( Y )  >  F ( Z )  •  F ( X [ 1 ] )  •  •  • •  
Soit Ab la catégorie des groupes abéliens additifs. 
PROPOSITION 2.2.3. Pour tout objet X de C, les fondeurs 
Homcpf, -) : C -» Ab et Homc(-, X) : C* -• Ab 
sont cohomologiques. 
COROLLAIRE 2.2.4. Soit X Y —v—> Z —X[L] un tri­
angle de C. Alors vu = 0 etwv = 0. 
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COROLLAIRE 2.2.5. Soit (f,g, h) un morphisme de triangles. Si 
deux de ces morphismes sont des isomorphismes, alors (/, g, h) est un 
isomorphisme. 
u v w PROPOSITION 2.2.6. Soit X • Y • Z • X[L] un tri­
angle de C. Les conditions suivantes sont équivalentes : 
(a) w — 0. 
(b) u est une section. 
(c) v est une rétraction. 
LEMME 2.2.7. Soit 
X  Y  — Z x  ©  Z 2  X [ l ]  
un triangle de C. Si w = [u»i o], alors Z2 est isomorphe à un facteur 
direct de Y. 
DÉMONSTRATION. Soit : Z2 -» Z\ © Z2 l'inclusion canonique et 
écrivons « = [£]• Puisque m2 = 0, il existe, d'après l'axiome (TR3), 
un morphisme de triangles 
Ainsi ii = vg d'où v^g — Le morphisme g est donc une section. • 
0 • Z2 
X  Y  — Z x  ©  Z 2  X [ l ]  
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2.2.2. Notations et terminologie 
Tout au long de ce chapitre, C désignera une catégorie triangulée 
Hom-finie de Krull-Schmidt et T sera une sous-catégorie pleine de C 
stable par isomorphismes, facteurs directs et sommes directes. 
DÉFINITION 2.2.8. La sous-catégorie T est appelée n-rigide si 
Homc(T, T[i]) = 0 pour tout 0 < i < n. 
Une sous-catégorie 2-rigide sera dite rigide. On dit que 7* est m-forte 
si 
Homc(7~[î], 7~) = 0 pour tout 0 < i < m. 
Notons que cette condition est équivalente à Homc(T, T[-i]) = 0 pour 
tout 0 < i < m. Remarquons que si T est n-rigide, alors T est aussi 
fc-rigide pour tout 2 < k < n (et de même pour la propriété m-forte). 
Les sous-catégories m-fortes jouent un rôle important dans les ar­
ticles [59], [62] et [63]. La terminologie que nous employons («m-
strong» en anglais) est due à Beligiannis [18]. 
Un morphisme / : T -> X avec T G T et X € C est une T -
approximation à droite de X si 
Homc(-,/) 
Homc(-,T)|r • Homc(-,X)|r ¥ 0 
est exacte en tant que foncteurs sur T. On dit que T est une sous-
catégorie contravariantement finie de C si chaque X € C admet une 
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T-approximation à droite. Les T-approximations à gauche et les sous-
catégories covariantement finies se définissent dualement. Une sous-
catégorie qui est à la fois contravariantement finie et covariantement 
finie est appelée fonctoriellement finie. 
2.2.3. Sous-catégorie d'extensions 
Soient X  et y  deux sous-catégories pleines de C .  
DÉFINITION 2.2.9. La sous-catégorie d'extensions X*y est la sous-
catégorie pleine de C fonnée par les objets Z apparaissant dans un 
triangle 
X  •  Z  y  Y  •  X [ l ]  
avec X  £  X  et Y  £  y .  
La définition de l'opération * remonte à l'article de Beilinson, Bern-
stein et Deligne [16]. L'étude des sous-catégories d'extensions est par­
ticulièrement intéressante dans le contexte des catégories inclinantes 
amassées (voir [18], [60]). 
LEMME 2.2.10. Soient T, X et y des sous-catégories pleines de C. 
Si 
Homc(7~, X) = 0 et Homc(T, y) = 0 
alors Homc(T, X * y) = 0. 
80 2. DIMENSIONS PROJECTIVES 
DÉMONSTRATION. Soit Z  €  X  * y ,  alors il existe un triangle 
X  •  Z  •  Y  •  X [ l ]  
avec X  €  X  et Y  G y .  Pour tout T  €• T on a une suite exacte 
Homc(T,X) • Homc(T, Z) • Homc(T.F) . 
• 
En utilisant l'axiome de l'octaèdre, on peut facilement montrer que 
X * {y * Z) = (X * y) * Z. Des expressions comme X*y*Z s'écrivent 
donc sans ambiguïté. 
COROLLAIRE 2.2.11. Si T est n-rigide alors 
HOMCCT, T[ 1] * • • • •  T[n -  1]) = 0. 
Il est important de remarquer que X* y  n'est pas, en général, stable 
par facteurs directs. Nous avons cependant une condition suffisante : 
PROPOSITION 2.2.12 ([60, Proposition 2.1]). Si Homc(A',3;) = 0, 
alors X * y est stable par facteurs directs. 
COROLLAIRE 2.2.13. Si T est n-rigide alors T * 7~[ 1] T[n — 1] 
est stable par facteurs directs. 
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2.3. FONCTEUR COHOMOLOGIQUE 
DÉFINITION 2.3.1. Soit A une catégorie additive. Un foncteur ad­
ditif contravariant F : A —¥ Ab est de présentation finie s'il existe une 
suite exacte 
Hom^(—, X )  • Hom^(—, Y )  >  F  > 0 
avec X et y des objets de A. 
On notera modT la catégorie des foncteurs additifs contravariants 
de présentation finie sur T à valeurs dans Ab. 
Soit T une sous-catégorie contravariantement finie de C. Dans ce 
cas, T admet des pseudo-noyaux et, par conséquent, la catégorie mod T 
est abélienne (voir [8]). De plus, modT possède suffisamment d'objets 
projectifs. 
Le foncteur H : C -» modT défini par H(X) = Homc(—,X)\T 
induit une équivalence entre T et les objets projectifs de modT. Re­
marquons qu'un morphisme / est une T-appraximation à droite si et 
seulement si H(/) est un épimorphisme. On pourra consulter [18] pour 
davantage de propriétés du foncteur H. 
En utilisant le fait que les foncteurs Hom sont cohomologiques, on 
obtient la proposition suivante : 
PROPOSITION 2.3.2. Le foncteur H est cohomologique. • 
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Soient A une catégorie additive et B une sous-catégorie pleine de 
A stable par isomorphismes, facteurs directs et sommes directes. La 
catégorie quotient A/B a les mêmes objets que A et Hom^/S(X, Y) est 
le quotient de Hom^(X, Y) par le sous-groupe des morphismes qui se 
fac tor i sent  par  un  obje t  de  B.  
PROPOSITION 2.3.3 ([60, Proposition 6.2(3)]). Soit T une sous-
catégorie rigide de C. Le Joncteur H induit une équivalence 
Ce qui suit est une variation d'un résultat bien connu sur les caté­
gories quotients. Une preuve est incluse pour la commodité du lecteur. 
COROLLAIRE 2.3.4. Soit T une sous-catégorie rigide de C et soient 
X,Y € T* 7~[ 1]. Si HX = H Y, alors il existe T € T tel que X est 
isomorphe à un facteur direct de Y ® T[L]. 
DÉMONSTRATION. Soit H(/) : HX —• HV un isomorphisme. Alors, 
il existe un morphisme g : Y —• X tel que H(^)H(/) = IHX- D'où 
H(Ix — gf) = 0 donc lx - gf se factorise par un objet dans T[ 1]. On 
en déduit l'existence de morphismes a : X —y T[l] et /? : T[ 1] —> X 
avec T € T tels que lx — gf = flot. On a 
(T *T[1])/T[1] — modT. 
a 
Donc [/] : X -f Y ® T[l] est une section. • 
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2.4. SOUS-CATÉGORIES INCLINANTES AMASSÉES 
Les sous-catégories inclinantes amassées ont été introduites dans les 
articles de Iyama sur la théorie d'Auslander-Reiten de dimension n [57], 
[58] sous le nom de sous-catégories n-orthogonales maximales. Cette 
définition, une fois adaptée aux catégories triangulées [56], [60], fournit 
une généralisation naturelle des objets inclinants dans une catégorie 
amassée. 
DÉFINITION 2.4.1. On dit que T est une sous-catégorie n-inclinante 
amassée de C si : 
(1) T est fonctoriellement finie dans C. 
(2) Homc(T, X[i]) = 0 pour tout 0 < i < n si et seulement si 
XeT.  
(3) Homc(X,T[ï\) — 0 pour tout 0 < i < n si et seulement si 
XeT.  
Une sous-catégorie 2-inclinante amassée sera simplement appelée incli­
nante amassée. 
LEMME 2.4.2 ([64, Lemme 3.2]). Soit T une sous-catégorie contra-
variantement finie de C. Si 
X e T  s i  e t  s e u l e m e n t  s i  Homc(T,X[l]) = 0 
alors T est inclinante amassée. 
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THÉORÈME 2.4.3 ([60, Théorème 3.1]). Soit T une sous-catégorie 
n-inclinante amassée de C. Alors C = T* 711] * • • • * T[n — 1]. 
2.4.1. La propriété Gorenstein 
Soit A une catégorie abélienne. On dit que A admet suffisamment 
d'objets projectifs si pour tout X € A il existe un épimorphisme P —• X 
avec P un objet projectif de A. Dualement, A admet suffisamment 
d'objets injectif s si pour tout X € A il existe un monomorphisme 
X —• I avec I un objet injectif de A. 
Soit A une catégorie abélienne avec suffisamment d'objets projectifs 
et suffisamment d'objets injectifis. On peut donc parler de la dimension 
projective dpX et la dimension injective diX d'un objet X dans A. 
On définit 
dip A = sup {di P | P projectif dans A} 
dp/ A = sup {dp I 11 injectif dans *4} 
et 
G-dim A = sup {dip A,  dp7 A}.  
Si n = G-dim A est fini, on dit que A est Gorenstein de dimension n. 
LEMME 2.4.4 ([4, Corollaire X.1.4]). Soient A une catégorie abé­
lienne et 
0 • X —^ Y —^ Z ^ 0 
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une suite exacte courte de A. On a 
dpX < sup{dpy,dpZ — 1} et dpZ < sup{dpy,dpX + 1}. 
LEMME 2.4.5. Soit A une catégorie abélienne qui est Gorenstein 
de dimension n. Pour tout X € A, dpX < oo si et seulement si 
diX < oo. 
DÉMONSTRATION. Supposons que dpX < oo. Alors, il existe une 
résolution projective 
0 y Pm • • • • Pi • P0 • X y 0 
Puisque chaque projectif est de dimension injective finie, il s'ensuit que 
di X < oo. La réciproque se démontre dualement. • 
PROPOSITION 2.4.6. Soit X un objet dans une catégorie abélienne 
A. Si A est Gorenstein de dimension n, alors dpX < n ou dp-Y = oo. 
DÉMONSTRATION. Supposons que dpX < oo. Alors, d'après le 
lemme 2.4.5, on a diX < oo. Si diX = 0, alors X est injectif. Donc 
dpX < dp; A < G-dim.4 = n. 
Supposons que l'énoncé est vérifié pour tout objet X tel que diX < m. 
Supposons que diX < m + 1. Alors il existe une résolution injective 
0 • X >• 7° • I1 >• Im+1 »• 0 
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Posons Y = Coker(X —>• 7°), ainsi on a une suite exacte 
0 • Y • I1 • • • • • Im+l • 0 
d'où di Y < m. De l'hypothèse de récurrence, on déduit que dp Y < n. 
De plus, on a une suite exacte courte 
0 > X • 1° > Y f 0 
d'où 
dpX < sup {dp/0, dp F — l} . 
Donc dpX < n car dp/0 < n et dpy < n. • 
THÉORÈME 2.4.7 ([64, Théorème 4.3]). Soit T une sous-catégorie 
inclinante amassée de C. La catégorie modT admet suffisamment d'ob­
jets projectifs et suffisamment d'objets injectifs. De plus, modT est 
Gorenstein de dimension au plus 1. 
COROLLAIRE 2.4.8. Soit T une sous-catégorie inclinante amassée 
de C. Pour tout F 6 modT, on a dp F = 0, 1 ou oo. 
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Soient X et y deux sous-catégories de C. Pour tout X € X, Y G y 
et M eC, définissons un sous-ensemble IM(X, Y) de Homc(X, Y) par 
Im (X,Y) = {f : X -*Y | / se factorise par M} 
Lorsque XM (X, Y) = 0 pour tout X G X et Y € y,  on écrira simple­
ment  TM{X ,  y)  = 0.  Si  X = y on écr i t  XM(X) au l ieu de 1M(X,  X) .  
LEMME 2.5.1. Soient M et N des objets de C. Si M est isomorphe 
à  u n  f a c t e u r  d i r e c t  d e  N ,  a l o r s  X M  ( X ,  y )  C  X f i ( X , y ) .  
DÉMONSTRATION. Supposons que M soit isomorphe à un facteur 
direct de N. Soient l : M N la section correspondante avec rétrac­
tion p: N -+ M. Pour X € X et Y € y, soit 
un élément de Xm(X,  Y) .  Considérons la composition fîpo ca. 
a P 
X • M • Y 
a fi 
X V M V Y 
N 
On a /Sa = fipua car pt = \M. Donc f ia  G XN(X,  Y) .  • 
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Soit T une sous-catégorie contravariantement finie de C. Pour un 
objet X G C, soit g0 :TQ -> X une T-approximation à droite de X. On 
complète go au triangle 
00 
iïx V TO • X > (ÎÎLX) [1] 
Une récurrence donne un triangle pour chaque i > 0 
Qi+ix > Ti Ù*X • (Qi+1X) [1] 
où gi est une T-approximation à droite de U*X et on convient que 
f2°X = X. Hemarquons que les objets QÏX ne sont pas uniquement 
déterminés par X. 
PROPOSITION 2.5.2. Soit V une sous-catégorie de C et soit T une 
sous-catégorie contravariantement finie de C. 
(a) Si T est n-rigide, alors pour tout 0 < k < n — 1 et i>0, on a 
Xni+ix(D, T[k]) = 0 implique que T[k +1]) = 0. 
(b) Si T est m-forte, alors pour tout 0 < k <m — 1 eti> 0, on a  
Zf»x(T[k +1], 2>[1]) = 0 implique que 2^+ix(T[A:],X>) = 0. 
DÉMONSTRATION. On se contentera de montrer (a), la preuve de 
(b) est semblable. Soient a : D[l] —> Çl*X et p : QÏX —• T[k + 1] deux 
morphismes avec D € V et T € T. Considérons le triangle 
&+1X • Ti tfX -ÏU (Çli+1X) [1] 
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où Ti G T. On a € Homc(Ti}T[fc + 1]), ainsi 0gt = 0 car T est n-
rigide etO<A: + l<n. Il existe donc un morphisme ti : (fi*+1X) [1] —> 
T[k + 1] rendant commutatif le diagramme suivant : 
D • 0 • D[ 1] === £>[1] 
| a hid 
f2i+1X • Ti —ÎU &X —• (fii+1A") [1] 
| j, 
T[k]  • 0 • T[k  +  1] — T[k + 1] 
Puisque (uhia)[— 1] € 2n<+i*(î>, T[k])  = 0, on conclut que f ia  = 0. • 
COROLLAIRE 2.5.3. Soit T une sous-catégorie œntravariantement 
finie de C. 
(a) Si T est n-rigide, alors 
2n»-ax(T[l]) = 0 implique que Ix(T[n - 1]) = 0. 
(b)  S iT  es tm- for te ,  a lors  
%x{T[m})  = 0 implique que (7~[1]) = 0. 
• 
PROPOSITION 2.5.4. Soit T une sous-catégorie n-indinante amas­
sée de C. Alors X G T si et seulement si 
Zx{T[—n +  ! ] * • • • •  7 ~ [ — 1 ] ,  7 " [ 1 ]  *  •  •  •  *  T[n — 1]) = 0. 
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DÉMONSTRATION. Pour alléger l'écriture, posons y  — T[—n +1] * 
•  •  •  *  7~[—1]  e t  Z = T[  1]  * • •  •  *  T[n  — 1] .  Supposons  que  X £  T .  
Comme T est n-rigide, Homc(X, T\i\) = 0 pour tout 0 < i < n. Donc 
Homc(X,Z) = 0 d'après le lemme 2.2.10. Ainsi, une factorisation de 
la forme 
Y • X • Z 
avec Y € y et Z € Z doit être de composition égale à zéro. 
Réciproquement, supposons que X M { y , Z )  = 0. Puisque T est n-
i n c l i nante amassée, on a C — T* T[ 1] * • • • * T[n — 1] = T * Z. Ainsi, 
il existe un triangle 
Z • T —U X —U Z[ 1] 
avec T € T et Z 6 Z. Soit h € Homc(Y",X) où Y est un object 
quelconque  de  La  composi t ion  gh es t  donc  nul le  car  gh €  2^/ (3^ ,  Z) .  
On en déduit l'existence d'un diagramme commutatif 
0 • Y — Y • 0 
L 
*• f g 
Z > T ^ X > Z{ 1] 
On a Homc(7~[—i], T) = Homc(T, T[i \ )  = 0 pour tout 0 < i  < n ,  ce qui 
implique Home (y, T) = 0. Le morphisme u appartient à Home (F, T) = 
0,  d 'où  h = fu  = 0.  Donc Homc(T[— i ] ,X)  = 0 pour  tout  0  < i  < n  
et, en utilisant le fiait que T est n-inclinante amassée, il s'ensuit que 
X e T .  • 
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2.6. SOUS-CATÉGORIES RIGIDES 
Cette section est consacrée à la démonstration de notre théorème 
principal. Tout au long, T est une sous-catégorie contravariantement 
finie et rigide de C. 
PROPOSITION 2.6.1. Soit X e T* T[ 1]. Si 1X(T[1}) = 0, alors 
dpHX < 1. 
DÉMONSTRATION. Puisque X E 7* * 7~[1], il existe un triangle 
X[- l]  —U Ti  —U T0  • X 
avec To,Ti e T. En lui appliquant le foncteur H on obtient une suite 
exacte dans mod T 
r , h(/) h(g) 
HX[-1]  • HTI • HT0 • HX > 0 . 
Soit h:T -> X[—1] une T-approximation à droite de X[-l]. La com­
position 
AH1 /[i] 
T{ 1]  •  X  > T i[ l ]  
est élément de Ix(T[l]), ainsi fh  = 0. Alors H(fh)  = 0 et, comme 
H(/i) est un épimorphisme, on a H(/) = 0. La dimension projective de 
HX est donc au plus un. • 
THÉORÈME 2.6.2. Soit X G T * T[ 1] sans facteurs directs dans 
T[l]. Alors dpHX < 1 si et seulement siXx(T[ 1]) = 0. 
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DÉMONSTRATION. La suffisance est une conséquence directe de la 
proposition 2.6.1. 
Supposons que dp HX = 0. Comme X ne contient pas de facteurs 
directs dans T[l], X appartient à T. Ainsi, toute composition de mor-
phismes 
t[i] —• x  -Ï-* r[i] 
avec T , V  € T doit être nulle car /? € Homc(T, T[l]) = 0. Donc 
Xx(T[l])  = 0.  
Maintenant, supposons que HX est de dimension projective 1. Il y 
a donc une résolution projective 
H(/) 
0 • HTI • HTO »• HX • 0 
dans modT où T0, T\ G T. On complète le morphisme / au triangle 
7I Tq • Y • 7\[1] . 
Puisque Ti[l] € T[ 1], on a une suite exacte 
H (/) 
HTI ¥ HT0 > H Y • 0 . 
On en déduit que HX et HV sont isomorphes dans modT. Les objets 
X et Y appartiennent tous les deux à T*T[ 1]. Ainsi, dans la catégorie 
C, X est isomorphe à un facteur direct de y © T2[l] pour un certain 
T2 € T. L'objet X n'a aucun facteur direct dans T[ 1], donc X est 
isomorphe à un facteur direct de Y. On veut montrer que Xx(T[l]) = 0 
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mais, d'après le lemme 2.5.1, il est suffisant d'établir que 1 Y (T[1])  = 0. 
Étant donné une factorisation 
r[i] y  -î-> r[i] 
avec T,T € T, on montrera que /3a — 0. On construit un diagramme 
commutatif où les lignes sont des triangles 
T  • 0 • T[l] — T [  1] 
9 
Ti —^ T0 • Y • Ti[l] 
h 
r  —• o —• r[i] — T [  i] 
et l'existence de g est une conséquence de la commutativité du carré 
central supérieur. En outre, le carré central inférieur commute car 
Homc(7~, T[ 1]) = 0, ce qui assure l'existence du morphisme h. La com­
mutativité du diagramme entraîne que fg = 0, donc H(<?) = 0 car H(/) 
est un monomorphisme. Puisque H induit une équivalence sur T, on a 
<? = 0. Par conséquent, fia = A[l] o p[l] =0. • 
D est important de noter que, d'après la proposition 2.3.3, tout 
objet de modT est isomorphe à un certain HX avec X G T* T[l] sans 
facteurs directs dans 7~[1]. Pour chaque X € C on définit X comme 
étant la somme directe des facteurs directs indécomposables de X qui 
n'appartiennent pas à T\\). En particulier, X = 0 lorsque X € T[ 1]. 
' I Mi] 
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COROLLAIRE 2.6.3. Soit T une sous-catégorie inclinante amassée 
de C. 
(a)  Pour  tout  X  €  C sans  fac teurs  d irec ts  dans  T[l], 
dp HX = oo si et seulement si Xx(T[l]) ^ 0. 
(b)  Pour  tout  X € C, dp HX = oo si et seulement st'2y(7~[l]) ^ 0. 
DÉMONSTRATION . 
(a) Comme T est inclinante amassée, on a C = T * T[ 1]. Ainsi, 
pour tout X £ C sans facteurs directs dans T[l], dp HX > 1 
si et seulement si Jx(T[l]) ^ 0. D'après le théorème 2.4.7, 
modT est Gorenstein de dimension au plus 1, d'où dp HX > 1 
si et seulement si dp HAT = oo. 
(b) Soit X € C. Par (a), on a dp HA" = oo si et seulement si 
%(T[1]) ^ 0. Il est clair que HX = HX, donc dp HX = oo si 
et seulement si dp HX = oo. 
• 
D'après le lemme 2.4.5 et le théorème 2.4.7, on a dp HX = oo si et 
seulement si di HX = oo lorsque T est inclinante amassée. 
COROLLAIRE 2.6.4. Soit T une sous-catégorie inclinante amassée 
deC.  
(a) Pour tout X G C sans facteurs directs dans T[ 1], 
di HX = oo si et seulement si ZY(T[1]) ^ o. 
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(b)  Pour  tout  X  €  C,  di HX — oo si et seulement si Jy(7~[l]) ^ 0. 
• 
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2.7. QUELQUES GÉNÉRALISATIONS 
Quand T est une sous-catégorie n-inclinante amassée de C où n > 2, 
la catégorie modT n'admet pas, en général, la propriété Gorenstein. 
Toutefois, ce problème peut être corrigé avec une hypothèse supplé­
mentaire. 
THÉORÈME 2.7.1 ([18, Théorème 7.5]). Soit T une sous-catégorie 
n-inclinante amassée de C. Si T est (n- k)-forte où 0 < k < alors 
modT est Gorenstein de dimension au plus k. 
En particulier, dans le cas k = 1 nous avons le résultat suivant. Nous 
en donnons une preuve alternative à l'aide de la proposition 2.6.1. 
THÉORÈME 2.7.2. Si T est n-inclinante amassée et (n — l)-forte, 
alors modT est Gorenstein de dimension au plus 1. 
DÉMONSTRATION. Lorsque T est une sous-catégorie n-inclinante 
amassée de C, le foncteur H induit une équivalence entre T[n] et les 
objets injectils de modT (voir [18], [63], [64]). Montrons d'abord que 
T[n] ÇT*T[l]. D'après le théorème 2.4.3, on a 7"[n] Ç T*T[l] * • • • * 
T[n — 1]. Donc, pour tout T € T il existe un triangle 
X •  T[n]  •  Y  •  X[ l]  
avec X € T*T[1] et Y € T[2]*- • -*T[n—1]. Puisque T est (n—l)-forte, 
on a Homc(T[n], T[i]) = Homc(T*[n—<], T) = 0 pour tout 2 < i < n—1. 
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D'où Home(T[n], T[2] * • • • * T[n — 1]) = 0 et on en déduit que g =  0. 
Ainsi, T[n] est isomorphe à un facteur direct de X. Comme T * T[l] 
est stable par facteurs directs, on obtient T[n] € T * T[ 1]. 
Il est clair que 2r[n)(T[l]) = 0 pour tout T G T car T est n-rigide. 
En vertu de la proposition 2.6.1, on conclut que tout objet injectif de 
modT est de dimension projective au plus 1. 
En utilisant le dual de la proposition 2.6.1, on montre que tout 
objet projectif de modT est de dimension injective au plus 1. • 
Nous obtenons donc une généralisation du corollaire 2.6.3 : 
COROLLAIRE 2.7.3. Soit T une sous-catégorie (n — ï)-forte et n-
inclinante amassée de C. Si X € T * T[ 1] sans facteurs directs dans 
T[l], alors 
dpHX = oo si et seulement si Zx(T[l]) =£ 0. 
• 
Soit T une sous-catégorie contravariantement finie de C. Pour X € 
C, nous employons la notation introduite dans la section 2.5. 
LEMME 2.7.4. Soit T une sous-catégorie n-rigide de C. Si X E  
T * T[l] * • • • * T[n -1], alors on peut choisir Çl*X dans T * T[ 1] * • • • * 
T[n — i — 1] pour tout 0 < i < n. 
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DÉMONSTRATION. Puisque = X e  T* T[ 1] * • •  •  *  T[n  - 1] il 
existe un triangle 
Z 0  •  T 0  X •  Z 0[l]  
avec To € T et Z 0[  1] € T[l] * • • • • T[n — 1]. Notre hypothèse que T est 
n-rigide implique que Homc(T, T[ 1] * • • • * T[n — 1]) = 0 en vertu du 
corollaire 2.2.11. Ainsi Homc(7~, Zq[ 1]) = 0 et on en déduit que go est 
une T-approximation à  droi te  of  X. Donc on peut  chois i r  =  Z 0  € 
7" * • • • * T[n — 2]. L'énoncé suit par récurrence en appliquant le même 
raisonnement. • 
Si, en outre, T est (n — l)-forte, alors on voit facilement que X 
n'ayant pas de facteurs directs dans 7~[ 1] * • • • * T[n — 1] implique que 
Q'X n'a pas de facteurs directs dans T[ 1] * • • • * T[n — i - 1]. En effet, 
supposons que £lxX = Z\ © Zi avec Z-i € T[ 1] * • • • * T[n - 2]. Il existe 
un triangle 
T0 • X •  {Z x  © Z 2 )[  1] ^ T0[l] 
avec To € T. Puisque T est (n — l)-forte, on a Homc(Z2[l],To[l]) = 0. 
Donc 2T2[1] est isomorphe à un facteur direct de X, une contradiction. 
L'affirmation suit par récurrence. 
Avec ce choix de ÇYX, nous avons le résultat suivant : 
PROPOSITION 2.7.5. Soit T une sous-catégorie n-rigide et (n — 1)-
forte de C. Si X G T * 7*[1] * • • • * T[n — 1] sans facteurs directs dans 
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T[ 1] • • • • * T[n — 1], alors 
lx{T[n  — 1]) = 0 si et seulement si dp Hùn~2X < 1. 
DÉMONSTRATION. Supposons que T est n-rigide et (n — l)-forte. 
Alors, d'après le corollaire 2.5.3, 
2h»-2x(T[l]) = 0 si et seulement si X x{T[n — 1]) = 0. 
Comme Çln~2X e T * T[ 1] n'a aucun facteur direct dans T[ 1], on a, 
selon le théorème 2.6.2, 
2«»-2x(T[1]) = 0 si et seulement si dp HÇln~2X < 1. 
• 
LEMME 2.7.6. Soit T une sous-catégorie n-rigide et (n— 1)-forte de 
C. Si X € T* T[ 1] * • • • * T[n — 1] et HX[—i] = 0 pour tout 0 < i < n, 
alors dp HX < n — 1. 
DÉMONSTRATION. La preuve est par récurrence sur n. Pour n = 2, 
on a X 6 T * T[ 1] ainsi il existe un triangle 
7\ • T0 • X • 71(1] 
avec TQ,TI € T. En appliquant H au triangle, on obtient une suite 
exacte 
HX[—1] ¥ HTi • HT0 > HX • 0 
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Puisque HX[-1] = 0 on conclut que dp HX < 1. 
Supposons que l'énoncé soit vrai pour n — 1. Soit X G T * T[ 1] * 
• • • * T[n — 1]. Il y a donc un triangle 
Y •  T  •  X  •  Y [  1 ]  
avec T G T e t  Y  eT*  T [  1] * • • • * T[n - 2]. Pour chaque « on a une 
suite exacte 
HX[-i - 1] • Hy[-i] • HT[- i]  .  
Comme T est (n — l)-forte, HT[—i] = 0 pour tout 0 < i < n — 1. 
De plus, HX[—i — 1] = 0 pour tout 0 < i < n — 1 ainsi Hy[—i] = 0 
pour tout 0 < i < n — 1. Donc dp Hy < n — 2 d'après l'hypothèse de 
récurrence. 
En outre, en utilisant le fait que HX[—1] = 0, on obtient une suite 
exacte courte 
0 • Hy v HT • HX • 0 
où HT est projectif. Donc 
dp HX < sup {dp HT, dp Hy + 1} = n — 1. 
• 
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PROPOSITION 2.7.7. Soit T une sous-catégorie n-rigide et (N — 1)-
for tedeC e t  so i t  X  € 7~*T[1]*-  •  •*7~[n—1].  SiXx(T[ l]*- -*T[n— 1])  = 
0, alors dp HX < n — 1. 
DÉMONSTRATION. Puisque X E T * 7~[ 1] * • • • * T[n - 1], il existe 
un triangle 
Y • T0 • X Y[ 1] 
avec TQ € T et V[l] € T[l] * • • • * T[n — 1]. On applique H au triangle 
pour obtenir une suite exacte dans modT 
H(fc[—t]) 
HX[- i]  ^ Hy[-i + l] • HToH + 1] . 
Pour chaque 1 < i  < n  — 1, soit / : T -> X[— i] une T-approximation 
à droite de X[—i]. La composition 
T\i] X Y[ 1] 
est un élément de Tx(T\ l ]  *  • • • * 7~[n — 1]), d'où /i[—i] o / = 0. Ainsi 
H(h[—i] of) = 0 et comme H(/) est un épimorphisme, on a H(/i[—t]) = 
0. Puisque T est (n— l)-forte, on a HTo[—i] = 0 pour tout 0 < i < n— 1. 
Donc HV[—i] = 0 pour tout 0<i<n — let comme Y G T * T[ 1] * 
• • • * T[n — 2] on peut se servir du lemme 2.7.6 pour conclure que 
dp Hy" < n — 2. De plus, on a une suite exacte courte 
0 > HY • HT0 • HX • 0 
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car H(/i[—1]) = 0. Donc la dimension projective de HX est au plus 
n-1 .  •  
En comparant le théorème 2.6.2 et la proposition 2.7.7, on arrive 
naturellement à la conjecture suivante : 
CONJECTURE 2.7.8. Soit T une sous-catégorie n-rigide et (N — 1)-
forte de C. Si X G T * T[ 1] * • • • * T[n — 1] sans facteurs directs dans 
7"[1] * • • • * T[n — 1], alors 
dp HX < n — 1 si et seulement si 2*(T[ 1] * • • • * T[n - 1]) = 0. 
Conclusion 
Dans le premier chapitre, nous avons vu que les solutions de l'équa­
tion de Markoff ainsi que leur structure combinatoire se manifestent 
dans la famille des modules de Markoff. Ce lien a été explicité en 
construisant un isomorphisme entre l'arbre des triplets de modules de 
Markoff et l'arbre des triplets de Markoff. Par conséquent, on a obtenu 
une reformulation de la conjecture d'unicité des nombres de Markoff. 
Malheureusement, cet énoncé ne semble pas plus facile à démontrer. Il 
est facile de voir que la conjecture est équivalente à l'existence d'une 
application / des nombres de Markoff vers l'ensemble des modules de 
Markoff telle que $_1(a, b, c) = (/(a), /(&), f(c)). Pour être en mesure 
de trouver une telle fonction, il faudrait d'abord viser une meilleure 
compréhension de l'application M(w) >-4 5 Tr^(to) où M(w) est un 
module de Markoff. 
Soit M l'ensemble des modules de Markoff. On définit une appli­
cation ip : M -»• M2(Z[X]) en utilisant la même méthode que dans la 
section 1.9 mais avec les matrices 
x+1 1 
p(2) = x + 1 -1 P(3) = 0 -1 
1 1 -1 1 1 x + 2 
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La trace d'une matrice <p(M) semble être de la forme 
Tcip(M) =  x n (x  +  2)P(x)  
où n = deg P(x)  = dim Me2 et P(x)  =  ^ "=0 avec les a< des en­
tiers strictement positifs. Si c'est le cas, les résultats de la section 1.9 
impliqueraient que P( 1) est un nombre de Markoff. On se demande 
donc si M H Tr <p(M) est une bijection et, en particulier, si ces po­
lynômes contiennent suffisamment d'information pour décrire son in­
verse. D'autre part, chaque polynôme P(x) induirait une partition du 
nombre de Markoff correspondant. En effet, si P(x) = £"=0 (hxi alors 
P(l) = ctj. On se pose la question : existe-t-il un algorithme pour 
calculer une telle partition d'un nombre de Markoff donné ? À partir de 
cette partition, il serait simple de reconstruire le polynôme 
Ce problème est certainement très difficile à dénouer, mais cela nous 
donne une approche possible pour décrire l'application /. 
En ce qui concerne le deuxième chapitre, nous avons caractérisé 
les objets de dimension projective au plus 1 dans la catégorie modT 
où T est une sous-catégorie contravariantement finie et rigide d'une 
catégorie triangulée C. Ce résultat nous a permis de montrer que lorsque 
T est inclinante amassée, les objets de dimension projective infinie dans 
modT sont précisément les foncteurs isomorphes à un certain HX avec 
Z*(T[ 1])*0. 
Il reste encore un problème à résoudre : 
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CONJECTURE. Soit T une sous-catégorie n-rigide et (n — 1)-forte 
de C. Si X € T * T[l] * • • • * T[n — 1] sans facteurs directs dans T[ 1] * 
• • • * T[n — 1], alors 
dp H X  < n  —  1 si et seulement si Xx(T[l] * • • • * T[n - 1]) = 0. 
Ensuite, il serait intéressant de savoir si la caractérisation des ob­
jets de dimension projective au plus 1 (théorème 2.6.2) pourrait être 
adaptée au contexte suivant. Un couple de sous-catégories (X, y) d'une 
catégorie triangulée C est une paire de torsion si Home (<*\ 30 = 0 et 
C = X *y. Cette définition généralise les sous-catégories inclinantes 
amassées et les ^-structures. Dans [79], Nakaoka montre que pour toute 
paire de torsion (X, y), la catégorie 
U = {{X * W) n (W * J>[1])) / W 
est une catégorie abélienne, où VV = X [ 1  ] n y .  En outre, % admet 
suffisamment d'objets projectifs lorsque X[l] Ç y. Les auteurs de [1] 
construisent un foncteur cohomologique C -> H ayant des propriétés 
convenables. Cependant, il n'est pas clair si cette structure est assez 
riche pour nos besoins. 
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