Introduction
Medical data are available in several different formats, ranging from well-structured, such as laboratory results and medication prescriptions, to loosely structured (descriptive), such as physical examination notes, discharge summaries, and radiology reports. Computer systems to capture, communicate, and store data from well-structured domains are in widespread use nowadays. Many of these commercially available systems are also capable of storing and displaying narrative documents in electronic form [1] . On the other hand, only a few researchoriented institutions have operational systems capable of capturing data from descriptive domains [2] [3] [4] [5] [6] .
The main reason processing descriptive domains remain inaccessible to mainstream clinical information systems is the complexity of the technology necessary to understand the medical language [7] . The language used to convey the information expressed in these descriptive domains can be thought as a "sublanguage" [8] . An essential step toward capturing the information from descriptive domains is the development of representational models that formalize the semantics of their sublanguages, also called semantic data models (SDMs) [9] . An SDM makes explicit the relationships between the different classes of concepts, such as causal, spacial, and temporal relationships. It also provides the necessary context in which meaningful sublanguage expressions can be unambiguously represented.
Extensive research has been focused on the development of SDMs, including the pioneering work by Friedman et al. with "Information Formats" [10] [11] [12] , the work of Evans and Miller during the early stages of the Unified Medical Language System (UMLS) Project [13] , the work by Rector et al. on the "Generalised Architecture for Languages, Encyclopaedias and Nomenclatures (GALEN) Project" [14] [15] [16] , the work by Rossi Mori et al. on the "Model for Representation of Semantics (MOSE) Project" [17] , the work of Baud et al. on the "Medical Linguistic Knowledge Base" [4, 18] , and more recently the work of the Canon Group [9, 19] .
Particularly, the Canon Group highlights the need for a "medical-concept-representation language" (MCRL) as an essential component for data exchange and applications development [19] . This MCRL would provide a comprehensive and unified approach to the problem of representation of medical information, based on a computable-language that identifies and structures medical concepts [19] . The goal of this "interlingua" is to be able to represent any meaningful medical expression that can be stated using natural language, or that is currently being used by a controlled medical vocabulary [19] .
A similar proposal, focusing also on the development of an interlingua, is made by the GALEN project researchers, with the "Coding Reference (CORE) Model" using the "GALEN Representation and Integration Language (GRAIL) Kernel" [15] . The concept of an interlingua has also been proposed by Masarie et al. as a mechanism for representing medical concepts and mapping clinical vocabularies [20] . The development of a comprehensive medical interlingua is an ambitious undertaking that certainly requires the collaboration of several research groups [19] .
This comprehensive interlingua can be thought as a collection of domain-specific SDMs, where common language patterns have been identified and consolidated. The consolidation process requires yet another conceptual model that describes the patient record itself in the context of a computerized information system [14, 16] .
In terms of components, SDMs usually require the existence of a semantically-typed lexicon and structural components representing the meaningful relationships between the semantic types [3] . More complex SDMs may also interface with knowledge bases where medical and linguistic knowledge are represented, guiding the composition of concepts and supporting intelligent maintenance processes [21] . In addition to these functional components, an SDM is ideally expressed in a formal notation that enables the specification of the structural components.
Building SDMs is typically associated with the development of a semantically-based natural language processing system [3] . However, SDMs are cornerstones of a wide variety of computer systems that need to understand the semantics of a given medical sublanguage. For instance, information extraction processes and speech-recognition interfaces utilize these models to guide both their parsing and encoding routines [2-4, 12, 22-25] , information retrieval systems exploit the conceptual knowledge provided by these models to augment and refine their indexing and search strategies [26, 27] , and data-entry interfaces employ these models to organize their input screens and to define relationships between screens [28] [29] [30] . In addition, SDMs influence the design of the databases that store the extracted information, guide the acquisition and mapping of domain-specific vocabularies, and can eventually help the organization of domain-oriented knowledge bases [20, [31] [32] [33] .
Evaluation of Semantic Representational Models
SDMs are simplifications of the real-world objects they are trying to represent, in this case the sublanguages of the numerous medical domains. The complexity of an SDM depends on how complete it needs to be, and the completeness is determined by the purpose of the computerized processes that use it. Evaluation is therefore very important to justify the complexity of a given SDM, especially when an increase in complexity affects other components of an integrated system, requiring developers to modify their applications.
As pointed out by the Canon Group, evaluation is a fundamental activity that not only enables an objective assessment of the quality of the SDMs, but also helps to demonstrate to other groups the usefulness of the proposed modeling technique [9] . Other important aspects that reiterate the need for an evaluation methodology, presented in the desiderata for the Canon Group methodology, include "completeness and coherence of coverage," "a focus on realistic outcomes," and "representational simplicity" [19] .
A variety of computerized processes that manipulate medical language are being evaluated as an attempt to determine their readiness for inclusion in clinical information systems [2, 3, 12, 34, 35] . However, despite the importance of SDMs on the overall performance of these systems, virtually no study has ever tried to evaluate the SDMs directly [9] . Consequently, no accepted methodology for a detailed evaluation of an SDM is currently available.
Evaluation methodologies have been applied over the years, trying to determine the performance of systems that manipulate the information found in descriptive domains from other areas besides medicine.
Experiences accumulated with the development and application of these methodologies are particularly important when devising generic evaluation methods for SDMs. For instance, in the realm of information extraction systems, a series of evaluation conferences have been sponsored by the Software and Intelligent Systems Technology Office of the Advanced Research Projects Agency (ARPA) [36, 37] .
Methodologies for evaluating automated extraction systems have greatly advanced since the "Message Understanding Conferences" (MUCs) have been established, benefiting both developers and end-users.
Another example of methodologies that can influence the design of evaluation methods for SDMs are those used for automated translation systems [38, 39] . Many translation systems are based on interlinguas, or metalanguages, and the evaluation of these components is certainly a very important task, considering their direct effect on the quality of the translations [40] . For example, from the set of 12 performance metrics proposed by Nirenburg et al. [41] , the "semantic accuracy," "intelligibility," "appropriateness," and "extensibility" are particularly relevant to the evaluation of SDM.
In the case of SDMs, "semantic accuracy" would determine if the encoded and the original natural language terms express the same meaning. "Intelligibility" would assess how easy it is to understand the encoded information. "Appropriateness" would determine if the encoded terms preserve the stylistic characteristics of the original terms. Finally, "extensibility" would confirm whether the SDM allowed for incremental extensions to cover new sublanguages.
Methodologies to evaluate SDMs can be classified as direct or indirect. An indirect evaluation method tries to deduce the quality of an SDM based on the performance of a system that utilizes it. An advantage of the indirect approach is the assessment of an SDM in an operational setting. However, an indirect methodology has no control over confounding factors that may result from deficiencies of the other components of the system [9] . For instance, a natural language understanding system may not handle syntactically complex expressions, but the underlying SDM might be able to represent the concepts present in these expressions. The opposite may also be true: the system might be capable of handling the complex syntax, but the SDM may not be able to represent the relationships implied, for example, by the use of multiple conjunctions. These deficiencies might be easy to identify, but more subtle interactions may be present when different developers are responsible for complementary modules of the same system. Even more complex interactions can be present when a given SDM is shared by two or more applications.
A direct evaluation of an SDM allows the investigator to control for potential confounding variables that may interfere with the experiment, i.e., a direct methodology determines the quality of an SDM in a controlled environment. This determination can be obtained by comparing the information content of an instantiated SDM with the original narrative document expressed in natural language. Nevertheless, a simple comparison of both representations, performed by domain experts, may not be desirable, given the subjectivity and the potential inconsistency of the results.
In terms of requirements, a direct methodology must be objective, producing results that can be used to observe the evolution of an SDM over a period of time. A direct methodology must be able to identify both strengths and weaknesses of an SDM, including missing and ambiguous concepts, helping to verify the completeness and the descriptive competence of the model. Missing data become a serious problem when a decision support application is depending on these data to trigger certain portions of its knowledge base. In the same manner, the presence of ambiguous concepts has important implications on the retrieval of these data for research and decision support.
A direct methodology must enable comparisons between competing SDMs, especially when multidomain interlinguas are being evaluated. Without an objective evaluation, it is very difficult to compare SDMs that utilize different paradigms to represent the various semantic relationships, such as templatebased and graph-based formalisms.
Another common discrepancy between rival SDMs is the granularity of their constructs. In this case, the direct evaluation methodology should be able to identify the best granularity for the task at hand. Finally, the direct methodology should not be bound to any formal notation, natural language, or coding scheme, used either to describe or to generate the SDM. Figure 1 summarizes the requirements just presented.
Materials and Methods
The objective of the present study is to determine the quality of the information encoded by an SDM created to represent chest x-ray findings. The SDM was developed using the conceptual framework known as the Event Definition (ED) model [31, 42] .
The scope of the SDM included the representation of all the relevant clinical information stated in chest x-ray reports, without constraints from any computerized processes. The current version of this SDM, expressed in ASN.1 [43] , is included in Appendix A. Details about the development of the SDM can be found elsewhere [44] .
The evaluation of the data model was designed to determine the quality of the information representation by comparing encoded reports generated using the SDM with the original narrative texts. The model evaluation utilized a methodology based on the ability of clinicians to answer clinically relevant questions from different representations of the same information: free text and encoded [38, 45] . When questions were properly answered from both representations, i.e., the information referenced by the questions was evident on both representations, their content was considered equivalent. On the other hand, when questions were not answered, or were answered incorrectly, the information was considered ambiguous or otherwise missing in one or the other representation. The evaluation methodology was subdivided into four stages: preparing reports and questions, reviewing questions, answering questions, and scoring answers.
Requirements of a Direct Evaluation

Preparing reports and questions
The objectives of the first stage included selecting a sample of chest x-ray reports, encoding these reports using the chest radiology SDM, and generating the questions. The first task was the elaboration of a selection criteria for the chest x-rays. The purpose of the selection criteria was to obtain of a representative sample of chest x-ray reports that could in fact challenge the proposed SDM. These criteria were used to select the study sample from a large collection of chest x-ray reports sequentially dumped from the HELP System's patient database [46] [47] [48] . This collection of reports had no overlap with samples previously downloaded for the data model development and testing [44] . Figure 2 presents the selection criteria used.
After a pilot experiment with six reports, the expected difference in information content between the textual and the encoded versions was judged to be moderate, and that it could probably be detected if close to 30 reports were thoroughly analyzed. In addition, taking into account the difficulty involved in generating, reviewing, and answering the questions, the complexity of the evaluation methodology was estimated to be high, suggesting that a larger sample would be difficult to process. Therefore, a total of 32 chest x-rays reports were selected. These reports were called "study-sample," and each one was identified by a sequential number (report-id). Figure 3 summarizes the characteristics of the study-sample.
Selection Criteria 1.Reports created by different radiologists; 2.Outpatient and inpatient exams; 3.First-time and follow-up reports; 4.Adult male and female patients; 5.Normal and abnormal reports; 6.Different levels of narrative complexity (based on word counts); 7.Follow-up exams should mention references to previous films, findings, and procedures;
Figure 2. Set of criteria used to select the chest x-ray reports.
The study-sample was subdivided into six nonoverlapping sets of five or six reports. These sets were distributed to six physicians, responsible for the elaboration of a series of questions about the content of each report. These six physicians were called "question-makers."
Every set was in fact distributed to two different question-makers, i.e., each questionmaker received a total of 10 or 11 reports. The questionmakers considered more experienced were matched with those with less clinical practice, in such a way that any given report was analyzed by at least one experienced participant. After reading and analyzing each report, each question-maker generated a set of questions and answers that captured the clinically relevant information either expressed or implied by the report. Question-makers decided what they considered "relevant information" based on their medical knowledge. They were free to generate as many questions as they judged necessary to completely cover each report, using either "true or false" or short descriptive answers. In addition, questionmakers were advised that any question requiring inferential reasoning should not rely upon information that was not stated in the report, or upon knowledge that was beyond what an average clinician could conclude from the text.
Characteristics of the study sample
In order to complete their tasks in a more consistent manner, each question-maker received a floppy disk loaded with a HyperCard® application [49] . This application was used to generate the questions, and it carried the appropriate set of reports, some examples, and instructions. All question-makers were briefly instructed on how to use the application. Upon completion of their tasks, the question-makers simply returned the disks, and the questions and answers generated were downloaded, labeled with their respective report-ids, and combined into a single file called "raw-questions." Figure 4 shows an example of a report and the set of questions generated. The encoding of the study-sample using the chest radiology SDM was completed by another physician. This physician had no knowledge of the questions being generated. The encoding process was basically a manual procedure assisted by another HyperCard® tool [44] . The tool provided access to a domainoriented lexicon and to the chest x-ray SDM, and it assisted on the generation of ASN.1 value records for the individual sentences present in each report. The individual ASN.1 records were combined into complete records that corresponded to the 32 reports. The complete records were validated against the ASN.1 chest x-ray module, verifying its conformance to both the notation and the chest radiology model specification. The validation process utilized the Abstract Syntax Notation One Tool (AsnTool), release 2.0, developed by the National Center for Biotechnology Information (NCBI) [50] . Appendix B contains the encoded version of one of the reports in the studysample. Details about the development and characteristics of the chest radiology lexicon can be found elsewhere [44] .
PA AND LATERAL CHEST
Reviewing questions
The file containing the raw questions (generated during the first stage) was the input to the second stage. Before the questions could be reviewed, two automated processes were applied to the raw-questions file. Using the chest radiology lexicon as a thesaurus, the first process labeled questions that were targeting the same main finding with an identical numeric identifier. For example, questions like "Bony abnormality is present," "There is a bony abnormality present," and "A bony abnormality is present" were considered interchangeable and received the same identifier. This process examined all questions pertaining to all reports, and its output was reviewed by a physician.
The second process, grouped the questions that pertained to each report and eliminated the duplicate questions that were identified as interchangeable. These groups of questions were called "relevant" questions. In addition, the same process randomly generated a larger set of "nonrelevant" questions for each report (number of relevant questions plus five). The nonrelevant questions were in fact relevant questions from other reports that were not labeled as interchangeable with the ones in the report being processed. For instance, if report A had five relevant questions, the process would randomly select ten more questions from any of the other reports, making sure that there was no overlap between them. Nonrelevant questions where included to help determine the competence of the physicians answering the questions.
After these preliminary processes, a review of all questions was performed. Three volunteers from the question-makers group were selected as reviewers. These physicians were called "consensus-builders". The two basic objectives of this review were: for the relevant questions, determine if they were in fact relevant and if their answers were correct; for the nonrelevant questions, make sure that they could not be answered from the information on the reports.
The consensus-builders were also responsible for classifying the questions according to their types (Table 1 ) and the semantic classes of the concepts being targeted as answers. The semantic classes used were an adaptation of the semantic classification proposed by Friedman et al. for representing clinical radiology findings [3] . The assumption was that both types and semantic classes would help explain eventual deficiencies encountered in the proposed data model once the study was completed.
The review process was supported by yet another HyperCard® application, called "QuestionReviewer." The QuestionReviewer had all the questions and answers already loaded, in addition to the 32 reports and the classification categories (types and semantic classes). Identical copies of the QuestionReviewer were distributed to the three consensus-builders. Initially, each consensus-builder reviewed one third of the questions and answers. On a second step, the QuestionReviewer copies containing the reviewed material of each consensus-builder were sanctioned by the other two, i.e., all questions and answers ended-up being reviewed by all three consensus-builders. The endorsed set of questions and answers was subsequently downloaded from the QuestionReviewer copies and stored in a file called "consensus-questions." Finally, the consensus-questions and the coded and free text reports were loaded into another application, called "FormGenerator." The FormGenerator was responsible for combining the questions with their respective reports, and then randomly shuffling the sequence of the questions. The free text reports plus the sets of questions were called "text-forms," and the coded reports plus the sets of questions were called "codedforms." Both kinds of "forms" contained only the questions, without the answers.
Answering questions
Two physicians were asked to try to answer the questions by looking at both textual and coded representations of the same reports. These physicians, called "extractors," were completely unaware of the reports and the questions generated, and they had limited knowledge of the experimental design being used.
Considering that each extractor was her own control, this stage was subdivided into four cycles. Each cycle was based on a collection of 16 reports: eight free text and eight encoded. The collections were carefully assembled to cover one fourth of the reports, making sure that the same report was not included in both its textual and coded representations in any given cycle. The extractors had a period of up to 10 days to write down the answers of each cycle. The sequence of the cycles was rigorously observed, i.e., the extractors received a subsequent collection of reports only after returning the previous one.
Taking into account that the coded-forms contained only ASN.1 records, the extractors received a brief introduction to the ASN.1 value notation. Furthermore, the forms utilized during the two initial cycles were assembled in such a way that the smaller reports were the ones presented in ASN.1, helping the extractors to get used to the notation.
Scoring answers
Instead of just tabulating the number of correct and incorrect answers, a more elaborate set of metrics, adapted from the "Fifth Message Understanding Conference" (MUC-5) was used [36, 51] . The underlying assumption was that if the same domain-expert human performed the information extraction, then the differences in information content were due to the quality and readability of the underlying representation model, and not to the extractor. The MUC-5 metrics were used to assign a score to the extractors when they were asked to glean information from different representations of the same narrative reports.
Initially, the answers generated by the extractors were compared to the answer-keys obtained from the "consensusquestions" file. The results of this analysis were classified using scoring categories adapted from MUC-5 [51] . These scoring categories, along with their meanings, are summarized in Table 2 . The scoring categories provided the information necessary to describe the performance of the extractors quantitatively using the formulas presented in Figure 5 . The "Error" (Err) was the primary metric in this study, reflecting the performance of each extractor in terms of the total number of errors produced. The other three parameters were considered secondary metrics, and they were used to analyze the types of errors made by each extractor. The supposition was that different types of errors would result from the different classes and types of questions.
Results
Preparing reports and questions
The question-makers generated 539 questions, with an average of 16.84 questions per report. The maximum number of questions per report was 31, and the minimum was seven. Fifty-one percent of these questions were true-or-false questions and 49% were open-ended questions.
Reviewing questions
The first automated process, responsible for detecting duplicate questions in the raw-questions file, identified 428 unique questions from the original 539 questions. The second process, responsible for eliminating the duplicates, regrouping the questions, and adding the nonrelevant questions, produced 1233 questions. The average number of questions per report was 38.53, ranging between 19 to 67.
The review of the questions conducted by the consensusbuilders lasted approximately 25 hours. After the review 719 questions were eliminated. The remaining 514 questions corresponded to 308 unique questions. At that point, the average number of questions per report was 16.06, and the maximum and minimum number of questions per report was equal to 23 and 7, respectively. The average number of relevant questions per report was 10.0, and average number of nonrelevant questions per report was 6.06.
Regarding the types of the questions, the average number of direct questions per report was 13.34, while the average number of inferred questions per report was 2.72. Table 3 shows the percentage of unique questions that participated in each semantic class. Two new classes were added by the consensusbuilders:
•Error (Err): proportion of wrong answers "numeric quantity" and "temporal link," and that two of the original classes were not used, "connector" and "quantity."
Answering questions
All the answers given by the two extractors (A and B) were handwritten but legible. Extractor B spent 102 minutes to answer the questions present in the first collection of reports, 83 minutes to answer the second collection, 77 minutes to answer the third collection, and 100 minutes to answer the fourth collection. Extractor A did not report the time spent. 
Scoring answers
A first series of analyses focused on how efficient each extractor was in answering the individual questions, without considering the complexity of the reports, or the semantic classes of the questions. Considering the categories "correct" and "noncommittal" as correct answers, extractor A answered 93.77% of the questions correctly, and produced 64 mistaken answers. Extractor B answered 91.34% of the questions correctly, and accumulated 89 mistaken answers. Thirty-three questions were erroneously answered by both extractors. These 33 questions corresponded to 24 unique questions. Table 4 shows the performance of the extractors answering questions accompanying textual and encoded reports.
A second data analysis was used to demonstrate how efficient the extractors were in pulling information from each report. The objective was to determine if the encoding process had faithfully represented the information of each report, and therefore no statistically significant difference between the error rates from textual and encoded representations was present. Figure 6 contrasts the performance of extractor A with the baseline values presented in Table 4 . The Error calculated for each report was analyzed using a multivariable statistical procedure (repeated measures ANOVA) [52] . Two nominal independent variables -the underlying representation formats (textual or encoded), and the answering physicians (extractors A and B) -and one continuous dependent variable -the Error -were identified. The design was characterized as a "two-factor within-subjects" (A x B x S), where the reports (from 1 to 32) were the subjects, and the independent variables were the factors [52] . The results of this statistical analysis are summarized in Table 5 .
A third and final data analysis was used to identify difficulties in answering questions from particular semantic classes. The results of this analysis were to be used as indicators of the strengths and weaknesses of the chest radiology data model. Figures 8 and 9 present the Error results for extractors A and B independently, contrasting them with the baseline values from Table 4 . The semantic classes "certainty," "recommendation," and "region" were excluded from these calculations because of their low frequency of use ( Table 3) .
The Error results obtained during this last analysis were examined using the same statistical test with the "two-factor within-subjects" design (A x B x S). However, in this final analysis, the semantic classes replaced the reports as the subjects. The results of this final statistical analysis are summarized in Table 6 .
Discussion
The discussion is focused on research questions pertinent to the proposed methodology, verifying its ability to determine the quality of an SDM in a controlled environment, and its compliance to the requirements presented in the introduction (Figure 1 ). The first stage of the evaluation corresponded to the generation of sets of questions and answers that captured all the clinically relevant information either expressed or implied by each report found in the study-sample. During this first stage, the question-makers produced a large sample of questions (average of 16 Figure 6 . Performance of extractor A when extracting answers from the 32 reports in both textual and encoded forms.
The second stage included the review and classification of the questions, helping to determine their appropriateness along with the correctness of the answers. The consensus-builders were asked to perform a meticulous and time-consuming manual process, particularly considering the number of questions and the requirement for reaching a consensus during the review and classification tasks. This second stage was critical to a successful implementation of the evaluation methodology, ensuring not only the quality of the sets of questions, but also the objective scoring of the answers. The distribution of the questions into the various semantic classes also produced the expected results. Almost half of the questions were focused on complete findings, with a good proportion covering other topics like body location, disease, descriptor, change, and position. The reviewers replaced two of the proposed classes, "connector" and "quantity," with more specific labels: "temporal link" and "numeric quantity," apparently adjusting the semantic classification to the characteristics of the questions.
The large number of questions addressing complete findings may be explained by the emphasis on the clinical relevance of the information being extracted, i.e., the questions were focused on details of the narrative that are normally noticed by a clinician. In addition, the question-makers were not acquainted with the SDM or the evaluation methodology. A problem that may result from this approach is the apparent disregard for concepts that are frequently considered difficult to represent using an SDM, such as uncertainty, negation, and time, among others. A potential solution for this problem is to align the questions with the characteristics of the information that needs to be represented by the SDM. In this study, the sets of questions were considered appropriate, given the stated intention to capture all the clinically relevant information. The third stage of the data model evaluation resembled an information extraction process. In this particular study, the questions were considered queries to be answered from the information existent in each report, as means of determining if the content of the textual and encoded representations were equivalent. The answers were given by two physicians ("extractors"), considered the ideal information extractors because of their familiarity with the chest radiology domain. An important methodological issue at this stage was the accurate interpretation of the encoded reports, considering the utilization of ASN.1 value records. One of the extractors had previous experience with ASN.1, and both received a brief explanation on how to "read" the encoded records. The notation was a potential confounding variable, but the extractors did not mention any problems understanding the encoded reports.
The fourth and final stage of the evaluation phase involved the scoring and interpretation of the results. The goals of this fourth stage were the goals defined for the evaluation methodology itself, and they included the determination of the performance of the extractors as information extractors (first data analysis), the verification of the effect of the report format on the performance of each extractor (second data analysis), and the identification of the strengths and weaknesses of the SDM (second and third data analyses). In summary, the analysis of the results should have determined not only if the encoded reports were capable of reproducing the information conveyed by the textual reports, but also the usefulness of the evaluation methodology in revealing portions of the SDM that needed to be refined.
The results obtained in the first data analysis proved that extractors A and B were excellent extractors ( Table 4) . The overall quality of the questions was also excellent; only 3.21% (33 out of the 1028) of the questions were not correctly answered by both extractors.
The primary metric adopted for this study confirmed the excellent performance of both extractors, with error rates below 7.5%; extractor A performing better than extractor B (Table 4 ). The analysis of the secondary metrics revealed that extractor A performed better than extractor B in all three categories (substitution, overgeneration, and undergeneration), and determined that missing answers was the most common mistake made by both extractors ( Table 4) .
The only basis for comparison, demonstrating that error rates below 8% are indeed indicators of excellent performance, are the results from the MUC-5 experiments, where highly skilled and experienced human extractors performed with an error rate of about 33% [53] . However, comparisons to the MUC-5 results should be made with caution, considering that chest radiology is certainly a more restricted domain, and that the information extraction paradigm adopted in this study is simpler than the template-filling process required for MUC-5 [36] .
The most important data tabulation performed in this first analysis was the separation of questions according to the formats of the reports (textual and encoded) ( Table 4 ). The format of the reports influenced the performance of extractor A by increasing the number of missing and spurious answers, but it had almost no affect on the performance of extractor B, except for an increase in the number of partial answers. The analysis of the secondary metrics revealed that each extractor was oppositely affected, i.e., whereas the overgeneration (Over) and the undergeneration (Under) rates increased for extractor A, they decreased for extractor B, and whereas the substitution (Subs) rate slightly decreased for extractor A, it increased for extractor B.
The first analysis determined that both physicians were excellent extractors, extractor A performing systematically better than extractor B. The overall quality of the questions was also considered very good. The proportion of erroneous answers was very small, enabling only speculations for the possible conditions predisposing these errors. The format of the reports had only marginal effects on the overall performance of the extractors.
The second data analysis utilized the individual reports as units of study, and not the individual questions. The goal was to determine if the encoded reports had the same information content as the textual reports. If the information content was not equivalent, the performance of the extractors would be affected and the adopted metrics would reflect this effect. In this particular case, the difference in performance between extractors was not as important as the difference in performance of the same extractor for different report formats.
As expected, the performance of the extractors was different, extractor A performing better than extractor B. The observed average error rates for both extractors were comparable to the baseline values previously calculated. Marked variability was also observed, not only between extractors, but also for each extractor when pulling information from different reports (Figures 6 and 7) . Only four reports seemed to have posed concordant difficulty for both extractors, namely reports 11, 19, 21, and 25.
The extractors usually performed better when getting information from the textual reports, but in some cases the performance was identical, or even favorable to the encoded reports (Figures 6 and 7) . Unfortunately, this desirable performance variation was not correlated to the same sets of reports for both extractors. For instance, both extractors performed similarly only on five reports, where the error rates for the textual format were lower than the encoded, and they had no overlap on the reports associated with a better performance in the encoded format.
The statistical analysis demonstrated a significant difference in the performance of the extractors (p < 0.02) ( Table 5 ), determining that extractor A's overall performance was significantly better than extractor B's performance. A possible explanation for this effect is the greater familiarity that extractor A had with the chest radiology domain, when compared to extractor B. In addition, the statistical analysis failed not only to detect a significant difference in performance associated with either textual or encoded reports, but also to demonstrate a significant interaction between extractors and report formats (Table 5) .
A justification for this inability to demonstrate the effect between report formats, and the interaction between extractors and report formats, is related to the current sample size. Contrary to what was expected, the treatment magnitude (w 2 ) observed for the present study was small for both the format effect and the extractor versus format interaction (Table 5 ) [52] . As a result, a much larger sample size would be necessary in order to detect these effects.
The second analysis demonstrated that the performance of the extractors was significantly different, despite the fact that this result was not particularly important for the evaluation being conducted. In addition, the statistical analysis failed to demonstrate the most relevant effects, suggesting the need for a much larger sample size. The observed small treatment effects suggested that the quality of the chest radiology SDM was very good, capturing most of the clinical information present in the textual reports. Using a less detailed SDM, the effects would presumably be larger, and a similar sample size would have been enough to demonstrate them. This final comment is particularly relevant given the costs of reproducing the proposed methodology using a larger sample size, although it would certainly be feasible as a multicentric evaluation study.
The variability in the performance suggests that the extractors were affected by different conditions, extractor A probably having some difficulty with the notation, extractor B sometimes lacking a deeper domain knowledge, and both certainly interpreting the questions in different ways. The apparent ambiguity of some questions, despite the consensus review, represents an inevitable limitation of the present methodology. More experience with the creation and review of the questions may be sufficient to control some of this variation. The variability also decreased the competence of the evaluation methodology to identify the strengths and weaknesses of the SDM, since only few reports consistently caused problems to both extractors. Nonetheless, reports that had very high error rates for either extractor were considered potential indicators of problems with the SDM, or with the particular set of questions (Figures 6 and 7) .
A careful analysis of the reports whose error rates were near or above two times the encoded baseline (Figures 6 and 7) , reports 3, 11, 21, 23, and 25 for extractor A, and reports 11, 19, and 21, for extractor B, demonstrated that the majority of the errors where associated with questions whose interpretation was ambiguous in the context of a particular report. The same analysis determined that in other cases the physicians failed to extract the information correctly, even when it was clearly present or it could be easily inferred, probably due to inattention [54] .
Besides the problems related to the questions and the extractors, this same analysis demonstrated that the encoded representation of some descriptions was sometimes ambiguous. For instance, the ambiguity was evident when the same encoded observation could represent "lower portion of the right middle lobe," and "the middle portion of the right lower lobe." In this case, "middle" and "lower" were both qualifiers for "level," and "lobe" and "portion" were instances of "body structures," but it was not explicit which level applied to which body structure. In addition, in one instance, the encoded report missed one piece of information related to a technical problem reported by the radiologist ("slight rotation of the patient to the right"), and both extractors interpreted that question as being "not applicable." The identification of the ambiguous representation and the missing information were important results produced by this detailed analysis, suggesting its utility.
The third and final data analysis was conceived as a complementary mechanism to identify the potential strengths and deficiencies of the chest radiology SDM. The goal was to verify if the evaluation methodology could indicate the portions of SDM that needed to be improved, due to ambiguous, incomplete, or incorrect concept representations. In this phase, instead of using the reports as the units of study, the semantic classes of the questions were utilized.
The underlying hypothesis was that erroneous answers would be correlated to questions that targeted specific portions of the SDM, and that these portions would be identified by the semantic classes. In addition, given the design similarities, the results from this third analysis were used to ratify the results form the second analysis.
The error rates obtained in this third analysis were lower for extractor A, and slightly higher for extractor B (Figures 8 and  9) , when compared to the baselines values. The statistical analysis demonstrated once more that extractor A had a significantly better performance than extractor B (p < 0.025), but again failed to detect a statistically significant difference between the report formats, and a significant interaction between extractors and the format of the reports (Table 6) . Explanations similar to those given in the second analysis are applicable to these results as well.
Regarding the evaluation methodology as a mechanism for discovering the weaknesses of the SDM, the same graphical representations used for the second analysis were adopted, showing that semantic classes whose error rates were near or above two times the encoded baseline could indicate deficient segments of the SDM (Figures 8 and 9 ). For extractor A, these semantic classes were "change" and "partial finding," and for extractor B, these classes were "change," "degree," "partial finding," and "technique." A detailed review of questions and answers for both extractors was again performed. As expected, some of the questions targeted by this review were the same ones identified during the review performed for the second data analysis.
The majority of the errors associated with the semantic class "change" were spurious answers resulting from ambiguous questions, and no problems with the SDM were detected. The errors found in the semantic class "partial finding" were a combination of missing and partial answers, mainly resulting from incomplete answers given by the extractors, or difficulties in answering specific inferred questions. No problems with the SDM became apparent from the errors associated with "partial finding." The errors associated with the semantic class "degree" were all made by extractor B, representing a combination of spurious and partial answers. These errors were probably caused by inattention, since the degree qualifiers were represented in the encoded reports. Additionally, more specific directions at the beginning of the extraction process, emphasizing the need for complete answers could have prevented some of these partial answers. Finally, the errors found in the semantic class "technique" represented a combination of missing, spurious, and incorrect answers, associated with ambiguous questions, inattention of the extractors, and the missing piece of information in the encoded format previously detected.
In summary, the third data analysis was helpful, since it confirmed the findings of the second analysis, but it was not capable of identifying additional deficiencies of the SDM, as initially expected. Perhaps the evaluated SDM was indeed a comprehensive model that had few deficiencies, and the demonstration of these deficiencies would require a much larger sample size. A larger sample size would certainly contribute to more representative sets of questions pertaining to some of the semantic classes less frequently encountered. Another study using this same methodology to evaluate less complete models is probably necessary to confirm the usefulness of this data analysis based on the semantic classes.
Conclusions
The focus of the present study was the elaboration and application of a methodology to evaluate SDMs. The experiment demonstrated that the encoded reports seemed to have the same information content as the original textual reports, given that the performance of the extractors was apparently not affected by the format of the reports. The evaluation methodology generated useful data regarding the accuracy and completeness of the data model, demonstrating that one segment was generating ambiguous representations, while some details were not being represented.
The analysis of the experiment data revealed that the methodology had some limitations, such as the complexity of the question preparation and review stages, and the diverse interpretations that the extractors seemed to have for some of the questions. It is important to reiterate that these limitations were identified in only less than 10% of the questions used in the experiment.
In order to correctly assess the magnitude of these problems, large and ideally multicentric studies should be conducted, assessing competing SDMs from diverse narrative domains. In addition, the positive results obtained during this experiment should be confirmed by other research groups interested in evaluating their data models and extraction systems. The data set prepared for this study could be made available to groups demonstrating such interest.
SDMs should be regarded as key components of any standardized medical language.
The benefits of a comprehensive standardized medical language include the development of open health information systems, the integration of multiple sources of medical data, the dissemination of medical knowledge, among many others. Recognizing these benefits, medical informatics researchers have been developing prototypes of standardized languages. The existence of an objective and widely accepted methodology for evaluating SDMs becomes mandatory to assess the quality of the current prototypes. The present study does not establish a standard methodology for evaluating SDMs, but it hopefully represents an initial step toward one.
