Formatively measured constructs have been increasingly used in information systems research. With few exceptions, however, extant studies have been relying on the partial least squares (PLS) approach to specify and estimate structural models involving constructs measured with formative indicators. This paper highlights the benefits of employing covariance structure analysis (CSA) when investigating such models and illustrates its application with the LISREL program. The aim is to provide practicing IS researchers with an understanding of key issues and potential problems associated with formatively measured constructs within a covariance-based modeling framework and encourage them to consider using CSA in their future research endeavors.
Introduction 1
In recent years, there has been increased interest in and applications of formative measurement in areas as diverse as organization research (e.g., Podsakoff et al. 2003) , strategy (Podsakoff et al. 2006) , marketing (e.g., Jarvis et al. 2003) , quality of life research (e.g., Fayers and Hand 2002) , and information systems (e.g., Petter et al. 2007 ). With specific reference to IS research, most studies incorporating formatively measured constructs have been employing the partial least squares (PLS) approach (Wold 1966) for model specification and estimation purposes (e.g., Au et al. 2008; Hsieh et al. 2008; Marakas et al. 2007; Pavlou and Gefen 2005; Yi and Davis 2003) . While the PLS approach has several features that make it attractive to practicing researchers, 2 it also has some limitations which are all too easily overlooked but which are particularly important when formative measures are included in structural models. Moreover, some IS researchers may have the erroneous impression that only PLS can handle formative indicators; such misperceptions are quite widespread in other fields (e.g., see Alpert et al. 2001; Dellande et al. 2004) .
Against this background, the purpose of the present paper is to offer some practical guidelines for specifying, estimating, and evaluating formative measurement models using covariance structure analysis (CSA) and associated software 1 Detmar Straub was the accepting senior editor for this paper. Thomas Stafford served as the associate editor.
The appendices for this paper are located in the "Online Supplements" section of the MIS Quarterly's website (http://www.misq.org). 2 These include, among others, the ability to handle small sample sizes, lack of distributional assumptions, absence of identification problems, and the availability of user-friendly software such as SmartPLS and PLSGraph (Bliemel et al. 2005; Chin 1998; Fornell and Cha 1994; Temme and Kreis 2005). (LISREL). 3 The starting point is that a decision has already been made by the researcher that a formative specification is indeed appropriate in light of the conceptual definition of the focal construct 4 and the concern is with how to incorporate the formatively measured construct within a covariance-based structural equation model (CBSEM) . A corollary of this is that the researcher does not subscribe to the view that "formative measurement is not an equally attractive alternative [to reflective measurement]" (Howell et al. 2007, p. 216 ; see also Bagozzi 2007; Edwards 2010; Hardin et al. 2008; Wilcox et al. 2008 ) but, instead, believes that "uncritical application of a reflective model to oversimplify the measurement of constructs risks reducing the rigor of business theory and its relevance for managerial decision making" (Coltman et al. 2008 (Coltman et al. , p. 1261 ; see also Bollen 2007; Marakas et al. 2008) . In this context, although it is true that dealing with formative indicators is (considerably!) more complicated than coping with their reflective counterparts within a CBSEM framework, this does not automatically make them any less relevant or useful.
In the section that follows, different measurement specifications that have been designated as "formative" in the literature are distinguished. Next, the benefits of using CSA over PLS for estimation and testing purposes are highlighted. Issues unique to the specification of formative indicators-comprehensiveness, multicollinearity, proportionality constraintsare then considered, as are identification and contextspecificity issues. This is followed by the specification and estimation of a multiple indicators-multiple causes (MIMIC) model to illustrate scaling and model evaluation issues. A series of full structural models is presented next, incorporating a formatively measured construct that is linked to other (reflectively measured) constructs by means of direct and indirect relationships. These models are used to illustrate additional identification issues and address questions relating to the assessment of model fit and the testing of specific research hypotheses. The paper is concluded with some general suggestions on the use of CSA and PLS for measure development purposes.
Formative Measurement Specifications
There seems to be broad consensus in the literature that constructs themselves are not inherently formative or reflective (see, for example, Baxter 2009; Howell et al. 2007; Wilcox et al. 2008) . Even when the term formative (reflective) constructs is used (see Petter et al. 2007; Podsakoff et al. 2003) , it is only intended as a shorthand description actually referring to constructs-once-measured. Thus the formative versus reflective distinction relates to the "auxiliary theory" (Bagozzi 1982; Blalock 1968 Blalock , 1969 Costner 1971) chosen by the researcher, that is, the way in which the latent variable representing the construct of interest is linked to its indicators (Edwards and Bagozzi 2000) .
The choice of measurement perspective should be based on a clear conceptual definition of the focal construct (Barki 2008; MacKenzie 2003) . Thus a construct measured with reflective indicators is not necessarily the same construct when measured with formative indicators, even if the construct name/ label stays the same (Diamantopoulos 2010) . Taking "intoxication" as an example, this construct could be measured reflectively by measuring the symptoms of feeling drunk; alternatively, it could be measured formatively by examining a person's intake of different alcoholic drinks and/or other substances. While both approaches may be viewed as measuring the same construct (intoxication), the fact is that the first set of indicators captures "self-perceived intoxication," whereas the second set of indicators measures "actual (objective) intoxication." These are really two different constructs even if, at first glance, they might be perceived as being the same. 5 Bearing the above in mind and following Bollen and Lennox (1991) , the most general form of a formative measurement model can be represented by the following equation:
where η is the latent variable representing the focal construct, γ i (i = 1, 2, …, n) is a parameter capturing the impact of indicator x i on η, and ζ is a disturbance term capturing all remaining causes on η not represented by the indicatorsFi (Diamantopoulos 2006) . It is assumed that E(ζ) = 0 and that COV(x i , ζ) = 0. Figure 1 shows a graphical representation of this measurement model for n = 4; the φ s capture the covariances among the xs.
Figure 1. Formative Measurement Model with Four Indicators
The latent variable η described by equation (1) and shown in Figure 1 is not simply a deterministic function of the observed indicators x 1 -x n , that is, η is "more that just a shorthand way of referring to an empirical combination of measures" (MacKenzie et al. 2005, p. 712) . Specifically, η can be designated as a composite latent variable (Jarvis et al. 2003) that exists independently of its indicators; in this context, "this property of independent existence for the latent variable is represented by the presence of an error variance ζ 1 , which implies that while the xs have causal effects on η 1 , they do not completely determine it" (Grace and Bollen 2008, p. 194). 6 If one were to eliminate the error term from equation (1), then η would be completely determined by its indicators and would have no meaning beyond them (Bagozzi 1982; Bagozzi and Fornell 1982). 7 In this case, η becomes a composite variable (McDonald 1996) , whereby "composites are…considered endogenous (η) variables but they are endogenous variables whose realizations (estimates) are completely determined by the variables that influence them" (Grace and Bollen 2008, p. 201) ; its formal specification is shown in equation (2) below:
The measurement model in equation (2) is consistent with principal components analysis (Bagozzi and Fornell 1982) 8 and, more importantly, describes the specification used by PLS when modeling Mode B (i.e., formative) outer model relationships.
Both equation (1) and equation assume (2) that the γs are unknown parameters subject to estimation and the same applies to ψ = VAR(ζ) in equation (1). However, discussions of formative measures in the literature sometimes also refer to what Grace and Bollen (2008, p. 195 ) denote as fixed-weight composites whereby "the loadings from causes are specified a priori to have particular values by way of definition." In this case, the composite variable "is defined as a linear sum of a set of measurements" (Bagozzi 1994, p. 322, emphasis added) as shown in equation (3). 6 The formative model in equation (1) is, on its own, statistically underidentified (Bollen and Lennox 1991) . Identification is a key problem associated with the empirical estimation of formative models. Identification issues will be discussed later in this paper in the context of estimation of several illustrative models. 7 Elimination of the error term may be theoretically appropriate under somealbeit rare-circumstances (see Diamantopoulos 2006) . 8 Note, that the xs must be correlated if a single principal component is to account for them; however, correlation among the xs (either positive or negative) is not a formal requirement of formative measurement (see Bollen 1984) .
where w i (i = 1, 2, … n) is an ex ante (i.e., predefined) weight assigned to indicator x i .
This specification underlies Rossiter's (2002) so-called formed attribute scale whereby the xs are "the defining items for the attribute….When the conceptual definition calls for it, the components…should be weighted before computing the index score….Components in formed measures…should not be empirically weighted" (Rossiter 2002, pp. 315, 325) . 9 It is important to note that equation (3) is simply a mathematical identity and not a testable measurement model with unknown parameters. Put differently it is not possible to empirically refute the specification in equation (3), which makes its status as an auxiliary theory (Edwards and Bagozzi 2000) questionable (see also . In this context, "measurement models, just as structural models, involve hypotheses for testing (Hayduk 1996) and there is no guarantee that such testing will produce either a good fit or correct parameters….Following estimation, the results may still reveal an ill-fitting model" (Diamantopoulos 2010, p. 2) .
Given that the measurement specification in equation (3) does not lend itself to empirical testing, it is not considered any further in this paper. However, this is not to say that it is not useful from a practical perspective. Getting experts to weight the items may, under certain circumstances, be highly appropriate. A good example is the product intelligence construct (see Rijsdijk et al. 2007 ) which consists of six facets (autonomy, ability to learn, reactivity, ability to cooperate, humanlike interaction, and personality), the relative importance of which was established by asking experts to rate them; the average importance ratings were subsequently used to weight the facets when building the overall product intelligence measure.
PLS, CSA, and Formative Measurement
It was previously noted that the specification used by PLS when modeling formatively measured constructs is that described by equation (2). Thus in PLS the focal construct represented by η is assumed to be fully determined by the indicators (Cenfetelli and Bassellier 2009; Götz and Liehr-Gobbers 2004; Herrmann et al. 2006) ; in other words, the variance of the disturbance term is assumed to be zero (i.e., ψ = 0, where ψ = VAR(ζ)). This assumption makes the overall assessment of the formative measurement model somewhat problematic as it is not possible to evaluate how well the xs function as a group in explaining η; however, the unexplained variance in η can be informative because "as the amount of variance of the residual increases, the meaning of the construct becomes progressively ambiguous….Certainly the meaning of a construct is elusive when most of its variance is attributable to unknown factors" (Williams et al. 2003, p. 908) . A related point is that an error-free specification of a formative measurement model is not easy to defend because "in practice, it can be very difficult to be certain that all possible causes on the latent variable are accounted for by the indicators" (Diamantopoulos 2006, p. 12) .
Unlike PLS, which, as noted above, is restricted to estimating formative measurement models without error terms, CSA enables the estimation of models incorporating error (see equation (1) earlier). This is a major advantage of CSA over PLS since, by applying CSA, one can empirically compare the model specifications in equations (1) and (2) in terms of fit and see the effects of including versus excluding the error term on parameter estimates. Practically, this would be done by estimating a model, where the variance of the error term would be set to zero (i.e., ψ = 0) and comparing its fit with the less-constrained model in which ψ would be freely estimated; a chi-square difference (Δχ 2 ) test would then be applied to evaluate whether the difference in fit is significant or not. 10
Another important benefit of using CSA is the ability to assess the overall fit of (alternative) model structures and thus evaluate the degree to which a particular model specification is indeed consistent with the data. In contrast, "PLS's lack of a global optimization function and consequently measures of global goodness of model fit definitely limits the use of PLS for theory testing" (Henseler et al. 2009, p. 297) . However, testing one's auxiliary theory is often an important research objective in its own right (e.g., when a new measure of a construct is developed) and CSA is particularly appropriate in this respect.
Third, and related to the previous point, CSA software such as LISREL offer a number of diagnostics (e.g., modification indices and expected parameter changes), which can be 9 The assignment of weights is typically done through expert judgement (see Rossiter 2002) . Note that if w i = 1 (for all i), then η becomes a simple sum of xs. However, irrespective of the weighting schema applied, "a linear composite (i.e., a weighted or unweighted sum) is not the same as a latent variable" (Diamantopoulos 2005, p. 6) because it "has less than perfect correlation with the latent variable" (Bollen and Lennox 1991) . For an indepth analysis of the link between linear composites and formatively (as well as reflectively) measured latent variables, see Bollen and Lennox (1991) . 10 The application of such tests will be illustrated later in this paper.
helpful for model respecification purposes. For example, "it could be that one or more of the causal (formative) indicators have direct effects on an outcome beyond that mediated through η 1 , or it could be that the hypothesized η 1 is inconsistent with the data such as there is no common latent variable that mediates the effects of the causal (formative) indicators" (Bollen 2007, p. 222) . Under such circumstances, it is important to detect the misspecification and reformulate the measurement model accordingly. Unfortunately, with PLS, the researcher does not obtain any information regarding misspecification and its possible causes (Temme 2006) ; indeed, it is (implicitly) assumed that the model has been specified correctly in the first place (which may or may not be the case). 11
Needless to say, the above discussion should not in any way be interpreted as a "show of strength" of CSA over PLS. CSA and PLS are distinct modeling methodologies, each having certain strengths/advantages and weaknesses/disadvantages, which have been well documented in the literature (Albers and Hildebrandt 2006; Dijkstra 1983; Fornell and Bookstein 1982; Gefen et al. 2000; Herrmann et al. 2006; Reinartz et al. 2009; Schloderer and Balderjahn 2006) . The intention here is not to discourage IS researchers from using PLS but simply to entice them to also try CSA, particularly when they are interested in modeling formatively measured constructs. It is in this spirit that the aforementioned benefits of CSA over PLS are highlighted.
Specification of Formative Indicators
There is consensus in the literature that breadth of coverage is extremely important when specifying formative indicators in order to ensure that the domain of content of the focal construct is adequately captured (Diamantopoulos and Winklhofer 2001; Fassott and Eggert 2005; Jarvis et al. 2003; Krafft et al. 2005) . Indeed, according to Bollen and Lennox (1991, p. 308) , "with causal indicators we need a census of indicators, not a sample. That is, all indicators that form η 1 should be included." 12 While this drive for comprehensiveness is primarily motivated by content validity considerations, 13 there is another, often overlooked, reason why specifying a comprehensive set of indicators is important. Referring to Figure 1 , assume that, for some reason, the researcher fails to include, say, indicator x 4 in the model. This will have two effects. First, the error variance (ψ) will increase, as the influence of the excluded indicator will now become part of the disturbance term ζ. Second, assuming that x 4 is correlated with x 1 -x 3 (i.e., φ j4 … 0, for j = 1, 2, 3), the parameter estimates of the other indicators (i.e., γ 1 , γ 2 , γ 3 ) will be biased. 14 This is because the assumption of independence between the xs and ζ (i.e., that COV(x i , ζ) = 0, for all i) will be violated. While the extent of bias will depend on the magnitude of the intercorrelations between the included and excluded indicators, "there is a very real danger of model misspecification at the indicator specification stage if the omitted indicators are, in fact, correlated with those included in the formative measure" (Diamantopoulos 2006, p. 12) . In short, errors of omission can have potentially serious consequences and, therefore, researchers should explicitly think about their possible occurrence at the indicator specification stage.
Unfortunately, efforts to minimize errors of omission may sometimes lead to a different problem, namely that of multicollinearity. Referring again to Figure 1 , let us assume that the researcher has included x 4 along with x 1 -x 3 in the formative model specification. Suppose, however, that x 4 is strongly linearly related to the other indicators, such that most of its variance is explained by x 1 -x 3 . 15 In this case, it may be "difficult to separate the influence of the individual xs on the latent variable η" (Diamantopoulos and Winklhofer 2001, p. 272) . Given that the formative measurement model is formally described by what is essentially a multiple regression equation (see equation (1)), multicollinearity might well turn out to be a problem (e.g., see Diamantopoulos and Siguaw 11 With PLS, "it is not a question whether a model is correct or incorrect but only whether a model is more or less predictive" (Lohmöller 1992, p. 355) . 12 A lone dissenting voice is that of Rossiter (2002, p. 314) , who argues that "the formed attribute need only include its main components [rather] than every possible component." 13 As Petter et al. (2007, p. 636) state, "it is absolutely imperative to establish content validity. Without a full and complete definition of a formative construct, important aspects can be left out, and this will result in a misspecification of the construct." Procedures such as Q-sorting (Boudreau et al. 2001) or the calculation of different inter-rater "agreement indices" (Anderson and Gerbing 1991) can be employed to enhance content validity.
14 While the formative measurement model does not formally impose any pattern of correlations among the indicators (see Bollen 1984) , in practice, the latter can and do covary-sometimes substantially-with one another (Cenfetelli and Bassellier 2009; Fassott 2006) . 15 Note, in this context, that "it is possible...to find no large bivariate correlations, although one of the independent variables is a nearly perfect linear combination of the remaining independent variables" (Lewis-Beck 1980, p. 60).
2006
). Its presence can be detected with the usual diagnostics applied in regression analysis such as variance inflation factors, tolerance values, or condition indices (Kleinbaum et al. 1998) . Evidence of substantial multicollinearity may indicate that "multiple indicators are tapping into the same aspect of the construct" (Petter et al. 2007, p. 641) . While several suggestions have been made on how to deal with multicollinearity in the context of formative measurement models (e.g., see Albers and Hildebrandt 2006; Cenfetelli and Bassellier 2009; Diamantopoulos and Siguaw 2006) , it goes without saying that prevention is the best cure.
A final important issue associated with indicator specification is that the formative measurement model "assumes that the indicators…have a common consequence-that is they all affect the latent variable….Typically, this latent variable…is hypothesized to affect other variables, and it mediates the effect of the causal (formative) indicators on these other variables" (Bollen 2007, p. 222) . Although this may initially sound like stating the obvious, discussions of formative measures in the literature have often failed to grasp its full significance and have attributed-albeit inadvertentlymisleading properties to formative indicators. For example, in their widely cited article, Jarvis et al. (2003, p. 203 , emphasis added) state that "the indicators are not expected to have the same antecedents and consequences," a view that has been often been repeated since (see Fassott 2006; MacKenzie et al. 2005) . However, as can be clearly seen from Figure 1 , the formative indicators x 1 -x 4 must share the latent variable η as a common consequence and, moreover, η must fully mediate the effects of x 1 -x 4 on other observed or latent variables that are modeled as outcomes of η; as Franke et al. 2008 Franke et al. (pp. 1230 Franke et al. , 1235 ) point out, "formative constructs mediate the effects of their indicators on other variables, constraining their indicators to have the same proportional influence on the outcome variables….If the formative indicators could have direct as well as mediated effects on the outcome variables, then the proportionality constraint would not necessarily hold." 16 Thus even if a good fit is obtained for a model incorporating a formatively measured construct and even if all formative indicators display significant γcoefficients, it is important to still check that there are no direct effects between the indicators and the outcome variables in the model. Within a CSA framework, the presence of such (unwanted) direct effects can be revealed by inspecting the relevant modification indices (for an example, see Franke et al. 2008 ); 17 as already noted, no such diagnostics are provided by PLS thus making the evaluation of proportionality constraints problematic in practice.
In summary, when specifying formative indicators, attention must be paid to (1) potential errors of omission, (2) presence of (substantial) multicollinearity, and (3) implied proportionality constraints. This is quite a tall order and, therefore, it is perhaps not surprising that "there is…the perception that formative constructs are needlessly complicated and offer little value to a theoretical model over reflective constructs" (Petter et al. 2007, p. 628 ).
Formative Model Identification and Context-Specificity
While model identification is practically a non-issue with PLS (see Chin and Newsted 1999) , it is very much an issue in CSA and particularly so when constructs with formative indicators are involved. The formative measurement model described in equation (1) and shown in Figure 1 is statistically underidentified and "the model can be estimated only if it is placed within a larger model that incorporates consequences (i.e., effects) of the latent variable in question" (Diamantopoulos and Winklhofer 2001, p. 271) . Specifically, at least two reflective items or two (unrelated) constructs measured with reflective indicators need to be specified as outcomes of the formatively measured construct 18 to enable the estimation of the paths linking the formative indicators to the construct and the variance of the error term (for detailed treatments of the identification of formative models, see Bollen and Davis 2009; Temme 2006) .
A direct-and unavoidable-implication of having to introduce additional information to attain identification is that the parameter estimates (i.e., the γs and ψ = VAR(ζ)) will depend on the specific outcome variables included in the (expanded) model. Thus formatively measured constructs, when empirically realized, are necessarily characterized by a certain context-specificity. The latter is often seen as a major weakness of formative measurement because "the empirical meaning of a formatively measured construct depends on the 16 If the proportionality constraints do not hold, then the indicators "do not meet the definition of causal (formative) indicators, and treating them as such would lead to a structurally misspecified model" (Bollen 2007, p. 222) . 17 A modification index shows the expected improvement in model fit if a previously fixed or constrained parameter is set free and the model reestimated; its value shows the minimum reduction in the model's χ 2 with a loss of 1 degree of freedom. 18 The use of one reflectively measured construct plus one reflective indicator is also an option (see Jarvis et al. 2003) .
outcome variables in the model, such that while the name of a formatively measured construct may remain the same, the construct's empirical realization will vary from model to model and study to study" (Wilcox et al. Breivik 2008 , p. 1227 ; see also Hardin et al. 2008; Howell et al. 2007 ).
Indeed, very recent work by Kim et al. (2010) has revealed that formative measures are particularly prone to interpretational confounding (Burt 1976 ) even when there is no model misspecification. Interpretational confounding "represents the situation in which the empirically observed meaning between a latent variable and its measures differs from the nominal meaning expected under the original specification" (Kim et al. 2010, p. 347 ) and is characterized by major changes in the coefficients linking the indicators to the latent variable when different outcome variables are used in the overall model.
It is perhaps a bit too early to judge the extent to which context-specificity and the associated potential for interpretational confounding constitute a "fatal flaw" of formative measurement. Nevertheless, when forming such judgements, it is worth bearing in mind another view on the issue, according to which, in empirical efforts, "constructs are granted meaning both through their links to the indicators and by their links to other constructs" (Hayduk 1996, p. 71, emphasis added) . Scholars subscribing to this latter view would argue that any measure (whether formative or reflective) is necessarily context-specific and, therefore, should not be considered in isolation of the context (i.e., nomological network) in which it is expected to be used. In fact, it is recommended that "although measurement and structure can be evaluated independently of each other, in general, they should not be" (Kumar and Dillon 1987, p. 98) . While it is clearly beyond the scope of the present paper to review this debate, suffice it to say that context-specificity, interpretational confounding, and, more generally, the interplay between measurement and structure are currently "hot" issues in the formative measurement literature (see Edwards 2010; Kim et al. 2010 ).
MIMIC Models: Specification and Estimation
Having provided a broad background on key conceptual and statistical issues surrounding formative measurement, the focus is now shifted to specifying and estimating several illustrative formative models within a CBSEM framework.
The simplest model can be specified by adding two reflective items to the model earlier shown in Figure 1 , thus effectively creating a MIMIC model structure (Jöreskog and Goldberger 1975) ; this is shown in Figure 2 . The two reflective items, y 1 and y 2 , could either be content-valid measures of η making the latter "a single latent construct with a mixture of formative and reflective indicators" (MacKenzie et al. 2005, p. 727) or, alternatively, they could be observed outcomes (consequences) of η (for an example, see Diamantopoulos and Siguaw 2006) .
Irrespective of the exact nature of y 1 and y 2 , the formal specification of the MIMIC model is based on equation (1) plus the following two equations:
and
where λ 1 and λ 2 are the respective loadings of y 1 and y 2 on η, and g 1 and g 2 are measurement errors. It is assumed that E(g 1 ) = E(g 2 ) = 0 and that COV(η, g 1 ) = COV (η, g 2 ) = 0.
The above three-equation model "forms a baseline model for the causal (formative) indicators" (Bollen 2007, p. 223 ) and can be readily estimated with CSA software. For illustration purposes, LISREL 8.80 is used to estimate the model shown in Figure 2 , using data from a survey of 261 respondents.
Since LISREL uses the covariance matrix of the observed variables (i.e., the indicators) as input 19 and since "latent variables are unobservable and have no definite scales (Jöreskog and Sörbom 1993, p. 73) , the latent variable η must be scaled, that is, assigned units of measurement. The most common way of doing this is to fix the coefficient linking η to one of the reflective items to 1 (i.e., set either λ 1 or λ 2 to 1). This defines the unit of measurement of η in relation to the reflective item, which then becomes a so-called "reference" (or "marker") variable. In the illustrative example, y 1 was chosen as the reference variable for scaling η and, therefore, its loading was fixed to unity (i.e., λ 1 = 1). 20 The results of estimating the model are shown in Table 1 , while the relevant SIMPLIS input file is reproduced in Appendix A. 21 19 One can either supply the covariance matrix or the correlation matrix plus the standard deviations of the observed variables as input. In the latter case, the program will compute the covariance matrix automatically. 20 Alternative scaling methods will be discussed subsequently in this section. 21 LISREL models can be specified either using the matrix-based LISREL language (Jöreskog and Sörbom 1996) or the SIMPLIS command language (Jöreskog and Sörbom 1993) which is much more user-friendly. A painless introduction to LISREL for newcomers (using SIMPLIS) can be found in Diamantopoulos and Siguaw (2000) . As the fit statistics in Table 1 show, the overall fit of the model is very satisfactory; moreover, 45.7 percent in the variance of η is explained by x 1 -x 4 . 22 However, it can be seen that only two indicators (namely x 1 and x 4 ) have significant γ-coefficients (as indicated by t-values > 1.96), which raises questions about the validity of x 2 and x 3 as measures of η. In this context, "the unstandardized and standardized validity coefficients show the direct effect of x i on the latent variable(s) it influences" (Bollen 1989, p. 222) . Clearly, if these effects are not significant, then the affected items are not directly related to the latent variable they are supposed to measure and therefore, their status as formative indicators is questionable. 23
Figure 2. Baseline MIMIC Model
However, before concluding that x 2 and x 3 are not valid measures of η, it is prudent to check that the non-significance of γ 2 and γ 3 is not due to multicollinearity problems (Cenfetelli and Bassellier 2009 ). In this particular example, multicollinearity does not pose a problem; the highest variance inflation factor (VIF) is 2.634 (for x 2 ) which is well below the commonly used threshold of 10 (e.g., see Kleinbaum et al. 1998 ) and the more stringent threshold of 3.0 (Petter et al. 2007 ).
In light of the nonsignificant effects of x 2 and x 3 on η, what would happen to the model fit if γ 2 and γ 3 in Figure 2 were constrained to zero? 24 The revised model with only x 1 and x 4 impacting η accounts for 45.5 percent of the variance in the latter and also shows good fit (χ 2 = 0.991, df = 5, p = 0.963; RMSEA = 0.0; CFI = 1.000; SRMR = 0.010). Moreover, a comparison of the original four-indicator model with the twoindicator model shows no significant deterioration in fit (Δχ 2 = 0.587, df = 2, p > 0.10) Such a direct comparison is possible because the two models are nested and can therefore be compared by means of chi-square difference model (Δχ 2 ) tests. 25 On the basis of these results, one may consider eliminating x 2 and x 3 given the specific outcome variables included in the model. The latter point is extremely important because of the context-specificity of formative measurement noted earlier, whereby "adding or omitting indicators or outcomes may change the other indicators' effects on the outcomes, making an acceptable indicator become unacceptable or viceversa" (Franke et al. 2008 (Franke et al. , p. 1234 .
To further illustrate the context-specificity issue, assume that the researcher adds two more reflective items y 3 and y 4 to the baseline model in Figure 2 . 26 The relevant parameter estimates and associated fit statistics are shown in Table 2 .
The expanded MIMIC model also has a reasonably good overall fit, explaining 45.3 percent of the variance in η. As was the case with the baseline model (see Table 1 ), x 1 and x 4 return significant coefficients while x 2 does not significantly impact η. Unlike in the baseline model, however, the influence of x 3 on η is also significant; this is a direct consequence of adding y 3 and y 4 as outcome variables. Thus while x 2 would not be considered an acceptable formative indicator in a model where only y 1 and y 2 were used as outcome variables, the same item functions acceptably when additional outcome variables (here y 3 and y 4 ) are introduced in the model. These results clearly highlight the contextspecificity of formative measurement and serve to emphasize that "careful thought should be given at the outset (i.e., at the construct definition and indicator specification stage) to the choice of external variables" (Diamantopoulos 2006, p. 15 ).
Three further issues deserve attention at this stage. First, inspection of the modification indices both for the baseline model in Table 1 and the expanded model in Table 2 gave no indication that proportionality constraints may not hold, that is, that η "fails to function as a point variable" (Howell et al. 2007, p. 209) . This, however, is clearly specific to the particular illustrative example at hand and does not mean that proportionality constraints will necessarily hold in other empirical applications (for a violation of proportionality constraints, see Franke et al. 2008) . It is, therefore, important to check the relevant modification indices whenever a forma-22 Note that the ψ value in the standardized solution (0.543) is equal to 1 -R 2 .
Note also that θ 1 = VAR (g 1 ) and θ 2 = VAR (g 2 ).
23 As Diamantopoulos and Winklhofer (2001, p. 273) to be fixed or equal to other parameters" (Long 1983, p. 65) . 26 In the SIMPLIS input file in Appendix A, one would simply add the lines y 3 = ETA and y 4 = ETA under "Relationships" to specify this expanded MIMIC model. Note that y 3 and y 4 had already been included in the list of "Observed Variables" but not referenced under "Relationships" when the baseline model was specified. tive specification is involved because "significant t-values and acceptable model fit can give a misleading picture of whether individual variables function as effective formative indicators" (Franke et al. 2008 (Franke et al. , p. 1232 ).
Second, it should be appreciated that the explained variance in the latent variable, η, is just as much a function of the specific outcome variables included in the MIMIC model as it is of the formative indicators (Diamantopoulos 2006) ; indeed, "formative indicators may tend to explain less variance as the correlations between outcome variables increase" (Franke et al. 2008 (Franke et al. , p. 1233 . To illustrate the latter point, assume that the correlation between y 1 and y 2 is 0.881 instead of 0.681 (see correlation matrix in the SIMPLIS input file in Appendix A). Reestimating the baseline MIMIC model in Figure 2 with this new correlation value and leaving all other correlations unchanged results in an R 2 -value for η of 0.353 (as opposed to R 2 = 0.457 in the original model). Again the root cause of this problem is that the formatively measured construct cannot be estimated without the incorporation of reflective dependent variables; the resulting context specificity may affect not only the coefficients of the formative indicators but the explained variance as well.
Finally, all analysis undertaken so far has been based on a particular scaling of the latent variable obtained by fixing one of the paths to a reflective item (i.e., a loading) to unity; specifically, η has been scaled by setting λ 1 = 1 (see Appendix A). Recent results by Franke et al. (2008) , however, have shown that parameter estimates of formative measurement models may be sensitive to the choice of scaling. This is clearly an important issue not least because there is no clear consensus in the literature as to the most appropriate scaling for formative indicators. For example, Bollen and Davis (2009) opt for the scaling approach just mentioned (i.e., setting a path from the latent variable to an outcome equal to 1), MacCallum and Browne (1993) fix the path from a formative indicator to the latent variable to 1, and Franke et al. (2008) recommend constraining the variable's variance to unity (thereby standardizing the latent variable). In their seminal paper, Bollen and Davis (2009) summarize the available scaling options as follows:
one of the most common ways of assigning a scale is to set the factor loading for one of a latent variable's effect indicators to one. In models with causal indicators there might not be an effect indi-cator for the latent variable. So a researcher may scale the latent variable by setting the latent variable's path to another latent variable to one...The researcher could restrict the path from a causal indicator to the latent variable to one. An alternative is to constrain the variance of the latent variable to one. Another less frequent option is to set the variance of the disturbance to one for an endogenous latent variable. Regardless of the choice, the latent variable must be given a metric for the model to be identified (p. 502, emphasis added).
To explore the scaling issue in more detail, the expanded MIMIC model with four formative indicators and four reflective items was reestimated by, first, fixing the path from η to y 2 to unity (i.e., setting λ 2 = 1); then by consecutively fixing one path from each formative indicator to η to unity (i.e., setting γ i = 1, i = 1, 2, 3, 4), thus resulting in four different sets of estimates; 27 and, finally, by fixing the variance of η to unity both by constraining the residual variance ψ 28 and by letting LISREL standardize η via its default scaling option (see Jöreskog and Sörbom 1993, p. 173) . Thus a total of seven different sets of parameter estimates were generated which are summarized in Table 3 . 29 The results in Table 3 fully support Franke et al.'s (2008 Franke et al.'s ( , p. 1231 ) recent warning that "the specification of the formative construct's unit of measurement can influence substantive conclusions." With the exception of the error variances for the y-variables (i.e. the θs in Table 3 ), all other parameters are affected-to varying degrees-by the choice of scaling method (although the overall fit of the model stays the same). Of particular concern is the variability of the estimates for the coefficients of the formative indicators (i.e., the γ s ). These are very unstable across different scalings, sometimes returning significant t-values and sometimes not. For example, γ 3 is clearly significant (at p < 0.05 or better) in three instances, marginally significant (p < 0.10) in one case, and nonsignificant in two instances. This clearly makes it difficult to decide whether x 3 is an appropriate formative indicator of η or not.
The picture painted by Table 3 is particularly worrying given the fact that researchers typically employ only one scaling method when estimating formative models in practical applications. Thus, using exactly the same theoretical model specification and an identical data set, two researchers could come to dramatically different conclusions merely because of their choice of scaling method. For example, using a standardization option, researcher A would conclude that x 1 , x 3 , and x 4 are sound formative indicators, whereas researcher B would dismiss all four indicators as a result of scaling η by setting γ 2 = 1. This is a most unsatisfactory situation, which shows that "different substantive inferences may depend on how the researcher sets the scale of a formative construct" (Franke et al. 2008 (Franke et al. , p. 1236 .
Careful inspection of the patterns of the parameter estimates (and associated t-values) in Table 3 reveals that setting the path from a formative indicator to the latent variable to unity is a scaling option that leads to particularly unstable results. Indeed, this scaling option may generate questionable parameter estimates and/or standard errors throughout the model. This is clearly illustrated in Table 3 by the scaling option γ 2 = 1, which results in nonsignificant estimates for practically all model parameters, including the links from the latent variable to the outcome variables (i.e., the ys). In contrast, the pattern of estimates derived from fixing an λ equal to 1 (see Table 2 and first row of Table 3 ) and those based on standardization are much more consistent with one another. Thus, until simulation studies have been conducted to formally compare different scaling options under different conditions, researchers should refrain from scaling formatively measured constructs by using formative indicators as reference (marker) variables. Instead, they should either fix the path from the latent variable to an outcome variable to unity (as recommended by Bollen and Davis) or opt for standardization of the latent variable (Franke et al. 2008 ). 30 27 When choosing this scaling method it is essential to add the SO option in the "Options" line of the input file; this tells the LISREL program "not to check that scales have been defined in the usual way" (Jöreskog and Sörbom 1996, p. 204) . Note that this option is not even mentioned in the SIMPLIS manual (Jöreskog and Sörbom 1993)! 28 To constrain the residual variance ψ = VAR(ζ) one has to use LISREL rather than SIMPLIS command language to specify the model (sorry, folks!) and introduce the following constraint with the CO command (for details, see Jöreskog and Sörbom 1996, pp. 345-347) :
co ps 1 1 = 1 -ga 1**2*ph(1 , 1) -ga 2 **2*ph(2 , 2) -ga3 **2*ph(3 , 3)ga 4 **2*ph(4 , 4) -2*ga 1*ga 2*ph(2 , 1) -2*ga 1*ga 3*ph(3 , 1) -2*ga 1*ga 4*ph(4 , 1) -2*ga 2*ga3*ph(3 , 2) -2*ga2*ga4*ph(4 , 2) -2*ga3*ga4*ph(4 , 3) 29 Two further possibilities for scaling η would be to set λ 3 or λ 4 to unity. As the results from applying these scaling options do not materially differ from those obtained by setting λ 1 = 1 (see Table 2 ) or λ 2 = 1 (see first row in Table  3 ), they are not reported in Table 3 . Interested readers can easily modify the SIMPLIS input file in Appendix A to generate the relevant parameter estimates under these additional scalings if they so wish. 30 Researchers can also use a series of likelihood ratio tests rather than rely on t-values to evaluate the significance of individual model parameters. Such tests are not affected by the choice of scaling method (for details, see Gonzalez and Griffin 2001) . Overall fit statistics: χ 2 = 39.594, df = 14, p = 0.00; RMSEA = 0.084; CFI = 0.985; SRMR = 0.029 a The standardized estimates are identical to those in Table 2 for all scaling methods; hence they are not reported here. Before leaving MIMIC models, it is important to highlight that their structure is not unambiguous and depends on the conceptual interpretation attached to the relationships between η, the xs and the ys (Jarvis et al. 2003) . To illustrate this point, assume that one is confronted with the model in Figure 2 but is not given any additional information. Under such a scenario, at least three different substantive interpretations could be offered. First, the model could be interpreted as comprising a composite latent variable η, with four formative indicators x 1 -x 4 and impacting two directly observable variables y 1 and y 2 . Second, the model could be interpreted as depicting a single latent variable η measured by a total of six indicators, some formative (x 1 -x 4 ) and some reflective (y 1 and y 2 ). Third, the model could be interpreted as depicting a latent variable η measured by two reflective indicators (y 1 and y 2 ) and influenced by four distinct and directly observed antecedents (x 1 -x 4 ). Needless to say that these interpretations are empirically indistinguishable since they will all produce identical estimates (see Table 1 ). Thus the interpretation of Figure 2 as a baseline model for formative indicators (Bollen 2007 ) is based purely on conceptual reasoning in that one has started with an auxiliary theory conceptualizing η as a composite latent variable and subsequently developed appropriate formative indicators x 1 -x 4 as mea-sures of η. The introduction of y 1 and y 2 as reflective items then simply serves to solve the identification issue since, as already noted, the formative measurement model (see Figure  1 earlier) is, on its own, not identified (Bollen and Davis 2009 ).
Glossary
In the next section, formative indicators are examined in a full structural equation model (SEM) context incorporating several latent variables; again, the LISREL program is used for model estimation and testing purposes.
Full Structural Models: Specification and Estimation
Consider first the situation where a researcher wants to link a formatively measured construct, η 1 , to a second construct, η 2 , that is measured with reflective indicators. Figure 3 shows such a simple model with η 1 and η 2 each having four indicators.
There are several points to note with respect to the model in Figure 3 . To begin with, it is necessary to scale the latent variables η 1 and η 2 since, as mentioned in the previous section, they do not have a "natural" unit of measurement. Scaling η 2 is straightforward and can readily be accomplished by fixing one of the loadings, say λ 12 , to 1 (thus using y 1 as a reference indicator). However, scaling η 1 is more problematic for two reasons. First, since η 1 does not have any reflective indicators, LISREL will not standardize its variance by default if no other scaling choice is specified by the researcher. Second, given that the substantive interest of the model in Figure 3 is likely to be the relationship between η 1 and η 2 , it makes little sense to scale η 1 by fixing β 21 to unity (as this is the very link one wishes to estimate). This leaves two scaling options, namely standardizing η 1 by programming a constraint on its residual variance ψ 11 = VAR(ζ 1 ) (see footnote 28) or by setting one of the γs to unity. To keep things simple, and consistent with prior applications in the literature (e.g., MacCallum and Browne 1993), let us assume that the latter option is chosen and that x 1 is used as the marker variable to scale η 1 (i.e., γ 11 = 1). 31
Given that both latent variables of interest have now been assigned units of measurement, one might reasonably expect that estimation of the model in Figure 3 can proceed without any problems. Unfortunately, this is not the case because the error variances of η 1 (i.e., ψ 11 ) and η 2 (i.e., ψ 22 ) cannot be separately identified when only a single path emanates from the formatively measured latent variable to an outcome variable (Bollen and Davis 2009; MacCallum and Browne 1993) . A typical solution to this problem is to eliminate the residual term ζ 1 , that is, assume that the formatively measured latent variable is completely determined by its indicators (see equation (2) earlier). With this additional constraint, the model in Figure 2 becomes identified and parameter estimates, standard errors, etc., can be generated by LISREL.
Recall that this constraint is always (implicitly) applied in PLS when modeling formative constructs; thus if a researcher is willing to live with this constraint in a PLS analysis, (s)he should also be able to accept it in a CBSEM analysis (and still get the additional benefits of the latter: fit statistics, modification indices, ability to compare alternative models). 32
Appendix B shows the SIMPLIS input file used to estimate the model in Figure 3 using the same data as for the expanded MIMIC model (see Appendix A) , 33 while Table 4 shows the parameter estimates and associated fit statistics.
The results in Table 4 indicate that there is a significant link between η 1 and η 2 (β 21 = 0.229, p < 0.01), with the former latent variable accounting for 45.3 percent of the variance in the latter. Note that no parameter estimate is given for ψ 11 , which is a direct result of assuming that the formative indicators perfectly account for the variance in η 1 . Note also that the γ-coefficients in Table 4 are identical to those obtained when the expanded MIMIC model was estimated with the scaling option γ 1 = 1 (see second row of Table 3 ), while the λcoefficients are identical to those generated when the expanded MIMIC model was scaled by setting λ 1 = 1 (see Table 2 ). Finally, note that the explained variance in η 2 is the same as the explained variance in η in the expanded MIMIC model (R 2 = 0.453 in both cases) and that the overall fit statistics of the two-construct model are identical to those of the expanded MIMIC model (i.e., the models are equivalent; see . 31 Note, however, that this scaling approach is not without problems (see previous section). It is used here purely for illustration purposes because it can be readily implemented in SIMPLIS. In contrast, programming the standardization constraint requires familiarity with the (more complex) LISREL command language, which most newcomers to CSA and LISREL are unlikely to have. 32 The author would like to thank an anonymous reviewer for drawing the parallel with PLS in this context. 33 In Appendix 2, x 1 -x 4 are designated as formative indicators of η 1 (ETA1)
while y 1 -y 4 are specified as reflective indicators of a separate construct η 2 (ETA2). Note the fixing of the error variance of ETA1 to zero and also the inclusion of the SO option in the "Options" line (the latter option is necessary when using a formative indicator as a marker variable for scaling purposes; see footnote 27). From the above it can be concluded that a two-construct SEM comprised of one formatively measured latent variable 34 that impacts on a single reflectively measured latent variable is directly equivalent to a single-construct model comprising the same set of formative and reflective indicators (i.e., a MIMIC model). Both model specifications will be indistinguishable in terms of fit, although theoretical considerations may favor one specification over the other in different applications.
Figure 3. Two-Construct Model
If the model in Figure 3 is expanded by adding a second reflectively measured construct, η 3 , as an outcome of the formatively-measured construct, η 1 , then the variance of the disturbance term of the latter (i.e., ψ 11 ) can be identified as long as there is neither a structural path linking η 2 and η 3 nor an error covariance linking the disturbance terms of these latent variables (Bollen and Davis 2009; Temme 2006) . Figure 4 shows such an expanded model with η 3 having three indicators while η 1 and η 2 have four indicators each as before.
Estimation of the three-construct model in Figure 4 is straightforward, once scales have been assigned to the latent variables. Appendix C shows two alternative SIMPLIS files for estimating this model, one by using a formative indicator (x 1 ) to scale η 1 (as was done with the two-construct model in Table 4 ) and one by fixing the path from η 1 to η 2 to 1 (thus enabling the coefficients for all formative indicators to be freely estimated). In both instances, the two (reflectively measured) latent variables, η 2 and η 3 , have been conventionally scaled by fixing one of their indicator loadings (λ 12 and λ 53 respectively) to unity. Table 5 shows the combined results.
From Table 5 it can be seen that the choice of scaling only impacts the (unstandardized) γ-, β-, and ψ 11 parameter estimates and associated standard errors; the standardized estimates are not affected. Particularly noteworthy is that the estimate of the error variance of η 1 is not different from zero when x 1 is used as a reference indicator to scale the latter (as indicated by a nonsignificant t-value for ψ 11 of 1.403). This is a rather strange result not least because constraining the error variance of η 1 to zero and reestimating the model results 34 With its error variance constrained to zero. 1.586 0.151 10.506 0.696 Overall Fit statistics: χ 2 = 76.517, df = 36, p = 0.00; RMSEA = 0.066; CFI = 0.982; SRMR = 0.038 a fixed parameter Glossary: γ = coefficients of formative indicators (xs) ψ = construct error variance (variance of ζ) λ = loadings of reflective items (ys) θ = measurement error variances (variances of εs)
in a significant deterioration in fit (Δχ 2 = 39.053, Δdf = 1, p < 0.001). As already noted during the discussion of the expanded MIMIC model (see previous section), it seems that using a formative indicator as a reference variable for scaling purposes can result in questionable estimates and/or standard errors. In the absence of simulation studies suggesting otherwise, the advice given previously not to use this scaling option also applies when a formatively measured construct is embedded within a larger SEM (as in Figure 4) .
A potential limitation of the three-construct model in Figure  4 is that it does not allow for η 2 and η 3 to be interrelated. For example, the researcher may be interested in the indirect effect of η 1 on η 3 as mediated by η 2 . However, adding a path from η 2 to η 3 in Figure 4 results in identification problems. 35 The way to overcome these is to introduce yet another (reflectively measured) construct, η 4 , and now link η 1 directly to η 2 and η 4 while placing η 2 as an intermediate construct between η 1 and η 3 . Doing this preserves the requirement that (at least) two paths have to emanate from the formatively measured latent variable (here, η 1 ) to allow identification of the variance of the error term of the latter (MacCallum and Browne 1993) and also allows for the estimation of the indirect link between η 1 and η 3 . Figure 5 shows such a model, with the new construct, η 4 , being measured with three reflective indicators. 35 The reader can easily verify this by replacing the line ETA3 = ETA1 with the line ETA3 = ETA1 ETA2 in the SIMPLIS input files in Appendix C and trying to reestimate the model.
Figure 5. Four-Construct Model
The SIMPLIS input file for the four-construct model shown in Figure 5 is given in Appendix D. To scale η 1 , the path from η 1 to η 4 has been fixed to unity (i.e., β 41 = 1), the scalings for η 2 and η 3 are the same as before (i.e., λ 12 = 1 and λ 53 = 1 respectively) and η 4 has been scaled by setting λ 84 = 1. Table  6 shows the relevant results.
Focusing initially on the formative indicators, a comparison of Table 5 and Table 6 indicates that the addition of the new outcome variable, η 4 , has not materially changed the influence of the four indicators on η 1 ; as was the case with the three construct model, only x 1 , x 3 , and x 4 return significant γcoefficients, whereas the impact of x 2 is not significant. Inspection of the standardized coefficients in Table 6 also shows that, in relative terms, x 4 has the strongest influence while x 3 has the least influence on η 1 ; this is identical to the corresponding pattern in Table 5 . These results suggest that the formative measurement model associated with η 1 is quite stable and not greatly affected by context-specificity. Needless to say that this applies to only the particular illustrative application and that, in other cases, context-specificity may turn out to be a serious problem (see Kim et al. 2010) .
One attractive feature of CSA in general, and LISREL in particular, is that the researcher can easily test specific hypotheses regarding the role of the various formative indicators. For example, in the context of the model in Figure 5 , one may wish to test the hypothesis that two indicators, say x 1 and x 4 , have the same impact on η 1 . Or one may wish to test the hypothesis that deletion of the (nonsignificant) link between x 2 and η 1 will not adversely affect model fit or the amount of explained variance in η 1 . Testing such hypotheses is straightforward in LISREL because the relevant models are nested and can be compared by means of chi-square difference (Δχ 2 ) tests. To test the former hypothesis, an equality constraint (γ 11 = γ 14 ) would be introduced, instructing LISREL to estimate a single parameter value for γ 11 and γ 14 ; the fit of the resulting model would then be compared to the original model in which separate estimates are generated for γ 11 and γ 14 . 36 To test the latter hypothesis, γ 21 would be constrained to 36 In Appendix D, the following line would be added to the SIMPLIS input file:
Let the path from x1 to ETA1 be equal to the path from x4 to ETA1 The introduction of the equality constraint γ 11 = γ 14 results in a significant deterioration in model fit (Δχ 2 = 5.479, Δdf = 1, p < 0.05) thus offering no support for the hypothesis that x 1 and x 4 have the same amount of influence on η 1 . In contrast, setting γ 21 = 0 does not materially affect model fit (Δχ 2 = 0.024, Δdf = 1, p > 0.10) and the explained variance in η 1 stays the same (R 2 = 0.507). Given that multicollinearity among x 1 -x 4 has already been ruled out (see previous section on MIMIC models), the validity of x 2 as an indicator of η 1 is suspect and its elimination from the list of formative indicators should perhaps be considered. Note, in this context, that were x 2 to be completely removed from the model in Figure 5 (rather than its path on η 1 simply fixed to zero), then the model degrees of freedom would change considerably both because fewer elements would be contained in the sample covariance matrix 38 and because fewer parameters would have to be estimated. 39 In this example, the overall fit of such a "trimmed" model is also acceptable (χ 2 = 122.536, df = 59; RMSEA = 0.064; CFI = 0.979; SRMR = 0.048).
The model in Figure 5 can also be modified in various ways to test alternative structural hypotheses regarding the links among the latent variables. For example, a researcher may wish to test whether, in addition to the indirect effect of η 1 on η 3 (through η 2 ), 40 there is also a direct impact of η 1 on η 3 . Or one may wish to test whether η 3 has a significant impact on η 4 . In this context, adding a path from η 1 to η 3 , results in a nonsignificant coefficient (β 31 = -1.290, t = -1.138) and there is no improvement in overall model fit (Δχ 2 = 1.449, Δdf = 1, p > 0.10). 41 Similarly, adding a path from η 3 to η 4 only results in a marginally significant coefficient (β 43 = -0.139, t = -1.875) and hardly any improvement in fit (Δχ 2 = 3.307, Δdf = 1, p < 0.10). 42
To summarize, incorporating a formatively measured construct into a full SEM is certainly feasible using CSA but also poses some challenges. When only one other (reflectively measured) construct is included as an outcome of the formatively measured construct, the resulting model is not identified (unless additional constraints are introduced). Adding a second outcome construct solves the identification problem but the two outcome constructs cannot be directly linked to one another, which may make the model problematic from a conceptual point of view. Once at least three reflectively measured constructs are available as outcomes of the formatively measured construct, then several model structures become possible and identification problems become less likely. 43 Thus, from a practical point of view, it would seem that-in addition to the focal formatively measured construct-at least three reflectively-measured constructs are desirable to enable the specification of "sensible" (i.e., theoretically interesting and empirically tractable) structural models. 44
By way of summary, Table 7 lists key issues to bear in mind when applying CSA to formatively measured constructs. 37 In Appendix D, the SIMPLIS input file would be modified by replacing the line ETA1 = x1 x2 x3 x4 under "Relationships" with the following lines:
The original model in Figure 5 has a total of 14 observed variables (indicators), which means that there are (14 × 15)/2 = 105 distinct variances and covariances at hand. If x 2 is completely eliminated, then the number of variances and covariances is reduced to (13 × 14)/2 = 91. In general, given k observed variables, the number of distinct elements in the variancecovariance matrix is k(k + 1)/2. 39 In the original model in Figure 5 , a total of 37 parameters are subject to estimation (including the influence of x 2 on η 1 , i.e., γ 12 ). If x 2 is completely eliminated, then only 32 parameters need to be estimated. 40 Note that this indirect effect is significant as both β 21 and β 32 are significant (see Table 6 ). If the option EF is added to the "Options" line of the SIMPLIS input file, LISREL will calculate all indirect (as well as total) effects and associated standard errors in the model. 41 In Appendix D, the SIMPLIS input file would be modified by replacing the ETA3 = ETA2 line under "Relationships" with the following line:
42 In Appendix D, the following line would be added to the SIMPLIS input file:
ETA4 = ETA3
43 However, identification problems may still crop up with some model structures even if three outcome variables are linked to the formatively measured construct. For example, the inclusion of a link between η 2 and η 4 makes the model in Figure 5 under-identified. 44 If more that one formatively measured construct is involved in a SEM, identification is a bit more tricky but can also be handled within a CSA framework. For such models, see Bollen and Davis (2009) and Temme (2006) . 
Scaling of Formatively Measured Constructs
Be clear as to your choice of scaling. Avoid the use of formative indicators as reference variables for scaling purposes.
Bollen and Davis (2009); Franke, Preacher and Rigdon (2008)
Model Estimation and Evaluation
Ensure that sample size is sufficient given the number of parameters to be estimated. Examine that proportionality constraints hold, even if overall model fit is good. Ensure that context-specificity does not lead to interpretational confounding.
Bagozzi (2007) 
Concluding Remarks
In a recent article in this journal, Cenfetelli and Bassellier (2009, p. 690 ) observed that
Despite the clear availability of covariance-based SEM (CB) techniques, such as LISREL, as an appropriate and valuable alternative, IS researchers default to the use of PLS when they employ formatively measured constructs.
The purpose of the present paper was to introduce IS researchers to some basic principles for specifying, estimating, and evaluating formative measurement models using CSA as implemented in LISREL. The advantages of CSA over PLS include the ability to incorporate a construct-level error term in the formative specification, the provision of overall fit statistics, the generation of diagnostic information pointing to misspecification, and the ability to test specific hypotheses and undertake nested model comparisons. These benefits offered by CSA (and implemented by relevant software such as LISREL) enable a much more rigorous assessment of formative measurement models than is possible with PLS. Thus researchers would be well-advised to adopt CSA procedures for measure development purposes (i.e., when a new formative measure is being constructed for a given construct). Once a measure has been carefully developed and adequately validated within a CSA framework, it could then be applied in substantive studies also using the PLS approach.
Relying on PLS for (formative) measure development purposes is not generally recommended because (1) proportionality constraints are not explicitly considered, (2) scaling issues are not directly addressed, (3) overall model fit cannot be evaluated, and (4) the formative indicators are assumed to perfectly determine the focal construct. Unfortunately, the unique advantages of PLS over CSA (e.g., ability to deal with small samples, no distributional assumptions, no identification problems) 45 do not in any way help overcome (1) -(4) above.
Having said that, pragmatic considerations may "force" researchers to use PLS also in measure development studies. their limited sample size (N = 86). Using CSA with such a small sample size runs the danger of generating unstable results and misleading fit statistics and, thus, a derived scale that may not replicate well in future studies (see MacCallum et al. 1992) .
Although the answer to the question "what is an acceptable minimum sample size for CSA?" is not straightforward, 46 an often-mentioned rule of thumb is that the ratio of sample size to number of free parameters may be able to go as low as 5:1 under normal and elliptical theory…a ratio of a least 10:1 may be more appropriate for arbitrary distributions. These ratios need to be larger to obtain trustworthy z-tests on the significance of parameters, and still larger to yield correct model evaluation chi-square probabilities (Bentler and Chou 1987, p. 91) .
Applying these guidelines to the illustrative model in Figure  5 , which involves the estimation of 37 parameters, would suggest a sample size between 185 (absolute minimum) and 370. The actual sample size (N = 261) used for estimation purposes in this paper can, therefore, be deemed acceptable (albeit far from ideal). Were the same model to be estimated with PLS, the minimum sample requirement would be much less. Specifically, "sample size for PLS models requires a power analysis based on the portion of the model with the largest number of predictors" (Marcoulides et al. 2009, p. 174 ; see also Chin and Newsted 1999) . In the current context, this means looking at either (1) the largest number of formative indicators of a latent variable, or (2) the larger number of exogenous constructs that impact an endogenous construct, whichever is more restrictive. For the model in Figure 5 , the largest number of predictors is four (x 1 -x 4 as predictors of η 1 ). Assuming a medium effect size as defined by Cohen (1988) , 47 this translates into a minimum sample size of around 85; this is considerably smaller than the corresponding sample size required by CSA. It can thus be seen that the benefits of CSA are only obtainable at a price and researchers used to PLS should be aware that this is the case.
In conclusion, it is hoped that this excursion into the world of formative measurement from a CSA perspective will assist IS researchers in making an informed decision as to whether and when to opt for such a perspective rather than stick with the familiar PLS approach when dealing with formatively measured constructs. CSA is perhaps a bit more "exotic" than PLS-but still worth a try! 
