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1
1 Introduction
1.1 Quantum probability theory
Quantum probability theory (also called non-commutative probability theory) is a theory which
can be seen as an algebraic foundation of quantum mechanics. Recently this area is developing
more and more from the mathematical point of view.
The basis of quantum probability theory is a pair (A, φ) called a noncommutative probability
space, where A is a unital ∗-algebra on C and φ is a state on A. One of the most important
inner structure of the pair (A, φ) is the notion of independence. In many cases, independence
determines one theory. If we consider free independence, the corresponding theory is called free
probability theory.
There have been two big developments in this area: free probability theory started by
Voiculescu and the analyses on a Boson Fock space developed by Hudson and Parthasarathy.
These two areas can be characterized by independence: free independence for free probability
theory, and Bose (Boson) independence for Hudson-Parthasarathy theory.
Hudson and Parthasarathy have discussed mainly properties of creation and annihilation
operators on the Boson Fock space over L2(R) [27]. In this area, there are many interesting
developments which could not be explained briefly. We only note here that a Boson-Fermion
correspondence has been established in terms of stochastic integration [28] in case of real one
dimension.
Free probability theory has been founded for the study of the type II1 factor which is a group
algebra of a free group [49]. In this area, there is a surprising connection to random matrix
theory [50]. This result has given a strong impetus to the later developments. For instance,
free entropy is defined by the limit of the Boltzmann entropy of random matrix theory. Large
deviations of random matrices are important in free entropy theory. An additional example is
stochastic integration theory. One can understand a stochastic integration in free probability
as the limit of a stochastic integration in random matrix theory [12].
In addition to the above two notions of independence, there are other notions of indepen-
dence such as Fermi independence, monotone independence, anti-monotone independence and
boolean independence. Muraki has clarified in [36, 37] (see also [18]) that there are only five
“nice” notions of independence, i.e., boson, monotone, anti-monotone, free, boolean.
In addition to independence, the Fock space structure is also important in quantum proba-
bility theory. The free Fock space (or full Fock space) over L2(R) is defined by
Γf(L
2(R)) := C⊕
∞⊕
n=1
L2(Rn).
The Boson Fock space is defined as a symmetrized Fock space:
Γb(L
2(R)) := C⊕
∞⊕
n=1
L2(Rn)s,
where L2(Rn)s means the set {f ∈ L2(Rn); f is symmetric }. The monotone Fock space is
defined by
Γm(L
2(R)) := C⊕
∞⊕
n=1
L2(Rn>),
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where Rn> := {(x1, · · · , xn) ∈ Rn; x1 > x2 > · · · > xn}. A Fock space is important in under-
standing a Brownian motion. In each Fock space ΓX(L
2(R)), a Brownian motion is defined by
the operator
BX(t) := aX(1[0,t)) + a
∗
X(1[0,t)),
where aX(f) and a
∗
X(f) are defined by
(1) in the full Fock space or the monotone Fock space,
a∗X(f)f1 ⊗ · · · ⊗ fn := f ⊗ f1 ⊗ · · · ⊗ fn, X = f,m;
(2) in the Boson Fock space,
a∗b(f)g
⊗n :=
√
nf⊗ˆg⊗n.
aX(f) is defined by the adjoint operator of a
∗
X(f) w.r.t. the inner product of each Fock space.
aX(f) and a
∗
X(f) are bounded operators for X = m or f and unbounded for X = b.
The unital ∗-algebra A constituting the non-commutative probability space (A, φ) is taken
to be the ∗-algebra generated by aX(f), f ∈ L2(R) on each Fock space; the state is taken to be
the vacuum state. It is important that the Brownian motions defined above have independent
increments. We explain this point in the case of the monotone Fock space.
Definition 1.1. Let A be a ∗-algebra and let φ be a state.
(1) Let {Am}nm=1 be a sequence of ∗-subalgebras in A. Then {Am}nm=1 is said to be monotone
independent if the following condition holds.
φ(a1a2 · · · an) = φ(ak)φ(a1a2 · · · aˇk · · · an)
if am ∈ Aim for all 1 ≤ m ≤ n and k satisfies ik−1 < ik > ik+1.
(1.1)
If k = 1 (resp. k = n), the above inequality is understood to be i1 > i2 (resp. in−1 < in).
(2) Let {bi}ni=1 be a sequence of elements in A. {bi}ni=1 is said to be monotone independent if
the ∗-algebras Ai generated by each bi without unit form a monotone independent family.
Theorem 1.2. [33] The Brownian motion on the monotone Fock space has independent incre-
ments w.r.t. the vacuum: for any 0 < t1 < · · · < tn <∞,
Bm(t2)− Bm(t1), · · · , Bm(tn)− Bm(tn−1)
are monotone independent.
The above constructions of the three types of Brownian motions can be seen from a more
general point of view. In one dimension, a generalized Fock space is defined by replacing the
Hermite polynomials with arbitrary orthogonal polynomials; in the case of infinite dimensions,
some construction is known [1, 31]. Such a Fock space is called an interacting Fock space. In the
case of infinite dimensions, it seems that there is a connection between interacting Fock spaces
and orthogonal polynomials only in some special cases. We mention three important examples.
In the usual Boson Fock space over L2(R), Hermite polynomials are well known to be connected
deeply to the Brownian motion through the Wiener-Itoˆ isomorphism. Also in the case of free
probability theory, an analogue of Wiener-Itoˆ isomorphism is considered in [12]. Chebysheff
polynomials of the second kind are effectively used in Malliavin Calculus of free probability
theory [14]. The last example is a q-deformed Fock space called a q-Fock space. q-Hermite
polynomials appear naturally on a q-Fock space [15]. When q = 0, a q-Fock space becomes a
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free Fock space; this fact implies that the corresponding non-commutative q-probability theory
can be seen as a generalization of free probability theory. When we consider a q-Fock space,
the corresponding Brownian motion is called a q-Brownian motion and is analyzed in [15]. An
interacting Fock space sometimes loses a connection with independence, but is still interesting
in some aspects such as central limit theorem [1].
Monotone probability theory should be connected to Chebysheff polynomials of the first
kind, but such a connection has not been clarified so much yet. This is an interesting direction
of research on monotone probability theory.
In this paper, we develop an analysis of the monotone independence (especially monotone
convolution). This work will be important when we try to clarify special features of monotone
independence contrasted with various other notions of independence. At the same time, we
aim to clarify common properties among various notions of independence. This work is also
expected to have connections with an operator theoretic approach [21, 22] or a categorical
approach [19].
1.2 Monotone probability theory and main results of this paper
Muraki has defined the notion of monotone independence in [35] as an algebraic structure of
the monotone Fock space [31, 33], and then defined monotone convolution as the probability
distribution of the sum of two monotone independent random variables. Analysis of monotone
convolution has been developed by Muraki [35], where the viewpoint of harmonic analysis is
emphasized.
The reciprocal Cauchy transform is defined by
Hµ(z) :=
1
Gµ(z)
, (1.2)
where Gµ is the Cauchy transform (or Stieltjes transform)
Gµ(z) =
∫
R
1
z − xdµ(x). (1.3)
Hµ is analytic and maps the upper half plane into itself. Moreover, infIm z>0
ImHµ(z)
Im z
= 1.
Consequently, Hµ(z) can be expressed uniquely in the form
Hµ(z) = z + b+
∫
R
1 + xz
x− z η(dx), (1.4)
where b ∈ R and η is a positive finite measure. The reader is referred to [2].
The monotone convolution µ ⊲ ν of two probability measures µ and ν is characterized by
the relation
Hµ⊲ν(z) = Hµ(Hν(z)). (1.5)
This relation naturally allows us to extend monotone convolution to probability measures with
unbounded supports. Recently, Franz [21] has clarified the notion of monotone independence
of unbounded operators.
Similarly to the classical convolution, one can define the notion of infinitely divisible distri-
butions. Such a distribution is called a ⊲-infinitely divisible distribution. When we consider
only probability measures with compact supports, there is a natural one-to-one correspondence
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among a ⊲-infinitely divisible probability measure, a weakly continuous one-parameter mono-
tone convolution semigroup of probability measures, and a vector field on the upper half plane
[35]. The complete correspondence has been proved by Belinschi [6].
Theorem 1.3. There is a one-to-one correspondence among the following four objects:
(1) a monotone infinitely divisible distribution µ;
(2) a weakly continuous monotone convolution semigroup {µt} with µ0 = δ0, µ1 = µ;
(3) a composition semigroup of reciprocal Cauchy transforms {Ht} (Ht ◦ Hs = Ht+s) with
H0 =id, H1 = Hµ, where Ht(z) is a continuous function of t ≥ 0 for any z ∈ C \R;
(4) a vector field on the upper halfplane which has the form A(z) = −γ + ∫R 1+xzx−z dτ(x),
where γ ∈ R and τ is a positive finite measure. (This is the Le´vy-Khintchine formula in
monotone probability theory.)
The correspondence of (3) and (4) is obtained through the following ordinary differential
equation (ODE):
d
dt
Ht(z) = A(Ht(z)),
H0(z) = z,
(1.6)
for z ∈ C \R. The fact that the solution does not explode in finite time has been proved in
[11].
In this paper, we focus on properties of monotone convolution and monotone convolution
semigroups. The contents of each section are as follows.
In Section 2, we study the injectivity of the reciprocal Cauchy transforms of ⊲-finitely di-
visible and ⊲-infinitely divisible distributions. In Section 3, we show an interlacing property
of the monotone convolution of atomic measures (Theorem 3.1) and then we conclude that
the monotone convolution of atomic measures with m and n atoms contains just mn atoms
(Corollary 3.3). In addition, motivated by the study in Section 2, we clarify that the existence
of an atom in a ⊲-infinitely divisible distribution puts a restriction on the distribution (Theo-
rem 3.5). In Section 4, we prove a condition for a probability measure to be supported on the
positive real line, and show how moments change under the monotone convolution. In Section
5, we derive a differential equation about the minimum of support of a monotone convolu-
tion semigroup. In Section 6, we study how a property of a monotone convolution semigroup
changes with respect to time parameter. Time-independent property is a property of a con-
volution semigroup which is determined at an instant. We show that the following properties
are time-independent: the symmetry around 0; the concentration of a support on the positive
real line; the lower boundedness of a support; the finiteness of a moment of even order. All
these properties are also time-independent in classical convolution semigroups. In Section 7
we classify strictly ⊲-stable distributions (or equivalently, ⊲-infinitely divisible and self-similar
distributions). The result is very similar to the free and boolean cases. In Section 8, a monotone
analogue of the Bercovici-Pata bijection is defined. Many time-independent properties in the
previous section can be formulated in terms of the Bercovici-Pata bijection. In Section 9, we
clarify that the Aleksandrov-Clark measures can be represented as monotone convolutions. As
a result, we can apply spectral analysis of a one-rank perturbation of a self-adjoint operator
to monotone convolutions. In Section 10, we study convolution semigroups in free probability
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and Boolean probability. A remarkable point is that the concentration of the support on the
positive real line is a time-independent property in the monotone, Boolean and classical cases,
but this is not true in free probability.
2 Injectivity of reciprocal Cauchy transform
For a ⊲-infinitely divisible distribution µ, the injectivity of Hµ follows from the uniqueness
of the solution of the ordinary differential equation (1.6). This injectivity can be seen as
the counterpart of the classical fact that for any infinitely divisible distribution, its Fourier
transform has no zero point on R. The result in [6] implies that Hµ is injective for any ⊲-
infinitely divisible distribution µ (the support of which may be unbounded). If a probability
distribution is of finite variance, however, the injectivity property can be shown in a way
different from [6]. We do not need to embed a probability measure in a convolution semigroup.
Moreover, the method is applicable to finitely divisible distributions. In this section we present
the proof.
We denote byHn := H◦H◦· · ·◦H the n fold composition of a mapH throughout this paper.
Define a set of probability measures Φ := {µ;Hµ is injective}. We shall prove (b) and (c)
of the following properties of the set Φ:
(a) µ, ν ∈ Φ =⇒ µ⊲ ν ∈ Φ;
(b) Φ is closed under the weak topology of probability measures;
(c) If µ is a ⊲-infinitely divisible distribution with finite variance, then µ ∈ Φ;
(c’) If µ is a ⊲-infinitely divisible distribution, then µ ∈ Φ.
The proof of (a) is simple. The assumption “finite variance” in (c) is not needed if we use the
result in [6], and hence, (c’) holds. These results are contained in Theorem 2.4 and Proposition
2.9. The set Ψ := {µ;µ is ⊲ -infinitely divisible} is difficult to analyze except for probability
measures with compact supports. For instance, properties (a) and (b) seem to be difficult to
prove for Ψ. We have defined Φ for this reason and aim to analyze Φ instead of Ψ. (c) (or (c’))
is useful as a criterion for ⊲-infinite divisibility. An application of property (c’) is in Theorem
3.5.
In the classical case, it is known that
{µ;µ is infinitely divisible} $ {µ; µˆ(ξ) 6= 0 for all ξ ∈ R}, (2.1)
where µˆ(ξ) :=
∫
eixξdµ(x), ξ ∈ R. In order to construct an example of µ whose Fourier
transform has no zero points but is not infinitely divisible, we need to make a function f(ξ)
such that exp(f(ξ)) is positive definite and exp( 1
n
f(ξ)) is not positive definite for some n ∈ N.
Such an example is µˆ(ξ) = 1
2
(e−
ξ2
2 + e−|ξ|). This is a positive definite function and there exists
a distribution µ by Bochner’s theorem. The fact that the distribution is not infinitely divisible
is shown by Corollary 9.9 in Chapter 4 of the book [48].
In an analogy with (2.1), the conjecture
{µ;⊲-infinitely divisible} $ {µ;Hµ is injective} (2.2)
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comes up in the monotone case. The author has not been able so far to prove this fact.
We prepare for the proof of (b) and (c). The next proposition is taken from [32] in a slightly
more general version.
Proposition 2.1. [32] A probability measure µ has a finite variance σ2(µ) if and only if Hµ
has the representation
Hµ(z) = a+ z +
∫
R
1
x− zdρ(x), (2.3)
where a ∈ R and ρ is a positive finite measure. Furthermore, we have ρ(R) = σ2(µ) and
a = −m(µ), where m(µ) denotes the mean of µ and σ2(µ) denotes the variance of µ.
Definition 2.2. (1) A probability measure µ is said to be ⊲-k-divisible if there exists a prob-
ability measure µk such that µ = µ
⊲k
k .
(2) A probability measure µ is said to be ⊲-infinitely divisible if for any integer 1 ≤ k < ∞,
there exists a probability measure µk such that µ = µ
⊲k
k . We call µk a k-th root of µ.
Let µ and ν be probability measures. For each x ∈ R let νx (also denoted by νx) be a
probability measure defined by the equation [35]
Hνx(z) = Hν(z)− x, (2.4)
and we have the representation of a monotone convolution in the form µ⊲ν(A) =
∫
R νx(A)dµ(x).
It follows from this representation that monotone convolution is affine in the left component:
(θ1µ+ θ2ν)⊲ λ = θ1(µ⊲ λ) + θ2(ν ⊲ λ) (2.5)
for all probability measures µ, ν and λ and θ1, θ2 ≥ 0, θ1 + θ2 = 1. It should be noted that µx
is weakly continuous with respect to x. The reader is referred to Theorem 2.5 in [32] for the
proof. The measurability of µx(A) for any Borel set A (denoted as A ∈ B(R)) follows from the
weak continuity. In fact, for an open set A, the function x 7−→ µx(A) is lower semicontinuous,
and hence, is measurable. Define the set F := {A ∈ B(R); x 7−→ µx(A) is measurable }. Every
open set is contained in F and F is a σ-algebra; therefore, F = B(R).
The next lemma is almost the same as Lemma 6.3 in [35].
Lemma 2.3. Assume that a probability measure µ has finite variance and that µ is ⊲-k-
divisible. Then a k-th root µk of µ has finite variance. Therefore, µk has the integral represen-
tation in the form
Hµk(z) = ak + z +
∫
R
1
x− zdρk(x). (2.6)
Moreover, it holds that ak =
1
k
a and ρk(R) =
ρ(R)
k
, where (a, ρ) is a pair which appears in the
representation (2.3).
Proof. The monotone convolution µ = µ⊲kk can be expressed as
µ(A) =
∫
R
µk,x(A)dµ
⊲k−1
k (x).
Since µ has finite variance, we have
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∫
R
y2dµ(y) =
∫
R
dµ⊲k−1k (x)
∫
R
y2dµk,x(y) <∞. (2.7)
Hence there exists some y0 ∈ R such that σ2(µk,y0) < ∞. By Proposition 2.1, we obtain the
representation
Hµk,y0 (z) = bk + z +
∫
R
1
x− z dρk(x),
and the representation for Hµk
Hµk(z) = bk + y0 + z +
∫
R
1
x− z dρk(x).
Therefore, we have σ2(µk) <∞ again by Proposition 2.1.
Next we have
Hµ(z) = Hµk(H
k−1
µk
(z))
= ak +H
k−1
µk
(z) +
∫
R
1
x−H
µ⊲k−1k
(z)
ρk(dx)
= ak +H
k−1
µk
(z)−
∫
R
G(µ⊲k−1
k
)x
ρk(dx)
= ak +H
k−1
µk
(z)−
∫
R
ρk(dx)
∫
R
(µ⊲k−1k )x(dy)
z − y
= ak +H
k−1
µk
(z) +
∫
R
1
y − z
∫
R
(µ⊲k−1k )x(dy)ρk(dx)
= ak + ak +H
k−2
µk
(z) +
∫
R
1
y − z
(∫
R
(µ⊲k−1k )x(dy)ρk(dx) +
∫
R
(µ⊲k−2k )x(dy)ρk(dx)
)
= · · ·
= kak + z +
∫
R
1
y − z
(
k−1∑
m=0
∫
R
(µ⊲mk )x(dy)ρk(dx)
)
,
(2.8)
where µ⊲0k := δ0. From the uniqueness of the representation, we obtain a = kak and
ρ(dy) =
k−1∑
m=0
∫
R
(µ⊲mk )x(dy)ρk(dx), (2.9)
Hence we have ρ(R) = kρk(R).
Theorem 2.4. Let µ be a probability measure with finite variance.
(1) Assume that µ is ⊲-n-divisible. If z1 6= z2 are two points in C+ satisfying Im z1 · Im z2 >
ρ(R)
n
, then Hµ(z1) 6= Hµ(z2). In particular, Hµ is injective in {z ∈ C+; Im z >
√
ρ(R)
n
}.
Moreover, the constant
ρ(R)
n
is optimal.
(2) Assume that µ is ⊲-infinitely divisible. Then Hµ(and hence Gµ) is injective.
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Proof. (1) We use the same notation for the integral representation of µ and µk as the one
adopted in the previous lemma. Pick an arbitrary real number r < 1 and fix it. Let z1, z2 be
any two points satisfying ρ(R)
nImz1Imz2
< r.
First we have
|Hµn(z1)−Hµn(z2)| =
∣∣∣∣∣z1 − z2 +
∫
R
(
1
x− z1 −
1
x− z2
)
dρn(x)
∣∣∣∣∣
≥ |z1 − z2| −
∣∣∣∣∣
∫
R
z2 − z1
(x− z1)(x− z2)dρn(x)
∣∣∣∣∣
≥ |z1 − z2| −
∣∣∣∣∣
∫
R
|z2 − z1|
Imz1Imz2
dρn(x)
∣∣∣∣∣
≥ |z1 − z2|(1− r).
(2.10)
Since ImHµn(z) ≥ Imz for all z ∈ C+, we can iterate the inequality:
|Hµ(z1)−Hµ(z2)| = |Hnµn(z1)−Hnµn(z2)|
≥ |z1 − z2|(1− r)n.
(2.11)
Therefore, z1 6= z2 implies Hµ(z1) 6= Hµ(z2) since r can be taken arbitrary near to 1.
The optimality of the constant
ρ(R)
n
will be proved in Example 2.7 shown later.
(2) For any z1, z2 ∈ C+ we take n large enough so that Imz1 · Imz2 > ρ(R)
n
, then we can use
the result (1).
Example 2.5. Hµ (or Gµ) of the following probability measures are all injective:
(1) Arcsine law dµ(x) = 1
π
√
2−x2 1(−
√
2,
√
2)(x)dx, Hµ(z) =
√
z2 − 2,
(2) Uniform distribution dµ = 1
b−a1(a,b)(x)dx, Gµ(z) =
1
b−a log
(
z−a
z−b
)
,
(3) Wigner’s semicircle law dµ(x) = 1
2π
√
4− x21(−2,2)(x)dx, Hµ(z) = z+
√
z2−4
2
,
(4) Normal distribution dµ(x) = 1√
2π
e−
x2
2 dx.
The injectivity in the cases (1), (2) and (3) can be confirmed directly. To prove the injectivity
of the Stieltjes transform of the normal distribution, we use a general criterion for injectivity
proved by Aksent’ev, which is also applicable to (1), (2) and (3). The reader is referred to a
survey article [4] for details.
Theorem 2.6. (Aksent’ev) Let a < c < b and let p : [a, b]→ [0,∞) be a function which is not
identically zero, does not decrease in the interval (a, c) and does not increase in the interval
(c, b). Then the function
∫ b
a
1
z−xp(x)dx is injective in C \[a, b].
When we apply this theorem to the normal distribution µ, first we restrict the distribution
to the closed interval [−n, n], which we denote by µn, and then take the limit n → ∞. By
9
Theorem 2.6, Gµn is injective in C+. Since µn → µ weakly, Gµ is injective in C+ by Proposition
2.9 shown later.
Arcsine law is the only distribution known to be ⊲-infinitely divisible in the above examples.
It is an interesting question whether the other examples are ⊲-infinitely divisible or not.
Example 2.7. Next we treat atomic measures. We define ν := λ1δa + λ2δb with λ1 + λ2 = 1
and a 6= b. Its Cauchy transform is
Gν(z) =
λ1
z − a +
λ2
z − b
=
z − (λ2a+ λ1b)
(z − a)(z − b) .
(2.12)
For simplicity, we consider the case b = −a, a > 0 and λ1 = λ2 = 12 . Then Hν(z) = z
2−a2
z
,
σ2(ν) = a2, m(ν) = 0. By Proposition 2.1, ρ(R) = a2. Take z1 = si and z2 = ti such that
st = a2. For instance, take z1 =
a
2
i and z2 = 2ai. Clearly we have z1 6= z2 and Im z1 Im z2 = a2.
Moreover, one can see that Hν(z1) = Hν(z2). Therefore, ν is not 2-divisible by Theorem 2.4.
Moreover, the optimality of the constant
ρ(R)
n
is proved by the example ν⊲n. In fact, for any
integer n, it holds that σ2(ν⊲n) = na2 and m(ν⊲n) = 0 by Lemma 2.3. If we take z1 =
a
2
i
and z2 = 2ai again, then Hν⊲n = H
n
ν maps z1 and z2 to the same point. Hence the proof of
Theorem 2.4 has been completed.
It is clear that ν⊲2 is 2-divisible. In addition, it is not difficult to prove that ν⊲2 is not
3-divisible in application of Theorem 2.4.
We have seen the divisibility of atomic measures through an example. There is a question
whether Hν for ν =
∑m
k=1 λkδak is ⊲-infinitely divisible or not. The answer is given in Section
3, Theorem 3.5.
In the classical probability theory, the set of infinitely divisible distributions is closed under
the weak topology [41]. In monotone probability theory, however, this is difficult to prove
and the proof is unknown. Instead we show that the injectivity property is conserved under
the weak topology. The proof of the next Lemma is the analogy of the case of characteristic
functions, but the tightness of probability measures is not needed. Hence we can give a proof
without Prohorov’s theorem.
Lemma 2.8. If a sequence of positive finite measures {µn} converges weakly to a positive finite
measure µ, then the Cauchy transform Gµn converges to Gµ locally uniformly on C+.
Proof. Pointwise convergence follows from the definition of the weak convergence of {νn}. Lo-
cally uniform convergence is a consequence of Montel’s theorem.
Proposition 2.9. Let {µn} be a sequence of positive finite measures whose Gµn are injective.
If µn converges weakly to a nonzero positive finite measure µ, then Gµ is injective.
Proof. This fact comes from Lemma 2.8 and the fact that the set of injective analytic functions
on a domain is closed under the locally uniform topology (see Section 6 of Chapter 9 in [38]).
Then the limit function is also injective on the domain.
After we stated some properties about the injectivity of Hµ, it is natural to ask when
Hµ becomes a diffeomorphism. We prove the simple characterization of µ whose Hµ is a
diffeomorphism.
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Proposition 2.10. Let µ be a probability measure. Then Hµ is a diffeomorphism on C+ if and
only if µ = δa for some a ∈ R.
Proof. C+ is analytically homeomorphic to the unit disc (denoted as ∆) by the mapping iz−iz+i .
It is known that any bijective analytic map in ∆ is of the form λ z−b
1+b¯z
for some λ ∈ C, |λ| = 1
and b ∈ C, |b| < 1. Therefore, at least Hµ(z) takes the form as a1z+a2a3z+a4 , where ak’s are some
complex numbers. Since Hµ is a reciprocal Cauchy transform, we have a3 = 0 and
a1
a4
= 1 by
Proposition 2.1 in [32]. Thus Hµ(z) = z − a for some a ∈ R.
3 Atoms in monotone convolution
The monotone convolution of atomic measures appears in the monotone product of matrix
algebras. It is easy to prove that the monotone convolution of m×m matrix and n× n matrix
becomes mn × mn matrix, which is a consequence of the algebraic construction of monotone
product [35]. We study how atoms behave under monotone convolution: we prove an interlacing
property of atoms in the monotone convolution of atomic measures. As a result, we obtain an
interesting property which is not the case in the classical convolution (Corollary 3.3).
Theorem 3.1. (1) Let ν :=
∑m
k=1 λkδak be an atomic probability measure such that λk > 0,∑
λk = 1 and a1 < a2 < · · · < am. For any b ∈ R, b 6= 0, δb ⊲ ν has distinct m atoms. When
we write δb ⊲ ν =
∑m
k=1 µkδbk with b1 < · · · < bm, the atoms satisfy either b1 < a1 < b2 < a2 <
· · · < am−1 < bm < am or a1 < b1 < a2 < b2 < · · · < am < bm. The coefficients µk are given by
µi =
∏m
k=1(bi−ak)
b
∏m
k 6=i(bi−bk) .
(2) Moreover, if b and c are distinct real numbers, the 2m atoms appearing in νb = δb ⊲ ν and
νc = δc ⊲ ν are all different.
Remark 3.2. Theorem 3.1 shows a sharp difference between δb ⊲ ν and δb ∗ ν: for instance,
we can take b > 0 large enough so that the atoms {bj} of δb ∗ ν satisfy a1 < a2 < · · · < am <
b1 < b2 < · · · < bm, since bj = aj + b.
Corollary 3.3. Let µ be an atomic probability measure with distinct m atoms and let ν be an
atomic probability measure with distinct n atoms. Then µ ⊲ ν consists of exactly distinct mn
atoms.
Proof of Theorem. (1) The reciprocal Cauchy transform of δb ⊲ ν is
Hδb⊲ν(z) =
(z − a1) · · · (z − am)− b
∑m
j=1 λj
∏m
k=1,k 6=j(z − ak)∑m
j=1 λj
∏m
k=1,k 6=j(z − ak)
. (3.1)
Denote by f(z) the numerator of the right hand side of (3.1). Then we have
f(a1) = −λ1b(a1 − a2)(a1 − a3) · · · (a1 − am) = (−1)mbp1,
f(a2) = −λ2b(a2 − a1)(a2 − a3) · · · (a2 − am) = (−1)m−1bp2,
...
...
f(am) = −λmb(am − a1)(am − a2) · · · (am − am−1) = −bpm,
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where pk’s are some positive real numbers. The changes of signs of f(z) and the behavior of
f(z) at∞ and −∞ show that there exist m distinct real roots b1 < · · · < bm of f(z) as follows:
(a) b > 0 =⇒ bk ∈ (ak, ak+1) for 1 ≤ k ≤ m− 1, and bm ∈ (am,∞).
(b) b < 0 =⇒ b1 ∈ (−∞, a1) and bk ∈ (ak−1, ak) for 2 ≤ k ≤ m.
For the denominator, we look for µk’s such that the following identity holds:
m∑
j=1
λj
m∏
k=1,k 6=j
(z − ak) =
m∑
j=1
µj
m∏
k=1,k 6=j
(z − bk). (3.2)
These µk’s are obtained as follows. When z = bi, (3.2) becomes
µi =
∑m
j=1 λj
∏m
k=1,k 6=j(bi − ak)∏m
k 6=i(bi − bk)
. (3.3)
Conversely, if we define the µk’s as above, the equality (3.2) holds at the different m points
z = bk, 1 ≤ k ≤ m. Then the equality (3.2) holds identically since both sides of (3.2) are
polynomials of at most degree m− 1. Thus we have obtained
Hδb⊲ν(z) =
∏m
k=1(z − bk)∑m
k=1 µk
∏m
j 6=k,j=1(z − bj)
. (3.4)
Since f(z) is the numerator ofHδb⊲ν(z), it holds that (bi−a1) · · · (bi−am) = b
∑m
j=1 λj
∏m
k=1,k 6=j(bi−
ak) for each 1 ≤ i ≤ m. Therefore, we obtain
µi =
∏m
k=1(bi − ak)
b
∏m
k 6=i(bi − bk)
. (3.5)
Then we obtain δb ⊲ ν =
∑m
k=1 µkδbk .
(2) If b or c is equal to 0, the claim is obvious from (1). Hereafter, we consider the case b 6= 0
and c 6= 0. In addition to f(z) used in the proof of (1), we define g(z) by
g(z) = (z − a1) · · · (z − am)− c
m∑
j=1
λj
m∏
k=1,k 6=j
(z − ak). (3.6)
Assume that there is some α which satisfies both f(α) = 0 and g(α) = 0. Calculation of
f(α)− g(α) = 0 leads to
m∑
j=1
λj
m∏
k=1,k 6=j
(α− ak) = 0, (3.7)
where b 6= c has been used. Substituting (3.7) into the expression of f(α) = 0, we have
(α− a1) · · · (α− am) = 0,
which contradicts the fact that α is different from ak’s.
We can characterize atomic probability measures in terms of the integral representation of
reciprocal Cauchy transforms by a similar argument.
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Proposition 3.4. A probability measure ν has the form
∑m
k=1 λkδak with ak < ak+1, λk > 0
for all k if and only if its reciprocal Cauchy transform Hν is of the form
Hν(z) = α + z +
m−1∑
k=1
βk
bk − z ,
with βk > 0 and α ∈ R. Moreover, if bi′s are ordered as b1 < b2 < · · · < bm−1 then it holds that
a1 < b1 < a2 < b2 < · · · < bm−1 < am.
For an atomic probability measure ν containing more than one atom, the number of atoms
in ν⊲n increases as n increases by Corollary 3.3. If we could prove that an n-th root of an
atomic measure is again an atomic measure, then we could show that an atomic measure with
finite atoms more than one is not monotone infinitely divisible by Corollary 3.3. We prove this
fact next in a more general form without a reference to an n-th root.
We say an atom a in a probability measure µ is isolated if a /∈ suppµ\{a}.
Theorem 3.5. If a ⊲-infinitely divisible distribution ν contains an isolated atom at a, ν is of
the form ν = ν({a})δa + νac, where νac is absolutely continuous w.r.t. the Lebesgue measure
and a /∈ supp νac. Moreover, we have
{u ∈ supp ν\{a}; lim sup
vց0
|Gν(u+ iv)| =∞} = ∅. (3.8)
We need the following well-known fact, which is a consequence of the theorem of de la Valle´e
Poussin [40].
Lemma 3.6. For a positive finite measure ν, the singular part νsing is supported on {u ∈
supp ν; |Gν(u+ i0)| =∞}.
Proof of Theorem. The probability measure ν is of the form ν = λδa+µ, where λ := ν({a}) > 0,
µ is a positive finite measure and a /∈ supp µ. It is enough to prove that
{u ∈ supp ν\{a}; lim supvց0 |Gν(u + iv)| = ∞} = ∅ by Lemma 3.6. We prove by reductio ad
absurdum. Assume that there exists a point a1 such that lim supvց0 |Gνac(a1+ iv)| =∞, which
implies
lim sup
vց0
Hν(a1 + iv) = 0. (3.9)
It suffices to prove that Hν is not injective on C+ according to (c’) explained in Section 2. The
reciprocal Cauchy transform of ν is given by
Hν(z) =
1
λ
z−a +Gµ(z)
=
z − a
λ+ (z − a)Gµ(z) .
(3.10)
By the assumption a /∈ supp µ, Gµ is analytic in some small neighborhood of a.
Let z1 be an arbitrary point in C+ and let f(z) and g(z) be analytic functions defined by
f(z) := (z − a)−Hν(z1){λ+ (z − a)Gµ(z)}, (3.11)
g(z) := (z − a). (3.12)
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We note that f(z2) = 0 implies Hν(z1) = Hν(z2). We shall prove that there exist a point
z1 ∈ C+ and some small open disc D around a2 such that |f(z)− g(z)| < |f(z)| on ∂D.
We define η := 1
2
d(a, suppµ) and D := {z ∈ C; |z − a| < η}, where d(a, suppµ) is the
distance between a and suppµ. Then g(z) has just one zero point a in D and D does not
contain z1 if z1 is near to a1. We have for z ∈ ∂D
|f(z)− g(z)| ≤M |Hν(z1)|,
where M is a constant independent of z1. We also have for z ∈ ∂D
|f(z)| ≥ |z − a| −M |Hν(z1)|
≥ 1
2
η −M |Hν(z1)|.
If we take z1 = a1+yi with y > 0 to satisfyM |Hν(z1)| < 14η, then we have |f(z)−g(z)| < |f(z)|
on ∂D. Since g(z) has only one zero point a ∈ D, f(z) also has just one zero point z2 in D
by Rouche’s theorem. Then it follows that Hν(z1) = Hν(z2) and z1 6= z2. Im z2 might be
considered to be negative, which is, however, never the case. In fact, the reciprocal Cauchy
transform Hν defined on C \ supp µ maps C+ to C+ and C− to C−. Therefore, Im z2 > 0, and
the proof has been finished.
Remark 3.7. There are ⊲-infinitely divisible probability distributions which contain one Dirac
measure. For instance, a Dirac measure itself and the deformed arcsine law with parameter
c ≥ 0 [35] (see also Section 11 of the present paper): dµt = dµt,ac + dµt,sing, where
dµt,ac(x) =
1
π
√
2t− (x− c)2
c2 + 2t− (x− c)2 1(c−
√
2t,c+
√
2t)(x)dx,
µt,sing =
|c|√
c2 + 2t
δc−√c2+2t.
(3.13)
Example 3.8. Let 0 < λ < 1. The following examples do not satisfy (3.8).
(1) ν(dx) = λδa(dx) +
1−λ
c−b 1(b,c)(x)dx with a /∈ (b, c) does not satisfy (3.8), since Gνac(z) =
1−λ
c−b log
(
z−b
z−c
)
.
(2) ν(dx) = λδa(dx) +
1−λ
π
√
2−x21(−
√
2,
√
2)(x)dx with a /∈ (−
√
2,
√
2) does not satisfy (3.8) since
Gνac(z) =
1−λ√
z2−2 .
More generally, we can prove under some restrictions that a point u at which the density
function is not continuous satisfies |Gνac(u + i0)| = ∞. We note that the deformed arcsine
law c ≥ 0 in (3.13) has an atom if and only if c > 0, and the absolutely continuous part is a
continuous function on R if and only if c > 0; there are no contradictions.
4 Behavior of supports and moments under monotone
convolution
We consider properties of probability measures which are conserved under the monotone convo-
lution. Let µ be a probability measure. Define the minimum and the maximum of the support:
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a(µ) := inf{x ∈ suppµ}, b(µ) := sup{x ∈ suppµ}. Here −∞ ≤ a(µ) <∞ and −∞ < b(µ) ≤ ∞
hold. We say that µ contains an isolated atom at c ∈ R if µ({c}) > 0 and c /∈ (suppµ)\{c}. In
this paper we occasionally consider analytic continuations of functions such as Gµ or Hµ from
C \R to an open subset U of C which intersects R. If there are no confusions, for simplicity,
we only say that a function is analytic in U , instead of saying that a function has an analytic
continuation.
Lemma 4.1. Let µ be a probability measure. We use the notation (1.4).
(1) (suppµ)c∪ (C \R) is the maximal domain in which Gµ(z) is analytic. Similarly, (supp η)c∪
(C \R) is the maximal domain in which Hµ(z) is analytic.
(2) {x ∈ (suppµ)c;Gµ(x) 6= 0} ⊂ (supp η)c. Similarly, {x ∈ (supp η)c;Hµ(x) 6= 0} ⊂ (suppµ)c.
In particular, a(η) ≥ a(µ) since Gµ(x) 6= 0 for x ∈ (−∞, a(µ)).
Proof. These statements easily follow from the Perron-Stieltjes inversion formula.
A classical infinitely divisible distribution necessarily has a noncompact support, except for a
delta measure. This situation is different from monotone, free and Boolean cases. For instance,
a centered arcsine law is ⊲-infinitely divisible. The study of the maximum or minimum of a
support becomes more important for this reason. It is known that if λ = ν ⊲ µ and λ has a
compact support, then the support of µ is also compact [35]. We generalize this and prove a
basic estimate of supports.
Proposition 4.2. The following inequalities hold for probability measures ν and µ.
(1) If supp ν ∩ (−∞, 0] 6= ∅ and supp ν ∩ [0,∞) 6= ∅, then a(µ) ≥ a(ν ⊲ µ), b(µ) ≤ b(ν ⊲ µ).
(2) If supp ν ⊂ (−∞, 0], then a(µ) ≥ a(ν ⊲ µ), b(ν) + b(µ) ≤ b(ν ⊲ µ).
(3) If supp ν ⊂ [0,∞), then a(ν) + a(µ) ≥ a(ν ⊲ µ), b(µ) ≤ b(ν ⊲ µ).
Proof. For a probability measure ρ, we denote by ρx the probability measure δx ⊲ ρ. This is
useful since ν ⊲ µ can be expressed as
ν ⊲ µ(B) =
∫
R
µx(B)ν(dx) (4.1)
for Borel sets B [35].
Let λ := ν⊲µ. We prove first the following inequalities for an arbitrary probability measure
ρ: {
a(ρx) ≥ a(ρ), b(ρx) ≤ b(ρ) + x for all x > 0,
a(ρx) ≥ a(ρ)− |x|, b(ρx) ≤ b(ρ) for all x < 0.
It easy to prove that ρx can be characterized by Gρx =
Gρ
1−xGρ . If x > 0, then 1−xGρ(z) 6= 0 for
z ∈ C \[a(ρ), b(ρ) + x] and Gρ is analytic in this domain. Therefore, the first inequality holds.
The second is proved similarly.
Let J := suppλ. In view of the relation λ(A) =
∫
R µ
x(A)dν(x), we have λ(Jc) =
∫
R µ
x(Jc)dν(x) =
0. Hence we obtain µx(Jc) = 0, ν-a.e. x ∈ R. Take any x0 such that µx0(Jc) = 0. Then we
have a(µx0) ≥ a(λ) and b(µx0) ≤ b(λ). If x0 > 0, combining the inequalities a(ρx) ≥ a(ρ)− |x|
and b(ρx) ≤ b(ρ) for ρ = µx0 and x = −x0 < 0, we have
a(µ) = a(µx0−x0) ≥ a(λ)− |x0|,
b(µ) = b(µx0−x0) ≤ b(λ).
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Similarly if x0 < 0,
a(µ) ≥ a(λ),
b(µ) ≤ b(λ) + |x0|.
Assume that supp ν ⊂ (−∞, 0]. Then we obtain a(µ) ≥ a(λ) and b(µ) ≤ b(λ) + |b(ν)| since
there is a sequence of such x0’s converging to the point b(ν). Hence we have proved (2). The
statements (1) and (3) are proved in a similar way to (2).
Corollary 4.3. Let ν be a probability measure and let n ≥ 1 be a natural number.
(1) If supp(ν⊲n) ⊂ (−∞, 0], then supp ν ⊂ (−∞, 0] and |b(ν)| ≥ 1
n
|b(ν⊲n)|.
(2) If supp(ν⊲n) ⊂ [0,∞), then supp ν ⊂ [0,∞) and a(ν) ≥ 1
n
a(ν⊲n).
This corollary puts a restriction on the support of a ⊲-infinitely divisible distribution. The
continuous time version of (2) will be proved in Section 6.
Proof. Let λ := ν⊲n.
(1) Assume that both b(ν) > 0 and b(λ) = b(ν⊲n) ≤ 0 hold, then there are two possible cases:
(a) supp ν ∩ [0,∞) 6= ∅ and supp ν ∩ (−∞, 0] 6= ∅; (b) supp ν ⊂ [0,∞) in Proposition 4.2. We
apply Proposition 4.2 replacing λ and µ with ν⊲n and ν⊲n−1, respectively. In both cases (a)
and (b), it holds that b(ν⊲n−1) ≤ b(λ) ≤ 0. Thus we obtain b(ν⊲n−1) ≤ 0. This argument can
be repeated and finally we have b(ν) ≤ 0, a contradiction. Thereofre, b(ν) ≤ 0. By the iterative
use of Proposition 4.2 (2) we obtain b(ν⊲n) ≥ nb(ν), from which the conclusion follows. A
similar argument applies to (2).
The following theorem is well known. We will need almost the same argument in Proposition
4.5.
Lemma 4.4. For a finite measure µ, limyց0 iyGµ(a+ iy) = µ({a}) for all a ∈ R.
Proof. This claim follows from the dominated convergence theorem.
Now we prove a condition for a support to be included in the positive real line. A similar
result was obtained in [8].
Proposition 4.5. We use the notation (1.4). Then suppµ ⊂ [0,∞) if and only if supp η ⊂
[0,∞) and Hµ(−0) ≤ 0 hold. Moreover, under the condition supp η ⊂ [0,∞), the condition
Hµ(−0) ≤ 0 is equivalent to the following conditions: (∗) η({0}) = 0;
∫∞
0
1
x
dη(x) < ∞;
b+
∫∞
0
1
x
dη(x) ≤ 0.
Proof. If supp η ⊂ [0,∞) and Hµ(−0) ≤ 0, we have Hµ(u) < 0 for all u < 0 since Hµ is strictly
increasing. Then Gµ =
1
Hµ
is analytic in C \[0,∞), which implies supp µ ⊂ [0,∞). Conversely,
we assume supp µ ⊂ [0,∞). By Lemma 4.1, we have supp η ⊂ [0,∞). If Hµ(−0) were greater
than 0, there would exist u0 < 0 such that Hµ(u0) = 0. Then µ has an atom at u0 < 0, which
contradicts the assumption. Therefore, Hµ(−0) ≤ 0.
We show the equivalence in the last claim. It is not difficult to prove that (∗) implies
Hµ(−0) ≤ 0. Now we shall prove the converse statement. Assume that λ := η({0}) > 0.
By a similar argument to Lemma 4.4, we can prove that limuր0 uHµ(u) = −λ. Therefore,
for u < 0 sufficiently close to 0, we have Hµ(u) > − λ2u > 0, which contradicts the condition
Hµ(−0) ≤ 0. Then we have η({0}) = 0. Since fu(x) := 1+xux−u is increasing with respect to u, we
can apply the monotone convergence theorem and obtain the two inequalities
∫∞
0
1
x
dη(x) <∞
and b+
∫∞
0
1
x
dη(x) ≤ 0.
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Corollary 4.6. The monotone convolution preserves the set {µ; suppµ ⊂ [0,∞)} of probability
measures.
Proof. If supp µ ⊂ [0,∞) and supp ν ⊂ [0,∞), Hµ⊲ν = Hµ ◦ Hν is analytic in C \[0,∞).
Since Hµ⊲ν is increasing in (−∞, 0), we have Hµ⊲ν(−0) = Hµ ◦ Hν(−0) ≤ Hµ(−0) ≤ 0. By
Proposition 4.5, we obtain supp(µ⊲ ν) ⊂ [0,∞).
Remark 4.7. The above property is also true for Boolean convolution. The proof goes similarly.
We note that the corollary follows immediately if we use the operator-theoretic realization of
monotone independent random variables in [21].
Next we consider moments. Let mn(µ) :=
∫
R x
nµ(dx) be the n-th moment of a probablility
measure µ.
Proposition 4.8. Let µ be a probability measure and let n ≥ 1 be a natural number. Then the
following conditions are equivalent.
(1) m2n(µ) <∞,
(2) Hµ has the expression Hµ(z) = z + a +
∫
R
ρ(dx)
x−z , where a ∈ R and ρ is a positive finite
measure satisfying m2n−2(ρ) <∞,
(3) there exist a1, · · · , a2n ∈ R such that
Hµ(z) = z + a1 +
a2
z
+ · · ·+ a2n
z2n−1
+ o(|z|−(2n−1)) (4.2)
for z = iy (y →∞).
If (3) holds, for any δ > 0 the expansion (4.2) holds for z → ∞ satisfying Im z > δ|Re z|.
Moreover, we have ak+2 = −mk(ρ) (0 ≤ k ≤ 2n− 2).
Proof. The equivalence (1) ⇔ (3) follows from Theorem 3.2.1 in [2] by calculating the recip-
rocals. The implication (2) ⇒ (3) is not difficult. The proof of (3) ⇒ (2) runs by the same
technique as in Theorem 3.2.1 in the book [2].
Proposition 4.9. Let µ and ν be probability measures and let n ≥ 1 be a natural number. If
m2n(µ) <∞ and m2n(ν) <∞, then m2n(µ⊲ ν) <∞. Moreover, we have
ml(µ⊲ ν) = ml(µ) +ml(ν) +
l−1∑
k=1
∑
j0+j1+···+jk=l−k,
0≤jp, 0≤p≤k
mk(µ)mj0(ν) · · ·mjk(ν) (4.3)
for 1 ≤ l ≤ 2n.
Proof. We note that ImHν(z) ≥ Im z. For any δ > 0, there exists M =M(δ) > 0 such that
ImHν(iy) ≥ y > δ|ReHν(iy)| for y > M. (4.4)
By (4.2), we obtain
Hµ(Hν(iy)) = Hν(iy) + a1 + a2Gν(iy) + · · ·+ a2nGν(iy)2n−1 +R(Hν(iy)), (4.5)
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where z2n−1R(z) =
∫
R
x2n−1
x−z ρ(dx) → 0 as z → ∞ satisfying Im z > δ|Re z| for a fixed δ > 0.
We have
y2n−1|R(Hν(iy))| ≤ |Hν(iy)|2n−1|R(Hν(iy))| → 0
as y → ∞ by the condition (4.4). Thus R(Hν(iy)) = o(y−(2n−1)). Expanding Hν(z) in the
form (4.2), we can see that there exist c1, · · · , c2n ∈ R such that Hµ(Hν(z)) = z + c1 + c2z +· · · + c2n
z2n−1
+ o(|z|−(2n−1)) for z = iy (y → ∞). Then the 2n-th moment of µ ⊲ ν is finite by
Proposition 4.8. The equality (4.3) is obtained by the expansion of Gµ⊲ν(z) = Gµ(
1
Gν(z)
).
5 Differential equations arising from monotone convolu-
tion semigroups
Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0. We denote Hµt by
Ht for simplicity. We sometimes write H(t, z) to express explicitly that Ht(z) is a function of
two variables. By (1.4), Ht can be expressed as
Ht(z) = bt + z +
∫
R
1 + xz
x− z dηt(x), (5.1)
where, for each t > 0, at is a real number and ηt is a finite positive measure. We denote by
A(z) the associated vector field throughout this paper.
Throughout this section, we will prove the following properties of the minimum of the
support of a convolution semigroup.
Theorem 5.1. Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0. We
assume that for every t > 0 µt is not a delta measure. We have such a form µt = λ(t)δθ(t) + νt
with θ(t) /∈ supp νt, θ(t) = a(µt) and λ(t) ≥ 0.
(1) Assume a(τ) > 0. Then there are four cases:
(A) If A(u0) = 0 for some u0 ∈ [−∞, 0) and A(u) < 0 on (−∞, u0) and A(u) > 0 on (u0, 0)
(when u0 = −∞, we understand the condition as A > 0), then λ(t) > 0. Moreover, the
inequality u0 < θ(t) < 0 holds for all t > 0.
(B) If A(u) < 0 on (−∞, 0) and A(0) = 0, then θ(t) = 0 and λ(t) > 0 for all t > 0.
(C) If there exists u0 ∈ (0, a(τ)) such that A(u) < 0 on (−∞, u0) and A(u) > 0 on (u0, a(τ)),
then it follows that θ(t) ∈ (0, u0) and λ(t) > 0 for 0 < t <∞ and λ(t) > 0 for t > 0.
(D) If A(u) < 0 on (−∞, a(τ)), then there exists t0 ∈ (0,∞] such that λ(t) > 0 for all
0 < t < t0 and λ(t) = 0 for t0 ≤ t <∞.
If A(0) 6= 0 and λ(t) > 0, the weight of the delta measure is written as λ(t) = A(θ(t))
A(0)
. If
A(0) = 0 (case(B)), then we have λ(t) = e−A
′(0)t. Concerning the position of the delta measure,
the following ODE holds: {
d
dt
θ(t) = −A(θ(t)),
θ(0) = 0.
(5.2)
(2) We assume a(τ) > −∞. There are three cases in terms of the signs of the associated vector
field:
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(a) A(u) > 0 on (−∞, a(τ));
(b) A(u0) = 0 for some u0 ∈ (−∞, a(τ)) and A(u) < 0 on (−∞, u0) and A(u) > 0 on
(u0, a(τ));
(c) A(u) < 0 on (−∞, a(τ)).
In case (a) and case (b), we have the following ODE for a(νt):{
d
dt
a(νt) = −A(a(νt)),
a(ν0) = a(τ).
(5.3)
In case (c), the equality a(νt) = a(τ) holds for a.e. t and a(νt) ≥ a(τ) for all t ∈ [0,∞).
Moreover, if limuրa(τ)A(u) < 0, we have a(νt) = a(τ) for all t.
Example 5.2. We can confirm the validity of the ODEs of θ(t) and a(νt), and the validity of
the formula of the weight of a delta measure in each example.
· Arcsine law: µt = 1π√2t−x21(−√2t,√2t)(x)dx, A(z) = −1z , a(τ) = 0, a(µt) = −
√
2t.
· A deformation of α-strictly stable distributions (0 < α < 2) with parameter c ∈ C,
Im c = 0,Re c ≥ 0 (see [25]): µt = µt,ac, supp µt,ac = (−∞, c+ t 1α ], A(z) = − 1α(z − c)1−α.
We can check that the solution of the ODE (5.3) is c+ t
1
α (the same ODE (5.3) holds for
b(µt)).
· The monotone Poisson distribution with parameter λ > 0: µt(dx) = µt,ac+µt,sing, A(z) =
λz
1−z , where µt,sing is a delta measure at 0. , and hence, it holds that A(0) = 0 and
A′(0) = λ. This is the case (B). Therefore, we have µt,sing = e−λtδ0.
5.1 Differential equation of delta measure
We summarize three equalities, some of which were used by Muraki in [35].
Lemma 5.3. Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0. Then
we have three equalities on C \R:
(1) A(Ht(z)) = A(z)
∂Ht
∂z
(z);
(2) ∂
∂t
Gt(z) = A(z)
∂
∂z
Gt(z);
(3) ∂
∂t
Ht(z) = A(z)
∂
∂z
Ht(z).
Proof. Since Ht(z) is a flow in C \R, Ht◦Hs = Ht+s for t, s ≥ 0. (1) follows from the derivative
∂
∂s
|s=0. (3) follows from (1) and (1.6). (2) follows from (3) immediately.
First we treat a distribution which contains a delta measure at the minimum of the support.
Suppose that {µt}t≥0 is a weakly continuous ⊲-convolution semigroup with µ0 = δ0. Then µ can
be written as µ = λδθ+ν with θ ∈ (supp ν)c and 0 < λ < 1. We use the integral representation
in Theorem 1.3 (4) for the associated vector field A(z). Throughout this subsection, we assume
that A is not a real constant which means that µt is not a delta measure for any t > 0 and
that a(τ) > 0. We shall show that there exists a delta measure at the minimum point of the
support for some (finite or infinite) time interval. Moreover, the weight of a delta measure is
calculated.
The derivative of A satisfies A′(u) > 0 for all u ∈ (−∞, 0). This implies that there are five
possible cases:
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(A) A(u) > 0 on (−∞, 0);
(A’) A(u0) = 0 for some u0 ∈ (−∞, 0) and A(u) < 0 on (−∞, u0) and A(u) > 0 on (u0, 0);
(B) A(u) < 0 on (−∞, 0) and A(0) = 0;
(C) there exists u0 ∈ (0, a(τ)) such that A(u) < 0 on (−∞, u0) and A(u) > 0 on (u0, a(τ));
(D) A(u) < 0 on (−∞, a(τ));
We consider the solution of the ODE (1.6) also on the real line as well as on C \R.
Case (A) and case (A’)
Case (A) is reduced to case (A’) if we define u0 := −∞. Since H(t, u) is an increasing function
of u ∈ (supp ηt)c, there is a unique point θ(t) satisfying u0 < θ(t) < 0 and
H(t, θ(t)) = 0. (5.4)
θ(t) is a zero point of Ht of degree 1 since ∂uH(t, u) ≧ 1. Therefore, by lemma 4.4, there is a
delta measure λ(t)δθ(t) in µt with u0 < θ(t) < 0. By the implicit function theorem, θ(t) is in
Cω class. Differentiating the equation H(t, θ(t)) = 0 and using Lemma 5.3, we obtain
θ′(t) = −
∂H
∂t
(t, θ(t))
∂H
∂z
(t, θ(t))
= −A(θ(t)). (5.5)
The initial condition is θ(0) = 0.
Case (B)
In case (B), the same differential equation (5.5) holds. Since A(0) = 0, we have θ(t) = 0 for all
t. This is true for a monotone Poisson distribution.
Case (C) and case (D)
Case (C) and case (D) can be treated at the same time. We define
u1 :=
{
u0, in case (C),
a(τ), in case (D),
to treat the two cases at the same time. In the cases (C) and (D), Ht is analytic in C \[u1,∞)
(see Subsection 5.2 for details). Then there exists t0 ∈ (0,∞] such that µt includes a delta
measure in (0, u1) for 0 < t < t0. We can prove that t0 =∞ in case (C). In case (D), we have
an example, where t0 < ∞ holds (see the section of Example in [25]). t0 = ∞ may occur if
limuրa(τ)A(u) = 0. µt has the form
µt =
{
λ(t)δθ(t) + νt, 0 ≤ t < t0,
νt, t0 ≤ t <∞,
where it holds that 0 < λ(t) ≤ 1 and 0 ≤ θ(t) < a(τ) for 0 ≤ t < t0, and a(νt) ≥ a(τ) for all
0 < t <∞. The differential equation (5.5) holds also in this case.
Weight λ(t) in the cases (A), (A’), (C) and (D)
It is possible to calculate the weight λ(t). First we exclude case (B). Then we have A(0) 6= 0. We
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expand Ht(z) in a Taylor series around θ(t) as Ht(z) =
∑∞
n=1 an(t)(z− θ(t))n with a1(t) = 1λ(t) .
Also we expand A(z) as
∑∞
n=0 bnz
n with bn ∈ R. If we compare the coefficients of the constant
term in the ODE (1.6), we obtain −θ′(t)a1(t) = b0 = A(0). Hence it holds that
λ(t) =
A(θ(t))
A(0)
.
Weight λ(t) in the case (B)
In case (B), we express the Taylor expansions of Ht and A(z) at 0 respectively by Ht(z) =∑∞
n=1 an(t)z
n and A(z) =
∑∞
n=1 bnz
n with a1(t) =
1
λ(t)
and b1 = A
′(0) > 0. Comparing the
coefficients of zn in the ODE (1.6), we obtain the equation a′1(t) = A
′(0)a1(t). Therefore, we
get a1(t) = e
A′(0)t because of the initial condition a1(0) = 1. Thus we obtain
λ(t) = e−A
′(0)t.
5.2 Differential equation of non-atomic part
In the previous subsection we considered the case a(τ) > 0. Now we consider a more general
case. We investigate a(µt) including the case where there is no isolated delta measure at a(µt).
Assume that the lower bound a(τ) of the Le´vy measure τ is finite: −∞ < a(τ). There are
three cases:
(a) A(u) > 0 on (−∞, a(τ));
(b) A(u0) = 0 for some u0 ∈ (−∞, a(τ)) and A(u) < 0 on (−∞, u0) and A(u) > 0 on
(u0, a(τ));
(c) A(u) < 0 on (−∞, a(τ)).
µt may contain an isolated delta measure at a(µt). If so, we write as µt = λ(t)δθ(t)+νt. We can
understand that λ(t) = 0 if µt does not contain an atom at a(µt), or if µt contains an atom at
a(µt) but it is not isolated. The motion of the position θ(t) of a delta measure was clarified in
the previous subsection. To investigate a(νt), we introduce a function E: [0,∞) −→ (−∞, a(τ)]
by
E(t) :=
{
sup{u ≤ a(τ);Ht(u) = a(τ)} in case (a) and case (b),
a(τ) in case (c)
for t ∈ [0,∞). The definition in the cases (a) and (b) may seem to be unclear since Ht(z) was
only defined in C \R. The precise definition is as follows. Since case (a) and case (b) can be
treated in the same way, we explain only case (b). If u is in the interval (u0, a(τ)), let R(u) be
defined so that Ht(u) exists for all t ∈ (0, R(u)) and limtրR(u)Ht(u) = a(τ). We observe that
R is a function of u which satisfies 0 < R(u) <∞ on (u0, a(τ)). R is a bijection from (u0, a(τ))
to (0,∞). Therefore, we can define a bijection E(t) := R−1(t), which we have denoted simply
as sup{u ≤ a(τ);Ht(u) = a(τ)}.
a(νt) is characterized by the following result.
Lemma 5.4. Let µ be a ⊲-infinitely divisible distribution. µ can be expressed in the form
µ = λδθ + ν, where θ = a(µ) is an isolated atom. We understand that µ = ν or λ = 0 if µ does
21
not contain an atom at a(µ) or if µ contains an atom at a(µ) but it is not isolated. Then the
equalities
a(ν) = a(η) = sup{x ∈ R;Hµ has an analytic continuation to C \[x,∞)}
hold under the notation (1.4).
Proof. The latter equality follows from Lemma 4.1 (1) immediately and we only need to prove
that a(ν) = a(η). First, if λ = 0 we can easily prove a(µ) = a(η) by Lemma 4.1 (2). Second,
we assume that λ > 0. We show that a(ν) 6= a(η) causes a contradiction. We notice first that
the difference a(ν) 6= a(η) comes from the zero points of Hµ(x) or Gµ(x) by Lemma 4.1 (2). If
a(ν) < a(η), then Hν(a(ν)) = 0. This implies, however, Gµ contains two atoms at a(ν) and θ.
This contradicts infinite divisibility (see Theorem 3.5 in [25]). If a(ν) > a(η), thenGν(a(η)) = 0.
Since d
dx
Hµ(x) ≥ 1 in (supp µ)c ⊂ R, Hµ(x) is increasing. Therefore limxրa(η)Hµ(x) = ∞ and
limxցa(η)Hµ(x) = −∞. Also, limx→−∞Hµ(x) = −∞. These imply that there exist x1 < a(η)
and x2 > a(η) such that Hµ(x1) = Hµ(x2). By Rouche’s theorem, there exist distinct points
z1, z2 ∈ C with positive imaginary parts such that Hµ(z1) = Hµ(z2) (this argument is similar
to the proof of Theorem 3.5 in [25]); this contradicts the infinite divisibility again since the
solution of (1.6) defines a flow of injective mappings.
Remark 5.5. If µ is not ⊲-infinitely divisible, the above property does not hold. For instance,
if µ = 1
2
(δ−1 + δ1), a(ν) = 1 but a(η) = 0.
We define a(ν0) := a(τ) in order that a(νt) becomes a continuous function around 0.
Theorem 5.6. In case (a) and case (b), the equality E(t) = a(νt) holds for all t ∈ [0,∞). In
case (c), the equality holds under the further assumption limuրa(τ)A(u) < 0.
Proof. We can prove this equality by considering the region in which Ht(z) is analytic. We first
consider case (a) and case (b). We prove that
E(t) = sup{x ∈ R;Ht has an analytic continuation to C \[x,∞)}. (5.6)
By reductio ad absurdum we show that Ht never has an analytic continuation beyond E(t).
If Ht(z) has an analytic continuation to C \[E(t) + δ,∞) for some t > 0 and δ > 0, then we
find the following three facts: the image of Ht(u) includes the point a(τ) since
∂H
∂u
≥ 1 and
H(t, E(t)) = a(τ); Ht is injective in C \[E(t) + δ,∞); we can take δ > 0 small enough so
that A(z) is analytic in C \[E(t) + δ,∞) since E(t) < a(τ). Then by the equality A(Ht(z)) =
A(z)∂Ht
∂z
(z) in C \R, we conclude that A(z) has an analytic continuation to the image of Ht.
In particular, A is analytic around the point a(τ); this is a contradiction. Therefore, Ht cannot
have an analytic continuation beyond E(t).
Conversely, for any u < E(t), Ht(z) has an analytic continuation to the region C \[u+ δ,∞)
for some δ > 0 by the solution of the ODE (1.6). Then the equality (5.6) holds.
The proof of the equality E(t) = a(νt) in case (c) under the assumption limuրa(τ)A(u) < 0
is similar to the above. For all t > 0, we have limuրa(τ)Ht(u) < a(τ). Assume that Ht(z) has
an analytic continuation to C \[E(t) + δ,∞) for some t > 0 and δ > 0. We can take δ small
enough such that Ht(u) ∈ (−∞, a(τ)) for all u ∈ (−∞, a(τ) + δ). This contradicts the equality
A(Ht(z)) = A(z)
∂Ht
∂z
(z).
In case (c), if limuրa(τ)A(u) = 0, the question as to whether the relation E(t) = a(νt) holds
for all t > 0 or not, has not been clarified yet. A partial answer is shown in the following
proposition.
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Proposition 5.7. We consider the case (c). Then a(νt) = a(τ) a.e. with respect to the Lebesgue
measure on [0,∞) and a(νt) ≥ a(τ) for all t > 0.
Proof. Step 1. First, we prove the following fact: if lim supt→t0,t6=t0 a(νt) ≥ a(νt0), then A(z)
is analytic in the region (−∞, a(νt0)) and moreover, a(νt0) = a(τ) (= E(t0). Fix an arbitrary
number ǫ ∈ (0, 1). Take a sequence {tn}∞n=1 such that a(νtn) ≥ a(νt0) − ǫ2 for all n ≥ 1 and
define the sequence of analytic functions in (−∞, a(νt0)− ǫ) by
Aǫn(z) :=
Htn(z)−Ht0(z)
tn − t0
for n ≥ 1. For any compact set K ⊂ C \[a(τ)− ǫ,∞), we can prove that the sequence {Aǫn} is
uniformly bounded on K for sufficiently large n. Hence we obtain the analyticity of ∂tH(t0, z)
in (−∞, a(νt0) − ǫ). Since 1 > ǫ > 0 is arbitrary, we conclude that ∂tH(t0, z) is analytic in
(−∞, a(νt0)). A(z) has an analytic continuation from C \R to C \[a(νt0),∞) by the equality
A(z) = ∂tH(t0,z)
∂zH(t0,z)
. Now we show a(τ) = a(νt0). As explained before, the solution Ht(z) of the
ODE exists for all time and for any initial position z ∈ C \[a(τ),∞). Therefore, we obtain
a(νt) ≥ a(τ) for all t ∈ [0,∞). Moreover, we can prove that a(τ) ≥ a(νt0) by the analyticity of
A(z) in (−∞, a(νt0)).
Step 2. We note that a(νt) is Borel measurable. This is easy since the coefficients of
the Taylor expansion of Ht is measurable (by the Cauchy integral formula), and a(νt) can be
expressed by the limit supremum of them. We define a Borel set B by
B := {t ∈ [0,∞); there exist ǫ = ǫ(t) > 0 and η = η(t) > 0 such that
|a(νt)− a(νs)| > ǫ for all s satisfying 0 < |s− t| < η}.
If t ∈ Bc, a(νt) = E(t) by Step 1. It is known that a Borel measurable function on an interval
is continuous except for an open set with arbitrary small Lebesgue measure by Lusin’s theorem
(see [17]). Therefore, the Lebesgue measure of the set B is 0. a(νt) ≥ a(τ) was already
mentioned in the proof of Step 1.
So far we have proved that E(t) = a(νt) in generic cases. Next we show an ODE for the
function E(t). Define by
Eǫ(t) := sup{u ≤ a(τ);Ht(u) = a(τ)− ǫ}
an approximate family for ǫ > 0. This approximation is needed to use the implicit function
theorem in the proof of Theorem 5.9.
Lemma 5.8. In case (a) and case (b), Eǫ and E enjoy the following properties.
(1) Eǫ < E for all ǫ ∈ (0, 1). In addition, Eǫ converges to E pointwise as ǫ→ 0.
(2) supǫ>0,t∈I |Eǫ(t)| <∞ for any compact set I ⊂ [0,∞)
The above lemma is easily proved and we omit its proof.
Theorem 5.9. We consider case (a) and case (b). Then E(t) satisfies the ODE{
d
dt
E(t) = −A(E(t)) for 0 < t <∞,
E(0) = a(τ).
In particular, E is in Cω(0,∞) ∩ C[0,∞).
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Proof. We note that the inequality ∂H
∂u
≥ 1 holds. Then Implicit Function Theorem is applicable
to the equation H = a(τ)−ǫ because H is defined in the open set {(t, u); 0 < t <∞,−∞ < u <
E(t)} which contains (t, Eǫ(t)) for all t. Therefore, Eǫ is in class Cω(0,∞) and its derivative is
dEǫ
dt
(t) = − ∂tH(t, Eǫ(t))
∂uH(t, Eǫ(t))
= −A(Eǫ(t))
by Lemma 5.3. After integrating the above, we take the limit ǫ→ 0 using Lemma 5.8, to obtain
E(t) =
∫ t1
t
A(E(s))ds+ E(t1).
This implies that E is in class Cω(0,∞) and the ODE holds. The right continuity of E at 0
follows from the fact limtց0Ht(z) = z.
6 Time-dependent and time-independent properties of
monotone convolution semigroup
In classical probability theory, it is often true that a property of a convolution semigroup µt is
completely determined at an instant. Such a property is called a time-independent property.
In this section, we prove such properties for monotone convolution semigroups.
Lemma 6.1. Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0, and
A(z) be the associated vector field. If there exists t0 > 0 such that suppµt0 ⊂ [0,∞), then A(z)
is analytic in C \[0,∞).
Proof. We have supp µ t0
n
⊂ [0,∞) by Corollary 4.3 (1). Let An(z) be defined by An(z) :=
(H t0
n
(z) − z)/ t0
n
. An is analytic in C \[0,∞). By definition A(z) = limn→∞An(z) for z ∈
C \R. By Montel’s theorem, it suffices to show that the RHS is uniformly bounded on each
compact subset of C \[0,∞). Fix an arbitrary compact set K ⊂ C \[0,∞). By Lemma 4.1,
supp η t0
n
⊂ [0,∞). Since Ht(i) = bt + i(1 + ηt(R)) is differentiable, there exist M,M ′ > 0 such
that ηt(R)
t
≤M and
∣∣∣ btt ∣∣∣ ≤M ′ for all t ∈ [0, t0]. Then
|An(z)| ≤
∣∣∣ n
t0
b t0
n
∣∣∣+ ∣∣∣∣∣
∫ ∞
0
1 + xz
x− z
n
t0
η t0
n
(x)
∣∣∣∣∣
≤M ′ + L′
for all n and z ∈ K. L′ > 0 is a constant dependent only on K.
Using Proposition 4.5 and Lemma 6.1, one can prove the monotone analogue of subordinator
theorem. For the classical version, the reader is referred to Theorem 24.11 of [41].
Theorem 6.2. . Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0.
Then the following statements are equivalent:
(1) there exists t0 > 0 such that suppµt0 ⊂ [0,∞);
(2) suppµt ⊂ [0,∞) for all 0 ≤ t <∞;
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(3) supp τ ⊂ [0,∞), τ({0}) = 0, ∫∞
0
1
x
dτ(x) <∞ and γ ≥ ∫∞
0
1
x
dτ(x).
Remark 6.3. (i) The equality τ({0}) = 0 in condition (3) means that there is no component
of a Brownian motion in the Le´vy-Khintchine formula.
(ii) The equivalence also holds in the classical and Boolean Le´vy-Khintchine formulae. In the
free case, however, (1) and (2) are not equivalent (see Section 10).
Proof. We note that (3) is equivalent to (3’): A is analytic in C \[0,∞) and A < 0 on (−∞, 0),
by an argument in Proposition 4.5.
(1) ⇒ (2), (3′): If {µt} is a delta measure, then the statement follows immediately. We
assume that µt is not a delta measure for some t > 0. This is equivalent to assuming that µt is
not a delta measure for all t > 0. Then τ is a nonzero positive finite measure. A(z) is analytic
in C \[0,∞) by Lemma 6.1, and hence, supp τ ∈ [0,∞). There are three possible cases: (a)
A(u) > 0 on (−∞, 0); (b) A(u0) = 0 for some u0 ∈ (−∞, 0) and A(u) < 0 on (−∞, u0) and
A(u) > 0 on (u0, 0); (c) A(u) < 0 on (−∞, 0).
In case (a) and case (b), we have a(µt) < 0 for all t > 0 by Theorem 5.1 (2). In case (c), we
have a(µt) ≥ a(τ) ≥ 0 again by Theorem 5.1 (2). Hence only case (c) has no contradiction to
the assumption.
(3′)⇒ (1): This proof was actually done in the end of the proof of (1)⇒ (2).
We can prove that the lower boundedness of the support is determined at one instant.
Theorem 6.4. Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0.
Then the following statements are equivalent:
(1) there exists t0 > 0 such that suppµt0 is bounded below;
(2) suppµt is bounded below for all 0 ≤ t <∞;
(3) supp τ is bounded below.
Remark 6.5. The same kind of theorem also holds in the free and Boolean cases. The classical
case is exceptional since the condition (3) needs to be replaced by supp τ ⊂ [0,∞), τ({0}) = 0
and
∫ 1
−1
1
|x|dτ(x) <∞ [41]. Therefore, the boundedness below is not mapped bijectively by the
monotone analogue of Bercovici-Pata bijection defined in Section 8.
Proof. (1)⇒ (3): When a(µt0) ≥ 0, the claim follows from Theorem 6.2. We consider the case
a(µt0) < 0. By Proposition 4.2, we have a(µt) ≥ a(µt0) > −∞ for all t ≤ t0. By the same
argument as in Lemma 6.1, one can show that A is analytic in (−∞, a(µt0)).
(3) ⇒ (2): The lower boundedness of the support of µt for all t ≥ 0 comes from Theorem
5.1.
Next we consider the symmetry around the origin. We say that a measure µ on the real line
is symmetric if µ(dx) = µ(−dx). The proof depends on the assumption of compact support.
We could not prove the result for all probability measures.
Theorem 6.6. Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0. We
assume that the support of each µt is compact (this is a time-independent property). Then the
following statements are all equivalent.
(1) There exists t0 > 0 such that µt0 is symmetric.
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(2) µt is symmetric for all t > 0.
(3) γ = 0 and τ is symmetric.
Proof. We prove this theorem in terms of moments. We use the representation of the vector
field A(z) = −γ+ ∫ 1
x−zdσ(x), dσ(x) = (1+ x
2)dτ(x), where σ has a compact support. We use
the notation mn(t) = mn(µt) for simplicity. We notice that the symmetry is equivalent to the
vanishment of odd moments for a compactly supported measure. Define a sequence {rn}∞n=1
by r1 := γ, rn := mn−2(σ) for n ≥ 2. Then A(z) = −
∑∞
n=1
rn
zn−1
. By Lemma 5.3 (2), we get
differential equations dm0(t)
dt
= 0 and
dmn(t)
dt
=
n∑
k=1
krn−k+1mk−1(t) for n ≥ 1 (6.1)
with initial conditions m0(0) = 1 and mn(0) = 0 for n ≥ 1.
Now we prove the implications (1) ⇒ (2) and (1) ⇒ (3). We can easily prove that
m2n+1(t0) = 0 and r2n+1 = 0 for n ≥ 0, and then m2n+1(t) = 0 for all t > 0 and n ≥ 0.
Then σ and µt are both symmetric for all t > 0. The proof of the implication (3) ⇒ (2) runs
by a similar argument.
We show some time-dependent properties.
Proposition 6.7. (1) Absolute continuity is a time-dependent property.
(2) Existence of an atom is a time-dependent property.
Proof. There is an example [25]. Let {µt}t≥0 be the monotone convolution semigroup defined
by
H
(α,1,c)
t (z) = c+ {(z − c)α + t}
1
α for 0 < α < 1. (6.2)
Then µt contains an atom for 0 ≤ t < |c|α and µt is absolutely continuous for t ≥ |c|α.
The property m2n(µ) =
∫
R x
2nµ(dx) < ∞ is also time-independent. That is, we prove the
following theorem which is also true in classical and free probabilities [7, 43]. In addition, this
also extends Theorem 4.9 in [35] to higher order moments.
Theorem 6.8. Let {µt}t≥0 be a weakly continuous ⊲-convolution semigroup with µ0 = δ0 and
let n ≥ 1 be a natural number. Then the following statements are equivalent:
(1) there exists t0 > 0 such that m2n(t0) <∞;
(2) m2n(t) <∞ for all 0 < t <∞;
(3) m2n(τ) <∞.
Proof. (1) ⇒ (2): We use the notation µyt := δy ⊲ µt introduced in (4.1). For 0 ≤ t ≤ t0,
we set λ = µt0−t and ν = µt. Then we obtain
∫ ∫
x2nµyt (dx)µt0−t(dy) =
∫
R x
2nµt0(dx) < ∞,
which implies m2n(µ
y
t ) < ∞ for some y ∈ R. By Proposition 4.8, we obtain m2n(t) < ∞ for
0 ≤ t ≤ t0. For arbitrary 0 < s < ∞, we can write s = kt0 + t with k ∈ N and 0 ≤ t < t0.
Then we have m2n(s) <∞ by Proposition 4.9.
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(2) ⇒ (3): We first note that mk(t) is a Borel measurable function of t ≤ 0 since µt is weakly
continuous. Moreover, we show that there exist r1, · · · , r2n ∈ R such that
ml(t) =
l∑
k=1
∑
1=i0<i1<···<ik−1<ik=l+1
tk
k!
k∏
p=1
ip−1rip−ip−1 (6.3)
for 1 ≤ l ≤ 2n. For the proof we use the equality
ml(t + s) = ml(t) +ml(s) +
l−1∑
k=1
∑
j0+j1+···+jk=l−k,
0≤jp, 0≤p≤k
mk(t)mj0(s) · · ·mjk(s) (6.4)
for 1 ≤ l ≤ 2n. For l = 1, (6.4) becomes m1(t+s) = m1(t)+m1(s). This is Cauchy’s functional
equation and there exists r1 ∈ R such that m1(t) = r1t by the measurability (for a simple proof
of Cauchy’s functional equation, see [3]). We assume that there exist r1, · · · , rq ∈ R such that
(6.3) holds for 1 ≤ l ≤ q. For an arbitrary r′q+1 ∈ R, we define
m˜q+1(t) := r
′
q+1t+
q+1∑
k=2
∑
1=i0<i1<···<ik−1<ik=q+2
tk
k!
k∏
p=1
ip−1rip−ip−1 . (6.5)
Then the equality
m˜q+1(t+ s) = m˜q+1(t) + m˜q+1(s) +
q∑
k=1
∑
j0+j1+···+jk=q+1−k,
0≤jl, 0≤l≤k
mk(t)mj0(s) · · ·mjk(s) (6.6)
holds; this will be proved soon later in Proposition 6.10. Therefore, (6.4) and (6.6) imply that
mq+1(t + s) − m˜q+1(t + s) = mq+1(t) − m˜q+1(t) +mq+1(s) − m˜q+1(s). This is again Cauchy’s
functional equation, and hence, there exists r′′q+1 ∈ R such that mq+1(t) = m˜q+1(t)+ r′′q+1t. The
above argument runs until q = 2n − 1, and then we conclude that there exist r1, · · · , r2n ∈ R
such that (6.3) holds for 1 ≤ l ≤ 2n.
By the equality ∂G
∂t
(t, z) = A(z)∂G
∂z
(t, z) we obtain A(z) =
G(1,z)− 1
z∫ 1
0
∂G
∂z
(s,z)ds
, which implies
A(z) = −
m1(1)
z2
+ · · ·+ m2n(1)
z2n+1
+ o(|z|−(2n+1))
1
z2
+
2
∫ 1
0 m1(s)ds
z3
+ · · ·+ (2n+1)
∫ 1
0 m2n(s)ds
z2n+2
+
∫ 1
0
Rs(z)ds
, (6.7)
where Rs(z) is defined by Rs(z) =
2n+1
z2n+2
∫
R
x2n+1
z−x µs(dx) +
1
z2n+1
∫
R
x2n+1
(z−x)2µs(dx). We prove a
property of Rs(z) here. Since m2n(s) is a polynomial, x
2n is integrable with respect to the
measure µs(dx)ds on R×[0, t]. Easily we can show that
∫ 1
0
Rs(iy)ds = o(y
−(2n+2)) by the
dominated convergence theorem. Therefore, there exist u1, · · · , u2n ∈ R such that A(iy) =
u1+
u2
iy
+ · · ·+ u2n
(iy)2n−1
+ o(y−(2n−1)). By Proposition 4.8, we have m2n(τ) <∞ (the equivalence
between (2) and (3) in Proposition 4.8 is true for A(z). The proof needs no changes).
(3) ⇒ (2): Since m2n(τ) < ∞, we have the expansion A(z) = u1 + u2z + · · · + u2nz2n−1 + Q(z),
where Q(z) := 1
z2n−1
∫
R
x2n−1
x−z (1 + x
2)τ(dx). We obtain
Ht(z) = z + u1t+
∫ t
0
u2
Hs(z)
ds+ · · ·+
∫ t
0
u2n
Hs(z)2n−1
ds+
∫ t
0
Q(Hs(z))ds (6.8)
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from the equality d
dt
Ht(z) = A(Ht(z)). We can prove that
∑2n−1
k=p
∫ t
0
uk+1
Hs(iy)k
ds+
∫ t
0
Q(Hs(iy))ds =
o(y−(p−1)) since | ∫ t
0
1
Hs(iy)k
ds| ≤ t
yk
. In addition,
∫ t
0
Q(Hs(iy))ds = o(y
−(2n−1)) for any t > 0 by
the dominated convergence theorem. Now we show by induction that there exist polynomials
ck(t) of t (1 ≤ k ≤ 2n) such that
Ht(z) = z + c1(t) +
c2(t)
z
+ · · ·+ c2n(t)
z2n−1
+ o(|z|−(2n−1)) (z = iy, y →∞) (6.9)
for any t > 0. First Ht(iy) = iy + u1t +
u2t
iy
+ o( 1
y
) holds by (6.8). Next we assume that there
exist polynomials ck(t) of t (1 ≤ k ≤ 2q) such that
Ht(z) = z + c1(t) +
c2(t)
z
+ · · ·+ c2q(t)
z2q−1
+ Pt(z), (6.10)
where Pt(iy) = o(y
−(2q−1)) for any t > 0. We can write Pt(z) = 1z2q−1
∫
R
x2q−1
x−z ρt(dx), where ρt
is the positive finite measure in Proposition 4.8 (2). Then we obtain the asymptotic behavior∫ t
0
Ps(iy)ds = o(y
−(2q−1)). Substituting (6.10) into the right hand side of (6.8), we obtain the
expansion
Ht(z) = z + b1(t) +
b2(t)
z
+ · · ·+ b2q+2(t)
z2q+1
+ o(|z|−(2q+1)), (6.11)
where bk(t) is a polynomial of t (we note that bk(t) = ck(t) holds for 1 ≤ k ≤ 2q by the
uniqueness of the expansion). This induction goes until q = n − 1 and we obtain (6.9). The
conclusion follows from Proposition 4.8.
Remark 6.9. We have proved that mk(t) is a polynomial of t in the proof of (2)⇒ (3). This
property might seem to be too strong: what we needed was the integrability of mk(t) in a finite
interval. The author however could not find an alternative proof of the integrability.
The following result completes the above theorem.
Proposition 6.10. For any complex numbers rn, n ≥ 1, mn(t) defined by
mn(t) =
n∑
k=1
∑
1=i0<i1<···<ik−1<ik=n+1
tk
k!
k∏
p=1
ip−1rip−ip−1 (6.12)
satisfy the equality
mn(t+ s) = mn(t) +mn(s) +
n−1∑
k=1
∑
j0+j1+···+jk=n−k,
0≤jp, 0≤p≤k
mk(t)mj0(s) · · ·mjk(s) (6.13)
for any n ≥ 1.
Proof. Every series in this proof is a formal power series. We define A(z) = −∑∞z=1 rnzn−1 . We
solve the differential equation (1.6) in the sense of formal power series. Then the solution Ht(z)
of the form Ht(z) =
∑∞
n=−1
an(t)
zn
uniquely exists. It is easy to prove that Ht+s(z) = Ht(Hs(z))
in the sense of formal power series with respect to t, s, z. If we define Gt(z) by
1
Ht(z)
, then
Lemma 5.3 holds by the same proof. We can easily prove that mn(t) are given by Gt(z) =∑∞
n=0
mn(t)
zn+1
using the equality (2) in Lemma 5.3. (6.13) follows from the power series expansion
of Gt+s(z) = Gt(
1
Gs(z)
).
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7 Strictly stable distributions
Let b ∈ C, c ∈ C and α ∈ R be constants such that α 6= 0. We consider a ⊲-infinitely divisible
probability distribution µ(α,b,c) by the associated vector field
A(α,b,c)(z) :=
b
α
(z − c)1−α, (7.1)
where zs is defined by zs = exp(s log z) for z ∈ C \{x ∈ R; x ≥ 0}. The range of the angle
of z is chosen to be 0 < arg z < 2π. (Of course the factor b
α
can be replaced by merely b;
however, we use this notation since (7.2) becomes rather simple.) In order that A(α,b,c) becomes
the associated vector field to a ⊲-infinitely divisible distribution, the following conditions are
necessary and sufficient:
(a) A(α,b,c) maps C+ into C+ ∪R;
(b) limy→∞
ImA(α,b,c)(x+iy)
y
= 0 for some x.
By careful observation upon the motion of angles, we can see that A(α,b,c) satisfies (a) and (b)
if and only if
(1) Im c ≤ 0,
(2) 0 < α ≤ 2,
(3) 0 ≤ arg b ≤ απ for 0 < α ≤ 1 and (α− 1)π ≤ arg b ≤ π for 1 < α ≤ 2,
except for the case α = 1. If α = 1, A(1,b,c) does not depend on c and the condition (1) is not
needed. We can write explicitly the corresponding reciprocal Cauchy transform:
H(α,b,c)(z) = c+ {(z − c)α + b} 1α . (7.2)
When we consider the corresponding convolution semigroup {µ(α,b,c)t }t≥0, the formula (7.2)
becomes
H
(α,b,c)
t (z) = c+ {(z − c)α + bt}
1
α . (7.3)
This family is an extension of deformed arcsine laws in [35] (Im c = 0, α = 2), Cauchy distri-
butions (α = 1, b = βi with β > 0) and delta measures (α = 1, Im b = 0). Moreover, this
family gives good examples when we study support properties of general ⊲-infinitely divisible
distributions [24].
We show that the family {µ(α,b,0)} gives all strictly monotone stable distributions which we
define now. Let Dλ be the dilation operator defined by
Dλµ(B) = µ(λ
−1B), (7.4)
where B is an arbitrary Borel set and µ is an arbitrary Borel measure.
Definition 7.1. Let µ be a ⊲-infinitely divisible distribution. Then there exists a unique
weakly continuous ⊲-convolution semigroup {µt}t≥0 such that µ1 = µ and µ0 = δ0. µ is called
a strictly ⊲-stable distribution if for any a > 0 there exists b(a) > 0 such that
µa = Db(a)µ. (7.5)
(7.5) is equivalent to the following equality:
Hµa(z) = b(a)Hµ(b(a)
−1z) for all z ∈ C+ . (7.6)
We often write Ht = Hµt for simplicity.
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Remark 7.2. We do not treat unbounded operators which will be interesting in the study of
strictly ⊲-stable distributions; we deal with only probability distributions.
Lemma 7.3. Assume that µ is a strictly ⊲-stable distribution with µ 6= δ0.
(1) b(a) is unique for each a > 0 and b(a) is a continuous function of a.
(2) It holds that Hat(z) = b(a)Ht(b(a)
−1z) for all a > 0, t ≥ 0 and z ∈ C+.
(3) There exists some h ∈ R such that b(a) = ah for all a > 0, t ≥ 0.
Proof. (1) The proof of the uniqueness of b(a) given below is almost the same as in Lemma 13.7
in [41]. Fix a > 0. Assume that there exist b > b′ such that Ha(z) = bH1(b−1z) = b′H1(b′−1z)
for all z ∈ C+. Then we have µ(dxb ) = µ(dxb′ ), and hence, we get µ(cndx) = µ(dx) with c = bb′ > 1
for all n ∈ N. Letting n → ∞, we have µ = δ0, which is a contradiction. Then we have the
uniqueness of b. The proof of the continuity of b(a) is the same as Lemma 13.9 in [41] and we
omit the proof.
(2) We fix a > 0. Define two families of probability measures νt := µat(dx) and λt := µt
(
dx
b(a)
)
.
Since µ is strictly ⊲-stable, we have ν1 = λ1. Moreover, both {νt} and {λt} constitute monotone
convolution semigroups. Therefore, we obtain νt = λt for all t ≥ 0 by the uniqueness result
obtained in [6].
(3) By the result (2) it holds that
Haa′t(z) = b(a)Ha′t(b(a)
−1z) = b(a)b(a′)Ht(b(a)−1b(a′)−1z) (7.7)
for all a, a′ > 0 and t ≥ 0. Therefore, by (1) we have
b(aa′) = b(a)b(a′) (7.8)
for all a, a′ > 0. It is a well known fact that a continuous function satisfying the equation (7.8)
is of the form b(a) = ah.
Definition 7.4. The reciprocal of h in Lemma 7.3 is called the index of µ. We denote the
index by α and in this case we call µ a strictly ⊲-α-stable distribution.
Assume that µ is a ⊲-infinitely divisible distribution. Let A be the associated vector field
in (1.3). The following equivalent conditions are useful in the classification of strictly ⊲-stable
distributions:
(1) µ is a strictly ⊲-α-stable distribution;
(2) Hat(z) = a
1
αHt(a
− 1
α z) for all z ∈ C+;
(3) A(z) = a
1
α
−1A(a−
1
α z) for all z ∈ C+.
Theorem 7.5. Assume that µ is a strictly ⊲-stable distribution with µ 6= δ0. Then the index
α of µ satisfies 0 < α ≤ 2. Moreover, there exists b ∈ C such that µ = µ(α,b,0), where b satisfies
the following conditions:
· 0 ≤ arg b ≤ απ if 0 < α ≤ 1,
· (α− 1)π ≤ arg b ≤ π if 1 < α ≤ 2.
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Proof. We have the equation A(z) = a
1
α
−1A(a−
1
α z) for all a > 0 and z ∈ C+ since µ is a
strictly ⊲-α-stable distribution. Differentiating the equation w.r.t. a, we obtain A′(a−
1
α z) =
1−α
a−
1
α z
A(a−
1
α z). Putting a = 1, we obtain
A′(z) =
1− α
z
A(z). (7.9)
It follows from the differential equation (7.9) that
A(z) =
b
α
z1−α (7.10)
for some constant b ∈ C. As explained in the beginning of this section, we obtain the conclusion.
Remark 7.6. (1) The characterization of strictly ⊲-stable distributions in terms of the asso-
ciated vector field A(z) = bz1−α is very similar to the cases of free [10] and boolean [47].
(2) Cauchy distributions are strictly ⊲-1-stable distributions; this is also the case in classical,
free and boolean cases.
8 Connection to infinite divisibility in classical probabil-
ity theory
Now we consider the correspondence between commutative probability theory and monotone
probability theory. The usual Le´vy-Khintchine formula is given by
µ̂(u) = exp
(
iγu+
∫
R
(
eixu − 1− ixu
1 + x2
)1 + x2
x2
τ(dx)
)
, (8.1)
where γ ∈ R and τ is a positive finite measure. We note that the Le´vy-Khintchine formula in
monotone probability theory is given by
A(z) = −γ +
∫
R
1 + xz
x− z τ(dx), (8.2)
where (γ, τ) satisfies the same conditions in (8.1). The correspondence between the commuta-
tive case and the monotone case becomes clearer if we use the notation of (8.1). For instance,
the condition of (γ, τ) for the positivity of an infinitely divisible distribution can be written as
(see Theorem 24.11 in [41])
supp τ ⊂ [0,∞),
∫ 1
0
1
x
τ(dx) <∞,
τ({0}) = 0, γ ≥
∫ ∞
0
1
x
τ(dx).
(8.3)
These conditions are completely the same as in Theorem 6.2. Then it is natural to define
the monotone analogue of the Bercovici-Pata bijection (for the details of the Bercovici-Pata
bijection, the reader is referred to [9].) Let ID(⊲) be the set of all monotone infinitely divisible
distributions; let ID(∗) be the set of all infinitely divisible distributions. We define a map
ΛM : ID(∗)→ ID(⊲) by sending the pair (γ, τ) in (8.1) to the pair (γ, τ) in (8.2) similarly to
the Bercovici-Pata bijection. This map enjoys nice properties.
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Theorem 8.1. ΛM satisfies following properties.
(1) ΛM is continuous;
(2) ΛM(δa) = δa for all a ∈ R;
(3) Dλ ◦ ΛM = ΛM ◦Dλ for all λ > 0.
(4) ΛM maps the Gaussian with mean 0 and variance σ
2 to the arcsine law with mean 0 and
variance σ2;
(5) ΛM maps the Poisson distribution with parameter λ to the monotone Poisson distribution
with parameter λ;
(6) ΛM gives a one-to-one correspondence between the set {µ ∈ ID(∗); suppµ ⊂ [0,∞)} and
the set {ν ∈ ID(⊲); supp ν ⊂ [0,∞)}.
(7) For all α ∈ (0, 2), ΛM gives a one-to-one correspondence between strictly α-stable distri-
butions and monotone strictly α-stable distributions.
(8) If supp τ is compact, the symmetry of µ ∈ ID(∗) is equivalent to the symmetry of ΛM(µ).
(9) For each n ≥ 1, ΛM gives a one-to-one correspondence between the set {µ ∈ ID(∗);
∫
R x
2nµ(dx) <
∞} and the set {ν ∈ ID(⊲); ∫R x2nν(dx) <∞}.
Remark 8.2. Since monotone convolution is non-commutative, ΛM does not preserve the
structure of convolution: ΛM(µ ∗ λ) 6= ΛM(µ)⊲ ΛM(λ) for some µ, λ.
Proof. (1) It is known that the convergence of a sequence {µn} ⊂ ID(∗) to some µ implies the
convergence of the corresponding pair (γn, τn) to some (γ, τ). Now we have the family of ODEs
driven by
An(z) = −γn +
∫
R
1 + xz
x− z dτn(x);
we denote the flow by {Hn,t}. Since (γn, τn) converges to (γ, τ), An converges locally uniformly
to A. By the basic result of the theory of ODE, it holds that Hn,1(z)→ H1(z) locally uniformly,
which implies that µn converges weakly to µ.
(2), (4), (5) The proofs are easy.
(3) For a weakly continuous monotone convolution semigroup {µt} with µ1 = µ and µ0 = δ0,
we have HDλµt(z) = λHµt(λ
−1z). Then the associated vector field is transformed to Aλ(z) =
λA(λ−1z). We use the notation A(z) = −γ + ∫ ( 1
x−z − x1+x2
)
x2dν(x) and Aλ(z) = −γ′ +∫ (
1
x−z− x1+x2
)
x2dν ′(x). Then we can show that λ′ = λγ+λ
∫ (λ2−1)x3
(1+λ2x2)(1+x2)
dν(x) and ν ′ = Dλν.
Correspondingly, we shall use the Le´vy-Khintchine formula µ̂(u) = exp
(
iγu +
∫
R
(
eixu − 1 −
ixu
1+x2
)
ν(dx)
)
and D̂λµ(u) = exp
(
iγ′u +
∫
R
(
eixu − 1 − ixu
1+x2
)
ν ′(dx)
)
for a probability measure
µ ∈ ID(∗). We can show the same expressions of γ′ and ν ′.
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(6) This property follows from Theorem 6.2.
(7) We first note that the following equality holds for 0 < α < 2:∫ ∞
0
(
eizx − 1− izx
1 + x2
) 1
x1+α
dx
=
{
|z|αΓ(−α)e− i2πα sign z − izπ
2 cos(piα
2
)
for α 6= 1, z ∈ R,
−π|z|
2
− iz log |z|+ icz for α = 1, z ∈ R,
(8.4)
where c =
∫∞
1
sinx
x2
dx +
∫ 1
0
sinx−x
x2
dx +
∫∞
0
(
x1(0,1)(x) − x1+x2
)
dx. This equality is obtained by
Lemma 14.11 in [41]. A necessary and sufficient condition for a strictly α-stable distribution is
given by:
(a) if α 6= 1,
1 + x2
x2
τ(dx) =
c1
|x|1+α 1(0,∞)(x)dx+
c2
|x|1+α 1(−∞,0)(x)dx, c1, c2 ≥ 0 and
γ = (c1 − c2) π
2 cos(απ
2
)
;
(8.5)
(b) if α = 1,
1 + x2
x2
τ(dx) =
c
x2
dx, c ≥ 0. (8.6)
For the proof the reader is referred to Theorem 14.15 in [41]. On the other hand, the vector field
A of monotone strictly α-stable distribution is given by A(z) = bz1−α; the pair (γ, τ) appearing
in A is given by
γ = −ReA(i) = −Re(be i(1−α)pi2 ) = Im(be− ipiα2 ) (8.7)
and
1 + x2
x2
τ(dx) = lim
y→+0
Im b(x+ iy)1−α
1
x2
=
Im b
π
1
|x|1+α1(0,∞)(x)dx+
Im(beiπ(1−α))
π
1
|x|1+α 1(−∞,0)(x)dx.
(8.8)
When we define c1, c2 and γ by c1 =
Im b
π
, c2 =
Im(beipi(1−α))
π
and γ = Im(be−
ipiα
2 ), we can show
that the conditions (8.5) or (8.6) are satisfied by direct calculation. This fact implies that Λ−1M
maps monotone strictly α-stable distributions to strictly α-stable distributions. We can also
check that the correspondence is onto.
(8), (9) These properties are direct consequences of theorems 6.6 and 6.8.
9 Monotone convolution and Aleksandrov-Clark mea-
sures
In this section, we prove that monotone independence appears in the context of one-rank per-
turbations of a self-adjoint operator and a unitary operator. As a result, a family of probability
measures called Aleksandrov-Clark measures are expressed by monotone convolutions.
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Let H be a Hilbert space with a unit vector |Ω〉. Let X be a self-adjoint operator defined
on a dense domain of a Hilbert space. We define the probability distribution ν of X by
〈Ω|(z −X)−1|Ω〉 =
∫
R
1
z − xν(dx).
If we define νy to be the probability distribution of the self-adjoint operator Xy := X + yI, νy
is the translation of ν. Therefore, the classical convolution µ ∗ ν is defined to be ∫ νydµ(y).
On the other hand, monotone convolutions can be characterized by the Aronszajn-Krein
formula, which we now explain. of the self-adjoint operator
We denote by νy the probability distribution of Xy := X + y|Ω〉〈Ω|; νy (y ∈ R) are called
the Aleksandrov-Clark measures of ν. Aronszajn-Krein formula says that νy is characterized
by Hνy = Hν−y. For detailed properties of the Aronszajn-Krein formula, the reader is referred
to [46] and [44]. Therefore, we can understand the two kinds of convolutions ∗,⊲ as the
superpositions of perturbed probability distributions (see Eq. (2.4)). The difference between ∗
and ⊲ is the direction of perturbation: the usual convolution is perturbed by yI and monotone
convolution is perturbed by y|Ω〉〈Ω|.
We can prove the Aronszajn-Krein formula in terms of monotone independence.
Theorem 9.1. Let H be a Hilbert space with a normalized vector |Ω〉. Let B(H) be the set of
bounded operators on H. |Ω〉〈Ω| and B(H) are monotone independent w.r.t. the vector state
|Ω〉.
Proof. Let K be another Hilbert space with a unit vector |Ω′〉. It is known [18] that A⊗|Ω〉〈Ω|
and I ⊗B are monotone independent for any A ∈ B(K) and B ∈ B(H) w.r.t. the vector state
|Ω′〉 ⊗ |Ω〉. This theorem follows from the case A = I.
This theorem implies that the Aronszajn-Krein formula can be seen as a special case of
(1.5).
Moreover, a similar one-rank perturbation was introduced for a unitary operator (see [45]
for details). Let U be a unitary operator on H and let λ be the probability distribution of U
on the unit circle T; λ is defined by
〈Ω|Un|Ω〉 =
∫
T
ζndλ(ζ).
The probability distribution of Ueiθ|Ω〉〈Ω| is also called an Aleksandrov-Clark measure. We
denote this by λu,θ. Let Mλ(z) :=
∑∞
n=1
∫
T ζ
nzndλ(ζ). If we define ηλ(z) :=
Mλ(z)
1+Mλ(z)
, λu,θ is
characterized by
ηλu,θ = e
iθηλ. (9.1)
The reader is referred to the equality (1.3.92) of [45] (in this book, different functions are used).
Now we give a proof of (9.1) in terms of monotone independence. We notice that eiθ|Ω〉〈Ω|−
1 = (eiθ − 1)|Ω〉〈Ω|. From the above theorem eiθ|Ω〉〈Ω| − 1 and U are monotone independent for
θ ∈ [0, 2π). This fact implies that λu,θ is equal to the multiplicative monotone convolution of
δeiθ and λ. Therefore, (9.1) can be seen to be a special case of the Bercovici’s characterization
of multiplicative monotone convolutions [8, 20].
Now we show some applications of this formula. In the following, we consider only self-
adjoint operators.
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1. Moments of convolution. mn(µ ⊲ ν) can be calculated as mn(µ ⊲ ν) =
∫ 〈Ω|(X −
y|Ω〉〈Ω|)n|Ω〉dµ(y). This calculation may be connected to the formula Hµ⊲ν(z) = Hµ(Hν(z)).
2. Distributional properties of monotone convolution. Many researchers have stud-
ied spectral properties of the perturbed self-adjoint operator Xy. Some of their results are
applicable to monotone probability theory. For instance, Theorem 5 in [46] can be understood
in terms of monotone convolution as follows.
Theorem 9.2. (B. Simon and T. Wolff) Let ν be the Cauchy distribution ν(dx) = b
π(x2+b2)
dx.
Then ν ⊲ µ is mutually equivalent to Lebesgue measure for any probability measure µ.
3. Applications to Markov processes arising from monotone probability theory.
Let µt be a monotone convolution semigroup. Let µt,x be a probability measure defined by
Hµt,x = Hµt − x. We can check that a family of probability measures {µt,x}t≥0,x∈R satisfies
the Chapman-Kolmogorov equation, and hence, constitutes transition probability distributions
of a usual Markov process, whose transition semigroup is given in [22]. Then the spectral
properties of µt,x are important when we try to study Markov processes arising from monotone
Le´vy processes.
In addition, this realization of a convolution semigroup as a Markov process is not restricted
to the case of continuous time processes; the discrete time version is also possible as stated
below.
Proposition 9.3. For a probability measure µ, we define a family of probability measures
{µn,x}n∈N,x∈R by
µn,x = (µ
⊲n)x = µx ⊲ µ
⊲n−1
for n ≥ 1 and µ0 = δ0. Then the family {µn,x}n∈N,s∈R satisfies the Chapman-Kolmogolov
equation µn+m,x(A) =
∫
R µn,y(A)µm,x(dy). Therefore, there exists a corresponding discrete time
Markov process.
We can, of course, apply the analyses of spectral properties of Xy to study the discrete time
Markov processes constructed in Proposition 9.3.
4. Distributional properties of Va-transformation. Va-transformation has been intro-
duced in [30] in the context of conditionally free convolutions. This transformation is identical
to the transformation µ 7→ µ−arµ(2) (rµ(2) is a variance of µ). Then we can apply the results of
spectral analysis of Xy to distributional properties of Vaµ.
10 Time-independent properties of boolean and free con-
volution semigroup
10.1 Preliminaries
We prepare important notions about free probability and boolean probability. Notation is
chosen in order that the correspondence becomes clear among Bercovici-Pata bijections in free,
monotone and boolean probability theories.
Kµ(z) := z −Hµ(z)
= γ −
∫
1 + xz
x− z dτ(x).
(10.1)
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The boolean convolution µ ⊎ ν of probability distributions µ and ν is characterized by
Kµ⊎ν = Kµ +Kν . (10.2)
Now we explain infinitely divisible distributions in free probability theory. The reader is referred
to [5, 10].
For a probability measure µ, there exists some η > 0 and M > 0 such that Hµ has an
analytic right inverse H−1µ defined on the region
Γη,M := {z ∈ C; |Re z| < η| Im z|, | Im z| > M}.
The Voiculescu transform φµ is defined by
φµ(z) := H
−1
µ (z)− z (10.3)
on a region on which H−1µ is defined. For probability measures µ and ν, the free convolution of
µ and ν is characterized by the relation
φµ⊞ν = φµ + φν . (10.4)
Theorem 10.1. Let µ be a probability measure on R. µ is ⊞-infinitely divisible iff there exist
a finite measure τ and a real number γ such that
φµ(z) = γ +
∫
R
1 + xz
z − x dτ(x) for z ∈ C \R . (10.5)
10.2 Free convolution semigroup and boolean convolution semigroup
In Section 6, we have studied how a specific property of a monotone convolution semigroup
changes as time passes. The important point is that a time independent property is sometimes
characterized by the infinitesimal generator A; then it is probable that such a property is
conserved by the map ΛM . Therefore, properties of a convolution semigroup w.r.t. time
parameter t are important to study the connection between classical probability theory and
another probability theory equipped with some notion of independence. Now we consider in
the cases of boolean and free independence.
First we show that the subordinator theorem is valid in the boolean case but is not valid in
the free case.
Theorem 10.2. Let {µt}t≥0 be a weakly continuous boolean convolution semigroup with µ0 = δ0.
Then the following statements are equivalent:
(1) there exists t0 > 0 such that suppµt0 ⊂ [0,∞);
(2) suppµt ⊂ [0,∞) for all 0 ≤ t <∞;
(3) supp τ ⊂ [0,∞), τ({0}) = 0, ∫∞
0
1
x
dτ(x) <∞ and γ ≥ ∫∞
0
1
x
dτ(x).
This type of theorem does not hold in free probability theory: Condition (1) is not equivalent to
condition (2).
Remark 10.3. The result is understood in terms of t-transform: t-transform preserves the
positivity of a probability measure.
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Proof. In the boolean case, the proof is easy by Proposition 4.5.
In the case of free probability theory, we show a counter example of convolution semigroup
which does not satisfy the equivalence between (1) and (2). Since the problem is symmetric
around the origin, we show a counter example concerning the condition suppµt ⊂ (−∞, 0].
We define φµ(z) := a− (z − c) 12 with a, c ∈ R. Then the corresponding convolution semigroup
{µt}t≥0 with µ1 = µ, µ0 = δ0 is characterized by the inverse of the reciprocal Cauchy transform
H−1t (z) = z + tφµ(z) = z + ta− t(z − c) 12 . Solving this equation, we obtain
Ht(z) = z − at+ t
2
2
+ t
√
z −
(
at− t
2
4
+ c
)
. (10.6)
The support of absolutely continuous part of µt is (−∞, at− t24 − c]. If a ≥ 0 and a2 > c, then
there exists t0 > 0 such that at − t24 − c > 0 for 0 < t < t0 and at − t
2
4
− c < 0 for t > t0.
Therefore, it holds that supp µt * (−∞, 0] for 0 < t < t0. On the other hand, Ht(+0) =
−at + t2
2
+ t
√
−at + t2
4
− c > 0 for sufficiently large t > t0. Then we have supp µt ⊂ (−∞, 0]
for sufficiently large t. Therefore, we can conclude that the negativity of the support of a
convolution semigroup is a time-dependent property.
The symmetry around the origin is a time-independent property also in the cases of boolean
and free independence.
Proposition 10.4. Let {µt}t≥0 be a weakly continuous boolean (free) convolution semigroup
with µ0 = δ0. Then the following statements are all equivalent.
(1) There exists t0 > 0 such that µt0 is symmetric.
(2) µt is symmetric for all t > 0.
(3) γ = 0 and τ is symmetric.
Proof. In boolean probability theory, the symmetry of a probability distribution is equiva-
lent to Kµ(−z) = −Kµ(z) for all z ∈ C \R. In free probability theory, the symmetry of a
probability distribution is equivalent to φµ(−z) = −φµ(z) for all z ∈ Γη,M . This is clearly
a time-independent property since the convolution means the addition of Kµ (resp. φµ) in
boolean (resp. free) probability theory. In both cases, (3) is equivalent to (1) which has been
pointed out in the boolean case in [47].
We can show that the property
∫
R x
2ndµt(x) < ∞ is time-independent in boolean case. In
free probability theory, this result is recently obtained in [7]. We show that this is the case also
in boolean probability theory. The proof is greatly easier than the case of monotone and free
probability theories.
Proposition 10.5. Let n ≥ 1 be a natural number. For a weakly continuous boolean convolution
semigroup {µt}t≥0, the following statements are equivalent.
(1)
∫
R x
2ndµt(x) <∞ for some t > 0.
(2)
∫
R x
2ndµt(x) <∞ for all t > 0.
(3)
∫
R x
2ndτ(x) <∞.
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Proof. The proof follows from Proposition 4.8.
Now we can compare the properties of Bercovici-Pata bijections in free, monotone and
boolean probability theories. Boolean (strictly) stable distributions have been classified in [47],
and they have the same characterization as monotone case. Considering the contents in this
section, we obtain the boolean analogue of properties (1)-(9) in Theorem 8.1. It might be
interesting to consider the validity of property (6) in boolean and monotone cases d in terms of
the embedding into tensor independence [19]. In free probability theory, most of the results of
Theorem 8.1 are already known (see [5, 9]) except for the failure of free analog of property (6).
Finally, we note another similarity between free and monotone infinitely divisible distribu-
tions. The number of atoms in a ⊞-infinitely divisible distribution is restricted in a similar way
to the case of a ⊲-infinitely divisible distribution (see Theorem 3.5 in this paper and Proposition
2.8 in [6]).
11 Examples
We consider the family of distributions µ
(α,b,c)
t introduced in (7.3) under the following restric-
tions: b = 1 when 0 < α < 1 and b = −1 when 1 ≤ α ≤ 2. In terms of the reciprocal Cauchy
transform, we have
H
(α,1,c)
t (z) = c+ {(z − c)α + t}
1
α for 0 < α < 1 (11.1)
and
H
(α,−1,c)
t (z) = c + {(z − c)α − t}
1
α for 1 ≤ α ≤ 2. (11.2)
We write simply as Ht(z) and µt when there are no confusions. The support of an absolutely
continuous part and the positions of atoms for various parameters α, c, t (t > 0) are summarized
as follows:
(1) Im c < 0
µt = µt,ac,
suppµt,ac = R .
(11.3)
(2) Im c = 0, Re c ≥ 0, α = 2
µt = µt,ac + µt,sing,
supp µt,ac = [c−
√
t, c+
√
t],
µt,sing =
|c|
c2 + t
δc−√c2+t.
(11.4)
(3) Im c = 0, Re c < 0, α = 2
µt = µt,ac + µt,sing,
supp µt,ac = [c−
√
t, c+
√
t],
µt,sing =
|c|
c2 + t
δc+
√
c2+t.
(11.5)
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(4) Im c = 0, Re c ≥ 0, 1 < α < 2
µt = µt,ac,
supp µt,ac = (−∞, c+ t 1α ].
(11.6)
(5) Im c = 0, Re c < 0, 1 < α < 2
µt = µt,ac + µt,sing,
suppµt,ac = (−∞, c+ t 1α ],
µt,sing =
( |c|α
|c|α + t
)α−1
α
δ
c+(|c|α+t) 1α .
(11.7)
(6) Im c = 0, Re c ≥ 0, 0 < α < 1
µt = µt,ac,
supp µt,ac = (−∞, c]. (11.8)
(7) Im c = 0, Re c < 0, 0 < α < 1
µt = µt,ac + µt,sing,
supp µt,ac = (−∞, c],
µt,sing =

(
|c|α−t
|c|α
) 1−α
α
δ
c+(|c|α−t) 1α , 0 ≤ t < |c|α,
0, t ≥ |c|α.
(11.9)
(8) Im c = 0, α = 1
µt,sing = δtc. (11.10)
Several features can be seen from the above examples. In (6), the support of the absolutely
continuous part does not vary as a function of t; however, it varies as a function of t in (5), for
instance. One can see in (7) that there exists a probability measure µ which contains a delta
measure although µ ⊲ µ does not contain a delta measure. Therefore, we can conclude that
monotone convolution does not conserve the absolute continuity of probability distributions.
We calculate µt explicitly in the case of α = 2 and Im c = 0, and in the case of α =
1
2
and
Im c = 0. When α = 2 and Im c = 0, the result is shown in [35]. Coefficients of delta measures
are, however, not shown in [35]. It is important from the viewpoint of Theorem 3.5 to check
that two delta measures do not appear at the same time.
1. α = 2 and Im c = 0 The Cauchy transform is given by
Gt(z) =
[
c+ |(x− c)2 − t− y2 + 2iy(x− c)| 12 exp
{ i
2
arg
(
(x− c)2 − t− y2 + 2iy(x− c))}]−1.
case 1: |x− c| > √t
Since (x− c)2 − t > 0, we have
lim
y→+0
exp
{ i
2
arg
(
(x− c)2 − t− y2 + 2iy(x− c))} = {1, x− c > +√t,−1, x− c < −√t. (11.11)
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Therefore, we have the limit
lim
y→+0
Gt(x+ iy) =

1
c+
√
(x−c)2−t , x− c > +
√
t,
1
c−
√
(x−c)2−t , x− c < −
√
t.
(11.12)
case 2: |x− c| ≤ √t
In this case we have
lim
y→+0
exp
{ i
2
arg
(
(x− c)2 − t− y2 + 2iy(x− c))} = i. (11.13)
Hence we obtain
lim
y→+0
Gt(x+ iy) =
1
c+ i
√
t− (x− c)2
=
c− i√t− (x− c)2
c2 + t− (x− c)2 .
(11.14)
The absolutely continuous part of µt is
dµt,ac(x) =
1
π
√
t− (x− c)2
c2 + t− (x− c)2 1(c−
√
t,c+
√
t)(x)dx. (11.15)
There is a delta measure at a only when limyց0 iyGt(a + iy) > 0. As a possible position of a
delta measure, there is only one point a with |x− c| > √t which satisfies{
c−√(a− c)2 − t = 0 and a− c < −√t, if c ≥ 0,
c+
√
(a− c)2 − t = 0 and a− c > √t, if c < 0,
that is, a = c −√c2 + t for c ≥ 0 and a = c +√c2 + t for c < 0. Therefore, the singular part
of µt is
µt,sing =
{
Aδc−√c2+t, c ≥ 0,
Bδc+
√
c2+t, c < 0.
(11.16)
It is not difficult to calculate µt,ac(R) = 1 − |c|√c2+t . Then one can determine the singular part
completely:
µt,sing =
{ |c|√
c2+t
δc−√c2+t, c ≥ 0,
|c|√
c2+t
δc+
√
c2+t, c < 0.
(11.17)
2. α = 1
2
and Im c = 0 The reciprocal Cauchy transform is given by
Ht(z) = c+ {(z − c) 12 + t}2
= t2 + z + 2t
√
z − c. (11.18)
Here the branch of (z − c) 12 is taken such that √−1 = i. If x− c > 0, then
Gt(x+ i0) =
1
t2 + x+ 2t
√
x− c. (11.19)
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If x− c ≤ 0, then
Gt(x+ i0) =
1
t2 + x+ 2ti
√
c− x
=
t2 + x− 2ti√c− x
(t2 + x)2 + 4t2(c− x) .
(11.20)
To know the position and the weight of a delta measure it is important to calculate the following
quantity:
lim
y→+0
yGt(a+ iy) =

√
|c|−t
i
√
|c| , if a = t
2 − 2t√|c|, c < 0, t ≤√|c|,
0, otherwise.
(11.21)
If c < 0, there is a delta measure in this distribution at x = t2 − 2t√|c| and it disappears at
the time t =
√|c|. The maximum b(µt) of the support of µt is
b(µt) =
{
t2 − 2t√|c|, 0 ≤ t ≤√|c|,
c, t ≥√|c|.
b(µt) decreases as a function of t. The absolutely continuous part is calculated as
dµt,ac(x) =
1
π
2t
√
c− x
(t2 + x)2 + 4t2(c− x)1(−∞,c)(x)dx.
Convergence of µt as t→ 0 is
lim
t→0
µt =
{
δ0, c ≥ 0,
0, c < 0.
(11.22)
Finally, the distribution is obtained as follows:
µt =

µt,ac, c ≥ 0, 0 < t <∞,
µt,ac +
√
|c|−t√
|c| δt2−2t
√
|c|, c < 0, 0 < t ≤
√|c|,
µt,ac, c < 0, t ≥
√|c|.
(11.23)
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