Label-free Plasmonic Detection of Untethered Nanometer-sized Brownian
  Particles by Baaske, Martin Dieter et al.
Label-free Plasmonic Detection of Untethered Nanometer-sized
Brownian Particles
Martin Dieter Baaske, Peter Sebastian Neu, and Michel Orrit*
Huygens-Kamerlingh Onnes Laboratory, Leiden University,
Postbus 9504, 2300 RA Leiden, The Netherlands
*email: orrit@physics.leidenuniv.nl
(Dated: August 10, 2020)
1
ar
X
iv
:2
00
8.
03
08
6v
1 
 [p
hy
sic
s.o
pti
cs
]  
7 A
ug
 20
20
Optical detection of individual nanometer-sized analytes, virus particles, and
protein molecules holds great promise for understanding and control of biolog-
ical samples and healthcare applications. As fluorescent labels impose restric-
tions on detection bandwidth and require lengthy and invasive processes, label-
free optical techniques are highly desirable. Powerful label-free optical meth-
ods have recently emerged, such as interferometric scattering microscopy1–5,
plasmonic nanoparticle-based assays6–10 and microcavity-based assays11–20. Al-
though highly sensitive, these methods are so far restricted to integration times
in excess of microseconds. This often imposes a requirement to impede analyte
motion during these periods via specific molecular tethers, unspecific adsorption
or confining arrangements21–24. Here we introduce an optical technique capa-
ble of transforming gold nanorods commonly used as photostable labels25–27
into highly localized high-speed probes. Our method provides a time resolution
well below microseconds. This mitigates the requirement for molecular teth-
ers and allows us to detect single untethered nanoparticles in Brownian motion
traversing sub atto-liter sensing volumes. Our method opens a novel gateway for
the investigation of highly localized and highly dynamic nanoscale systems and
constitutes a first step towards the label-free recognition of single untethered
proteins.
Label-free optical techniques so far regularly rely on chemical tethers or other means
that impede the analyte’s motion. These chemical tethers or receptor molecules fulfill a
dual purpose. Firstly they provide the specificity, i.e., they ideally only interact with one
species of target molecules and thereby provide selective identification. Their second pur-
pose is to hold the target analyte fast for time periods long enough to enable detection.
The requirement for chemical specificity can be relaxed to a large extent if the assay di-
rectly or indirectly measures several physical properties of the analyte, i.e., its charge, mass
or polarizability. Then, unspecific adsorption to a surface is sufficient5. For plasmonic
nanoparticle-based assays permanent or long adsorption duration are undesirable as their
limited surface area allows only few analytes to bind. Highly specific chemical interaction,
however, usually entails high affinity (i.e., strong bonds) - making the multiplexed read out
of many particles a necessity8,9. Consequently, a nanoparticle-based method which would
lift the requirement for specific chemical modifications would be highly advantageous but
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requires accurate determination of more physical properties, such as Stokes radius or charge,
to enable identification. However, to provide access to these properties, such a sensor must
probe sub-attoliter volumes and therefore needs to be fast. The current state of the art for
on-the-fly plasmonic detection was established by Wulf et al. who detected diffusing particles
as they propagate through a sensing nanorod’s near field28. Their method required track-
ing the whole spectrum of the rod’s plasmon resonance and therefore was limited to ≈ 0.1
millisecond time resolution and comparatively large particles (diameter≥ 20 nm). In the
following we will demonstrate an optical method that improves the time resolution 104-fold,
the sensitivity with respect to analyte polarizability more than 100-fold and in consequence
is capable of recognizing even single analytes.
In order to resolve such short-lived and minute intensity perturbations due to shifts of
a gold nanorod’s (GNR) longitudinal surface plasmon resonance (LSPR, frequency ν0, half
width at half maximum Γ), one must overcome fundamental noise sources (essentially pho-
ton shot noise) as well as experimental noise from laser, detector, and residual vibrations
and drifts of the setup29. To do so, one must optimize the signal-to-noise ratio for fluc-
tuations in detected power caused by shifts of the GNR’s plasmon resonance. We do this
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FIG. 1: Experimental method: A shows the setup used to monitor minute fluctuations of scattered
intensity due to perturbations of a GNR’s near field (inset) by freely diffusing nanoscopic analytes.
B shows how the ratio of scattered ES to reflected field Er components contributing to Edet can
be chosen by varying the incident field polarisation ni and the analyser (Glan-Thompson) nA
orientation i. e. the angles θA and θS .
via the confocal microscopy setup shown in Fig. 1A, which allows us to utilize the intrinsic
scattering anisotropy of GNRs. As depicted in Fig. 1B this in principle allows us to choose
the ratio of reflected ER over scattered field ES contributions to the detected field compo-
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nent Edet for an arbitrary GNR orientation and therefore tune the signal to noise ratio for
individual NRs (see suppl. information section 1). In order to avoid contributions from
linearly birefringent components, such as dielectric mirrors and beam-splitters, to the ana-
lyzed signals we, however, choose to restrict our proof of principle measurements to close to
cross-polarized configurations. While this does not yield the optimal signal-to-noise ratio it
rejects contributions from isotropic scatters entering the confocal volume thus allowing to
unequivocally attribute changes in intensity to changes in the scattering cross sections of the
monitored NR. Another parameter that has to be considered is the temperature increase of
the NRs for which we find ∆T . 8 K under our experimental conditions (suppl. section S2).
We record continuous 0.1 ms traces of scattered intensity: I˜(t) = I(t)− 〈I〉, from which
we compute the respective normalized autocorrelation curves
G(τ) =
〈I˜(t+ τ)I˜(t)〉
〈I˜2〉 (1)
using the Wiener–Khinchin theorem in order to obtain ensemble properties. Note that
we normalize to the variance of the intensity fluctuations instead of the squared average
intensity, because we use an AC-coupled detector in order to reject low-frequency noise. In
addition to autocorrelation curves from single traces, we also discuss averages GN(τ) over
N traces. We find that all analytes discussed in the following exhibit autocorrelation curves
that are fitted well with stretched exponentials:
Gfit(τ) = Ae
−(τ/τD)β (2)
where A denote the amplitude, β the stretch-exponent and τD the decay time.
In order to show that our sensor can obtain information in a relatively crowded environ-
ment i.e. at analyte concentrations in excess of 0.1 mM, which are usually not accessible to
image-based methods, we have prepared a microemulsion of oil in water. Microemulsions
are stable physical phases of ternary surfactant-oil-water mixtures and do not suffer from
the drawbacks of unspecific sticking that are commonly encountered for proteins.
This way we circumvent the need for chemical surface modifications in these pilot ex-
periments. Specifically we have chosen a nonionic microemulsion system consisting of a
soybean oil/ polyoxyethylene-10-oleyl ether (Brij-O10)/ water mixture30,31 (4%/16%/80%)
that forms stable and mono-disperse micelles, or nanodroplets with (8.1±2.6) nm diameter,
as determined via dynamic light scattering (see suppl. Fig. S4). As micelles have a refrac-
tive index of 1.4832, they mimic proteins of ≈ 250 kDa molecular weight in size, shape, and
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polarizability. The concentration of these solutions is typically ≈ 1 mM i.e. 20% volume
fraction (oil + detergent). In this high concentration regime the unequivocal recognition of
single analytes is not possible as more than one analyte particle will regularly be present in
the NR’s near field. Nonetheless ensemble properties can be obtained from intensity trace
autocorrelations.
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FIG. 2: Concentration fluctuations in a microemulsion: The dimensions of the sensor rod and the
microemulsion nanodroplets simulating 250 kDa proteins are depicted in A. Panel B shows 0.1 ms
long intensity traces which exhibit sub-microsecond variations of the scattered intensity caused by
number fluctuations of nanodroplets (examples indicated by red arrows). The three traces were
recorded on three different rods. Panel C shows the corresponding autocorrelation curves (green)
together with their stretched exponential fits (black).
The intensity traces shown in Fig. 2B exhibit clear perturbations of (sub-)microsecond
duration caused by these microemulsion nanodroplets - the positive and negative signs of
these events and their high rate of occurrence suggest that these cannot be unequivocally
contributed by single micelles, but rather number fluctuations of nanodroplets in the near
field. Even autocorrelation curves of 0.1 ms intervals exhibit significant contrast despite sub-
microsecond relaxation times (see Fig. 2C). Averaged autocorrelations (G1000) obtained from
different gold nanorods in different microemulsion samples show only minor deviations with
respect to β. The τD times, however, range from 0.25 to 1.0 µs (compare also Suppl. Fig. S4).
These differences in τD and β might well reflect individual differences in size and shape of the
single GNRs and their respective near field distributions. The diffusion length L =
√
2DτD,
where the diffusivity D is given by the Stokes Einstein relation, associated to the determined
τD values falls into the interval L = (4−12) nm. Here the higher value is comparable to near
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field decay length28, whereas the lower value matches the analyte’s radius. The latter case
might indicate that the nanodroplets can probe point-like defects on the GNR’s surface that
are associated with high field strength in their proximity14,16,33. We also find the amplitude
of our autocorrelation curves to decrease with nanodroplet concentration as we step-wise
dilute the sample to a quarter of its initial concentration C0 (see suppl. Fig. S4B). This
reflects the reduction in the number of nanodroplets perturbing the GNR’s near field in a
given time interval. We want to note here that usually the autocorrelation’s contrast can
not be unequivocally attributed to either the magnitude of single analyte perturbations or
the rate at which these occur (suppl. sect. S4).
In order to investigate our sensor’s performance in the sub-micromolar concentration
regime we utilize citrate capped gold nanoparticles (GNPs) with 5 nm diameter and concen-
trations < 50 nM. In this regime we recognize clear spike/burst-like intensity perturbations
due to single particles (Fig. 3B,C). We have developed an algorithm that recognizes these
perturbations (suppl. Sect. S6). In general we find that these perturbations show the ex-
pected sign dependent on which side of a nanorod’s LSPR is probed. Specifically this means
an intensity decrease (increase) for NRs probed on the short (long) wavelength side of their
LSPRs as analytes with positive excess polarizabilities entering the NRs near field will cause
the resonance to shift towards longer wavelengths. We further find that the distributions
of inter-event durations follow poissonian statistics (see Suppl. section S7). Note that the
respective autocorrelations and stretch exponential fits for the example traces in Fig. 3 are
shown in the Supplementary Information (Fig. S10). In contrast to these autocorrelations
the data extracted from single particle events provides access to additional dimensions for
analysis i.e. additional means to discern between analytes and their diffusive behavior with
respect to experimental conditions. As shown in figure 3D we find clear correlations between
the mean amplitudes and the durations (T ) of individual events. The mean amplitude of
an event is a measure for the average integrated field strength an individual particles sees
along its trajectory through the detection volume. The duration T provides a measure for
the time a particle spent inside the detection volume without interruption. Specifically,
we find that particles which remain inside the NR’s detection volume for longer are also
more likely to possess trajectories with higher integrated field strength yielding higher mean
amplitudes. This reflects that particles traversing the near field for longer are also more
likely to penetrate deeper into the NR’s near field towards its tips where the near field is
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FIG. 3: Single-particle detection: Panel A shows the dimensions of the nanorod sensors and the
analyte nanoparticles. Example intensity traces exhibiting clear intensity bursts caused by single
analyte GNPs are shown in panels B and C. Burst are towards lower B and higher C intensities
for the two different NRs (B: 125×40 nm and C: 90×40 nm) probed on the short(B) and long (C)
wavelength side of their LSPRs, respectively. Panels D and E show distributions of event mean
amplitude vs. event duration T and maximum amplitude vs. variance (σ2), respectively (same NR
as C). Both distributions exhibit clear correlations between the corresponding properties.
the strongest. Trajectories that bring particles close to the NR’s tips have to traverse the
detection volume at least twice and thus require longer minimum durations as compared to
trajectories which just graze the detection volume’s outer boundary. We also find a clear
correlation between the maximum amplitudes and the variance of individual events (com-
pare Fig. 3E). The maximum amplitude provides a measure for the highest field strength a
particle sees along its trajectory i.e. a proxy for how close an individual particle came to
the NR’s surface and especially it’s tips. The variance
σ2 =
1
T
∑
T
(I(t)− 〈I〉)2 (3)
is a measure for how strong the amplitude I of an individual event fluctuates about its mean
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〈I〉 throughout its duration T and therefore provides a proxy for the overall variation of the
field’s strength along a particle’s trajectory. The NR’s near field decays non-linearly and
rapidly with increasing distance from the NR’s tips. Thus we expect that particles with
trajectories that enter zones with higher field strength need to diffuse through zones that
exhibit stronger field gradients. Indeed we find this correlation reflected in our data as events
with higher maximum amplitudes exhibit higher variance (compare Fig. 3E). Our simulation
results (see suppl. section S8) indicate that in future studies this type of analysis can be
used to discern between different analytes possibly even on a single shot basis. This type of
discrimination is not directly possible from autocorrelations or via ensemble measurements
like traditional dynamic light scattering without prior knowledge of analyte composition.
We also want to point out that the single event analysis can in principle be extended to
include higher statistical moments like kurtosis and skewness hence providing additional
dimensions for the discrimination of analytes (see Fig. S11).
The measurements shown in Fig. 3 were performed at an ionic strength of 50 mM (3B)
and 120 mM (3C, 3D and 3E), respectively. Both the citrate-capped GNP and the nanorods
are negatively charged at neutral pH and thus repel each other. The range of this repul-
sive interaction can be altered via the solution’s ionic strength, i.e., Debye-screening (suppl.
section S5)34. In fact we do not recognize any events in the presence of GNPs without addi-
tional electrolyte in the solution (Suppl. Section. S6). To further investigate the influence
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FIG. 4: Gold nanoparticle detection at varying ionic strength: Panel A shows the change of
averaged trace autocorrelation over time upon injection of sodium chloride (final concentration
30 mM) alongside the stretch exponential fit parameters (inset).
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of Debye screening on the diffusion of the 5 nm diameter GNPs, we record intensity traces
upon the injection of sodium chloride to a final concentration of 30 mM into Milli-Q water
premixed with 8 nM GNPs. Following the injection the local ionic strength around the NR
will increase over time until it reaches equilibrium. Due to this process the volume in which
the repulsive Coulomb interaction between analyte GNPs and the sensor nanorod can domi-
nate the Brownian motion will decrease over time, allowing the analytes to come ever closer
to the NRs surface. This process is reflected in our intensity autocorrelations (Fig. 4) as an
increase in contrast over time, shorter τD values and lower stretch exponents β. As men-
tioned above discrimination between contributions from perturbation rate and perturbation
magnitude is not directly possible via autocorrelation contrast alone. Our sensor’s capacity
to resolve perturbations by single particles, however, provides not only direct access to event
rates and amplitudes but also allows us to correlate statistical moments (Fig. 5). We find
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FIG. 5: Single gold nanoparticle detection at varying ionic strength: Both panels represent the
change of single-particle event properties over time upon injection of sodium chloride (final con-
centration 30 mM). A: Distribution of maximum amplitudes vs. event duration. B: Distribution
of maximum amplitudes vs. variance (σ2). Based on the same dataset as Fig. 4.
that as the ionic strength increases with time firstly the number of events increases (Fig. 5
≤ 600 s) whereas event durations are short, maximum amplitudes weak event variance is
overall low. This indicates that the analyte particles are at first only gaining access to
growing zones of relatively low field strength and thus weak field gradients namely the outer
layers of the NR’s near field. Starting 600 s after the injection the maximum amplitudes and
especially the duration of the single particle perturbations increase significantly towards the
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end of the measurement (Fig. 5A). This shows that the analyte particles can now penetrate
significantly deeper into the NR’s near field and access zones with higher field strength.
The clear correlation between maximum amplitudes and the variance (see Fig. 5B) of indi-
vidual events, as found previously (compare Fig. 3E), further supports this interpretation.
We think our finding that event duration and amplitude start to increase at higher ionic
strength is related to the correlation of local surface charge and local near field strength.
Both are highest on the NR’s tips. In consequence access towards the NR’s tips might re-
quire a higher local ionic strength than access towards the sides of the NR and thus occurs
later in our measurement. Nonetheless the overall low maximum amplitudes, durations and
the absence of the additional sharp tail in the maximum amplitude vs. variance distribu-
tion as found at higher ionic strength (compare Fig. 3E) suggest that the observed NR’s
tips were not fully accessible at an ionic strength of 30 nM. This type of study again shows
that our sensor is capable of extracting information beyond the level commonly accessible
via ensemble based measurements and moreover demonstrates our sensor’s potential for the
future discrimination of analytes with varying charge - for example via the application of
controlled electrostatic potentials throughout the sample cell.
In conclusion we have demonstrated the detection of sub-10 nm particles as they undergo
Brownian motion through the nanometer-sized near field of single gold nanorods with sub
microsecond time resolution. Our sensor is capable to perform ensemble type measurements
in concentration ranges up to 1 mM, which are not accessible by label-free image-based
techniques. The successful detection of microemulsion nanodroplets with dimensions and
optical properties similar to those of ≈ 250 kDa proteins shows the promise of our tech-
nique for the label-free detection and identification of biological analytes without specific
chemical receptors. The clear bursts obtained from single gold particles further suggest that
single protein molecule recognition will be possible with further optimization. We further
found that individual GNRs can exhibit different correlation functions for the same analyte
solution. We think this reflects the variation in near field distributions of individual gold
nanorods and shows the promise of our method for their characterization. Despite these
differences, individual nanorods, once calibrated with a standard or an appropriate optical
technique, such as enhanced fluorescence35, may be used for the accurate sizing of analytes.
Furthermore, we have demonstrated that our system is capable of recognizing single analyte
particles with 5 nm diameter at lower concentration levels of ≈ 10 nM. We have shown that
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this single particle resolution provides access to additional layers of information, which are
not directly accessible via ensemble methods and hold promise for the future discrimination
of particle properties possibly even on a single shot basis. In principle, our technique does
not require the immobilization of the gold nanorods onto a glass surface. Any environment
restricting rotational diffusion, e.g., a cell membrane or other fixed structures could be used
to optimize the scattering signal of the nanorod.
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DATA AVAILABILITY
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
METHODS
Setup:
Here we list the components depicted in figure 1A:
Objective: Olympus UPLFLN100XOP
Tube lens: Olympus Super Wide Tube Lens Unit
Laser: Coherent 890
APD: A-Cube S500-240 (Laser Components GmbH)
Polarizer LPVISC100 (Thorlabs)
10:90 Beamsplitter BSN11 (Thorlabs)
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Glan-Thompson Polarizer GTH10M-B (Thorlabs)
Piezo Translator P-561.3CD (Phyisk Instrumente GmbH & Co KG)
Traces were digitized with an oscilloscope (WaveSurfer 24MXs-B, Teledyne Lecroy) and
streamed to a PC. Traces with a length of 0.1 ms were typically recorded with at a rate
of 5 · 108 samples per second. Consecutive traces were obtained at a rate of 20 traces per
second.
Slide preparation:
CTAB-capped gold nanorods were purchased from Nanopartz. GNR stock solutions
containing 10 mM CTAB were sonicated (10 min./ Branson 2510) and then deposited onto
glass slides (Borosilicate glass diameter 25 mm thickness No.1, VWR ) via spin-coating
(Specialty coating Systems Spin Coater 6700). The CTAB-layer was consequently removed
via UV-cleaning (15 min., Jelight Company Inc. UVO-Cleaner) and the slide was rinsed
with Milli-Q water.
Preparation of Gold Nanoparticles:
Citrate-capped 5 nm diameter GNPs were purchased from Nanopartz and sonicated for
10 minutes before injection.
Preparation of the Microemulsion:
The preparation of the soybean oil/ polyoxyethylene-10-oleyl ether (Brij-O10)/ water
emulsion system was performed in accordance to W. Warisnoicharoen et al.31 i.e. by heating
the mixture to (343 ∼ 353) K for 10 minutes and consequently cooling it down to 298 K, all
while continuously stirring the solution. All chemicals were purchased from Sigma-Aldrich.
Microemulsions were stored at room temperature.
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S1: Tuning function T
By utilizing the scattering anisotropy associated with the longitudinal plasmon resonance
one can tune the experimental signal to noise ratio via adjustment of input and analyzed
polarization with respect to the orientation of the gold nanorod’s long axis. Moreover
the phase relation between scattered and reflected light can be altered via the detuning
of excitation wavelength with respect to the nanorod’s resonance. All these factors can
be combined into one tuning function. In the following we will describe the derivation
of this tuning function T . Here we will use the effective reflected and the scattered field
amplitudes: rˆ = ER · nA and sˆ = ES · nA, where ER, ES, and nA denote the reflected,
scattered field, and orientation of the polarization analyzer, respectively. These effective
amplitudes are complex and contain the phase shift of the respective fields with respect to
the incident field. Specifically rˆ = re−iγ, where r = |ER| cos θA, θA is the angle between the
reflected field’s polarization and the analyzer’s orientation (compare manuscript Fig. 1B)
and γ includes the optical phase and part of the Gouy phase. In order to take the resonant
behavior of the nanorod into account we describe sˆ with a Lorentz oscillator model:
sˆ = −s 1
∆ + i
, (1)
where ∆ = (ν− ν0)/Γ describes the frequency detuning of the driving laser field’s frequency
ν with respect to the NR’s resonance frequency ν0 normalized to the NR’s half width at half
maximum Γ and and s = |ES(∆=0)| cos θS denotes the scattered amplitude on resonance and
θS is the angle between the NR’s long axis and the analyzer’s orientation (comp. manuscript
Fig. 1B).
Hence we find for the field amplitude Edet after the analyzer:
Edet = re
−iγ − s 1
∆ + i
. (2)
Consequently we find for the detected power:
Pdet ∝ EdetE∗det ∝
((r
s
)2
+
1 + 2 r
s
(sin γ −∆ cos γ)
∆2 + 1
)
s2P0 = Nˆ
2
s s
2P0, (3)
where (∗) denotes the complex conjugate. Note that this is intentionally formulated as
function of the ratio r
s
, the main tuning parameter apart from ∆ and γ. Our signals are
perturbations of this intensity as the resonance of the NR’s is shifted by δν0 and our signal
2
strength is thus determined via :
S(δν0) ∝ ∂Pdet
∂ν0
δν0 ∝
(
2∆(1 + 2 r
s
sin γ) + 2 r
s
cos γ
(∆2 + 1)2
)
δν0
Γ
s2P0 = Sˆ
δν0
Γ
s2P0 (4)
We describe the measurement noise as:
N =
√
hνPdetB +NBG ∝ (NˆS + xBG)s
√
hνP0B (5)
where the first term describes the shot noise due to the detected intensity and bandwidth
B and the background term NBG includes all other noise sources, i.e. electronic noise, laser
noise and shot noise from light scattered by impurities and we describe it as fraction of the
shot noise caused by the scattered power s
√
hνP0B by introducing the factor xBG. Now we
can write the signal to noise ratio as:
S/N ∝ Sˆ
Nˆs + xBG
s
√
P0
hνB
δν0
Γ
= T (∆,
r
s
, γ, xBG)s
√
P0
hνB
δν0
Γ
, (6)
where T denotes the tuning function, which includes all parameters accessible via adjust-
ment of polarizers and the lasers wavelength as well as the Gouy phase. Examples for this
tuning function are depicted in figure S1. Examples for T describing the confocal system
T
Figure S 1: The tuning function T plotted versus frequency detuning and r/s-ratio. The left panel
shows the confocal shot-noise-limited case. The center and right panels depict T in presence of
background noise (xBG) for two values of the Gouy phase γ.
(γ = −pi/2) are shown in Fig. S1. Here, the left graph depicts the ideal shot-noise-limited
case which exhibits a singularity at r/s = 1 and ν = ν0. This describes total destructive
interference of scattered and reflected fields. The signal-to-noise ratio becomes infinite as
every detected photon originates from a perturbation of the GNR’s resonance. The mid-
dle panel of Fig. S1 shows a more realistic example where the singularity disappears in the
3
presence of background noise (xBG = 0.1) and the highest S/N values are obtained at the
LSPR’s flank and r ≥ s. The right-hand panel shows that even higher T -values can be
obtained if the Gouy phase deviates slightly from confocal alignment (here γ = −3/5pi) and
lifts the degeneracy between the short and long wavelength flanks.
S2: Nanorod Heating
Another limitation that has to be considered is heating of the nanorods by our probe
beam. Incident powers measured in front of the objective’s back focal plane were in the
range of 5− 20µW. In order to estimate the absorption cross section σabs of our GNRs we
assume prolate ellipsoids with the similar LSPR wavelength and similar volume as our GNRs
(90 × 40 nm) i.e. an aspect ratio of 3.5 and a diameter of 38 nm. Using the electrostatics
approximation1 we obtain σabs(σscat)= 5.4(11.8) · 10−2 µm2 on resonance. The FWHM of
our setup’s point spread function is 0.27µm. Thus, approximately 5/8 of the incident power
can be absorbed by a single rod. The corresponding increase of the GNRs’ temperature
would fall into the range of ∆T ≈ (10− 40) K taking into account the GNR’s shape and the
thermal conductivities of the glass slide and water2. These ∆T values, however, reflect the
worst-case scenario. If we consider the objective’s transmission loss and the off resonance
excitation with a polarization that does not match the GNR’s orientation we find ∆T / 8 K.
S3: Detection of Microemulsion Micelles
Here we provide additional datasets of our measurements on microemulsion nanodroplets.
Specifically, we compare the stretched-exponential fit parameters determined from G100 cor-
relation curves recorded on different sensor GNR’s in presence of the same microemulsion.
We find that the τD values strongly vary between different GNR’s (Fig. S2). This
variation could arise from surface features on, as well as size and shape differences between,
individual GNRs. Nonetheless most of the GNR’s exhibit comparably similar stretching
exponents in the presence of our microemulsion. Note that example autocorrelations for
this are shown in Fig. S4A. The size distribution of the microemulsion was measured via
dynamic light scattering (DLS, Malvern Zetaziser) and is shown in figure S3.
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Figure S 2: Averaged stretched-exponential fit parameters for decay time (left) and stretch ex-
ponent (right) obtained from G100 curves that measured on different GNRs in the presence of
microemulsion nanodroplets. Error bars indicate the standard deviation.
S4: Autocorrelation
Computation using Wiener–Khinchin theorem:
We compute autocorrelation curves G(τ) from our experimental intensity traces I =
[I0, ..., IN ] using the Wiener–Khinchin theorem. Specifically we compute:
F−1
(
F(˜I)F∗(˜I)
)
σ2(I)
, (7)
where I˜ = I − 〈I〉, F denotes the Fast Fourier Transform (FFT), (∗) indicates the complex
conjugate, F−1 the inverse FFT and σ2 the variance.
Autocorrelation contrast:
Regarding the concentration dependence of our autocorrelation curves we find that the
contrast increases with increasing concentration (see Fig. S4B).
We defined our autocorrelation function as:
G(τ) =
〈I˜(t+ τ)I˜(t)〉
〈I˜2〉 , (8)
where I˜(t) = I(t)−〈I〉. We can rewrite this intensity fluctuation as a sum of fast fluctuations
of the detector itself, which we approximate as white random noise σ(t), and signal fluctua-
tions p(t), which are correlated between consecutive measurements, i.e., I˜(t) = (σ(t)+p(t)).
5
02
4
6
8
10
12
14
16
0.1 1 10 100 1000 10000
In
te
ns
ity
 (P
er
ce
nt
)
Size (d.nm)
Size Distribution by Intensity
Record 1: microemul2 1 Record 2: microemul2 2 Record 3: microemul2 3
Results
8.615
4.9
Peak 2: 60.500.289
2.637
Intercept:
8.6
1101Peak 3:
Peak 1: 86.58.132
0.935
Z-Average (d.nm):
3952
PdI: 160.4
% Intensity:
GoodResult quality :
Size (d.nm): St Dev (d.n...
Figure S 3: Size distribution of microemulsion nanodroplets measured via dynamic light scattering
(Malvern Panalytical Zetasizer). Table values from left to right correspond to peak centers (particle
size in nanometers), relative intensity attributed to the peak (% Intensity: This is a measure of
particle concentration and scattering cross section/size i.e. the smaller the particles the higher the
concentration for a constant percentage of intensity) and the width of the peak (standard deviation)
i.e. width of the size distribution - the narrower the distribution the more monodisperse is the
sample. Peak 1 is caused by the microemulsion nanodroplets. Peak 2 and 3 are contaminants i.e.
bigger particles with in comparison to the nanodroplets significantly lower concentrations.
We assume both fluctuations to be centered in zero: 〈p(t)〉 = 0 and 〈σ(t)〉 = 0. Moreover,
we suppose these fluctuations to be uncorrelated, i.e., 〈σ(t)p(t + τ)〉t = 0 for all τ . As we
will use Fourier transformations to calculate the correlation function, we discretize our mea-
surement trace. The detector’s white noise will end up in the first autocorrelation channel
〈σ(t)σ(t)〉t = σ20, whereas 〈σ(t)σ(t + τ)〉t = 0 for all τ 6= 0. Further 〈p(t)〉 = 0. So we can
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Figure S 4: Microemulsion: Comparison between rods and concentration dependence. The aver-
aged autocorrelation curves (green) shown in panel A together with their respective fits (black)
were recorded with independent sensor GNRs and microemulsion samples. Panel B shows the
evolution of averaged autocorrelation curves (blue) and fits (black) as the microemulsion sample
is diluted stepwise (dark blue to light blue) to a quarter of its initial concentration. The features
between 20 and 30 ns are artefacts from the systems electronic response.
rewrite G(τ) as:
G(τ) =
〈σ(t+ τ)σ(t)〉+ 〈p(t+ τ)p(t)〉
σ20 + 〈p2〉
. (9)
Clearly G(0) = 1, however for τ > 0:
G(τ) =
〈p(t+ τ)p(t)〉
σ20 + 〈p2〉
, (10)
Consequently we can rewrite as:
G(τ) =
σ20
σ20 + 〈p2〉
δ0τ +
〈p2〉
σ20 + 〈p2〉
(〈p(t+ τ)p(t)〉
〈p2〉
)
, (11)
where δ denotes the Kronecker-Delta. Therefore, in the presence of white detector noise, we
find that the amplitude of the correlation is reduced by the factor Gexp =
〈p2〉
σ20+〈p2〉 .
We can now identify two factors that will contribute to the contrast. Firstly there is a
maximum amplitude of intensity change that can be caused by any single analyte. This
maximum amplitude in relation to noise level gives the maximum contrast that a single
perturbation can achieve. So this is essentially the influence of the tuning function and the
analytes as well as the NR’s properties. This is essentially due to the normalization to the
total variance, and is apparent for analytes with weak perturbations i.e. if 〈p2max〉 < σ20. In
7
this regime an increase in the rate of perturbations will yield an increase in contrast i.e. as
〈p2〉 ≈ n〈p2single〉 until 〈p2〉  σ20. Once this limit is reached no further increase in contrast
can appear. If single perturbations are already strong in comparison to the noise floor few
or even a single perturbation will cause significant contrast (compare Fig, S8 C and E).
The measurements shown in Fig. S4B fall into the regime of weak perturbations as they
exhibit an initial contrast < 0.2 at the highest concentration. Reduction of nanodroplet
concentration during these measurements ensured that we remain in this regime and the
contrast exhibits the expected decrease as the concentration (i.e. the rate of perturbations)
is reduced.
S5: Debye length
The Debye length λd was calculated according to:
λd =
√
r0kbT
2e2INA
, (12)
where r (0) denote the medium’s relative permittivity (the vacuum permittivity), kB is the
Boltzmann constant, e the elementary charge, NA is Avogadro’s number and I denotes the
ionic strength of the electrolyte:
I =
1
2
∑
i
ciz
2
i , (13)
where i is an index for each ionic species in the solution, ci are the corresponding concentra-
tions (note with above formula this has to be entered in units of mole per cubic meter) and
zi is the corresponding number of elementary charges
3. For a salt composed of monovalent
ions (i.e. NaCl) the ionic strength equals the concentration of the electrolyte.
S6: Single-event Detection/Analysis
We use an AC-coupled detector for our measurements. In consequence the global mean
of the recorded signal equals 0. In the absence of external perturbations deviations from
this value are due to electronic and shot noise, which give rise to the background standard
deviation of σBG. We assume this background noise is normally distributed. If a limited
number N of intensity samples Ii is observed this background standard deviation, even in
absence of additional perturbations can deviate from its global value. The magnitude of this
8
unperturbed deviation scales ∝ σ/√N . Intensity perturbations due to analyte particles will
give rise to fluctuations in addition to this background. In order to find these perturbations
we search for intervals where the local mean 〈I〉N , where N indicates the number of points
used, exceeds the global deviation by a threshold factor MT taking into account the scaling
of fluctuations due to limited sample size. This is expressed by the following inequality:
|〈I〉N | − σBG ≥MT σBG√
N
. (14)
Figure S 5: Example traces showing how the algorithms functions. Experimentally obtained traces
I are black. Red lines are used to indicate where the algorithm finds events.
As the length of events and their location is unknown we check this inequality for trace
intervals with varying length of L = 32, 64, 128, 256, 512, 1024 and 2048 points and inter-
interval spacing of by ∆i = L/16 points. Intervals that fulfill above inequality are marked as
events and used for further analysis. Experimentally obtained example traces in the presence
of 5 nm diameter GNPs and the corresponding intervals marked as events are shown in Fig.
S5.
Negative Controls: We have computed traces of Gaussian white noise in order to
determine the number of false positives for different values of MT . Specifically we have run
the simulations for a total of 108 points for integer MT values ranging from 0 to 5, which
yielded no events for either value. Thus we ran 5 continuous tests for MT = 0 which were
9
stopped as soon as one false positive was found in a simulation step consisting of 105 points.
This was the case after a total of 272.4 · 106, 2.2 · 106, 100.3 · 106, 379.1 · 106 and 3.9 · 106
points. Thus it is statistically unlikely that the above algorithm reports false positives
even for the lowest threshold setting MT = 0. For our proof of principle experiments we
have chosen a relatively hard value of MT = 7 to account for variations of intensity due to
possible experimental imperfections like mechanical drifts, vibrations or fluctuations in laser
intensity.
Figure S 6: Experimentally obtained example traces (black) and event finding algorithm (red).
The top and bottom traces were recorded in the absence of analyte GNPs. The middle trace
was recorded in presence of GNPs (diameter: 5 nm) with 8 nM concentration in the absence of
additional electrolyte (Milli-Q water). The bottom trace shows the strongest of the few events
found in absence of analyte particles, possibly caused by solution impurities.
We have further recorded traces in the absence of analyte particles (see Fig. S6 top and
bottom) for which we found a total of 3 events during a recording time of 0.5 s (2.5 · 108
points). These very few events could be due to impurities (i.e. non-analyte particles) in
the solution. One of these 3 events, the one with the highest amplitude, is shown in figure
S6 (bottom). In comparison we find rates of ≈ 5 · 104 events per second in the presence
of analyte GNPs (5 nm diameter) with a concentration of 36 nM. We have also recorded
traces (Fig. S6 middle) in the presence of 5 nm diameter GNPs (concentration 8 nM) but in
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the absence of electrolyte. Under this condition the repulsive Coulomb interaction between
analyte GNPs and the observed nanorod prevents the GNPs from entering the NR’s near
field and the algorithm recognizes no events during a recording time of 1s (5 · 108 points).
We only considered negative controls on nanorods and that also yielded positive results for
single 5 nm GNP detection.
Determination of Event Properties: The above algorithm, due to the limited set of
interval sizes, will bias the length of events. Moreover perturbations of higher amplitudes
are likely to be associated with longer intervals which can exceed the length of the actual
perturbation. Nonetheless above algorithm provides us with zones of interest for further
analysis. We will firstly divide events into two categories. For this we run a median filter
with a length of LMF = LEV /20 limited to a maximum of LMF,max = 100 over our dataset
I. This removes noise from the dataset, however, also rejects short bursts. We then check
if the dynamic range i.e. the difference between the maximum and the minimum of the
median filtered event-dataset Y exceeds at least two times the standard deviation: |Ymax −
Ymin| ≥ 2σBG. If this condition is not fulfilled the event falls into category I and if it
is fulfilled the event falls into category II. Events of category I are only analyzed with
Figure S 7: Example plots illustrating the analysis of intervals found by the algorithm (14). Raw
data I is depicted grey. Dark blue lines indicate the median filtered data Y. Dashed lines indicate
the threshold ±σBG red boxes mark single events and enclose the data points used for further
analysis.
respect to their mean amplitude and the length, begin and end of the interval determined
via the event finding algorithm will be used as their duration, start- and end-points for
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further analysis. Events of category II possess enough dynamic range for further analysis.
Specifically we determine the start is and duration ∆i of individual events by using all
consecutive points for which |Yi| ≥ σBG. If multiple separated intervals fulfill this condition
they are considered as separate bursts for further analysis. Example intervals, found by the
algorithm eq. (14), demonstrating this process are depicted in figure S7. Burst attributes
such as mean amplitude 〈I〉, integrated intensity, maximum amplitudes, variance
σ2 =
(
is+∆i−1∑
k=is
(Ii − 〈I〉)2
)
/∆i
and higher statistical moments such as skewness and kurtosis are then determined using the
unfiltered data points Ii corresponding to the intervals with |Yi| ≥ σBG.
S7: Distributions of inter-event durations:
Figure S 8: Typical probability distributions for the durations between events caused by 5 nm
diameter GNPs. Left(Right) Panel for excitation wavelength blue (red) detuned from the sensor
NR’s LSPR. Black Curves are experimental values. Red curves are fits to single exponential decays.
The times between perturbations caused by single particles should be poissonian dis-
tributed i.e. the probability P0(t) for finding zero events in an interval of length t should
follow : P0(t) = e
−t/τ where the decay time τ is the only parameter. We obtain our inter
event time probability distributions without binning to avoid the errors commonly associ-
ated when fitting exponential decays to histograms as in that case the choice of bin size
and starts can heavily influence the resulting fits. Specifically we use the method described
by M.D.Baaske et al.4. We take into account that our traces are recorded with dead times
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between them - so we cannot determine the time after the last event of each trace. This also
restricts the maximum duration between events to less than the length of individual traces
i.e. 0.1 ms. Example probability distributions are depicted in Fig. S8. Generally we find
our distributions to be in good agreement with the expected poissonian distributions (single
exponential decay). The deviations of the experimental distributions from the fits (fig. S8)
can be caused by fluctuations of the event rate over time. The origin of such fluctuations
can be bulk temperature fluctuations which alter the diffusion constants or any movement
of the solution altering the local analyte density around the sensor NP over time.
S8: Simulation of signals via 3D-diffusion
We perform Monte-Carlo simulations of particles freely diffusing in a box containing a
single nanorod. We restrict our simulations to one particle meaning that simulations which
compare different particles are performed by simulating multiple separate boxes rather than
multiple particles in the same box. Coordinates xi (i = 1, 2, 3) are obtained iteratively with
time-steps of τ = 2 ns i.e. xi(tk+1) = xi(tk) +
√
Dτqi, where the qi (i = 1, 2, 3) are normally
distributed random variables with a standard deviation of 1. The interaction between the
particle the NR and the walls is restricted to reflection and if desired sticking. Whereas
sticking occurs with a fixed probability when the particle hits the NR or the glass surface
(wall of simulation box closest to the NR) and is modeled as poissonian process i.e. the
likelihood to stick for a certain time ts follows an exponential decay P (ts) = e
−ts/τs where
τs is the sticking decay time. From the simulated coordinates we obtain simulated intensity
changes using a sixth-order power law (dipole-induced dipole interaction):
I(r) = Ar
1
(1 + r/Ld)
6 , (15)
where the decay length Ld is the distance at which I(Ld) = I(r = 0)/64 and r = rC − R
with the particle’s distance rC from the closest center of the NR’s two hemispheres and the
hemisphere’s radius R. Ar indicates the relative amplitude at r = 0. We model the particle
as solid sphere in consequence the minimum distance rmin = rp, where rp is the particle’s
radius. For the determination of I(r) we assumed point like dipoles. The diffusion process,
however, is modeled with hard spheres. Therefore the minimum distance to the NR’s surface
equals the particles radius and maximum amplitudes are: Imax = I(rp). Simulation results
13
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Figure S 9: Simulation of single-particle detection: The panels on the left side show mean amplitude
vs. duration distributions. The panels on the right side show a zoom-in on areas of interest in
the mean amplitude vs. variance (σ2) distributions. The middle panel indicates the diameter
of the simulated particles used for the adjacent distributions. Distributions with more than one
particle size are cumulative displays of the respective single particle data sets (top 3). Relative
amplitudes are scaled with the particles volume (i.e. ∝ polarizability): Ar = 1, 3.375 and 8 for
particle diameters of 5, 7.5 and 10 nm respectively. The noise level (white Gaussian noise) was
fixed to 0.01. Maximum signal-to-noise ratios are ≈ 50, 120 and 210 for 5 , 7.5 and 10 nm diameter
particles. All simulations where performed with Ld = 20 nm.
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for particles with diameters of 5, 7.5 and 10 nm are shown in Fig. S9. The results show that
the distinction of particle properties is essentially possible on a single event basis, especially
if multiple dimensions of single-event properties and their relations are used. For example
the two bottom panels (mean amplitude vs duration) on the left side of Fig. S9 show distinct
and well separated zones for 5 and 10 nm particles, however, these zones have quiet some
overlap with the one obtained for 7.5 nm particles. Nonetheless these events can still be
separated by size if the correlation between event mean amplitudes and variance, which
exhibits distinct zones for all 3 particle sizes (compare Fig. S9 bottom right) is used in
addition. This shows that discrimination of particles sizes is possible, even for single events,
as soon as multiple parameters are used. Naturally this discrimination is restricted to events
with higher amplitudes i.e. particles that come close to the NR’s surface as they contain
more information.
S9: Additional Material
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Figure S 10: Single-particle detection. Similar to Fig. 3 of the main mansucript, Panel A shows
the dimensions of the nanorods sensors and the analyte GNPs. Intensity traces are same as in
Fig. 3. and Panels C and E show the corresponding autocorrelation curves (blue, red) and their
respective stretched-exponential fits (black).
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Figure S 11: 2D histograms of higher statistical moments (Skewness and Kurtosis) of single particle
events vs. their maximum amplitudes. Values were obtained from the same data set represented
in Fig, 3D and 3E i.e. perturbations are due to 5 nm diameter GNPs at 120 mM ionic strength.
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