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Abstract
We consider the inverse problem of parameter estimation in a diffuse interface
model for tumour growth. The model consists of a fourth-order Cahn–Hilliard system
and contains three phenomenological parameters: the tumour proliferation rate, the
nutrient consumption rate, and the chemotactic sensitivity. We study the inverse
problem within the Bayesian framework and construct the likelihood and noise for two
typical observation settings. One setting involves an infinite-dimensional data space
where we observe the full tumour. In the second setting we observe only the tumour
volume, hence the data space is finite-dimensional. We show the well-posedness of the
posterior measure for both settings, building upon and improving the analytical results
in [C. Kahle and K.F. Lam, Appl. Math. Optim. (2018)]. A numerical example
involving synthetic data is presented in which the posterior measure is numerically
approximated by the sequential Monte Carlo approach with tempering.
Key words. Tumour modelling, Bayesian inversion, Cahn–Hilliard, Sequential Monte
Carlo
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1 Introduction
Until recently, the discipline of medical science relied heavily on experiments to obtain
statistical data as a basis for understanding the behaviour of complex biomedical systems,
and to design new drugs for the treatment of diseases. The advent of high-performance
computing, big data and bioinformatics, coupled with advances in mathematical and sta-
tistical theories and methodologies, has lead to the emergence of patient-specific diagnoses,
and treatment driven by computational models.
A complex biomedical phenomenon that is still not fully understood is the growth
of cancer. A tumour is a mass of tissue that arises when certain inhibition proteins in
the cells have been switched off by genetic mutations. This leads to unregulated growth
that is limited only by the amount of nutrients in the surrounding environment. Tumours
display characteristics that are fundamentally different from normal cells. Tumour cells
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are able to ignore apoptosis (programmed cell death) signals, remain elusive to attacks
from the immune system, and, most dangerously, have the ability to induce the growth of
new blood vessels towards itself (angiogenesis). This leads to the spreading of cancer to
other parts of the body, and the formation of secondary tumours (metastasis).
The study of tumour growth can be roughly divided according to the physical and
chemical phenomena occuring at three scales [47]: the tissue scale which is commonly
observed in experiments involving movement of cells (such as metastasis and growth into
the extracellular matrix) and nutrient diffusion; the cellular scale consisting of activities
and interactions between individual cells such as mitosis and the activation of receptors;
and sub-cellular scale where genetic mutations and DNA degradation occur. We focus on
the tissue-scaled phenomena, as they are the first to be detected in a routine diagnosis,
and can be described fairly well with help of continuum models consisting of differential
equations.
Since the seminal work in [11] and [27] where simple mathematical models for tumour
growth are employed, there has been an explosion in the number of models proposed for
modelling the multiscale nature of cancer, see for instance [19, 21, 47] and the references
cited therein. The diversity of model variants reflects the difficulties when we try to
identify key biological phenomena that are responsible for experimental observations.
As metastasis is an important hallmark of cancer, we restrict our attention to contin-
uum models that can capture such events. Continuum models often rely on a mathematical
description to distinguish tumour tissue from healthy host tissues. To be able to capture
metastasis the models have to allow for some form of topological change of the separation
layers between the tumour and the host tissues. The classical description represents the
separation layers as idealised hypersurfaces, known also as the sharp interface approach. In
this case complicated boundary conditions have to be imposed to model the mass transfer
between tumour and host cells. Unfortunately, in the event of metastasis, the separation
layers can no longer be represented as a hypersurface, and the classical sharp interface ap-
proach breaks down. To overcome this difficulty some authors proposed a diffuse interface
approach (see for example [18, 19, 23, 25, 26, 29, 39, 63] and the references cited therein)
which is well-known for being able to handle changes in the topology.
1.1 Diffuse interface model
Let Ω ⊂ R2 denote a bounded domain with boundary ∂Ω. For an arbitrary but fixed
constant T > 0 we define Q := Ω × (0, T ) and Σ := ∂Ω × (0, T ). Let n denote the outer
unit normal vector of ∂Ω, and ∂nf := ∇f · n is the co-normal derivative of a function
f . We assume that a tumour is surrounded by healthy tissue and that a nutrient, whose
concentration we denoted by σ, is present which is consumed only by the tumour cells for
proliferation. We use the difference in volume fractions between the tumour cells and the
healthy host cells, denoted by ϕ ∈ [−1, 1], to indicate their location. In particular, the set
{ϕ(x, t) = 1} is the tumour region and the set {ϕ(x, t) = −1} is the healthy tissue. The
diffuse interface model we consider is a simplification of the general model derived in [26],
however, the model retains some important characteristics. The model equations read
ϕt = div (m(ϕ)∇(µ− χσ)) + Pf(ϕ)g(σ) in Q, (1.1a)
µ = −ε∆ϕ+ ε−1Ψ′(ϕ) in Q, (1.1b)
σt = ∆σ − Ch(ϕ)σ in Q, (1.1c)
0 = ∂nϕ = ∂nµ = ∂nσ on Σ, (1.1d)
ϕ(0) = ϕ0, σ(0) = σ0 in Ω, (1.1e)
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where in the above, µ is the auxiliary variable known as the chemical potential associated
with ϕ, m(ϕ) is a non-degenerate concentration-dependent mobility, and Ψ′(ϕ) is the
derivative of a double-well potential Ψ(ϕ) that has two equal minima at ϕ = ±1. The
classical example is Ψ(s) = (s2 − 1)2. The constant ε > 0 can be viewed as the thickness
of the separation layers {|ϕ(x, t)| < 1} between the tumour and the host tissues, so that
in the limit ε→ 0, one can recover sharp interface models for tumour growth, see [26, §3]
for more details.
When χ = P = 0, (1.1a)–(1.1b) reduces to the classical Cahn–Hilliard equation.
To model tumour proliferation, we include a source term of the form Pf(ϕ)g(σ), where
P ≥ 0 can be interpreted as a proliferation rate, f(ϕ) is a smooth indicator function of
the growing tumour front, and g(σ) captures how the nutrient is used for growth. The
additional flux term ∇(χσ) = χ∇σ in the divergence allows the tumour cells to exhibit
chemotactic behaviour and move towards regions of high nutrient. Hence, χ ≥ 0 has the
meaning of a chemotactic sensitivity. Lastly, we use the reaction-diffusion equation (1.1c)
to model the evolution of the nutrient, and the source term Ch(ϕ)σ accounts for how
nutrient is consumed by the cells. The parameter C ≥ 0 is the consumption rate, and the
function h(ϕ) is a smooth interpolation between h(−1) = 0 and h(1) = 1, so that only the
tumour cells consume the nutrient. We refer the reader to the earlier work [32] for some
justifications on studying the reduced model (1.1) as opposed to the full model in [26].
1.2 Parameter identification
The main scientific interest of the present work lies in the estimation of certain model
parameters given observations on the evolution of the tumour. This is also known as
model calibration. For meaningful applications of the model in medical research, it is
important to calibrate the model parameters in preparation for a comparison between
simulations and experimental observations. This process is known as model validation.
The evaluation and refinement of the mathematical model, such as accounting for fine-
scale phenomena, elimination of slow processes, and changes to boundary conditions, can
then be made to improve our understanding of tumour growth.
In this paper we focus on the identification of the proliferation rate P, the chemo-
tactic sensitivity χ, and the consumption rate C, which we assume to be non-negative
constants. It is reasonable to assume constant parameters here, as spatial variations of
the mechanisms of proliferation, consumption and chemotactic movement are handled by
the functions m, f , h and g. It is well known that initially homogeneous tumour cells
will eventually develop heterogeneous growth behaviour, manifesting in the appearance of
quiescent cells (those that are not proliferating but are still alive) and necrotic cells (those
that are dead). Since our model (1.1) accounts for the evolution of a young tumour before
the onset of heterogeneous growth behaviour, it is appropriate to assume that all tumour
cells proliferate, move, and consume nutrients at the same rate. Since ε does not influence
the growth of the tumour cells, in the theoretical analysis we set ε = 1, and focus on the
identification of P, χ and C.
The classical framework for parameter estimation uses Tikhonov regularization. The
goal is to obtain the optimal parameters such that the mismatch between the model out-
put and the data is minimised, typically in some form of L2-distance. For the model
(1.1) this has been done in the recent work [32]. However, the robustness of the optimal
parameters with respect to uncertainty in the measurements is only investigated numer-
ically by optimizing for a range of given noise levels. To address this issue we employ
a modern framework for parameter identification, namely statistical inversion using the
Bayesian methodology. This allows us to incorporate the uncertainties associated with
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measurements and the relative probabilities of different optimal parameters given by the
data.
For the observations, we consider data obtained from (two-dimensional) snapshots of
the tumour, either at a single time instance or at several time instances. All observations
are inherently polluted by some form of noise. We model the noisy observations using a set
of linear functionals {lj}Jj=1 of the variable ϕ (which serves as an indicator of the tumour
location), where J ∈ N is fixed. Specifically, we assume that lj : ϕ 7→ lj(ϕ) ∈ Y (j) for some
separable Banach space Y (j). The data space is Y :=
∏J
j=1 Y
(j). The noisy observations,
denoted by {yj}Jj=1 ∈ Y , yj ∈ Y (j), are expressed as
yj = lj(ϕ) + ηj , j = 1, . . . , J, (1.2)
with the observational noise denoted by {ηj}Jj=1, ηj ∈ Y (j). In this work we analyze two
choices for Y (j), J and lj :
(a) Let J = 1 and Y (1) := L2(Ω) with l1(ϕ) := ϕ(·, T );
(b) Let J > 1 and Y (j) = R with lj(ϕ) = 12
∫
Ω(ϕ(x, tj) + 1)dx, j = 1, . . . , J , for an
increasing sequence {tj}Jj=1 in the time interval [0, T ].
In setting (a) we observe the tumour everywhere in the spatial domain Ω at a particular
point in time. In setting (b) we observe the volume of the tumour at J sequential points
in time. The latter setting is an adaptation of the problem setting in [14]. The form
of lj(ϕ) in (b) is motivated by the fact that the tumour region is represented by the set
{ϕ(x, t) = 1}. Hence the function 12(ϕ + 1) takes the value +1 inside the tumour, and 0
outside, which can be viewed as a smoothed indicator function for the tumour.
1.3 Bayesian inversion and main contributions
We collect the parameters (P, χ, C) in a variable u ∈ X, where X denotes a subspace of a
separable Banach space associated with the forward model (1.1). Moreover, we define the
noise vector η := (η1, . . . , ηJ)
> ∈ Y and the observation vector y := (y1, . . . , yJ)> ∈ Y .
Then, equations (1.2) read
y = G(u) + η, (1.3)
where we introduced the forward response operator G : X → Y with
G(u) = (l1(ϕ(u)), . . . , lJ(ϕ(u))).
The operator G is the composition of the forward solution operator u = (P, χ, C) 7→ ϕ
and the observation functionals ϕ 7→ lj(ϕ). Whenever we discuss a particular setting,
we denote the forward response operator in setting (a) by Ga and in setting (b) by Gb.
Throughout the paper, we use the notation {ηa, la, ya} to denote the noise, observation
functional and observations for setting (a), and analogously for setting (b). We use the
notation G, η, l and y if we do not distinguish between setting (a) and (b).
We treat the parameter vector u and the observational noise η as stochastically inde-
pendent random variables, i.e., u and η are measurable maps from an underlying prob-
ability space (Ω′,F ′,P) to the spaces X and Y , respectively, and satisfy P(u ∈ AX , η ∈
AY ) = P(η ∈ AY ) · P(η ∈ AY ) for measurable subsets AX ⊆ X, AY ⊆ Y . Moreover, u is
distributed according to a prior (measure), and we assume that the noise is distributed as
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η ∼ N(0,Γ). In this framework, the observation of the data can be considered as an event
{G(u) + η = y}. Hence the parameter identification task consists in the computation of
the posterior (measure), that is, the conditional measure of u given that {G(u) + η = y}
occurs.
The Bayesian framework for parameter identification has been investigated for the
Gompertzian tumour spheroid model in [1, 14, 50, 51], and for reaction-diffusion models
in [13, 38, 44, 45]. The use of phase field type models such as (1.1) for tumour growth
modelling and prediction have been suggested first in [46], where the beginning steps of
the development of Bayesian methods for statistical calibration, model validation and un-
certainty quantification are also outlined. In [28], which can be viewed as our closest coun-
terpart in terms of model complexity, the authors consider three models of a type similar
to (1.1), and calibrate the parameters P, χ, and the diffusion coefficient of a quasi-static
nutrient using synthetic data. Subsequently, in [39, 40, 48] the identification of criteria for
selecting the most plausible model among several classes of models for given data is dis-
cussed. However, to the best of our knowledge, the well-posedness of the Bayesian inverse
problem (1.3) for parameter identification with a phase field tumour model remains un-
addressed, since previous works [28, 39, 40, 46, 48] focused on the implementation aspects
of the Bayesian framework.
Due to the emergence of phase field models as a new modelling tool in biological sci-
ences, and to provide analytical support for the framework of model selection, calibration
and validation proposed in [46], we study the Bayesian inverse problem (1.3). The main
contribution of our work is to establish a first result on the well-posedness of the Bayesian
inverse problem where the underlying model is a nonlinear system of equations with a
fourth order Cahn–Hilliard component.
Our main result, formulated in Theorem 3.1 below, concerns the well-definedness of the
posterior measure and its Lipschitz continuity with respect to the data y in the Hellinger
distance. The proof relies on the strong well-posedness of solutions to (1.1), and for our
present purposes we require some new extensions of the established results for the forward
solution operator u 7→ ϕ. Moreover, we recall that setting (a) involves infinite-dimensional
function spaces, and the measurement error is modelled by Gaussian white noise, which
requires a generalised concept of random fields. Hence, the construction of the likelihood
function and the proof of posterior well-posedness in this setting may be of independent
interest.
We complement the analytical investigations by numerical experiments based on syn-
thetic data for setting (a). We remark that real-world measurement data is available for
setting (b) from [15] for the volume of 10 individual spherical growing tumours. However,
it turns out that the data contains three-dimensional dynamics (see [14, §2.2]), and so
the data from [15] is inconsistent with our two-dimensional analysis. Although one can
perform the parameter identification for setting (b) with (1.1), preliminary tests lead us
to conclude that the computational effort involved in such a nonlinear PDE model for the
relatively simple setting (b) is not justified. Hence, we focus solely on setting (a) for our
numerical computations.
Typically, Bayesian inverse problems are approached with importance sampling [2]
or Markov chain Monte Carlo [8, 17]. In preliminary tests we observed that both these
methods require a prohibitively large number of evaluations of the expensive forward model
that is discretized using finite elements on a 2D square domain. One model evaluation
takes approximately 5 minutes in serial on a workstation, and due to the parabolic nature
of the model equations, a single model evaluation is orders of magnitude more expensive
compared to one evaluation of the classical elliptic equation often considered in Bayesian
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inverse problems (see e.g. [20, 37]) on the same square domain. Unfortunately, the required
spatial adaptivity prohibits standard domain decomposition approaches to accelerate the
computations.
For this reason we approximate the posterior measure by sequential Monte Carlo
(SMC) with tempering, see e.g. [7] for the application of SMC in the context of ellip-
tic equations in three dimensions, and [34] for the Navier–Stokes equations, respectively.
We point out that sequential Monte Carlo with tempering has not been employed for the
calibration of tumour models; note that Markov chain Monte Carlo (MCMC) methods
were employed in previous works [28, 39, 40, 46, 48]. We observe that SMC offers attrac-
tive features. Indeed, SMC allows for parallel model evaluations (as opposed to classical
MCMC) and for highly informative data (as opposed to importance sampling). We se-
lect the tempering parameter adaptively to maintain a fixed effective sample size in every
SMC update step throughout the algorithm, see [6] for a discussion and analysis of this
approach.
The remaining part of the paper is organized as follows. In Section 2 we construct
the likelihood for both problem settings, and establish some properties of the operator
G. Section 3 is dedicated to the well-posedness of the posterior measure. In Section 4 we
describe a fully discrete finite element approximation of (1.1). In Section 5 we review SMC
with tempering to solve the Bayesian inverse problem. A numerical example is presented
in Section 6, and we discuss further research topics in Section 7.
2 Likelihood and properties of the forward model
2.1 Model for noise and data likelihood
The (data) likelihood L(y|u) is a conditional probability density function (PDF) on the
data space Y . The observational data is a realisation of the data-generating measure with
the PDF L(y|u†) where u† is fixed. Given data and likelihood the task of a statistical
analysis is the identification of u†. We discuss the modelling of observational noise and
data likelihood in the following paragraphs. We use the notation N(µ,Γ) for a Gaussian
measure with mean function µ and covariance operator Γ.
For setting (a), let Γa := σ
2
aIdYa be a scaled identity operator on Ya, where σ
2
a 6= 0.
We assume that the observational noise satisfies ηa ∼ N(0,Γa). It is important to note
that Ya = L
2(Ω) is an infinite-dimensional space, and that the noise ηa is a random
field. This is in contrast to many settings in the literature where the data space is often
finite-dimensional, and the noise is a random vector.
Under the assumption Γa ∝ IdYa , the random field ηa is a so-called white noise, see [57,
pp. 40–41] or [36, pp. 7–9] for a definition and review of Gaussian white noise. Note that
white noise is not a classical Gaussian random field, since the covariance operator is not
trace-class in Ya := L
2(Ω), see for instance [10, Cor. 2.3.2]. Instead one defines an abstract
Wiener space, that is a tuple (Ya, B), where B is a separable Banach space containing Ya.
The random field ηa takes values in Ya, but those have to be tested with elements in B.
For instance, this can be specified by the characteristic function of ηa fulfilling∫
B
exp (i〈x, y〉Ya)P(ηa ∈ dx) = exp
(
− 1
2σ2a
‖y‖2
)
for y ∈ Ya.
Due to this implicit definition ηa is referred to as generalised random field. Furthermore,
we assume that ηa is independent of the parameter u. In this case, the data-generating
measure is given by N(Ga(u†),Γa), and the conditional probability measure of y given u
is N(Ga(u),Γa).
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Let BYa denote the Borel-σ-algebra on Ya. By definition, the likelihood is a PDF
of N(Ga(u),Γa) with respect to some measure on (Ya,BYa) that does not depend on u.
We can construct such a PDF by applying the Cameron–Martin theorem. It states that
N(Ga(u),Γa) and N(0,Γa) are equivalent, if Ga(X) is a subset of the so-called Cameron–
Martin space associated with N(0,Γa). If N(Ga(u),Γa) and N(0,Γa) are equivalent, then
the likelihood can be defined by the Radon–Nikodym derivative of N(Ga(u),Γa) w.r.t. N(0,Γa).
Since Ya = L
2(Ω) is a Hilbert space, the Cameron–Martin space CM(N(0,Γa)) of N(0,Γa)
is the closure of Img(Γ
1/2
a ;Ya) with respect to the norm induced by the inner product
〈f, g〉CM(N(0,Γa)) := 〈Γ−1/2a f,Γ−1/2a g〉Ya ,
see [10, p. 44] and [60, Def. 2.50]. The Cameron–Martin theorem for white noise is given
in [36, p. 8]. In our setting it holds that CM(N(0,Γa)) = Ya = L
2(Ω). Moreover, it
follows from Lemma 2.2 below that Ga(u) = ϕ(·, T ) ∈ L2(Ω) for any u ∈ X. Hence
Ga(X) ⊆ CM(N(0,Γa)), and thus the measures N(Ga(u),Γa) and N(0,Γa) are equivalent.
We obtain the following Radon–Nikodym derivative that we will use as the likelihood:
dN(Ga(u),Γa)
dN(0,Γa)
(ya) = exp
(
−‖Γ
−1/2
a Ga(u)‖2Ya
2
+ 〈Ga(u),Γ−1a ya〉Ya
)
.
After a few simplifications we arrive at the following likelihood La and potential Φa:
La(y
a|u) := exp (−Φa(u; ya)) , (2.1)
Φa(u; y
a) :=
‖Ga(u)‖2Ya − 2〈Ga(u), ya〉Ya
2σ2a
:=
‖ϕ(·, T )‖2Ya − 2〈ϕ(·, T ), ya〉Ya
2σ2a
.
Remark 2.1. In the setting where the data space is finite-dimensional and the noise is
Gaussian, one usually considers a potential of the form
Φˆa(u; y
a) =
1
2
‖Γ−1/2a (Ga(u)− ya)‖2Ya
instead of Φa in (2.1). However, this choice would not induce a correct data-generating
measure in cases where Ya is infinite-dimensional, see [58, Rmk. 3.8] for more details. In
a finite-dimensional setting it can be shown that potentials of the forms Φˆa and Φa lead to
an equivalent Bayesian analysis.
For setting (b) the forward response operator Gb maps from X to Yb := RJ . The
conditional distribution of yb given u is the Gaussian measure N(Gb(u),Γb). We define the
noise covariance by Γb = diag(σ
2
b (tj) : j = 1, . . . , J). Here, σ
2
b (tj) is the noise variance
of the measurement at time tj , j = 1, . . . , J . The noises at different points in time are
stochastically independent. Since the data space Yb is finite-dimensional, we can define
the likelihood using the PDF of the multivariate Gaussian measure w.r.t. the Lebesgue
measure, which has also been employed in [14, §3.2.2]. However, for reasons of consistency
and brevity in the following discussion, we again consider the PDF of yb given u w.r.t. the
probability measure of the noise. This PDF is well-defined since the noise covariance
matrix Γb is invertible and Yb is finite-dimensional. We arrive at
Lb(y
b|u) := exp(−Φb(u; yb)), (2.2)
Φb(u; y
b) :=
1
2
‖Γ−1/2b Gb(u)‖2Yb − 〈Gb(u),Γ−1b yb〉Yb :=
J∑
j=1
lbj(ϕ)
2 − 2ybj lbj(ϕ)
2σ2b (tj)
. (2.3)
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The likelihood in (2.2) and the likelihood in [14, §3.2.2] lead to identical estimation results
(cf. Remark 2.1). Finally, we note that when we discuss either of the cases (a) or (b) we
drop the subscripts and write
L(y|u) := exp (−Φ(u; y)) where Φ(u; y) := 1
2
‖Γ−1/2G(u)‖2Y − 〈G(u),Γ−1y〉Y .
2.2 Properties of the forward model
We use the notation Lp(Ω) and W k,p(Ω) for p ∈ [1,∞], k > 0, to denote the standard
Lebesgue and Sobolev spaces. For p = 2 we use Hk(Ω) := W k,2(Ω), and we may drop
the dependence on Ω when there is no ambiguity. The dual space of a Banach space Z
is denoted by Z ′, and the duality pairing between Z and Z ′ is denoted by 〈·, ·〉Z . The
Bochner space Lp(0, T ;Z) for any p ∈ [1,∞] may be denoted as Lp(Z). Due to the
Neumann boundary conditions, we introduce the function space
H2n(Ω) := {f ∈ H2(Ω) : ∂nf = 0 on ∂Ω}.
For fixed positive constants P∞, χ∞ and C∞ we define the parameter space X as
X := [0,P∞]× [0, χ∞]× [0, C∞]. (2.4)
Now we state some useful properties of the forward solution operator u 7→ (ϕ, µ, σ) ob-
tained under the following assumptions:
(A1) The parameters (P, χ, C) ∈ X and are constant in space and in time.
(A2) The functions h, f and g belonging to C2(R) are bounded with bounded derivatives,
and h(s) ≥ 0 for all s ∈ R.
together with either
(A3) (i) Ω ⊂ R2 is a bounded domain with C4-boundary ∂Ω.
(ii) The mobility m ∈ C2(R) is bounded with bounded derivatives and there exist
n0, n1 > 0 such that n0 ≤ m(s) ≤ n1 for all s ∈ R.
(iii) The initial conditions ϕ0, σ0 belong to H
3(Ω) ∩H2n(Ω).
(iv) The potential Ψ ∈ C3(R) is non-negative and there exist positive constants
R1, . . . , R5 such that for all s, t ∈ R, l = 3, and k ∈ {1, 2, 3},
Ψ(s) ≥ R1 |s|2 −R2,
∣∣Ψ′(s)∣∣ ≤ R3(1 + Ψ(s)), |Ψ(l)(s)| ≤ R4(1 + |s|q),
|Ψ(k)(s)−Ψ(k)(t)| ≤ R5(1 + |s|r−k+1 + |t|r−k+1) |s− t|
(2.5)
for some exponents q ∈ [1,∞) and r ∈ [2,∞).
or
(A4) (i) Ω ⊂ R2 is a convex domain with polygonal boundary.
(ii) The mobility m is constant (w.l.o.g. m = 1).
(iii) The initial conditions ϕ0, σ0 belong to H
2
n(Ω).
(iv) The potential Ψ ∈ C2(R) is non-negative and there exist positive constants
R1, . . . , R5 such that for all s, t ∈ R, l = 2, and k ∈ {1, 2}, the property (2.5)
holds for some exponents q ∈ [1,∞) and r ∈ [1,∞).
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Note that assumption (A1) is biologically reasonable since the PDE system models a
relatively young tumour where nutrients are plentiful. Hence we expect that all tumour
cells evolve in the same manner, leading to constant rates of proliferation and nutrient
consumption. Regarding the assumptions on the boundary of the domain, we have in mind
the situation where tumour growth data can be obtained from medical imaging (square
photographs that have Lipschitz boundaries - (A4i)) or from experiments (petri dishes
that have smooth boundaries - (A3i)). The remaining assumptions (A2), (A3ii–iv) and
(A4ii–iv) are technical assumptions, and are required in the forthcoming proofs.
We introduce the following notation for the case where Ω is a C4-domain and the
mobility m depends on ϕ:
A1 := L∞(H3) ∩ L2(H4) ∩H1(L2), A2 := L∞(H1) ∩ L2(H3), A3 := L∞(H3) ∩H1(H2n),
B1 := L∞(H2n) ∩ L2(H4) ∩H1((H1)′), B2 := L∞(L2) ∩ L2(H2n), B3 := L∞(H1) ∩ L2(H2n),
and correspondingly the following notation for the case where Ω is a polygonal domain
and the mobility m = 1 is constant:
W1 := L∞(H2n) ∩H1(L2), W2 := L∞(L2) ∩ L2(H2n) ∩H1((H2n)′), W3 := H1(H2n),
Z1 := L∞(H2n) ∩H1(L2), Z2 := L∞(L2) ∩ L2(H2n), Z3 := L∞(H1) ∩ L2(H2n).
The strong well-posedness of (1.1) is formulated as follows.
Lemma 2.2 (Strong well-posedness). Under assumptions (A1), (A2) and (A3), for any
u = (P, χ, C) ∈ X and any fixed but arbitrary constant T > 0, there exists a unique triplet
of functions (ϕ, µ, σ) ∈ A1×A2×A3 that is a strong solution of (1.1) satisfying the initial
and boundary conditions, and the estimate
‖ϕ‖A1 + ‖µ‖A2 + ‖σ‖A3 ≤ C∗(1 + |u|), (2.6)
for some positive constant C∗ not depending on (ϕ, µ, σ). Furthermore, let {(ϕi, µi, σi)}i=1,2
denote two strong solutions of (1.1) corresponding to parameters {ϕ0,i, σ0,i,Pi, χi, Ci}i=1,2
but with the same initial data. Then, there exists a positive constant C∗ > 0 not depending
on the differences ϕ1 − ϕ2, µ1 − µ2, σ1 − σ2, P1 − P2, χ1 − χ2 and C1 − C2 such that
‖ϕ1 − ϕ2‖B1 + ‖µ1 − µ2‖B2 + ‖σ1 − σ2‖B3
≤ C∗ (|P1 − P2|+ |χ1 − χ2|+ |C1 − C2|) .
(2.7)
Analogously, if (A3) is replaced by (A4), then we replace Ai with Wi and Bi with Zi for
i = 1, 2, 3.
Proof. For the details where (A3) is assumed, i.e., Ω is a C4-domain and the mobility m
need not be a constant, we refer the reader to the earlier work [32]. We note that the
corresponding assertions for the case where (A4) is assumed, i.e., Ω is a convex polygonal
domain and the mobility is taken to be constant, is actually an improvement to [32, Thm. 8]
with new continuous dependence results for ϕ in L∞(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)) and
for µ in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)). These new results are needed for problem
setting (a), cf. Remark 2.4 below, and we only sketch the new details.
The new regularity result µ ∈ H1(0, T ;H2n(Ω)′) can be obtained by differentiating
(1.1b) in time at the Galerkin level, testing with an arbitrary test function ζ ∈ H2n(Ω),
and employing previously established estimates for ϕ in L∞(0, T ;H2(Ω))∩H1(0, T ;L2(Ω))
from [32, (56)], and then passing to the limit in the Galerkin approximation.
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For the new continuous dependence result, we use the notation θi = θ(ϕi) for θ ∈
{h, f, g,Ψ′}, i = 1, 2, and zˆ = z1−z2 for z ∈ {ϕ, µ, σ,P, χ, C, f, h, g,Ψ′}, and set Y := |χ̂|2+
|P̂|2 + |Ĉ|2. Then, our starting point is the following estimate obtained as a consequence
of [32, (11)-(14),(18)]:
‖ϕˆ‖2L∞(0,T ;H1(Ω)) + ‖ϕˆ‖2H1(0,T ;H1(Ω)′) + ‖µˆ‖2L2(0,T ;H1(Ω)) + ‖σˆ‖2Z3 ≤ CY (2.8)
for some positive constant C not depending on the differences ϕˆ, µˆ, σˆ, P̂, χ̂ and Ĉ. To
obtain the new continuous dependence estimates, let us note that thanks to the embedding
H2(Ω) ⊂ L∞(Ω)∩W 1,4(Ω), we have ϕ1, ϕ2 ∈ L∞(Q) and ∇ϕ2 ∈ L∞(0, T ;L4(Ω)), leading
to
‖Ψˆ′‖2L∞(0,T ;L2(Ω)) ≤ C
(
1 + ‖ϕ1‖2rL∞(Q) + ‖ϕ2‖2rL∞(Q)
)
‖ϕˆ‖2L∞(0,T ;L2(Ω)) ≤ CY,
‖∇Ψˆ′‖2L∞(0,T ;L2(Ω)) ≤ C
∫
Ω
∣∣Ψ′′(ϕ1)∣∣2 |∇ϕˆ|2 + |∇ϕ2|2 ∣∣Ψ′′(ϕ1)−Ψ′′(ϕ2)∣∣2 dx
≤ C‖∇ϕˆ‖2L∞(0,T ;L2(Ω)) + C‖∇ϕ2‖2L∞(0,T ;L4(Ω))‖ϕˆ‖2L∞(0,T ;L4(Ω)) ≤ CY.
From the equations fulfilled by the differences
ϕˆt = ∆µˆ− χ̂∆σ1 − χ2∆σˆ + P̂f1g1 + P2fˆg1 + P2f2gˆ, (2.9a)
µˆ = Ψˆ′ −∆ϕˆ, (2.9b)
we apply elliptic regularity to (2.9b) to deduce that
‖ϕˆ‖2L2(0,T ;H2(Ω)) ≤ C
(
‖µˆ− Ψˆ′‖2L2(0,T ;L2(Ω)) + ‖ϕˆ‖2L2(0,T ;H1(Ω))
)
≤ CY. (2.10)
Next, differentiating (2.9b) in time and testing with µˆ (possible thanks to the fact that
µˆ ∈ L2(0, T ;H2n(Ω)) ∩H1(0, T ;H2n(Ω)′)) leads to
1
2
d
dt
‖µˆ‖2L2(Ω) = 〈µˆt, µˆ〉H2n =
∫
Ω
(Ψ′′(ϕ1)−Ψ′′(ϕ2))ϕ1,tµˆ+ Ψ′′(ϕ2)ϕˆtµˆ− ϕˆt∆µˆ dx
≤ C
(
‖ϕˆ‖L∞(Ω)‖ϕ1,t‖L2(Ω) + ‖ϕˆt‖L2(Ω)
)
‖µˆ‖L2(Ω) −
∫
Ω
ϕˆt∆µˆ dx,
where we used that ϕ1, ϕ2,Ψ
′′(ϕ2) ∈ L∞(Q). Testing (2.9a) with ϕˆt yields
‖ϕˆt‖2L2(Ω) =
∫
Ω
ϕˆt
(
∆µˆ− χ̂∆σ1 − χ2∆σˆ + P̂ f1g1 + P2fˆg2 + P2f2gˆ
)
dx
≤
∫
Ω
ϕˆt∆µˆ dx+ C
(
|χ̂|2 + ‖σˆ‖2H2(Ω) + |P̂|2 + ‖ϕˆ‖2L2(Ω)
)
+
1
2
‖ϕˆt‖2L2(Ω),
where we used the boundedness and Lipschitz continuity of f and g from (A2), as well as
the fact that σ1 ∈ W3. Then, adding these two inequalities to cancel the common term
involving ϕˆt∆µˆ, applying Gronwall’s inequality, (2.8) and (2.10) leads to
‖µˆ‖2L∞(0,T ;L2(Ω)) + ‖ϕˆ‖2H1(0,T ;L2(Ω)) ≤ CY,
and in turn, recalling ‖Ψˆ′‖2L∞(0,T ;L2(Ω)) ≤ CY we obtain via elliptic regularity
‖ϕˆ‖2L∞(0,T ;H2(Ω)) ≤ CY.
The assertion ‖µˆ‖2L2(0,T ;H2(Ω)) ≤ CY follows from elliptic regularity applied to
−∆µˆ = −ϕˆt − χ̂∆σ1 − χ2∆σˆ + P̂f1g1 + P2fˆg1 + P2f2gˆ,
where the right-hand side in the L2(0, T ;L2(Ω))-norm is bounded by CY1/2. This com-
pletes the proof.
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The interesting consequence for the Bayesian inverse problem (1.3) is the following.
Corollary 2.3. Under (A1), (A2) and either (A3) or (A4), for both settings (a) and (b),
there exist constants E,F > 0 such that the forward solution operator G : X → Y satisfies
‖G(u)‖Y ≤ E(1 + |u|), (2.11)
‖G(u1)− G(u2)‖Y ≤ F |u1 − u2| (2.12)
for u, u1, u2 ∈ X.
Proof. For setting (a), using the (compact) embedding
L∞(0, T ;H2(Ω)) ∩H1(0, T ;H1(Ω)′) ⊂⊂ C0([0, T ];C0(Ω)) (2.13)
yields that ϕ belongs to C0([0, T ];C0(Ω)). Hence, for our choice l1(ϕ) = ϕ(·, T ), which is
a function on Ω, or {lj(ϕ)}Jj=1 = {12
∫
Ω 1 + ϕ(x, tj)dx}Jj=1, where {tj}Jj=1 is a discrete set
of points in [0, T ], we infer from (2.6) that
‖Ga(u)‖Ya ≤ |Ω|1/2 ‖ϕ‖C0([0,T ];C0(Ω)) ≤ |Ω|1/2C∗(1 + |u|) = Ea(1 + |u|), (2.14a)
‖Gb(u)‖Yb ≤ C(‖ϕ‖C0([0,T ];L2(Ω)) + 1) ≤ C(C∗(1 + |u|) + 1) ≤ Eb(1 + |u|), (2.14b)
for some constants Ea, Eb > 0. Taking E := max{Ea, Eb} leads to (2.11).
Similarly, from the embedding (2.13) and continuous dependence result (2.7) it holds
‖ϕ1 − ϕ2‖C0([0,T ];C0(Ω)) ≤ C∗ (|P1 − P2|+ |χ1 − χ2|+ |C1 − C2|) . (2.15)
Then, (2.12) can be derived in a similar fashion to (2.11).
Remark 2.4. For setting (a) the minimum regularity in the continuous dependence result
is in the space C0([0, T ];C0(Ω)), which is (2.15). However, for setting (b) it is sufficient
to have a weaker continuous dependence result in C0([0, T ];L2(Ω)), compare (2.14b).
Remark 2.5. To establish the weaker continuous dependence result in C0([0, T ];L2(Ω))
for problem setting (b) in the presence of a non-constant mobility m(ϕ) comes at a cost
of deriving high solution regularities ϕ ∈ L∞(0, T ;W 1,∞(Ω)) and µ ∈ L4(0, T ;W 1,4(Ω)),
which can only be achieved at present with a C4-boundary, see the derivation of [32, (11)]
for more details.
2.3 Properties of the potential
The following result shows that the negative log-likelihood Φ(u; y) defined in (2.1) satisfies
the assumptions outlined in [58, Assump. 2.6], which are
(B1) For every ε > 0 and r > 0, there exists a constant M = M(ε, r) ∈ R such that for
all u ∈ X and for all y ∈ Y with ‖y‖Y < r it holds Φ(u; y) ≥M − ε |u|2.
(B2) For every r > 0, there exists K = K(r) > 0 such that for all u ∈ X and y ∈ Y with
max(|u| , ‖y‖Y ) < r it holds Φ(u; y) ≤ K.
(B3) For every r > 0, there exists an L = L(r) > 0 such that for all u1, u2 ∈ X and y ∈ Y
with max(|u1| , |u2| , ‖y‖Y ) < r, it holds |Φ(u1; y)− Φ(u2; y)| ≤ L |u1 − u2|.
(B4) For every ε > 0 and r > 0, there exists H = H(ε, r) ∈ R such that for all y1, y2 ∈ Y
with max(‖y1‖Y , ‖y2‖Y ) < r and for every u ∈ X, it holds |Φ(u; y1)− Φ(u; y2)| ≤
exp(ε |u|2 +H)‖y1 − y2‖Y .
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This is an important step in the proof of the well-posedness of the Bayesian inverse
problem, and is required to prove the existence and uniqueness of the posterior measure.
Lemma 2.6. Under (A1), (A2) and either (A3) or (A4), the properties (B1), (B2), (B3)
and (B4) are satisfied.
Proof. For convenience, we define u∞ := (P∞, χ∞, C∞) and
q :=
1
max{σ2a, σ2b (t1), . . . , σ2b (tJ)}
, q′ :=
1
min{σ2a, σ2b (t1), . . . , σ2b (tJ)}
.
For (B1), we observe that Γ−1 is a strictly positive definite operator with its spectrum
bounded below by q > 0. Hence, for any ξ ∈ Y , it holds that 〈ξ∗,Γ−1ξ〉Y ≥ q‖ξ‖2Y . Then
by (2.11), for ‖y‖Y < r and arbitrary ε > 0, setting M := −rqE(1 + |u∞|), where E is the
constant in (2.11), we have
Φ(u; y) =
1
2
‖Γ−1/2G(u)‖2Y − 〈G(u),Γ−1y〉 ≥ −q‖G(u)‖Y ‖y‖Y
≥ −rqE(1 + |u|) ≥ −rqE(1 + |u∞|) = M ≥M − ε |u|2 .
For (B2), note that the spectrum of Γ−1 is bounded above by q′ < ∞, we use (2.11) to
see that
Φ(u; y) =
1
2
‖Γ−1/2G(u)‖2Y − 〈G(u),Γ−1y〉 ≤ ‖Γ−1/2G(u)‖2Y +
1
2
‖Γ−1/2y‖2Y
≤ q′‖G(u)‖2Y +
q′
2
‖y‖2Y ≤ q′E2(1 + |u|)2 +
q′
2
‖y‖2Y ≤ q′
(
E2(1 + r)2 + r2
)
=: K(r).
For (B3), a short computation shows that
2 (Φ(u1; y)− Φ(u2; y)) = ‖Γ−1/2G(u1)‖2Y − 2〈G(u1)− G(u2),Γ−1y〉 − ‖Γ−1/2G(u2)‖2Y
= 〈G(u1)− G(u2),Γ−1(G(u1)− 2y + G(u2))〉Y .
(2.16)
Using (2.11), (2.12), the Cauchy–Schwarz and triangle inequalities, we arrive at
|Φ(u1; y)− Φ(u2; y)| ≤ 1
2
‖G(u1)− G(u2)‖Y ‖Γ−1(G(u1) + G(u2)− 2y)‖Y
≤ F |u1 − u2| q′(E(1 + r) + r) =: L(r) |u1 − u2| .
For (B4), we obtain after a short computation
2(Φ(u; y1)− Φ(u; y2)) = 〈y2 − y1,Γ−1(2G(u)− y1 − y2)〉Y .
Then, due to max(‖y1‖Y , ‖y2‖Y ) < r and (2.11), we see that
|Φ(u; y1)− Φ(u; y2)| ≤ q′(E(1 + |u|) + r)‖y1 − y2‖Y ≤ (ε |u|2 + C)‖y1 − y2‖Y
≤ exp(ε |u|2 + C)‖y1 − y2‖Y ,
for some positive constant C = C(ε, q′, E, r). This finishes the proof.
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3 Bayesian inversion
Recall that the parameter vector u = (P, χ, C) ∈ X ⊂ R3 is contained in a finite-
dimensional space. Let µ0 denote a prior probability measure for u with corresponding
probability density function pi0. Our interest is the posterior probability measure of u
given y which we denote by µy with probability density function piy. By Bayes’ rule we
find the Radon–Nikodym relation
dµy
dµ0
(u) =
1
Z(y)
exp(−Φ(u; y)), Z(y) :=
∫
X
exp(−Φ(u; y)) dµ0(u). (3.1)
To be able to apply the Bayesian framework for inverse problems developed in [16, 58] we
require a prior measure µ0 that satisfies µ0(X) = 1. This means that the functions drawn
from the prior measure µ0 belong to the space X almost surely.
For the benefit of the reader we recall that for two probability measures µ1 and µ2 on
a measurable space (X,BX), both absolutely continuous with respect to the same σ-finite
reference measure ν, i.e., µi  ν for i = 1, 2, the Hellinger distance dH(µ1, µ2) between µ1
and µ2 is defined as
dH(µ1, µ2) =
1
2
∫
X
(√
dµ1
dν
−
√
dµ2
dν
)2
dν
1/2
with Radon–Nikodym derivatives dµ1dν and
dµ2
dν of µ1 and µ2, respectively.
3.1 Well-posedness
The well-posedness result for the Bayesian inverse problem (1.3) is formulated as follows.
Theorem 3.1. Consider the inverse problem of finding parameters u = (P, χ, C) from
noisy observations of the form (1.2) subject to ϕ solving (1.1), with observational noise
η ∼ N(0,Γ) where Γ is a strictly positive definite covariance operator. Let µ0 be a prior
measure satisfying
µ0(X) = 1, µ0({|u| < r} ∩X) > 0 for all r > 0, (3.2)
where X is the space defined in (2.4). Then, under (A1), (A2) and either (A3) or (A4),
the posterior measure µy given by the relation (3.1) is a well-defined probability measure
and is Lipschitz continuous in the Hellinger metric with respect to the data, i.e., for
any r > 0 there exists a positive constant C = C(r) such that for all y1, y2 ∈ Y with
max(‖y1‖Y , ‖y2‖Y ) < r, it holds that dH(µy1 , µy2) ≤ C‖y1 − y2‖Y .
Proof. The estimate (2.12) tells us that the forward response operator G : X → Y is
Lipschitz continuous with respect to u. Furthermore, by assumption µ0(X) = 1, it holds
that G is µ0-almost surely continuous, and thus G is also µ0-measurable. By (B3) the
continuity of Φ(· ; y) with respect to u then implies that Φ(· ; y) is also µ0-measurable. Let
um =
√
3 max(P∞, χ∞, C∞) so that |u| ≤ um for all u ∈ X. Then, for any ε > 0, we find
that
0 <
(3.2)
exp(−K(r))µ0({|u| < r} ∩X) ≤
(B2)
∫
X
exp(−Φ(u; y))dµ0(u) = Z(y) (3.3)
≤
(B1)
∫
X
exp(ε |u|2 −M(ε, r)) dµ0(u) ≤ exp(εu2m −M(ε, r))µ0(X) <∞.
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Therefore, the measure µy defined via the relation (3.1) is well-defined on X. To show the
Lipschitz dependence of µy on the data y, let Zi denote the normalization constants for
µyi for i = 1, 2. We take note of the useful identity
e−Φ(u;y1) − e−Φ(u;y2) =
∫ 1
0
e−(zΦ(u;y1)+(1−z)Φ(u;y2)) dz (Φ(u; y1)− Φ(u; y2)). (3.4)
Then, for max(‖y1‖Y , ‖y2‖Y ) < r, and any ε > 0, applying (B1) and (B4) yields
|Z1 − Z2| ≤
(∫
X
eε|u|
2−Meε|u|
2+H dµ0(u)
)
‖y1 − y2‖Y ≤ C‖y1 − y2‖Y . (3.5)
From the definition of the Hellinger distance, using (B1), (B4), (3.3), (3.4) and (3.5), and
writing Z
− 1
2
i = Zi/Z
− 3
2
i , we obtain
2dH(µ
y1 , µy2)2 =
∫
X
((
Z
− 1
2
1 − Z
− 1
2
2
)
e−
1
2
Φ(u;y1) + Z
− 1
2
2
(
e−
1
2
Φ(u;y1) − e− 12Φ(u;y2)
))2
dµ0(u)
≤ 2
∣∣∣∣Z− 121 − Z− 122 ∣∣∣∣2 ∫
X
e−Φ(u;y1)dµ0(u) +
2
Z2
∫
X
(
e−
1
2
Φ(u;y1) − e− 12Φ(u;y2)
)2
dµ0(u)
≤ C
∣∣∣∣Z− 121 − Z− 122 ∣∣∣∣2 + C ∫
X
|Φ(u; y1)− Φ(u; y2)|2 e2(ε|u|
2−M(ε,r)) dµ0(u)
≤ C max(Z−31 , Z−32 ) |Z1 − Z2|2 + C
∫
X
e2(ε|u|
2−M(ε,r))e2(ε|u|
2+H(ε,r)) dµ0(u)‖y1 − y2‖2Y
≤ C‖y1 − y2‖2Y .
This completes the proof.
3.2 Truncated Gaussian priors
A natural example for a prior measure µ0 is the truncated Gaussian measure. This is a
generalisation of a Gaussian probability measure on a bounded set. To construct it we fix
(mP ,mχ,mC) ∈ X and select positive constants (σP , σχ, σC). Then we define
φ(b, c;x) := exp
(
−1
2
(x− b)2
c2
)
, ψ(a, b, c;x) :=
φ(b, c;x)1[0,a](x)∫ a
0 φ(b, c;x) dx
.
It is easy to see that ψ is the density function of a truncated Gaussian on the interval
[0, a]. The underlying untruncated Gaussian measure has mean b and variance c2. Our
truncated Gaussian prior takes the form
µTG0 (A) =
∫
X∩A
∏
i∈{P,χ,C}
ψ(i∞,mi, σi;xi) dxP dxχ dxC
for any measurable subset A ⊂ R3. The product structure of the prior means that we
assume a priori that the parameters P, χ and C are (stochastically) independent. From the
definition of ψ, it is clear that draws from µTG0 lie in X := [0,P∞]× [0, χ∞]× [0, C∞] almost
surely. Moreover, the positivity of the density function pi0 guarantees that µ
TG
0 ({|u| <
r} ∩X) > 0 for all r > 0. Hence, by Theorem 3.1, the Bayesian inverse problem with the
truncated Gaussian prior µTG0 is well-posed.
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Remark 3.2. An analogous well-posedness result can be proved for various absolutely
continuous prior probability measures concentrated on X, such as a uniform distribution
on X or a truncated log-normal distribution. We do not investigate the choice of a prior
measure for our Bayesian inverse problem in detail for the following reason: due to the
high-dimensional data space Y and the small noise levels, we expect that the suggested like-
lihoods are highly informative. In this case, if (3.2) holds, then the posterior measure can
be considered independent of the prior measure. This is a consequence of the asymptotic
statement of the Bernstein–von Mises Theorem, see [62, §10] for a rigorous introduction
or [49, p. 568–569] for an informal discussion.
Remark 3.3. In the literature, many authors use uniform priors on non-negative bounded
intervals, where the upper bound is often derived by a realistic guess from the data, see e.g.
[46]. However, Simpson et al. [56] point out that a uniform prior might not always be a
suitable choice. We think that the parameters should neither be too small nor too large,
i.e., that they are likely located away from the endpoints of the given parameter intervals.
This motivates our choice of a (truncated) Gaussian prior.
4 The fully discrete tumour model
Let 0 = t0 < t1 < . . . < tk < . . . < tK = T denote a subdivision of the interval
I = [0, T ]. At time instance tk we define a subdivison T kh = {T ki }N
k
i=1 of Ω containing
closed triangles T ki that exactly represent Ω, which in the following is assumed to be
bounded with polygonal boundary. On T kh we define the finite element function space
V kh = {v ∈ C(Ω) | v|Tki is linear, i = 1, . . . , N
k},
i.e., the space of piecewise linear and globally continuous finite element functions. We point
out that from the dynamics associated with the Cahn–Hilliard equation, it is expected that
the variable ϕ takes constant values in large regions of Ω and is rapidly changing near the
growing front of the tumour. Thus, adaptive meshing is necessary and therefore we use a
different subdivision of the spatial domain at every time step.
At time instance k we construct finite element approximations ϕkh, µ
k
h, σ
k
h ∈ V kh of ϕ,
µ, σ, respectively. To this end let ϕk−1, σk−1 ∈ V k−1h be given, let Ikh : C(Ω)→ V kh denote
the Lagrangian interpolation operator, and set τ := tk − tk−1. At time tk we compute
ϕkh, µ
k
h, σ
k
h ∈ V kh such that for all v ∈ V kh it holds
(ϕkh, v) + τ(m(I
k
hϕ
k−1)∇µkh,∇v) = (Ikhϕk−1, v) + τP(f(Ikhϕk−1)g(σkh), v)
+ τχ(m(Ikhϕ
k−1)∇σkh,∇v), (4.1a)
ε(∇ϕkh,∇v) + ε−1(Ψ′(ϕkh), v)h = (µkh, v), (4.1b)
(σkh, v) + τ(∇σkh,∇v) = (Ikhσk−1, v)− τC(h(Ikhϕk−1)σkh, v), (4.1c)
where (φ, ψ) =
∫
Ω φψ dx denotes the L
2(Ω)-inner product. In (4.1b) we use the lumped
integration (u, v)h =
∫
Ω I
k
h(uv) dx for the integral involving Ψ
′(ϕkh). For k = 1 we set ϕ
0 :=
Πhϕ0 and σ
0 := Πhσ0, where Πh denotes the L
2-projection onto V 1h , and in simulations
we choose ε = 0.05.
For the potential Ψ we use a relaxed double obstacle potential [9, 30]:
Ψ(ϕ) =
1
2
(1− ϕ2) + s
2
Λρ(ϕ)
15
for some constant s  0, where Λ′ρ(ϕ) = λρ(ϕ) := maxρ(0, ϕ − 1) + minρ(0, ϕ + 1).
Note that minρ(·, ·) and maxρ(·, ·) are regularizations of min(·, ·) and max(·, ·) according
to [31, (2.5)] such that the resulting potential Ψ belongs to C3,1(R). For our numerical
simulations, we fix s = 104 and ρ = 0.001.
The functions f , g, h, and m are chosen as in [32]: let q(s) := min(1,max(s,−1)), then
we define
f(s) =
1
2
(cos(piq(s)) + 1), h(s) =
1
2
(
sin
(pi
2
q(s)
)
+ 1
)
, m(s) = (m1 −m0)f(s) +m0,
and for some M > 0, we consider g such that g(s) = 0 if s ≤ 0, g(s) = M if s ≥M , and
g(s) =

s2(−θ−2s+ 2θ−1) if 0 < s < θ,
s if θ ≤ s ≤M − θ,
−θ−2(s−M)3 − 2θ−1(s−M)2 +M if M − θ < s < M.
The value M can be viewed as the maximum amount of nutrition that can be used for
proliferation. For simulations we choose
M = 10, θ = 0.01, m1 = 0.05, m0 = 5 · 10−6.
Let us motivate the reason for choosing a very small number for m0 = m(−1). If we
consider the mobility m(ϕ) ≡ 1, then (1.1a) reduces to
ϕt = ∆µ− χ∆σ + Pf(ϕ)g(σ), (4.2)
and in preliminary tests not reported here we observe the sudden appearance of new
tumour cells in the host cell region {ϕ(x, t) = −1} that are far away from the main
tumour region {ϕ(x, t) = 1}. We attribute this non-physical effect to the chemotaxis term
−χ∆σ in (4.2), since small variations of the nutrient σ in the host cell region can induce
growth of the tumour cells there. Therefore, we employ a non-constant mobility m(ϕ)
such that m(−1) is nearly degenerate to limit the chemotaxis mechanisms in the host cell
regions; this has also been used in previous works [25, 26, 63].
At this point we note a discrepancy between the proposed numerical set-up and the
theoretical results. That is, our numerical domain (denoted by Ωh in this paragraph)
does not fulfil the requirement outlined in (A3). However, in the subsequent simulations
(see Figure 1(a) and (b)), the tumour region {ϕ(x, t) = 1} is located far away from
the computational boundary ∂Ωh, with (ϕ, µ, σ) attaining nearly constant values in a
neighbourhood of ∂Ωh. This allows us to treat Ωh as a Lipschitz subset of a larger domain
Ω that fulfils (A3), so that the theoretical results are valid there.
5 Sequential Monte Carlo with tempering
To solve the Bayesian inverse problem we apply particle-based methods. In particular, we
approximate the posterior measure µy by a discrete measure of the form
µ̂y =
n∑
i=1
w(i)δu(i) .
Here, w(i) > 0, i = 1, . . . , n, are positive weights that sum to one, and {u(i)}ni=1 ∈ Xn is
an ensemble of particles. In the following, we briefly review two methods that are popular
in Bayesian statistics and Bayesian inversion, namely importance sampling and sequential
Monte Carlo (SMC), see [2, 7, 22, 34] for more details.
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5.1 Importance sampling
Let Q : X → R be a function that is square-integrable with respect to the posterior
measure. Importance sampling is based on the following identity∫
Qdµy =
∫
Q
dµy
dµ0
dµ0 =
1
Z(y)
∫
Q(u) exp(−Φ(u; y)) dµ0(u)
which is a consequence of Bayes’ formula (3.1). The above identity tells us that we
can replace integrals given w.r.t. the posterior by integrals w.r.t. the prior. While we
are typically not able to sample (independently) from the posterior measure, it is often
possible to sample from the prior.
We apply standard Monte Carlo techniques to approximate the normalisation constant
Z(y) and the integral ∫
Q(u) exp(−Φ(u; y)) dµ0(u)
using n samples of the prior µ0. This is equivalent to integrating Q w.r.t. a specific discrete
measure given by
µ̂y =
n∑
i=1
w(i)δu(i) , w
(i) =
exp(−Φ(u(i); y))∑n
j=1 exp(−Φ(u(j); y))
, i = 1, . . . , n, u(1), . . . , u(n) ∼ µ0 i.i.d..
The random variables u(1), . . . , u(n) are measurable functions mapping from a probability
space (Ω′,F ′,P) to (X,BX), where we recall that BX denotes the Borel-σ-algebra of X.
Hence the measure µ̂y is a measure-valued random variable. It is possible to show that
µ̂y converges weakly to the posterior measure µy as n→∞. In fact, [2, Thm. 2.1] states
that
sup
‖Q‖∞≤1
(∫ (∫
Qdµy −
∫
Qdµ̂y
)2
dP
)1/2
≤ 2
(
1 + cv2
n
)1/2
, (5.1)
where the quantity
cv :=
( ∫
exp(−Φ(· ; y))2 dµ0(∫
exp(−Φ(· ; y)) dµ0
)2 − 1
) 1
2
is the coefficient of variation of the update density exp(−Φ).
5.2 Sequential Monte Carlo
Importance sampling can be inefficient in Bayesian inversion, in particular, when the
parameter space is high-dimensional or the data (resp. the likelihood) is highly informative.
In these cases the posterior can be concentrated in a small region of the parameter space.
In contrast, the prior is typically not concentrated, and so in this setting a large number
of prior samples is required to obtain a useful approximation of the posterior measure.
However, for every prior sample we need one evaluation of the potential Φ, and in practice
this can lead to a massive number of (expensive) model evaluations.
Sequential Monte Carlo overcomes this issue by constructing a sequence of measures
{µk}Kk=0 starting with the prior, and slowly approaching the posterior µK ≈ µ̂y. The
sequence is constructed such that each of the measures µk allows an efficient importance
sampling approximation of the measure µk+1 for k = 0, . . . ,K − 1.
17
Observe that the noise covariance has an impact on the concentration of the posterior.
Hence, we construct our sequence by starting with a highly up-scaled noise covariance and
proceed by scaling the noise-level to the actual level, i.e., for k = 1, . . . ,K,
dµk
dµ0
∝ exp(−βkΦ(· ; y)) = γk = exp
(
−1
2
‖(β−1k Γ)−1/2G(u)‖2Y − 〈G(u), (β−1k Γ)−1y〉Y
)
,
where {βk}Kk=0 is an increasing sequence starting at β0 = 0 and finishing at βK = 1.
Originating in statistical thermodynamics, this procedure is often referred to as tempering.
Sequential Monte Carlo proceeds in the following way. First, n samples {u(1), . . . , u(n)}
are drawn independently from the prior µ0. Then, the samples are weighted with γ1 to
approximate µ1 using the importance sampling idea. This gives the discrete measure
µ̂1. We eliminate particles with smaller weights from the ensemble by resampling the
ensemble, drawing new, equally weighted samples {u(1), . . . , u(n)} from µ̂1. To distribute
the particles more evenly in the parameter space, we pass the samples through a Markov
kernel that is stationary w.r.t. µ1. This gives a new set of samples {u(1), . . . , u(n)} that
is approximately µ1-distributed. The Markov kernel is typically given by a Markov chain
Monte Carlo (MCMC) sampler, see [52, §7-10] for an introduction to MCMC and [8, 17]
for a discussion of MCMC methods for Bayesian inversion.
We then proceed iteratively for k = 2, . . . ,K. Each sample {u(1), . . . , u(n)} is weighted
according to the update density γk/γk−1. Then, we resample the particles and apply a
Markov kernel that is stationary w.r.t. to µk. When k = K, we stop the process and
obtain µ̂K =: µ̂
y.
5.3 Adaptivity for the tempering
It is not intuitively clear how to choose the tempering sequence {βk}Kk=0. A typical ap-
proach is induced by the importance sampling error and its connection to the coefficient
of variation cv of the update density in (5.1). The bound in (5.1) tells us that if cv is
small, then the accuracy of the importance sampling approximation is high, even if the
number of samples n is small. On the other hand, a small cv leads to more sequential
Monte Carlo steps, as {βk}Kk=0 needs more steps to reach βK = 1. Each step also decreases
the accuracy, since more particle approximations are performed. This issue is termed path
degeneracy and has been observed and discussed for instance in [4] and [37, §5.1.2]. To
date finding an optimal cv is still an open research question, where by optimal we mean
that both the cv and the number of update steps K are minimised.
In practice, we use a simple parameter fitting approach to choose {βk}Kk=0 adaptively
such that the (sample) coefficient of variation in each update step equals some target
cv > 0 that has been chosen a priori. One can show that this is in fact a root finding
problem in one spatial dimension. We mention that the adaptive algorithm introduces a
bias into the estimation of the model evidence. In [6] it is shown that the adaptive SMC
method is convergent.
6 Numerical examples
In this section we apply the SMC approach described in Section 5 for the identification of
the parameters in the numerical approximation (4.1) of the tumour model (1.1). In the
remainder of this section we always work with fully discrete functions, and neglect the
subscript h for the finite element approximations introduced in (4.1).
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(a) ϕ0(x) (b) ϕd(x) (c) y(x)
Figure 1: The initial condition ϕ0(x) where the tumour occupies the black region and the
host cells occupy the gray region (left), the uncorrupted data ϕd(x) = ϕ(x, 4) (middle)
and the data y(x) corrupted by noise (right).
The implementation is done using C++. We use the finite element library FEniCS
1.6.0 [41] together with the PETSc 3.6.4 [5] linear algebra backend and the direct solver
MUMPS 5.0.0 [3]. The meshes are generated and adapted using ALBERTA 3.0.1 [54]. As
we mention in Section 1, we only present results for the more complex setting (a).
We use the set-up from [32]: the domain Ω = (−5, 5)× (−5, 5) with initial conditions
ϕ0(x) = Φ0(ε
−1(1− ‖x‖l8)), ε = 0.05, σ0(x) ≡ 1,
where for z0 = arctan(
√
s− 1), s = 104,
Φ0(z) :=
{√
s
s−1 sin(z) if 0 ≤ z ≤ z0,
1
s−1
(
s− exp(√s− 1(z0 − z))
)
if z ≥ z0,
Φ0(z) = −Φ0(−z) if z < 0.
We simulate system (4.1) with the parameter values
P = 7, χ = 120, C = 2 (6.1)
until the final time T = 4 with time steps of size τ = 0.05 to obtain ϕd(x) = ϕ(x, T ).
Then we add normally distributed noise with mean 0 and standard deviation 0.1 to every
degree of freedom of ϕd. The resulting function is considered as the (synthetic) data y. In
Figure 1 we display ϕ0 (left), ϕd (middle) and y (right).
We consider the likelihood defined in (2.1) with given pointwise variance σ2a = 0.1. The
prior is the product of truncated normal distributions (see Section 3.2) with parameters
mP = 5, σP = 2, mχ = 100, σχ = 40, mC = 5, σC = 2.
Guided by medical rationality, we choose the upper bounds for the parameter space X
defined in (2.4) to be
P∞ = 10, χ∞ = 200, C∞ = 10.
Note that the variances σ2P , σ
2
χ, σ
2
C refer to the underlying non-truncated Gaussian mea-
sures. The variances of the (truncated Gaussian) prior measure are recorded in Table 1.
The prior mean values coincide with the means of the non-truncated Gaussian measures.
We use n = 400 particles to approximate the posterior measure and choose cv = 0.25
for the tempering steps. Looking at the upper bound in (5.1), this gives an effective sample
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P χ C
P 3.6135 0 0
χ 1445.4095 0
C 3.6135
Table 1: The prior covariances of the parameters P, χ, and C.
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Figure 2: The posterior marginal distributions for P, χ, and C with corresponding posterior
mean myP = 6.89, m
y
χ = 120.19, and m
y
C = 1.99, respectively. The black lines indicate
parts of the prior distributions.
size neff ≈ bn/(1 + cv2)c = b400/(17/16)c = 376, and a relative error of about 10% in the
measure approximation. Note that a single simulation run for one set of parameters in
model (1.1) takes around 5 minutes. Hence, to be able to conduct numerical experiments
within a reasonable amount of time, we do not use a large number of particles within
SMC.
In Figure 2 we depict the marginal posterior distributions of P, χ and C, respectively.
The corresponding posterior sample means are
myP = 6.89, m
y
χ = 120.19, m
y
C = 1.99 (6.2)
which agree well with the parameter values (6.1) that have been used to generate the data
y.
In addition, we compute the maximum a posteriori (MAP) estimator, that is, the global
maximum of the density of the posterior measure. This connects the Bayesian approach
for parameter identification with the classical, regularised minimisation approach, see e.g.
[12, 33, 61]. Indeed, it is well known that for Gaussian priors the MAP is the solution of
a Tikhonov regularised least-squares inverse problem [58, §2.2]. Hence the MAP can be
computed by the method proposed in [32] by choosing suitable values for the individual
Tikhonov weights associated with the parameters. For our example we obtain the MAP
estimates
MAPP = 7.0188, MAPχ = 106.9212, MAPC = 2.4836, (6.3)
using the numerical code from [32] with the prior mean as initial value in the optimisa-
tion. We observe that the MAP estimate for both the chemotaxis parameter χ and the
consumption rate C does not agree very well with the underlying true parameter value
(6.1). This is in contrast to the Bayesian posterior mean estimate (6.2); we think that this
might be due to the presence of local maxima. Furthermore, we obtain the same MAP
estimate (6.3) when we start the numerical code with the underlying true parameter values
(6.1). However, for small noise levels, the MAP actually corresponds to the underlying
true parameter values (6.1), see the results in [32, §7.4]. The larger noise level in our study
has the effect of a stronger Tikhonov regularisation and thus a stronger influence of the
prior measure.
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P χ C
P 0.3038 −4.1340 0.1369
χ 124.1128 −3.1234
C 0.1134
Table 2: The posterior covariances of the parameters P, χ, and C.
In Table 2 we report the posterior covariances of the parameters. We observe that the
posterior variances in Table 2 are about 3–8% of the size of the prior variances in Table 1.
The variance reduction corresponds to a reduction of uncertainty in the model parameters.
Equivalently, it can be interpreted as an information gain during the learning process from
prior to posterior. See also Figure 2, where the concentration of the posterior (histogram)
with respect to the prior (graph) is depicted. This justifies the Bayesian approach to the
Cahn–Hilliard parameter identification problem.
Next we provide a model-based discussion of the covariances. We observe that P and
χ are negatively correlated, as are χ and C, but P and C have a positive correlation. The
negative correlation between P and χ can be attributed to the fact that both parameters
cause tumour growth, albeit through different mechanisms; namely, P leads to undirected
growth, while χ gives directional growth depending on nutrient concentration. It is likely
that neither parameter can be large at the same time in order to obtain a tumour of
a comparable size to the data. Similarly, larger values of C lead to a larger nutrient
gradient, and so large values of χ would likely amplify the directed growth of the tumour.
The negative correlation between C and χ is a means to match the simulations more closely
with the data. On the other hand, larger values of C imply that nutrients are consumed at
a faster rate, and thus on the growing front {|ϕ(x, t)| < 1} the level of nutrients is lower
compared to regions away from the growing front. Hence to maintain growth in regions
of lower nutrient concentration a larger value of P is desirable, which may attribute to a
positive correlation between P and C.
Finally, let ϕK denote the posterior output of the SMC algorithm, and denote by
ϕKm and ϕ
K
σ the pointwise (posterior) mean and variance of ϕ
K , respectively. In the left
panel of Figure 3 we display the zero level lines of ϕKm (in black) and of ϕd (in white)
superimposed on a plot of ϕKm. We see that the zero level lines match quite well, so that
our output is close to the original synthetic data ϕd. In the right panel of Figure 3 we
plot the pointwise variance ϕKσ together with the ±1 isolines of ϕKm. The maximum of ϕKσ ,
attained in the black regions, is of order 0.4.
7 Discussion
In this paper we studied a Bayesian inverse problem to identify model parameters in a
diffuse interface model for tumour growth. We improved strong well-posedness results for
the model (1.1) and proved the well-posedness of the posterior measure for observational
settings involving both finite and infinite-dimensional data spaces. For the numerical im-
plementation we employed sequential Monte Carlo with tempering in combination with a
finite element discretisation to approximate the posterior measure of the unknown param-
eters. We conducted a numerical experiment against a synthetic data set observing the
tumour configuration at a fixed time. To finish we discuss possible directions of further
work.
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(a) Pointwise mean ϕKm (b) Pointwise variance ϕ
K
σ
Figure 3: (Left) The pointwise mean ϕKm together with the zero level lines for ϕ
K
m (in black)
and for synthetic data ϕd (in white). The value of ϕ
K
m is close to 1 in the darker regions
and close to −1 in the lighter gray regions. (Right) The pointwise variance ϕKσ together
with the ±1 isolines of ϕKm (in white). The magnitude of ϕKσ is of order 0.4 in darker
regions, while in the light gray regions the magnitude is close to zero. Due to symmetry
of the configuration, we only show a quarter of the computational domain.
7.1 Other model variants
In some situations, the nutrient diffusion timescale (∼ minutes) occurs at a much faster
rate than the tumour doubling timescale (∼ days). Hence it is appropriate to neglect the
time derivative in (1.1c), leading to a quasi-static evolution
0 = −∆σ + Ch(ϕ)σ.
However, the loss of the time derivative σt implies that the regularity for the σ variable is
reduced. Therefore some non-trivial modifications are needed to obtain the continuous de-
pendence of ϕ in the C0([0, T ];C0(Ω))-norm (for setting (a)) and in the C0([0, T ];L2(Ω))-
norm (for setting (b)) in order for the resulting Bayesian inverse problem to be well-posed.
We leave this verification for future research and remark that ideas in [24] may be helpful.
Furthermore, many of the earlier diffuse interface tumour models include a notion of
cellular velocity, which affixes the system (1.1) with a Darcy-type equation and introduces
convection terms for ϕ and σ. It is reported in [25] that such models produce biologically
more realistic results compared to models without fluid velocity for the situation involving
multiple species of cells. We do not consider this extension in our present setting with two
components (tumour and host cells), since the differences are less significant compared to
the multispecies case. Further research is needed to improve the current analytical results
for the models with Darcy flow so that an analogue of (2.7) is available. Then, a similar
analysis for the Bayesian inverse problem can be performed.
7.2 Surrogates
Bayesian inversion for the Cahn–Hilliard model (1.1) is very expensive since the repeated
evaluation of the likelihood requires forward solves of (1.1) for many different parameter
configurations and initial states. The computational burden can be reduced by construct-
ing surrogates for ϕ which can be evaluated cheaply without the need to run an expensive
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forward solve. For Bayesian inversion a number of surrogates have been studied, e.g.
Gaussian process models [35], or generalised polynomial chaos surrogates [42, 43]. We
point out that the solution of the Cahn–Hilliard model (1.1) depends continuously on the
parameters (P, χ, C), and so we envision that it is feasible to construct smooth, polyno-
mial based surrogates, or sparse grid surrogates. While this has been investigated for the
classical elliptic Bayesian inverse problem [53, 55], this is not the case for Cahn–Hilliard
models such as (1.1). In addition, the error and convergence analysis for surrogates in
Bayesian inversion is far from complete (see e.g. [59, 64] for recent studies), and requires
further work.
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