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1. Introduction
The Henstock–Kurzweil integral provides a tool to construct a rigorous mathematical formulation for Feynman’s path
integral which plays an important role in quantum physics (see, e.g., [13,16]). The Henstock–Kurzweil integrals of Banach
space-valued functions are used for that purpose in recent papers [7,8].
The main advantage of the Henstock–Kurzweil integral is its applicability for integration of highly oscillatory functions
which occur in quantum theory and nonlinear analysis. It is also easy to understand because its deﬁnition requires no
measure theory. Moreover, all Bochner integrable (in real-valued case Lebesgue integrable) functions are Henstock–Kurzweil
(shortly HK) integrable, but not conversely. For instance, HK integrability encloses improper integrals. The real-valued func-
tion f deﬁned on [0,1] by f (0) = 0 and f (t) = t2 cos(1/t2) is differentiable on [0,1], and f ′ is HK integrable. But f ′ is
not Lebesgue integrable on [0,1]. More generally, let t be called a singular point of the domain interval of a real-valued
function being not Lebesgue integrable on any interval that contains t . Then (cf. [15]) there exist HK “integrable functions
on an interval that admit a set of singular points with its measure as close as possible but not equal to that of the whole
interval”.
On the other hand, the lack of a Banach space structure for the class of HK integrable functions even in real-valued case
(see [2]) is noticed in [8, p. 13] as “the most important factor preventing for wide spread use of the Henstock–Kurzweil
integral in engineering, mathematics and physics”.
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an ordered Banach space. These theorems make possible, as we shall demonstrate, to solve equations which contain HK
integrable Banach space-valued functions and discontinuous nonlinearities. In this sense these theorems, together with the
order structure, compensate the above stated lack of a Banach space structure.
The paper is organized as follows. In Section 2 we present basic concepts of ordered normed spaces, and a preliminary
theory of HK integrable functions from a compact real interval [a,b] into a Banach space X . In Section 3 we prove two
monotone convergence theorems for these functions. These theorems are then applied in Section 4 to derive existence
results for least and/or greatest solutions of a Urysohn integral equation in ordered Banach spaces. The functions in that
equation are assumed to be HK integrable with respect to independent variables. They are also allowed to be discontinuous
and depend functionally on the unknown function. Results are illustrated by examples.
2. Preliminaries
We shall ﬁrst present some basic properties of ordered normed spaces.
A closed subset X+ of a normed space X is called an order cone if X+ + X+ ⊆ X+ , X+ ∩ (−X+) = {0} and cX+ ⊆ X+ for
each c  0. It is easy to see that the order relation , deﬁned by
x y if and only if y − x ∈ X+,
is a partial ordering in X , and that X+ = {y ∈ X | 0  y}. The space X , equipped with this partial ordering, is called an
ordered normed space. The order interval [y, z] = {x ∈ X | y  x z} is a closed subset of X . We say that an order cone X+
of a normed space X is normal if there is such a constant γ  1 that
0 x y in X implies ‖x‖ γ ‖y‖. (2.1)
X+ is called regular if all increasing and order bounded sequences of X+ converge, and fully regular if all increasing and
(norm) bounded sequences of X+ converge. As for the proof of the following result, see, e.g., [9, Theorems 2.2.1 and 2.4.5].
Lemma 2.1. Let X+ be an order cone of a Banach space X. If X+ is fully regular, it is also regular, and if X+ is regular, it is also normal.
Converse holds if X is weakly sequentially complete.
Next we study Henstock–Kurzweil integrability of functions from a compact real interval [a,b] to a Banach space X .
We say that D = {(ξi, Ii)} is a K-partition of [a,b] if {Ii} is a ﬁnite collection of closed intervals Ii whose union is [a,b] and
which are non-overlapping, i.e. their interiors are pairwise disjoint, and if ξi ∈ Ii for every i. D is called a partial K-partition
of [a,b] if ⋃i I i is a proper subset of [a,b]. Given a function δ from [a,b] to (0,∞), called gauge of [a,b], we say that a
K-partition D = {(ξi, Ii)} is δ-ﬁne if Ii ⊂ (ξi − δ(ξi), ξi + δ(ξi)) for every i. The length of Ii is denoted by |Ii|.
A function u : [a,b] → X is Henstock–Kurzweil (shortly HK) integrable if there exists an element of X , denoted by
K
∫ b
a u(s)ds and called a Henstock–Kurzweil integral of u over [a,b], having the following property: For every  > 0 there
is such a gauge δ of [a,b] that∥∥∥∥∥
∑
i
u(ξi)|Ii | − K
b∫
a
u(s)ds
∥∥∥∥∥< 
whenever D = {(ξi, Ii)} is a δ-ﬁne K-partition of [a,b].
If A is a subset of [a,b], χA is the characteristic function of A, and if χA f is HK integrable on [a,b], we say that f is
HK integrable on A, and deﬁne
K
∫
A
f (s)ds = K
b∫
a
χA(s) f (s)ds.
If f is HK integrable on [a,b], it is HK integrable on every subinterval of [a,b], and the Henstock–Kurzweil integral of f is
linear and additive over non-overlapping subintervals of [a,b] (cf. [18]).
The proofs for the results of the next lemma can be found, e.g., from [18].
Lemma 2.2.
(a) The a.e. equal functions are HK integrable and their integrals are equal if one of these functions is HK integrable.
(b) A Bochner integrable function f : [a,b] → X is HK integrable, and ∫I f (s)ds = K∫I f (s)ds whenever I is a closed subinterval of[a,b].
The following variant of Saks–Henstock lemma is a consequence of [18, Lemma 3.4.1].
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is any δ-ﬁne K-partition or partial K-partition of [a,b], then∥∥∥∥∥
∑
i
(
f (ξi)|Ii| − K
∫
Ii
f (s)ds
)∥∥∥∥∥ .
If f : [a,b] → X is HK integrable and c ∈ X , then the relation
f˜ (t) = c + K
t∫
a
f (s)ds, t ∈ [a,b],
deﬁnes a function f˜ ∈ C([a,b], X), which is called a primitive of f .
The next result plays an important role in the theory of HK integrable functions in ordered Banach spaces.
Lemma 2.4. Let X be an ordered Banach space, and let f± : [a,b] → X be HK integrable. If f−(s) f+(s) for a.e. s ∈ [a,b], and if I is
a closed subinterval of [a,b], then
K
∫
I
f−(s)ds K
∫
I
f+(s)ds. (2.2)
Proof. By Lemma 2.2(a) we may assume that f−(s)  f+(s) for all s ∈ [a,b]. Denoting f = f+ − f− , then f (s) belongs to
the order cone X+ of X for all s ∈ [a,b]. Let I = [c,d] be a closed subinterval of [a,b]. f is HK integrable on I . To prove
that K
∫
I f (s)ds ∈ X+ , notice ﬁrst that K
∫
I f (s)ds = 0 ∈ X+ if c = d. Assume next that c < d. According to the deﬁnition of
HK integrability we can choose for each n ∈ N a function δn : [c,d] → (0,∞), partitions {tni }mni=1 of [c,d] and points ξni so
that ξni ∈ [tni−1, tni ] ⊂ (ξni − δ(ξni ), ξni + δ(ξni )), and that∥∥∥∥∥
mn∑
i=1
K
∫
I
f (s)ds − f (ξni )(tni − tni−1)
∥∥∥∥∥< 1n .
Denoting yn =∑mni=1 f (ξni )(tni − tni−1), n ∈ N, we obtain∥∥∥∥K
∫
I
f (s)ds − yn
∥∥∥∥=
∥∥∥∥∥K
∫
I
f (s)ds −
mn∑
i=1
f
(
ξni
)(
tni − tni−1
)∥∥∥∥∥< 1n , n ∈ N.
Thus K
∫
I f (s)ds = limn→∞ yn ∈ X+ , since X+ is closed, and since yn ∈ X+ for every n ∈ N. Consequently,
0 K
∫
I
f (s)ds = K
∫
I
f+(s)ds − K
t∫
I
f−(s)ds.
This proves the assertion. 
3. Monotone convergence theorems
In this section we prove monotone convergence theorems for HK integrable functions in the case when X is an ordered
Banach space. Denote by HK([a,b], X) the space of all HK integrable functions from [a,b] to X , ordered by a.e. pointwise
ordering. We say that a sequence of functions fn ∈ HK([a,b], X), n ∈ N, is increasing if fn  fn+1 for every n ∈ N, decreasing
if fn+1  fn for every n ∈ N, monotone if it is increasing or decreasing, and a.e. pointwise bounded if supn ‖ fn(s)‖ < ∞ for
a.e. s ∈ [a,b].
Theorem 3.1. Let X be a Banach space ordered by a fully regular order cone. Assume that ( fn)∞n=1 is a monotone and a.e. pointwise
bounded sequence in HK([a,b], X), and that the sequence of integrals K∫ ba fn(s)ds, n ∈ N, is bounded. Then there exists such a function
f ∈ HK([a,b], X) that f (s) = limn→∞ fn(s) for a.e. s ∈ [a,b], and that
lim
n→∞
K
b∫
a
fn(s)ds = K
b∫
a
f (s)ds. (3.1)
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limn→∞ fn(s) exists for a.e. s ∈ [a,b]. If I = [c,d] is a closed subinterval of [a,b], we have for each n ∈ N,
0 K
∫
I
(
fn(s) − f0(s)
)
ds
(
K
c∫
a
+ K
d∫
c
+ K
b∫
d
)(
fn(s) − f0(s)
)
ds = K
b∫
a
(
fn(s) − f0(s)
)
ds.
Since X+ is fully regular, it is also normal by Lemma 2.1. Thus the above inequalities imply by (2.1) that
∥∥∥∥ K
∫
I
(
fn(s) − f0(s)
)
ds
∥∥∥∥ γ
∥∥∥∥∥ K
b∫
a
(
fn(s) − f0(s)
)
ds
∥∥∥∥∥, n ∈ N,
where γ  1. Thus
∥∥∥∥ K
∫
I
fn(s)ds
∥∥∥∥
∥∥∥∥ K
∫
I
f0(s)ds
∥∥∥∥+ γ
∥∥∥∥∥ K
b∫
a
fn(s)ds
∥∥∥∥∥+ γ
∥∥∥∥∥ K
b∫
a
f0(s)ds
∥∥∥∥∥, n ∈ N.
This result, and the hypothesis that the sequence of integrals K
∫ b
a fn(s)ds, n ∈ N, is bounded, implies that sequence of
integrals K
∫
I fn(s)ds, n ∈ N, is bounded. It is also increasing by Lemma 2.4. Because the order cone of X is fully regular,
then the sequence of integrals K
∫
I fn(s)ds, n ∈ N, converges, i.e., the limit
F (I) := lim
n→∞ Fn(I), Fn(I) :=
K
∫
I
fn(s)ds, n ∈ N, (3.2)
exists for every closed subinterval I of [a,b]. It is easy to see that (3.2) deﬁnes an additive X-valued interval function F .
Let  > 0 be given, and let γ  1 be such a constant that (2.1) holds. Choose an n ∈ N so that∥∥F [a,b] − Fn[a,b]∥∥ 
γ
for n n . (3.3)
There exist by Lemma 2.3 gauges δn : [a,b] → (0,∞), n ∈ N, for which∥∥∥∥∑
i
(
fn(ξi)|Ii | − Fn(Ii)
)∥∥∥∥ 2n (3.4)
whenever D = {(ξi, Ii)} is a δn-ﬁne K-partition or partial K-partition of [a,b]. By Lemma 2.2(a) we may assume that for
every ξ ∈ [a,b],
f (ξ) = lim
n→∞ fn(ξ).
Thus, for every ﬁxed ξ ∈ [a,b] there exists an n(ξ) ∈ N such that∥∥ f (ξ) − fn(ξ)∥∥<  when n n(ξ). (3.5)
Deﬁne a gauge δ : [a,b] → (0,∞) by
δ(ξ) = δmax{n(ξ),n }(ξ), ξ ∈ [a,b]. (3.6)
Let D = {(ξi, Ii)} be a δ-ﬁne K-partition of [a,b].
For every i and ni = max{n(ξi),n} we have
f (ξi)|Ii | − F (Ii) =
(
f (ξi) − fni (ξi)
)|Ii| + fni (ξi)|Ii | − Fni (Ii) + Fni (Ii) − F (Ii). (3.7)
Summing both sides of (3.7) over i, and denoting k = mini{ni} and m = maxi{ni} we obtain
∑
i
(
f (ξi)|Ii | − F (Ii)
)=∑
i
(
f (ξi) − fni (ξi)
)|Ii| + m∑
n=k
∑
ni=n
(
fni (ξi)|Ii| − Fni (Ii)
)+∑
i
(
Fni (Ii) − F (Ii)
)
. (3.8)
Because
0
∑(
F (Ii) − Fni (Ii)
)

∑(
F (Ii) − Fn (Ii)
)= F [a,b] − Fn [a,b],i i
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i
(
F (Ii) − Fni (Ii)
)∥∥∥∥ γ ∥∥F [a,b] − Fn [a,b]∥∥ . (3.9)
Since (3.4) holds also for δn-ﬁne partial K-partitions of [a,b], we have∥∥∥∥∑
ni=n
(
fni (ξi)|Ii| − Fni (Ii)
)∥∥∥∥ 2n , k nm. (3.10)
It then follows from (3.5), (3.8), (3.9) and (3.10) that∥∥∥∥∑
i
f (ξi)|Ii | − F
([a,b])∥∥∥∥=
∥∥∥∥∑
i
(
f (ξi)|Ii| − F (Ii)
)∥∥∥∥

∑
i
∥∥ f (ξi) − fni (ξi)∥∥|Ii | +
m∑
n=k
∥∥∥∥∑
ni=n
(
fni (ξi)|Ii| − Fni (Ii)
)∥∥∥∥
+
∥∥∥∥∑
i
(
Fni (Ii) − F (Ii)
)∥∥∥∥ (b − a) +
m∑
n=k

2n
+  < ((b − a) + 3).
This proves that f is HK integrable, and that F ([a,b]) = K∫ ba f (s)ds. Moreover,
F
([a,b])= lim
n→∞ Fn
([a,b])= lim
n→∞
K
b∫
a
fn(s)ds,
so that (3.1) is valid.
If ( fn)∞n=1 is decreasing and a.e. pointwise bounded, and if the integrals K
∫ b
a fn(s)ds, n ∈ N form a bounded sequence,
then the sequence (− fn)n∈N is increasing and a.e. pointwise bounded, and the sequence of integrals K
∫ b
a (− fn(s))ds, n ∈ N
is bounded. Applying the above proof to (− fn)∞n=1 we see that the assertions hold also in this case. 
Example 3.1. Denote
l2(N×N) =
{
x = (xi, j)∞i, j=0: xi, j ∈ R, ‖x‖2 =
( ∞∑
i, j=0
|xi, j|2
) 1
2
< ∞
}
. (3.11)
The Banach space X := (l2(N×N),‖ · ‖2) is weakly sequentially complete. The set
X+ :=
{
x = (xi, j)∞i, j=0: xi, j  0, (i, j) ∈ N×N
}
is a normal order cone of X , and it induces on X the pointwise ordering:
x = (xi, j)∞i, j=0  y = (yi, j)∞i, j=0 iff xi, j  yi, j for all (i, j) ∈ N×N.
The characteristic functions ei, j of the singletons {(i, j)} in N×N form an orthonormal basis for l2(N×N). Deﬁne functions
gi : [0,1] → l2(N×N), i ∈ N, by
g0(t) =
{
(0)∞i, j=0, t = 0,
( 1
(i+1)( j+1) (2t cos(
1
t2
) + 2t sin( 1t2 )))∞i, j=0, t ∈ (0,1],
(3.12)
and
gi(t) =
{
2iei, j,
j
2i
 t < j
2i
+ 1
22i
, i = 1,2, . . . , j = 0, . . . ,2i − 1,
0, otherwise.
(3.13)
The functions fn : [0,1] → l2(N×N), n ∈ N, deﬁned by
fn(t) =
n∑
i=0
gi(t), t ∈ [0,1], n ∈ N, (3.14)
form an increasing sequence of HK integrable functions. Moreover, ‖K∫ 10 g0(s)ds‖2 = π2 cos(1)6 , and (cf. [5, Example 3.2])
‖K∫ 10 ∑ni=1 gi(s)ds‖2  1 for every n = 1,2, . . . . Thus the sequence of integrals K∫ 10 fn(s)ds is bounded. The sequence ( fn) is
also a.e. pointwise bounded. Consequently, there exists by Theorem 3.1 such an HK integrable function f0 : [0,1] → X that
f0(s) = limn→∞ fn(s) for a.e. s ∈ [0,1], and that limn→∞ K
∫ 1 fn(s)ds = K∫ 1 f0(s)ds.0 0
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Theorem 3.2. Let X be a Banach space ordered by regular cone. Assume that ( fn)∞n=1 is a monotone sequence in HK([a,b], X),
that f± ∈ HK([a,b], X), and that f−  fn  f+ for every n ∈ N. Then there exists such a function f ∈ HK([a,b], X) that f (s) =
limn→∞ fn(s) for a.e. s ∈ [a,b], and that (3.1) holds.
Proof. The given hypotheses and Lemma 2.4 imply that for every closed subinterval I of [a,b] the sequence of integrals
K
∫
I fn(s)ds, n ∈ N, is monotone, and that K
∫
I f−(s)ds  K
∫
I fn(s)ds  K
∫
I f+(s)ds for every n ∈ N. Because the order cone
of X is regular, then the sequence of integrals K
∫
I fn(s)ds, n ∈ N, converges, i.e., the limit in (3.2) exists for every closed
subinterval I of [a,b]. The rest of the proof is the same as that of Theorem 3.1. 
Remark 3.1. Theorems 3.1 and 3.2 can be considered as generalizations of [14, Theorem 4.1] to Banach space-valued func-
tions.
In monotone convergence theorems [4, Theorems 14 and 15] it is assumed that 0  fn , which implies by [12, Corol-
lary 4.1] that fn ’s are McShane integrable if X is weakly sequentially complete. Moreover, the inequality I −  < Iν , where
 is a positive number and I, Iν ∈ X , is used in the proofs. Thus these proofs are correct only when X = R.
In [3,10] a monotone convergence theorem has been proved for order bounded sequences of HL (Henstock–Lebesgue)
integrable functions which are also Bochner integrable, but not necessarily HK integrable (see [18]). Also a dominated
convergence theorem has been proved in [3,10] for order bounded sequences of HL integrable functions. On the other hand,
in Example 3.1 the functions fn , n ∈ N, are HL-integrable but f0 is not (see [5, Example 3.2]). Thus Theorem 3.1 does not
hold for HL integrable functions.
4. Application to an integral equation
Let X be an ordered Banach space, and let [a,b] be a compact real interval.
Deﬁnition 4.1. We say that an a.e. pointwise bounded sequence ( fn)∞n=0 of HK([a,b], X) is HK-bounded if the sequence of
integrals K
∫ b
a fn(s)ds, n ∈ N0, is bounded.
In this section we apply the monotone convergence theorems presented in Theorems 3.1 and 3.2 to derive existence
results for least and/or greatest solutions the functional integral equation
u(t) = h(t) + K
b∫
a
f
(
t, s,u(s),u
)
ds, t ∈ [a,b], (4.1)
where h ∈ HK([a,b], X), and f : [a,b] × [a,b] × X × HK([a,b], X) → X .
Deﬁnition 4.2. We say that u ∈ HK([a,b], X) is a lower solution of (4.1) if
u(t) h(t) + K
b∫
a
f
(
t, s,u(s),u
)
ds for a.e. t ∈ [a,b]. (4.2)
If the reversed inequality holds in (4.2) for a.e. t ∈ [a,b], we say that u is an upper solution of (4.1). If equality holds in (4.2)
for a.e. t ∈ [a,b], we say that u is a solution of (4.1).
We impose the following hypotheses on the function f .
(f0) If u ∈ HK([a,b], X), then f (t, ·,u(·),u) ∈ HK([a,b], X) for every t ∈ [a,b], and K∫ ba f (·, s,u(s),u)ds ∈ HK([a,b], X).
(f1) If u  v in HK([a,b], X), then f (t, ·,u(·),u) f (t, ·, v(·), v) for every t ∈ [a,b].
(f2) If (un)∞n=0 is a monotone sequence in HK([a,b], X) which converges a.e. pointwise to u ∈ HK([a,b], X), then
f (t, s,un(s),un) → f (t, s,u(s),u) for every t ∈ [a,b] and for a.e. s ∈ [a,b].
(f3) If (un)∞n=0 is a monotone sequence in HK([a,b], X), then the sequence of functions K
∫ b
a f (·, s,un(s),un)ds, n ∈ N0, is
HK-bounded.
Our ﬁrst existence result for the integral equation (4.1) reads as follows.
Proposition 4.1. Assume that the hypotheses (f0)–(f3) are valid, and that the order cone of X is fully regular.
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un+1(t) = h(t) + K
b∫
a
f
(
t, s,un(s),un
)
ds, t ∈ [a,b], n ∈ N0, u0 = u−, (4.3)
form in [u−) = {u ∈ HK([a,b], X): u−  u} an increasing sequence (un)∞n=0 that converges a.e. pointwise to the least solution
of (4.1) in [u−).
(b) If (4.1) has an upper solution u+ , then the successive approximations:
vn+1(t) = h(t) + K
b∫
a
f
(
t, s, vn(s), vn
)
ds, t ∈ [a,b], n ∈ N0, v0 = u+, (4.4)
form in (u+] = {u ∈ HK([a,b], X): u  u+} a decreasing sequence (vn)∞n=0 that converges a.e. pointwise to the greatest solution
of (4.1) in (u+].
Proof. (a) Assume that u− is a lower solution of (4.1). The hypothesis (f0) and (4.3) imply that un ∈ HK([a,b], X) for every n.
The hypothesis (f1) and Lemma 2.4 imply by induction that
un(t) un+1(t) for all n ∈ N0 and t ∈ [a,b].
In view of the hypothesis (f3) and (4.3) the sequence (un)∞n=0 is HK-bounded. Because the order cone of X is fully regular,
it follows from Theorem 3.1 that the a.e. pointwise limit u∗ of (un)∞n=0 exists and belongs to HK([a,b], X).
By the hypotheses (f0) and (f1) the sequence ( f (t, ·,un(·),un))∞n=0 belongs to HK([a,b], X), and is increasing for every
ﬁxed t ∈ [a,b]. Moreover, u∗ = supn un by [11, Proposition 1.1.3], whence
f
(
t, ·,u−(·),u−
)
 f
(
t, ·,un(·),un
)
 f
(
t, ·,u∗(·),u∗
)
, n ∈ N0.
Because the order cone of X is regular by Lemma 2.1, there exists by Theorem 3.2 for every t ∈ [a,b] such a function
ft ∈ HK([a,b], X) that f (t, s,un(s),un) → ft(s) for a.e. s ∈ [a,b], and that
K
b∫
a
f
(
t, s,un(s),un
)
ds → K
b∫
a
ft(s)ds.
The hypothesis (f2) ensures that ft = f (t, ·,u∗(·),u∗) for every t ∈ [a,b], so that
K
b∫
a
f
(
t, s,un(s),un
)
ds → K
b∫
a
f
(
t, s,u∗(s),u∗
)
ds, t ∈ [a,b].
It then follows from (4.3) as n → ∞ that u∗ is a solution of (4.1). By induction one can show that if u is any solution of (4.1)
in [u−), then un  u for every n. Thus u∗ = supn un  u, so that u∗ is the least solution of (4.1) in [u−).
(b) By similar reasonings one can show that if u+ is an upper solution of (4.1), then the sequence (vn) deﬁned in (4.4)
is decreasing, and converges a.e. pointwise to a function u∗ ∈ HK([a,b], X), and that u∗ is the greatest solution of (4.1)
in (u+]. 
Example 4.1. Let f0 : [0,1] → l2(N × N) be the function constructed in Example 3.1, let f1 : l2(N × N) → l2(N × N) be
increasing, continuous and bounded from below, and let f2 : HK([0,1], l2(N×N)) → l2(N×N) be increasing, bounded from
below, and f2(un) → f2(u) whenever (un) is a monotone sequence in HK([a,b], X) and un(s) → u(s) for a.e. s ∈ [a,b]. Then
for every function k ∈ HK( J , (0,∞)) the equation
f (t, s, x,u) = k(t)( f0(s) + f1(x) + f2(u)) (4.5)
deﬁnes a function f : J × J × l2(N × N) × HK( J , l2(N × N)) → l2(N × N) which satisﬁes the hypotheses (f0)–(f3) when
X = l2(N×N). Thus the integral equation
u(t) = h(t) +
1∫
0
k(t)
(
f0(s) + f1
(
u(s)
)+ f2(u))ds, t ∈ J := [0,1], (4.6)
has by Proposition 4.1(a) the least solution for all choices of h ∈ HK( J , l2(N×N)). This solution is obtained by Proposition 4.1
as a limit of successive approximations.
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(lu) Eq. (4.1) has a lower solution u− and an upper solution u+ , and u−  u+ .
Assuming the order cone of X is regular we shall prove the following result.
Proposition 4.2. Assume that the hypotheses (f0)–(f2) and (lu) are valid, and that the order cone of X is regular. Denote [u−,u+] =
{u ∈ HK([a,b], X): u−  u  u+}, where u± are as in the hypothesis (lu).
(a) The successive approximations un, n ∈ N0 , deﬁned by (4.3), form in [u−,u+] an increasing sequence (un)∞n=0 which converges a.e.
pointwise on [a,b] to a function u∗ ∈ HK([a,b], X) that is the least solution of (4.1) in [u−,u+].
(b) The successive approximations vn, n ∈ N0 , deﬁned by (4.4), form in [u−,u+] a decreasing sequence (vn)∞n=0 which converges a.e.
pointwise on [a,b] to a function u∗ ∈ HK([a,b], X) that is the greatest solution of (4.1) in [u−,u+].
Proof. (a) Let un , n ∈ N0, be deﬁned by (4.3). The hypothesis (f0) ensures that un ∈ HK([a,b], X) for every n. The hypothe-
ses (f1), (lu) and Lemma 2.4 imply by induction that
u−(t) un(t) un+1(t) u+(t), n ∈ N0, for a.e. t ∈ [a,b].
Because the order cone of X is regular, it follows from Theorem 3.2 that the a.e. pointwise limit u∗ of (un) exists and
belongs to HK([a,b], X).
The hypotheses (f0), (f1) and (lu) imply that for a.e. t ∈ [a,b] the sequence ( f (t, ·,un(·),un))∞n=0 belongs to HK([a,b], X),
and that
f
(
t, ·,u−(·),u−
)
 f
(
t, ·,un(·),un
)
 f
(
t, ·,un+1(·),un+1
)
 f
(
t, ·,u+(·),u+
)
, n ∈ N0.
In view of these results and Theorem 3.2 there exists for a.e. t ∈ [a,b] such a function ft ∈ HK([a,b], X) that
f (t, s,un(s),un) → ft(s) for a.e. s ∈ [a,b], and that
K
b∫
a
f
(
t, s,un(s),un
)
ds → K
b∫
a
ft(s)ds.
Since the hypothesis (f2) is valid, then ft = f (t, ·,u∗(·),u∗), so that
K
b∫
a
f
(
t, s,un(s),un
)
ds → K
b∫
a
f
(
t, s,u∗(s),u∗
)
ds for a.e. t ∈ [a,b].
It then follows from (4.3) as n → ∞ that u∗ is a solution of (4.1). By induction one can show that if u is any solution of (4.1)
in [u−,u+], then un  u for every n. Thus u∗ = supn un  u, so that u∗ is the least solution of (4.1) in [u−,u+].
(b) By similar reasonings one can show that the sequence (vn) deﬁned in (4.4) is decreasing, and converges a.e. pointwise
to the greatest solution u∗ of (4.1) in [u−,u+]. 
The next result is a consequence of Proposition 4.2.
Corollary 4.1. Assume that the order cone of X is regular. Let the hypotheses (f0), (f1), (f2) and the following hypothesis hold.
(f4) There exist f± ∈ HK([a,b], X), f−  f+ such that f−  K
∫ b
a f (·, s,u(s),u)ds f+ for all u ∈ HK([a,b], X).
Then the integral equation (4.1) has least and greatest solutions for every h ∈ HK([a,b], X).
Proof. Let h ∈ HK([a,b], X) be given. The hypothesis (f4) ensures that the hypothesis (lu) holds when u± = h + f± . Thus
the hypotheses of Proposition 4.2 are valid, so that Eq. (4.1) has least and greatest solutions u∗ and u∗ in [u−,u+]. The
hypotheses (f0) and (f1), (f4) and Lemma 2.4 imply that if u ∈ HK([a,b], X), then
u−(t) h(t) + K
b∫
a
f
(
t, s,u(s),u
)
ds u+(t) for a.e. t ∈ [a,b].
Thus all the solutions of (4.1) belong to the order interval [u−,u+]. In particular, u∗ and u∗ are least and greatest of all the
solutions of (4.1), which concludes the proof. 
294 S. Heikkilä / J. Math. Anal. Appl. 377 (2011) 286–295Example 4.2. Let f0 : [0,1] → l2(N × N) be the function constructed in Example 3.1. Let g1 : l2(N × N) → l2(N × N) be
increasing, continuous and order bounded, and let g2 : HK([0,1], l2(N×N)) → l2(N×N) be increasing and order bounded.
Assume also that g2(un) → g2(u) whenever (un) is a monotone sequence in HK([a,b], X) which converges a.e. pointwise to
u ∈ HK([a,b], X). Then for every function k ∈ HK( J , (0,∞)) the equation
f (t, s, x,u) = k(t)( f0(s) + g1(x) + g2(u)) (4.7)
deﬁnes a function f : J × J × l2(N × N) × HK( J , l2(N × N)) → l2(N × N) which satisﬁes the hypotheses (f0)–(f2) and (f4)
when X = l2(N×N). Thus the integral equation
u(t) = h(t) +
1∫
0
k(t)
(
f0(s) + g1
(
u(s)
)+ g2(u))ds, t ∈ J := [0,1], (4.8)
has by Corollary 4.1 the least and greatest solutions for all choices of h ∈ HK( J , l2(N×N)). These solutions are obtained by
Proposition 4.2 as limits of successive approximations.
Remark 4.1. The mapping f (t, ·,u(·),u) is neither Bochner integrable Henstock–Lebesgue (HL) integrable for any choices of
t ∈ J and u : J → l2(N×N) when f is deﬁned by (4.7) (see [5, Example 3.2]).
It follows from [12, Corollary 4.1] that if u  v in HK([a,b], X), and if u or v is McShane integrable, then both are
McShane integrable. Thus the solution u∗ (respectively u∗) of Eq. (4.1) is McShane integrable if u− (respectively u+) is. In
particular, all the results of this section remain valid if HK integrability is replaced by McShane integrability.
The space HK([a,b], X) contains also those functions u : [a,b] → X which are Bochner integrable on every closed subin-
terval [c,d] of (a,b), and for which the limits of the Bochner integral ∫ dc u(s)ds when c → a+ and d → b− exist (cf.
[18, Theorem 3.4.5] and remark after it). In particular, the integral in (4.1) can be replaced by the improper integral
∫ b−
a+ .
The following spaces are examples of Banach spaces having fully regular order cones (cf. [11]):
– A ﬁnite-dimensional normed space ordered by any closed cone.
– A reﬂexive (e.g., a uniformly convex) Banach space ordered by a normal order cone.
– A reﬂexive Banach lattice.
– A Banach lattice which is uniformly monotone in the sense deﬁned in [1, XV, 14].
– A separable Hilbert space whose order cone is generated by an orthonormal basis.
– A Hilbert space H with such an order cone H+ that (x|y) 0 for all x, y ∈ H+ .
– A Hilbert space H whose order cone is H+ = {x ∈ H | (x|e) c‖x‖2}, where e is a unit vector of H and c ∈ (0,1).
– Sequence spaces lp , 1 p < ∞, normed by p-norm and ordered componentwise.
– Function spaces Lp(Ω), 1 p < ∞, normed by p-norm and ordered a.e. pointwise, where Ω is a measure space.
– Function spaces Lp([a,b], X), 1 p < ∞, ordered a.e. pointwise, where X is any of the spaces listed above.
In the sequence space (c0), normed by a sup-norm the componentwise ordering is induced by the cone of all nonnegative
sequences. This cone is regular, but not fully regular.
As for other results on integral equations including non-absolutely integrable Banach space-valued functions, see, e.g.,
[3,6,17,19–21].
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