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AN ARITHMETIC ENRICHMENT OF BÉZOUT’S THEOREM
STEPHEN MCKEAN
Abstract. The classical version of Bézout’s Theorem gives an integer-valued count of
the intersection points of hypersurfaces in projective space over an algebraically closed
field. Using work of Kass and Wickelgren, we prove a version of Bézout’s Theorem
over any perfect field by giving a bilinear form-valued count of the intersection points
of hypersurfaces in projective space. Over non-algebraically closed fields, this enriched
Bézout’s Theorem imposes a relation on the gradients of the hypersurfaces at their
intersection points. As corollaries, we obtain arithmetic-geometric versions of Bézout’s
Theorem over the reals, rationals, and finite fields of odd characteristic.
1. Introduction
In this paper, we study the intersections of n hypersurfaces in projective n-space over
an arbitrary perfect field k. Classically, Bézout’s Theorem addresses such intersections
over an algebraically closed field.
Theorem 1.1 (Bézout’s Theorem). Fix an algebraically closed field k. Let f1, ..., fn be
hypersurfaces in Pn, and let di be the degree of fi for each i. Assume that f1, ..., fn have
no common components, so that f1 ∩ ... ∩ fn is a finite set. Then, summing over the
intersection points of f1, ..., fn, we have∑
points
ip(f1, ..., fn) = d1 · · ·dn,(1.1)
where ip(f1, ..., fn) is the intersection multiplicity of f1, ..., fn at p.
Working over an algebraically closed field is necessary for this result.1 Indeed, consider
the intersection of a conic and a cubic shown in Figure 1. Over any field, these two curves
do not intersect on the line at infinity. Over R, these two curves intersect exactly twice,
with intersection multiplicity one at each of the intersection points. This number falls
short of the six complex intersection points, even when counted with multiplicity. The
results of this paper include a version of Bézout’s Theorem over R, which will impose a
relation on the gradients of these curves at their intersection points.
Our approach to generalize Bézout’s Theorem follows the general philosophy of [KW17].
Any section σ of the vector bundle Od1,...,dn :=
⊕n
i=1O(di)→ Pn determines an n-tuple
2010 Mathematics Subject Classification. Primary: 14N15. Secondary: 14F42.
1Over non-algebraically closed fields, one may modify Equation 1.1 by multiplying the intersection
multiplicity ip(f1, ..., fn) by the degree of the residue field [k(p) : k] as described in [Ful98, Proposition
8.4]. However, since each point p splits into [k(p) : k] points in the algebraic closure of k, this simply
counts the geometric intersection points as in Theorem 1.1.
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Figure 1. A conic and a cubic over R.
(f1, ..., fn) of homogeneous polynomials of degree d1, ..., dn, respectively. The vanishing
of each fi gives a hypersurface of P
n, which we will also denote fi. The section σ vanishes
precisely when f1, ..., fn intersect, which suggests a connection to Bézout’s Theorem.
A1-homotopy theory provides a powerful tool with which to study such sections. Morel
developed an A1-homotopy theoretic analog of the local Brouwer degree [Mor12], which
Kass and Wickelgren used to study an Euler class e of vector bundles in the context of
enumerative algebraic geometry [KW17].2 When Od1,...,dn is relatively orientable over Pn
(that is, when
∑n
i=1 di ≡ n+1 mod 2), we compute e(Od1,...,dn), which gives an equation
involving the sum of local A1-degrees of a generic section at its points of vanishing.
We also give a geometric description of the local A1-degree for transverse sections of
Od1,...,dn. This geometric information, paired with the equation coming from e(Od1,...,dn),
generalizes Bézout’s Theorem. When Od1,...,dn is not relatively orientable over Pn (that
is, when
∑n
i=1 di 6≡ n+1 mod 2), we give a relative orientation of Od1,...,dn relative to the
divisor D = {x0 = 0} in the sense of Larson and Vogt [LV19]. This allows us to compute
the local degree of sections that do not vanish on D. However, we do not address the
question of Euler classes in the non-relatively orientable case.
The local A1-degree is valued in the Grothendieck-Witt group GW(k) of symmetric,
non-degenerate bilinear forms over k, so our enriched version of Bézout’s Theorem will
be an equality in GW(k). We assume throughout this paper that k is a perfect field,
which ensures that all algebraic extensions of k are separable.
Theorem 1.2. Let
∑n
i=1 di ≡ n + 1 mod 2, and let f1, ..., fn be hypersurfaces of Pn of
degree d1, ..., dn that intersect transversely. Given an intersection point p of f1, ..., fn,
let J(p) be the signed volume of the parallelpiped determined by the gradient vectors of
f1, ..., fn at p. Then summing over the intersection points of f1, ..., fn, we have∑
points
Trk(p)/k〈J(p)〉 = d1 · · · dn
2
·H,(1.2)
where Trk(p)/k : GW(k(p))→ GW(k) is given by post-composing with the field trace.
2There are various related Euler classes in arithmetic geometry, such as those appearing in [AF16,
BM00,Fas08,GI80,Lev17,Mor12]. See [KW17, Section 1.1] for a discussion.
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Taking the rank, signature, and discriminant of the Equation 1.2 gives us Bézout’s
Theorem over C,R, and Fq, respectively. We apply similar techniques to also study
Bézout’s Theorem over C((t)) and Q. Kass and Wickelgren showed that Morel’s local
A1-degree is equivalent to a class of Eisenbud, Levine, and Khimshiashvili [KW19], which
allows us to make the necessary computations without explicitly using A1-homotopy
theory. This paper fits into the growing field of A1-enumerative geometry, which is the
enrichment of classical theorems from enumerative geometry via A1-homotopy theory.
Related results include [KW17,Lev17,BKW18,Lev18,SW18,Wen18,KT19,KW19,LV19,
BW20].
The layout of the paper is as follows. In Section 2, we introduce notation and conventions
for the paper. In Section 3, we recall definitions and make computations about relative
orientability, which is necessary for computations and proofs in Sections 4 and 5. In
Section 4, we calculate the Euler class, and we discuss the geometric information carried
by the local degree in Section 5. Finally, we discuss Bézout’s Theorem over C, R,
finite fields of odd characteristic, C((t)), and Q in Section 6. To illustrate the sort of
obstructions that Bézout’s Theorem over Q provides, we show in Example 6.16 that if a
line and a conic in P2Q meet at two distinct points, and if the area of the parallelogram
determined by the normal vectors to these curves at one of the intersection points is a
non-square integer m 6= −1, then the area of the parallelogram at the other intersection
point cannot be an integer prime to m.
1.1. Related work. Chen [Che84, Section 3] studies Bézout’s Theorem in P2nR as a con-
sequence of a generalized Bézout’s Theorem over C [Che84, Theorem 2.1]. In particular,
Chen discusses that over R, intersection multiplicities can be negative numbers [Che84,
Remark 2.2] and shows that if f, g ∈ R2 meet transversely at p, then the R-intersection
multiplicity of f and g at p is the sign of the Jacobian of f and g [Che84, Proposition
3.1]. Our work in Section 6.2 generalizes these latter observations.
1.2. Acknowledgements. I am extremely grateful to Kirsten Wickelgren for introduc-
ing me to motivic homotopy theory, as well as for her excellent guidance and feedback
on this project. I am also grateful to Thomas Brazelton, Srikanth Iyengar, Jesse Kass,
Libby Taylor, and Isabel Vogt for helpful discussions.
2. Notation and conventions
Throughout this paper, we let k be a perfect field. We denote projective n-space over
k by Pnk = Proj(k[x0, ..., xn]). When the base field is clear from context, we may write
Pn instead of Pnk . Given a rank r vector bundle E, the determinant bundle of E is the
r-fold wedge product
detE = E ∧ · · · ∧ E︸ ︷︷ ︸
r times
.
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2.1. Standard cover. Let U0, ..., Un be the standard affine open subspaces of Pn given
by Ui = {[p0 : · · · : pn] ∈ Pn : pi 6= 0}. Let ϕ0, ..., ϕn be the standard local coordinates of
U0, ..., Un, where ϕi : Ui → An is given by ϕi([p0 : · · · : pn]) = (p0pi , ...,
pi−1
pi
, pi+1
pi
, ..., pn
pi
). We
call {Ui, ϕi} the standard cover of Pn.
2.2. Twisting sheaves. We denote the twisting sheaf OPn(d{x0 = 0}) by O(d). Under
this definition, we remark that O(d) is locally trivialized by ( xi
x0
)d over Ui. If d ≥ 0,
the vector space of global sections H0(Pn,O(d)) is isomorphic to the vector space of
homogeneous polynomials in k[x0, ..., xn] of degree d. Indeed, given h ∈ k[x0, ..., xn](d), we
have a global section σ of O(d), which is given in the local trivializations by σ|Ui = h/xdi .
In this paper, we will often consider global sections of Od1,...,dn :=
⊕n
i=1O(di). By the
above identification of H0(Pn,O(d)) and k[x0, ..., xn](d), we may thus write a section as
σ = (f1, ..., fn), where fi ∈ k[x0, ..., xn](di).
2.3. Grothendieck-Witt groups. The Grothendieck-Witt group GW(k) is the group
completion of the monoid of isomorphism classes of symmetric, non-degenerate bilinear
forms over k, where the group law is given by direct sum. The Grothendieck-Witt group
is in fact a ring, where multiplication comes from multiplication of bilinear forms. See
e.g. [Lam05].
Given a ∈ k×, we denote by 〈a〉 the isomorphism class of the bilinear form (x, y) 7→ axy.
It is a fact that GW(k) is generated by all such 〈a〉, subject to the following relations:
(i) 〈ab2〉 = 〈a〉 for all a, b ∈ k×.
(ii) 〈a〉〈b〉 = 〈ab〉 for all a, b ∈ k×.
(iii) 〈a〉+ 〈b〉 = 〈a+ b〉 + 〈ab(a+ b)〉 for all a, b ∈ k× such that a + b 6= 0.
(iv) 〈a〉+ 〈−a〉 = 〈1〉+ 〈−1〉 for all a ∈ k×.
Relation (iv) is actually redundant, but it is useful to know. We will use the notation
H := 〈1〉+ 〈−1〉, as this bilinear form will appear frequently. By relations (ii) and (iv),
we note that 〈a〉 ·H = H and H ·H = 2 ·H. Both the ring multiplication of GW(k) and
the integer multiplication of GW(k) as an abelian group under addition may be denoted
by · or by juxtaposition of symbols, whichever is presently more visually appealing or
less confusing.
3. Relative orientations
Let f1, ..., fn be hypersurfaces in P
n. Bézout’s Theorem equates a fixed value with the sum
(over the intersection locus of f1, ..., fn) of some geometric information about f1, ..., fn at
each intersection point. Classically (that is, over an algebraically closed field), the fixed
value is the product of the degrees of each fi, and the geometric information at each
intersection point is the intersection multiplicity of f1, ..., fn. Over an arbitrary perfect
field, an A1-homotopy theoretic Euler class will give us a particular bilinear form as our
fixed value, and the local A1-degree will give us our geometric information. We compute
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the Euler class in Section 4, and we discuss the local degree in Section 5. In this section,
we recall definitions and make computations that are required for Sections 4 and 5. We
first start with some definitions.
Definition 3.1. [KW17, Definition 16] A relative orientation of a vector bundle V
on a scheme X is a pair (L, j) of a line bundle L and an isomorphism j : L⊗2 →
Hom(det T X, det V ), where T X → X is the tangent bundle. We say that V is relatively
orientable if V has a relative orientation. Moreover, on an open set U ⊆ X, a section of
Hom(det T X, det V ) is called a square if its image under H0(U,Hom(det T X, det V )) ∼=
H0(U, L⊗2) is a tensor square of an element in H0(U, L).
The relative orientability of the vector bundle Od1,...,dn → Pn depends on d1, ..., dn, and
n in the following way.
Proposition 3.2. The vector bundle Od1,...,dn → Pn is relatively orientable if and only
if
∑n
i=1 di ≡ n + 1 mod 2.
Proof. Since detOd1,...,dn ∼=
⊗n
i=1O(di), we have that
Hom(det T Pn, detOd1,...,dn) ∼= detOd1,...,dn ⊗ (det T Pn)∨
∼= O(−n− 1 +∑ni=1di).
Thus O(−n− 1 +∑ni=1 di) is a square if and only if −n− 1 +∑ni=1 di is even, in which
case O(−n− 1 +∑ni=1 di) ∼= O((−n− 1 +∑ni=1 di)/2)⊗2. 
Remark 3.3. We note that if
∑n
i=1 di ≡ n + 1 mod 2, then at least one of d1, ..., dn
must be even. Indeed, suppose all of d1, ..., dn are odd. If n is even, then
∑n
i=1 di is even,
and n+ 1 is odd. If n is odd, then
∑n
i=1 di is odd, and n + 1 is even.
When V is not relatively orientable, we have the following definition of Larson and Vogt.
Definition 3.4. [LV19, Definition 2.2] A relative orientation relative to an effective
divisor D of a vector bundle V on a smooth projective scheme X is a pair (L, j) of a
line bundle L and an isomorphism j : L⊗2 → Hom(det T X, det V )⊗O(D).
In A1-homotopy theory, one frequently uses the Nisnevich topology. For this paper, we
will only need the following definitions.
Definition 3.5. [KW17, Definition 17] Let X be a scheme of dimension n, and let
U ⊆ X be an open neighborhood of a point p ∈ X. An étale map ϕ : U → Ank is called
Nisnevich coordinates about p if ϕ induces an isomorphism between the residue field of
p and the residue field of ϕ(p).
Definition 3.6. [KW17, Definition 19] Let V be a vector bundle on a scheme X,
and let U ⊆ X be an open affine subset. Given Nisnevich coordinates ϕ on U and
a relative orientation (L, j) of V , we have a distinguished basis element of det T X|U .
A local trivialization of V |U is called compatible with the Nisnevich coordinates and
relative orientation if the element of Hom(det T X|U , detV |U) taking the distinguished
basis element of det T X|U to the distinguished basis element of det V |U (determined by
the specified local trivialization of V |U) is a square (in the sense of Definition 3.1).
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We can generalize the above definition to discuss compatibility in the case of a relative
orientation relative to a divisor.
Definition 3.7. Let V be a vector bundle on a smooth projective scheme X, and let
U ⊆ X be an open affine subset. Given Nisnevich coordinates ϕ on U and a relative ori-
entation (L, j) relative to a divisor D, we have a distinguished basis element of det T X|U .
A local trivialization of V |U is called compatible with the Nisnevich coordinates and rel-
ative orientation relative to D if α ⊗ 1D is a square, where 1D is the canonical section
of O(D) and α is the element of Hom(det T X|U , det V |U) taking the distinguished basis
element of det T X|U to the distinguished basis element of det V |U (determined by the
specified local trivialization of V |U).
We will show that the standard cover {Ui, ϕi} of Pn (see Section 2.1) are Nisnevich
coordinates. We will also describe the distinguished basis elements of det T Pn|Ui and
detOd1,...,dn|Ui coming from ϕi and the local trivialization given in Section 2.2, respec-
tively.
Proposition 3.8. The standard covering maps ϕi : Ui → Ank are Nisnevich coordinates.
Moreover, ϕi determines the distinguished basis element (−1)i · ∂i := (−1)i
∧
j 6=i
∂
∂(xj/xi)
of det T Pn|Ui.
Proof. By construction, ϕi : Ui → Ank is an isomorphism, so ϕi is étale and induces an
isomorphism k(p) ∼= k(ϕ(p)) for all p ∈ Ui. Recall that T An has the standard trivial-
izations { ∂
∂x1
, ..., ∂
∂xn
}. Since ϕi induces an isomorphism T Pn|Ui ∼= T An, we may pull
back the standard trivializations T An → An by ϕi to obtain the standard trivializa-
tions {∂0/i, ..., ∂(i−1)/i, ∂(i+1)/i, ..., ∂n/i}, where ∂j/i = ∂∂(xj/xi) . It follows that det T Pn|Ui
is trivialized by
∧
j 6=i ∂j/i. However, to ensure that the trivializations of det T Pn|Ui
are in fact local trivializations of det T Pn, we need to consider the transition functions
det gij : det T Pn|Uj → det T Pn|Ui. These transition functions will come from the tran-
sition functions gij : T Pn|Uj → T Pn|Ui. A few calculus computations show us that, for
k 6= i, j, we have
∂k/i =
xi
xj
· ∂k/j ,
∂j/i = −( xixj )2 · ∂i/j −
∑
k 6=i,j
xixk
x2j
· ∂k/j .
Thus for fixed i, j, we have
∧
k 6=i ∂k/i = −( xixj )n+1
∧
k 6=j ∂k/j . The trivializations (−1)i ·
∂i := (−1)i
∧
j 6=i ∂j/i of det T Pn|Ui are local trivializations of det T Pn compatible with
the transition functions det gij = (−1)i+j( xixj )n+1. In other words, det T Pn|Ui is one-
dimensional with (−1)i · ∂i as its distinguished basis element. 
Proposition 3.9. The local trivialization ( xi
x0
)d1 ⊕ · · · ⊕ ( xi
x0
)dn of Od1,...,dn|Ui determines
the distinguished basis element ( xi
x0
)d1+...+dn of detOd1,...,dn|Ui.
Proof. Since O(d)|Ui is trivialized by ( xix0 )d, the vector bundle Od1,...,dn|Ui is trivialized by
( xi
x0
)d1⊕· · ·⊕ ( xi
x0
)dn . The transition functions hij : O(d)|Uj → O(d)|Ui are given by ( xixj )d,
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so the transition functions ⊕hij : Od1,...,dn|Uj → Od1,...,dn|Ui are given by ( xixj )d1 ⊕ · · · ⊕
( xi
xj
)dn . Finally, recall that detOd1,...,dn ∼= O(d1)⊗ · · · ⊗ O(dn) ∼= O(d1 + ... + dn). Thus
detOd1,...,dn|Ui is trivialized by ( xix0 )d1 ⊗ · · · ⊗ ( xix0 )dn ∼= ( xix0 )d1+...+dn, and the transition
functions det hij : detOd1,...,dn|Uj → detOd1,...,dn|Ui are given by ( xixj )d1 ⊗ · · · ⊗ ( xixj )dn ∼=
( xi
xj
)d1+...+dn. 
3.1. Relatively orientable case. Let N = −n − 1 +∑ni=1 di, and assume N ≡ 0
mod 2, so that Od1,...,dn → Pn is relatively orientable by Proposition 3.2. We will give
a relative orientation of Od1,...,dn and show that the local trivializations of Od1,...,dn dis-
cussed in Proposition 3.9 are compatible with this relative orientation and the Nisnevich
coordinates coming from our standard cover {Ui, ϕi}.
For our relative orientation, we give an isomorphism
ψ : O(N/2)⊗2 → Hom(det T Pn, detOd1,...,dn)
by defining ψ|Ui for each i. Since O(N/2)⊗2|Ui is generated by ( xix0 )N/2⊗( xix0 )N/2, it suffices
to define αi := ψ|Ui(( xix0 )N/2 ⊗ ( xix0 )N/2), which is a homomorphism from det T Pn|Ui to
detOd1,...,dn|Ui. These are both one-dimensional as shown in Propositions 3.8 and 3.9,
so we may define αi to be the homomorphism taking (−1)i · ∂i to ( xix0 )d1+...+dn. To show
that ψ is well-defined, we need to show that on Ui ∩Uj , the maps ψ|Ui and ψ|Uj differ by
the transition function ( xi
xj
)N/2⊗ ( xi
xj
)N/2 : O(N/2)⊗2|Uj → O(N/2)⊗2|Ui. In other words,
we need to show that αi = (
xi
xj
)Nαj on Ui ∩Uj . To this end, let det gij and det hij be the
transition functions given in Propositions 3.8 and 3.9 and note that
αi ◦ det gij((−1)j · ∂j) = αi((−1)i(xjxi )n+1 · ∂i)
= (
xj
xi
)n+1( xi
x0
)d1+...+dn
= (
xj
xi
)n+1 det hij(
xj
x0
)d1+...+dn
= ( xi
xj
)−n−1( xi
xj
)d1+...+dn(
xj
x0
)d1+...+dn
= ( xi
xj
)Nαj((−1)j · ∂j).
Thus αi = (
xi
xj
)Nαj, as desired. In fact, we have proved the following lemma.
Lemma 3.10. The local trivializations ( xi
x0
)d1 ⊕ · · · ⊕ ( xi
x0
)dn of Od1,...,dn|Ui are compat-
ible with the Nisnevich coordinates {Ui, ϕi} and the relative orientation (O(N/2), ψ) of
Od1,...,dn → Pn.
Proof. By construction, αi is the element of Hom(det T Pn|Ui, detOd1,...,dn|Ui) taking the
distinguished basis element (−1)i∂i of det T Pn|Ui to the distinguished basis element
( xi
x0
)d1+...+dn of detOd1,...,dn|Ui. The relative orientation (O(N/2), ψ) was built such that
ψ|Ui(( xix0 )N/2 ⊗ ( xix0 )N/2) = αi, so αi is a tensor square in O(N/2)⊗2|Ui. 
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3.2. Non-relatively orientable case. Let N = −n− 1 +∑ni=1 di, and assume N 6≡ 0
mod 2. In this case, Od1,...,dn → Pn is not relatively orientable, since there is no line
bundle of the form O(N/2) when N/2 is not an integer. However, we will show that
Od1,...,dn → Pn is relatively orientable relative to the divisor D = {x0 = 0} of Pn.
Figuratively, this divisor gives us a geometric horizon relative to which we can orient our
hypersurfaces in projective space.
We have chosen the divisor D = {x0 = 0} so that the local trivializations of O(D) work
nicely with our other twisting sheaves. In particular, we have Hom(det T Pn, detOd1,...,dn)⊗
O(D) ∼= O(N + 1). Since N + 1 ≡ 0 mod 2, the bundle Hom(det T Pn, detOd1,...,dn)⊗
O(D) is the tensor square of the line bundle O(N+1
2
). We may thus apply the work of
Section 3.1 to get a relative orientation (O(N+1
2
), ψ˜) of Od1,...,dn relative to the divisor
D, as well as local trivializations of Od1,...,dn compatible with our Nisnevich coordinates
{Ui, ϕi} and our relative orientation (O(N+12 ), ψ˜).
Lemma 3.11. The local trivialization ( xi
x0
)d1 ⊕ · · · ⊕ ( xi
x0
)dn of Od1,...,dn|Ui are compatible
with the Nisnevich coordinates {Ui, ϕi} and the relative orientation (O(N+12 ), ψ˜), where
ψ˜ is given locally by ψ˜|Ui(( xix0 )(N+1)/2 ⊗ ( xix0 )(N+1)/2) = αi ⊗ xix0 .
Proof. The canonical section 1D of O(D) is locally given by xix0 . By construction,
αi((−1)i · ∂i)⊗ xix0 = ( xix0 )d1+...+dn+1, so we have αi ⊗ xix0 = ( xixj )N+1αj ⊗
xj
x0
on Ui ∩ Uj by
Lemma 3.10. Thus the maps ψˆ|Ui and ψˆ|Uj differ by the transition function ( xixj )(N+1)/2⊗
( xi
xj
)(N+1)/2 : O(N+1
2
)⊗2|Uj → O(N+12 )⊗2|Ui, so the relative orientation (O(N+12 ), ψˆ) rela-
tive to the divisor D is well-defined. This relative orientation was constructed such that
αi ⊗ xix0 is a square. 
4. Euler class
In Section 3, we gave a relative orientation (possibly relative to a divisor) of Od1,...,dn →
Pn, as well as local trivializations of this bundle compatible with the given relative
orientation and our standard Nisnevich coordinates. This data allows us to compute
the local degree of sections of Od1,...,dn. We can also define an Euler class of this vector
bundle, paired with a given section, by computing the sum of local degrees of the section.
When this sum does not depend on our choice of section, the Euler class gives us an
invariant associated to the vector bundle at hand. This invariant will correspond to the
enumerative fixed value discussed at the beginning of Section 3.
We first discuss how to compute the local degree of a section. Let V be a vector bundle on
a scheme X of dimension n, and suppose that we have Nisnevich coordinates, a relative
orientation (possibly relative to a divisor) of V , and compatible local trivializations of
V . If σ is a section of V with isolated zero p ∈ X, then take an open affine U ⊆ X
containing p. Under the compatible local trivialization of V |U , the section σ|U becomes
an n-tuple of functions (f1, ..., fn) : U → Ank . If ϕ : U → Ank are the aforementioned
Nisnevich coordinates, then ϕ∗(f1, ..., fn) is an endomorphism of A
n
k . We may thus
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compute the local degree of this endomorphism as outlined in [KW19, Table 1]. Kass
and Wickelgren [KW17, Corollary 29] also show that given a relative orientation of V ,
the Euler class e does not depend on the choice of Nisnevich coordinates on X with
compatible trivialization of V . We may thus define degp σ = degϕ(p) ϕ
∗(f1, ..., fn). Note
that we must choose our neighborhood U sufficiently small, so that ϕ−1(ϕ(p)) = {p}.
Definition 4.1. [KW17, Definition 33] Given a relatively oriented (relative to a divisor
D) vector bundle V → X and a section σ with isolated zero locus (such that σ does not
vanish on D), define the Euler number of (V, σ) to be
e(V, σ) =
∑
p∈σ−1(0)
degp σ.
When e(V, σ) does not depend on our choice of section σ, we will simply denote this by
e(V ). It will turn out that e(Od1,...,dn) does not depend on our choice of section when
Od1,...,dn → Pn is relatively orientable. Let N = −n − 1 +
∑n
i=1 di, and assume N ≡ 0
mod 2 so that Od1,...,dn → Pn is relatively orientable. We first show that e(Od1,...,dn, σ)
does not depend on our choice of section.
Lemma 4.2. The Euler number e(Od1,...,dn, σ) is independent of the choice of section σ.
Proof. This follows from [BW20, Theorem 1.1]. However, we will also give our original
proof of this lemma. Given a section σ ∈ H0(Pnk ,Od1,...,dn), let Z(σ) = {p ∈ Pn : σ(p) =
0} be its zero locus. We will show that {σ : Z(σ) is not isolated} has k-codimension at
least 2 in H0(Pnk ,Od1,...,dn). This will show that
H0(Pnk ,Od1,...,dn)\{σ : Z(σ) is not isolated}
is connected by sections in the sense of [KW17, Definition 35]. As a result, [KW17,
Corollary 36] will imply that e(Od1,...,dn, σ) is independent of σ. Note that sections of
the form (f1, ..., fi−1, 0, fi+1, ..., fn) do not have isolated zero locus. However, setting
M0i = {(f1, ..., fi−1, 0, fi+1, ..., fn)}, we have
codimkM
0
i = dimkH
0(Pnk ,O(di)) =
(
di + n
di
)
.
Since we are only concerned with di as the degree of a hypersurface, we may assume
di ≥ 1. We may also assume n ≥ 2, since we cannot “intersect one hypersurface in P1.”
Thus
(
di+n
di
) ≥ 2, so M0i has k-codimension at least 2 in H0(Pnk ,Od1,...,dn). Now consider
sections of the form (f1, ..., fn), where fi 6= 0 for all i. If fi, fj do not share any common
factors as homogeneous polynomials for all i, j, then Z((f1, ..., fn)) is isolated. It thus
remains to consider the case when some fi, fj have a common factor. Let
Mdi,j = {(f1, ..., fn) : fi and fj have a common factor of degree d}.
Note that we may rewrite this as
Mdi,j = {(f1, ..., f ′i , ..., f ′j, ..., fn, h) : deg f ′i = di − d, deg f ′j = dj − d, deg h = d}.
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As a result, the dimension is given by
dimkM
d
i,j =
(
di − d+ n
n
)
+
(
dj − d+ n
n
)
+
(
d+ n
n
)
+
∑
ℓ 6=i,j
(
dℓ + n
n
)
,
so the codimension is given by
codimkM
d
i,j = dimkH
0(Pnk ,Od1,...,dn)− dimkMdi,j
=
(
di + n
n
)
+
(
dj + n
n
)
−
(
di − d+ n
n
)
−
(
dj − d+ n
n
)
−
(
d+ n
n
)
.
Without loss of generality, we may order the components of our section such that di ≤
di+1 for all i. We may also assume i < j, so that di ≤ dj . Since d is the degree
of the polynomial divisor of fi and fj , we also have that d ≤ di. Using the identity∑m
k=0
(
n−1+k
n−1
)
=
(
n+m
n
)
, we thus have
codimMdi,j =
[(
di + n
n
)
−
(
di − d+ n
n
)]
+
[(
dj + n
n
)
−
(
dj − d+ n
n
)]
−
(
d+ n
n
)
=
di∑
k=di−d+1
(
n− 1 + k
n− 1
)
+
dj∑
k=dj−d+1
(
n− 1 + k
n− 1
)
−
d∑
k=0
(
n− 1 + k
n− 1
)
=
d∑
k=1
(
n− 1 + di − d+ k
n− 1
)
+
dj∑
k=dj−d+1
(
n− 1 + k
n− 1
)
−
d∑
k=0
(
n− 1 + k
n− 1
)
=
dj∑
k=dj−d+1
(
n− 1 + k
n− 1
)
+
d∑
k=1
[(
n− 1 + di − d+ k
n− 1
)
−
(
n− 1 + k
n− 1
)]
− 1
≥
dj∑
k=dj−d+1
(
n− 1 + k
n− 1
)
− 1 ≥
(
n− 1 + dj
n− 1
)
− 1.
If dj > 1, then
(
n−1+dj
n−1
)
is strictly larger than
(
n
n−1
)
= n − 1, so codimMdi,j is at least
n − 1. If dj = 1, then our ordering assumptions imply that d = di = 1 as well, and
codimMdi,j = n − 1 in this case. Thus codimMdi,j ≥ 2 provided n ≥ 3. When n = 2,
we note that d1 + d2 must be odd (by our relative orientability assumptions), which
eliminates all cases where d1 = d2. We may thus assume that d1 < d2 and hence d2 ≥ 2,
so we have codimMdi,j ≥
(
2−1+d2
2−1
)−1 ≥ d2 ≥ 2. We have thus shown that codimkMdi,j ≥ 2
for all d ≤ di, dj. We have also shown that codimkM0i ≥ 2. Since
Md1,...,dn =
⋃
i<j
(⋃
d≤di
Mdi,j
)
∪
(
n⋃
i=1
M0i
)
is a finite union of subspaces of codimension at least 2, it follows that Md1,...,dn has
codimension at least 2 in H0(Pnk ,Od1,...,dn). Finally, since {σ : Z(σ) is not isolated} is a
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subset of Md1,...,dn, we have that {σ : Z(σ) is not isolated} has codimension at least 2,
as desired. 
We may now compute e(Od1,...,dn).
Theorem 4.3. We have e(Od1,...,dn) = d1···dn2 ·H.
Proof. By Lemma 4.2, e(Od1,...,dn) is independent of choice of section. Let σ = (xd11 , ..., xdnn ).
The zero locus of σ consists only of the point p = [1 : 0 : · · · : 0], so e(Od1,...,dn) = degp σ.
Since p ∈ U0, our standard cover and local trivialization of Od1,...,dn on U0 tell us that
degp σ = deg(0,...,0)((
x1
x0
)d1 , ..., (xn
x0
)dn). We may rewrite this local degree as a product of
local degrees, yielding degp σ =
∏n
i=1 deg0 x
di . By Remark 3.3, at least one of d1, ..., dn
is even. Since
deg0 ax
d =
{
d−1
2
·H+ 〈a〉 d odd,
d
2
·H d even,
we have that
degp σ =
∏
di even
(
di
2
·H) · ∏
di odd
(
di−1
2
·H+ 〈1〉)
=
(∏
even di
2
·H
)(
(
∏
odd di)− 1
2
·H+ 〈1〉
)
=
d1 · · · dn
2
·H.
This gives us e(Od1,...,dn) = d1···dn2 ·H. 
Remark 4.4. Theorem 4.3 also follows from [Lev17, Theorem 7.1] as described in [SW18,
Proposition 12].
In Section 5, we give a geometric interpretation of degp(f1, ..., fn). Paired with Theo-
rem 4.3, this will prove Theorem 1.2.
5. Formulas and geometric interpretations for the local degree
In Section 4, we computed the Euler class of the vector bundle Od1,...,dn → Pn. Roughly
speaking, this Euler class equals the sum of local degrees over the intersection locus of
f1, ..., fn. Once we provide a geometric interpretation of the local degree degp(f1, ..., fn),
we will have an equation that counts geometric information concerning the intersection
points of f1, ..., fn. This enumerative geometric equation will constitute our enriched
version of Bézout’s Theorem.
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5.1. Intersection multiplicity is the rank of the local degree. We set out to prove
that the intersection multiplicity ip(f1, ..., fn) of f1, ..., fn at p is the rank of the local
degree degp(f1, ..., fn). We begin with a brief discussion of intersection multiplicity.
Definition 5.1. [Sha13, Definition 4.1] Given p ∈ Pn and hypersurfaces f1, ..., fn, the
intersection multiplicity of f1, ..., fn at p is given by
ip(f1, ..., fn) = dimkOPn,p/(f1, ..., fn).
We next prove that this intersection multiplicity agrees with the rank of the local degree
degp(f1, ..., fn). This will follow from the fact that both the intersection multiplicity and
the local degree are given by local computations.
Proposition 5.2. Let f1, ..., fn be hypersurfaces in Pn that are all non-singular at a
common intersection point p. Moreover, assume that f1, ..., fn do not share a common
component, so that f1 ∩ · · · ∩ fn is a finite set. Then
rank degp(f1, ..., fn) = ip(f1, ..., fn).
Proof. Let U be an affine neighborhood of p with local trivialization ϕ : U → An. An
algorithmic method for computing degp(f1, ..., fn) is outlined in [KW19, Table 1]. In this
method, we have that rank degp(f1, ..., fn) = dimk ϕ∗(OU,p/(f1, ..., fn)). (In the notation
of [KW19], ϕ∗(OU,p/(f1, ..., fn)) corresponds to Qp. The assumption that f1 ∩ ...∩ fn be
a finite set ensures that p is an isolated zero, so that dimkQp is finite.) First, we have
that OPn,p/(f1, ..., fn) is isomorphic (as a k-algebra) to OU,p/(f1, ..., fn). Since ϕ : U →
An is an isomorphism, we also have that OU,p/(f1, ..., fn) and ϕ∗(OU,p/(f1, ..., fn)) are
isomorphic as k-algebras. Thus rank degp(f1, ..., fn) = ip(f1, ..., fn), as desired. 
5.2. Transverse intersections. When the hypersurfaces f1, ..., fn intersect transversely
at a point p, the local degree degp(f1, ..., fn) has a geometric interpretation in terms of
the gradient directions of each fi at p. Intuitively, f1, ..., fn intersect transversely at p as
subschemes of Pn if their tangent spaces at p overlap as little as possible. This idea can
be made rigorous by the following definition.
Definition 5.3. [EH16, p. 18] The subschemes f1, ..., fn of Pn intersect transversely
at p if each fi is smooth at p and if codim(
⋂
i Tpfi) =
∑
i codimTpfi, where codimTpfi
refers to the codimension of Tpfi as a subspace of the vector space TpP
n
k
∼= k(p)n.
Transverse intersections of n hypersurfaces in Pn are completely characterized by their
intersection multiplicity.
Proposition 5.4. The hypersurfaces f1, ..., fn of Pnk intersect transversely at a point p
if and only if ip(f1, ..., fn) = [k(p) : k]. In particular, if p is a k-rational point, then
f1, ..., fn intersect transversely at p if and only if ip(f1, ..., fn) = 1.
Proof. Let mp be the maximal ideal of k[x0, ..., xn] corresponding to the point p. The
polynomials f1, ..., fn are local parameters at p in the sense of [Sha13, Section 2.1] if
and only if (f1, ..., fn) = mp (see [Sha13, Theorem 2.5]). By [Sha13, Theorem 2.4],
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we have (f1, ..., fn) = mp if and only if f1, ..., fn intersect transversely at p. Thus if
f1, ..., fn intersect transversely at p, then (f1, ..., fn) = mp and hence ip(f1, ..., fn) =
dimkOPn,p/mp = [k(p) : k]. On the other hand, the fact that f1, ..., fn vanish at p implies
that (f1, ..., fn) ⊆ mp. Consequently, if ip(f1, ..., fn) = [k(p) : k] = dimkOPn,p/mp, then
we have (f1, ..., fn) = mp and hence f1, ..., fn intersect transversely at p. 
By Proposition 5.2, it follows that rank degp(f1, ..., fn) = [k(p) : k] at transverse inter-
section points. As mentioned previously, f1, ..., fn intersect transversely at p if and only
if (f1, ..., fn) = mp, which is equivalent to p being a simple zero of the section (f1, ..., fn).
By a comment in [KW17, p. 17], the local degree degp(f1, ..., fn) at a simple zero p is
determined by the Jacobian of f1, ..., fn (after locally trivializing). We make this precise
below.
Lemma 5.5. Let f1, ..., fn be hypersurfaces of Pn that intersect transversely at a point
p ∈ Uℓ. To simplify notation, write f ℓi = fi(x0xℓ , ..., xnxℓ ). Let
Jℓ = Jacℓ(f
ℓ
1 , ..., f
ℓ
n) = det(
∂fℓi
∂(xj/xℓ)
)j 6=ℓ,
and let Trk(p)/k : GW(k(p)) → GW(k) be the trace on bilinear forms obtained by post-
composing with the field trace k(p)→ k. Then
degp(f1, ..., fn) = Trk(p)/k〈Jℓ(ϕℓ(p))〉.
Proof. By Lemma 3.10 and Lemma 3.11, the local trivialization (f ℓ1 , ..., f
ℓ
n) of our section
(f1, ..., fn) is compatible with our chosen relative orientation (relative to the divisor
D = {x0 = 0}) and Nisnevich coordinates {Ui, ϕi}. Since p is a simple zero of (f1, ..., fn),
[KW17, p. 17] gives us that
degp(f1, ..., fn) = Trk(p)/k〈Jℓ(ϕℓ(p))〉,
as desired. Moving forward, we will write Jℓ(p) instead of Jℓ(ϕℓ(p)). 
To obtain a geometric interpretation of the local degree at transverse intersections, we
show how the Jacobian arises as a cross product of gradients. Working in one of our
open affines, say Uℓ ∼= Ank , we let ej be the unit vector corresponding to the xjxℓ -axis for
all j 6= ℓ. The gradient of f ℓi is given by ∇f ℓi =
∑
j 6=ℓ
∂fℓi
∂(xj/xℓ)
· ej .
Definition 5.6. Let vi =
∑
j aij · ej be a vector in An, where aij ∈ k and ej is as above.
We may consider An as a subspace of An+1, with a new unit vector en+1 corresponding
to the direction perpendicular to e1, ..., en. The (n-ary) cross product of v1, ..., vn is a
vector in the direction of en+1 given by
ną
i=1
vi = det


a11 · · · a1n 0
...
. . .
...
...
an1 · · · ann 0
e1 · · · en en+1

 .
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The magnitude of
Śn
i=1 vi (considered as a vector in the direction of en+1) is the signed
volume of the parallelpiped bounded by v1, ..., vn. Note that this definition agrees with
the more familiar notion of the cross product on R3.
Under this definition, the Jacobian Jℓ is the magnitude of the cross product
Ś
i 6=ℓ(∇f ℓi (p)),
where f ℓi (p) = f
ℓ
i (ϕℓ(p)). Thus the local degree at transverse intersections is described ge-
ometrically by the volume of the parallelpiped defined by the gradient vectors {∇f ℓi (p)}i 6=ℓ.
5.3. Non-transverse intersections. When our hypersurfaces f1, ..., fn do not intersect
transversely, the gradient directions of some fi and fj coincide. As a result, the paral-
lelpiped spanned by the gradients of f1, ..., fn has volume 0, so our previous geometric
interpretation of degp(f1, ..., fn) no longer makes sense. We will discuss non-transverse
intersections of pairs of curves in P2 and leave open the higher-dimensional case. Our
goal is to reduce the calculation of the degree of two polynomials in two variables to
the calculation of the degree of one power series in one variable. Let f, g ∈ k[x, y] be
polynomials of degrees c and d, respectively. For simplicity, we will assume that p = 0
is the origin and that ∂g
∂y
(0) 6= 0. The following ideas can be tailored to address the case
when at least one of f and g is non-singular at an arbitrary intersection point p.
Lemma 5.7. Let f and g be curves in P2 that intersect at the origin, and assume that
∂g
∂y
(0) 6= 0. Then there exists some positive integer n and some an ∈ k× such that
deg0(f, g) =
{
n−1
2
·H+ 〈an〉 n odd,
n
2
·H n even.
Proof. By [KW19], the local degree deg0(f, g) may be computed by a bilinear form
constructed in [SS75]. As discussed on [SS75, p. 178], the Scheja-Storch bilinear form
constructed for the local ring k[x,y]0
(f,g)
is isomorphic to the Scheja-Storch bilinear form for
the completion k[[x,y]]
(f,g)
. We may thus work in k[[x, y]] in order to compute deg0(f, g).
Note that if a ∈ k×, we have deg0(f, ag) = 〈a〉 · deg0(f, g). We may thus scale g so that
∂g
∂y
(0) = 1. By Hensel’s Lemma, we may solve g(x, y) = 0 for y in terms of x in k[[x, y]].
That is, there exists a power series G(x) ∈ k[[x]] such that y−G(x) = 0 in k[[x, y]]. We
thus obtain an isomorphism
k[[x,y]]
(f,g)
k[[x,y]]
(f,y−G(x))
k[[x]]
(f(x,G(x)))
g y −G(x)
y G(x).
∼= ∼=
h
q
Intuitively, the composite q ◦ h transforms the curve g(x, y) into our horizontal axis,
and the curve f(x,G(x)) is the image of f(x, y) under this transformation. In order for
(q ◦h)∗ deg0(f, g) and deg0(f(x,G(x))) to be isomorphic as bilinear forms, we need q ◦ h
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to send the Jacobian of f and g to the derivative of f(x,G(x)). In other words, we need
q ◦ h(∂f
∂x
· ∂g
∂y
− ∂f
∂y
· ∂g
∂x
) = ∂f
∂x
(x,G(x)) +G′(x) · ∂f
∂y
(x,G(x)).
This follows from the fact that h( ∂g
∂y
) = 1 and h( ∂g
∂x
) = −G′(x). Writing f(x,G(x)) =∑∞
i=n aix
i = anx
n(1 +
∑∞
i=1 bix
i) with an 6= 0, we note that 1 +
∑∞
i=1 bix
i is a unit in
k[[x, y]] and hence the Scheja-Storch form of k[[x]]
(f(x,G(x)))
is equal to that of k[[x]]
(anxn)
. We thus
have that deg0(f, g) = deg0(anx
n), which is given by n−1
2
·H+ 〈an〉 if n is odd and n2 ·H
if n is even. 
Proposition 5.8. We have that n = i0(f, g).
Proof. By the above remarks and Proposition 5.2, both n and i0(f, g) are equal to the
rank of deg0(f, g). 
This proposition allows us to completely understand the local degree deg0(f, g) when
f and g meet at the origin with even multiplicity. When f and g intersect with odd
multiplicity, it remains to study the term 〈an〉. We discuss the geometric interpretation
of an over R in Lemma 6.3. We also give a recursive description of an in terms of the
coefficients of f and g. Let
f =
c∑
i+j=0
fi,jx
iyj and g =
d∑
i+j=0
gi,jx
iyj.
We compute an as the coefficient of x
n = xi0(f,g) in f(x,G(x)). Thus an =
∑
i+j=n fi,j ·
γ(j), where γ(j) is the coefficient of xj in G(x)j. But γ(j) is equal to the coefficient of
xj in (G0 + G1x + ... + Gjx
j)j, where G(x) =
∑∞
i=0Gix
i. Expanding this product, we
see that
γ(j) =
∑
t0+...+tj=j∑
u utu=j
(
j
t0, ..., tj
) j∏
u=0
Gtuu ,
where
(
j
t0,...,tj
)
denotes the multinomial coefficient. All that remains is to determine
the coefficients Gi of the power series G(x). This is accomplished by repeatedly taking
implicit derivatives. By assumption, g(0, 0) = 0, so we have G0 = 0. Next, evaluating
the partial derivative ∂g
∂x
=
∑d
i+j=0 gi,j(ix
i−1yj + jxiyj−1 · ∂y
∂x
) = 0 at (0, 0) gives us that
G1 =
∂y
∂x
(0, 0) = −g1,0/g0,1. Iterating this process allows us to compute Gi = 1i! · ∂
iy
∂xi
(0, 0).
6. Specializations over some specific fields
For the following discussion, we let N = −n − 1 +∑ni=1 di and assume that N ≡ 0
mod 2 so that Od1,...,dn → Pn is relatively orientable. Throughout this article, we have
generally assumed that all intersections of f1, ..., fn are transverse. This allows us to
give better geometric interpretations of degp(f1, ..., fn). However, we also address non-
transverse intersections in Sections 6.1 and 6.2. Our approach is as follows. For any
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field k, taking the rank of bilinear forms gives a homomorphism GW(k) → Z. When
k is algebraically closed, rank : GW(k)
∼=−→ Z is an isomorphism. When k is not al-
gebraically closed, we apply some other invariant to get a homomorphism of the form
rank× invariant : GW(k)→ Z×G for some groupG. The spirit of A1-enumerative geom-
etry is that the Z-valued count coming from the rank describes the geometric phenomena
of classical enumerative geometry, while the additional G-valued count coming from the
other invariant carries extra arithmetic-geometric information. This extra arithmetic-
geometric information enriches the classical enumerative theorem when we work over a
non-algebraically closed field.
6.1. Bézout’s Theorem over C. Since C is algebraically closed, rank : GW(C)
∼=−→ Z
is an isomorphism. We thus recover Bézout’s Theorem over C by applying rank to
both sides of Equation 1.2. We know that rankH = 2, so rank e(Od1,...,dn) = d1 · · · dn.
Moreover, we have rank degp(f1, ..., fn) = ip(f1, ..., fn) by Proposition 5.2. This gives us
Equation 1.1, as expected.
6.2. Bézout’s Theorem over R. We can represent any non-degenerate symmetric
bilinear form over R by a diagonal matrix, where each diagonal entry is either 1,−1,
or 0. By Sylvester’s law of inertia, the isomorphism class of a bilinear form over R is
determined by its rank and its signature, which we define to be the difference between
the number of 1s and the number of −1s on the diagonal. We thus have an isomorphism
rank× sign : GW(R) ∼=−→ Z× Z.
Remark 6.1. Since | sign(β)| ≤ rank(β), the homomorphism rank× sign : GW(R) →
Z×Z is not surjective. However, there is a group isomorphism GW(R) ∼= Z×Z [Lam05,
Chapter II, Theorem 3.2 (4)]. Since rank× sign is injective, it follows that the image of
rank× sign is isomorphic to Z× Z.
We obtain Bézout’s Theorem over R by applying sign to both sides of Equation 1.2. Since
signH = 0, we have that sign e(Od1,...,dn) = 0. When f1, ..., fn intersect transversely
at p ∈ Uℓ, the signature of degp(f1, ..., fn) is given by the sign of the volume of the
parallelpiped defined by the gradient vectors {∇f ℓi (p)}i 6=ℓ.
Remark 6.2. If p is a non-rational intersection point of f1, ..., fn, then sign degp(f1, ..., fn) =
0. To see this, suppose degp(f1, ..., fn) = TrC/R〈a+ ib〉. This bilinear form can be repre-
sented by (
2a −2b
−2b −2a
)
∼=
(−2√a2 + b2 0
0 2
√
a2 + b2
)
,
which indeed has signature zero.
Lemma 6.3. Let σ ∈ Od1,...,dn be a section corresponding to the hypersurfaces f1, ..., fn
in PnR that intersect at a rational point p, and let U be an open (real) neighborhood about
p that does not contain any other zeros of σ. Then there exist open neighborhoods U ′ ⊆ U
about p and V ⊆ H0(PnR,Od1,...,dn) about σ such that sign degp σ =
∑
q∈U ′ sign degq σ
′ for
all σ′ ∈ V .
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Proof. This follows from the proof of [LV19, Lemma 2.4]. We recall the relevant details
for the reader’s convenience. Let ϕ : Od1,...,dn|U
∼=−→ Rn and ψ : T U ∼=−→ Rn be local
trivializations such that det(ϕ−1◦ψ) is a square in O(−n−1+∑ni=1 di) under the chosen
relative orientation. On U , we can equate sections σ ∈ Od1,...,dn|U with vector fields
vσ = ψ
−1 ◦ ϕ(σ) on U , which allows us to use Milnor’s local alteration trick [Mil65, §6,
Step 2] as follows. Let U ′′ ⊂ U ′ ⊂ U be sufficiently small (real) open neighborhoods about
p, and let λ : U → [0, 1] be a smooth bump function such that λ|U ′′ = 1 and λ|U\U ′ = 0.
Taking a sufficiently small regular value y of vσ, the vector field v(x) = vσ(x) − λ(x)y
is non-degenerate on U ′. Let ιqw denote Milnor’s local index of a vector field w at a
zero q. By [Mil65, §6, Theorem 1], we have that
∑
q∈U ′ ιqv is equal to the degree of
the Gauss map v¯ : ∂U ′ → Sn−1. The degree of the Gauss map, and hence the sum∑
q∈U ′ ιqv, is continuous (and thus locally constant) in σ. Let V ⊆ H0(PnR,Od1,...,dn) be
a sufficiently small neighborhood about σ; in particular, the zeros of the altered vector
field v′ corresponding to the section σ′ should remain in U ′ as σ′ varies. Then for all
σ′ ∈ V , we have that ιpv =
∑
q∈U ′ ιqv
′. Finally, we remark that ιpv = sign degp σ, as was
proved by Eisenbud and Levine [Eis78, Main Theorem]. 
Remark 6.4. By Lemma 6.3, we can compute the crossing sign of a non-transverse
intersection by slightly perturbing our chosen section. Since generic intersections are
transverse, we may choose our new section to have only transverse intersections. As
a consequence, the crossing sign of a non-transverse intersection is given by a sum of
crossing signs of transverse intersections. This is illustrated in Figure 2.
−1 + 1− 1
−1
+1
−1
Figure 2. The crossing sign at a non-transverse intersection.
Perturbing our hypersurfaces to ensure that they intersect transversely, we may thus
call sign degp(f1, ..., fn) the crossing sign of f1, ..., fn at p, and we obtain the following
theorem.
Theorem 6.5 (Bézout’s Theorem over R). Let f1, ..., fn be hypersurfaces in PnR, and let
di be the degree of fi for each i. Assume that f1, ..., fn have no common components
and that −n − 1 +∑ni=1 di ≡ 0 mod 2. Then, summing over the intersection points of
f1, ..., fn, there are an equal number of positive and negative crossings of f1, ..., fn.
Example 6.6. We can now make sense of the problematic conic and cubic in P2R from
Figure 1. To be specific, let f1 = x
2
0x2−x31 and f2 = x21+x22−2x20. The only intersection
points of f1 and f2 are p1 = [1 :−1 :−1] and p2 = [1 : 1 : 1]. The crossing sign of f1 and
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f2 at pi is given by the right hand rule on the gradient vectors of f
0
1 and f
0
2 at ϕ0(pi). In
this case, the crossing sign of f1 and f2 is positive at p1 and negative at p2. We illustrate
this in Figure 3.
+1
−1
Figure 3. A conic and a cubic over R.
6.3. Bézout’s Theorem over finite fields. Let Fq be the finite field of order q. Over
Fq, non-degenerate symmetric bilinear forms are classified up to isomorphism by their
rank and discriminant [Lam05, Chapter II, Theorem 3.5 (1)], so we have an isomor-
phism rank× disc : GW(Fq)
∼=−→ Z × F×q /(F×q )2. For simplicity, we assume that Fq has
odd characteristic, so that q is the power of some odd prime. As a result, we have
F×q /(F
×
q )
2 ∼= Z/2Z, and we can classify elements of a given rank in GW(Fq) by whether
or not their discriminant is a square. Taking the discriminant of Equation 1.2, we get
disc e(Od1,...,dn) = (−1)d1···dn/2. Luckily this makes sense, since the fraction d1···dn2 is an
integer by Remark 3.3. We note that disc e(Od1,...,dn) is a perfect square in Fq if and only
if d1···dn
2
is even or q ≡ 1 mod 4. The left hand side of Equation 1.2 gives us∏
points
disc degp(f1, ..., fn).
This product is a perfect square in Fq if and only if there are an even number of in-
tersection points p such that disc degp(f1, ..., fn) is not a square. It thus remains to
determine when disc degp(f1, ..., fn) is a square in Fq. Let Fqb be the field of defini-
tion of a transverse intersection point p ∈ Uℓ. By [CP84, Section II.2], we have that
disc TrF
qb
/Fq〈Jℓ(p)〉 = norm(Jℓ(p)) · disc TrFqb/Fq〈1〉. Since norm : F×qb → F×q is a homo-
morphism, norm takes squares in F×
qb
to squares in F×q . On the other hand, Hilbert’s
Theorem 90 implies that norm : F×
qb
→ F×q is surjective, so if norm(Jℓ(p)) is a square,
then we have norm(Jℓ(p)) = norm(y
2) for some y ∈ F×
qb
. Hilbert’s Theorem 90 also
implies that norm has kernel {zq−1 : z ∈ F×
qb
}, so there exists some z ∈ F×
qb
such that
Jℓ(p) = y
2zq−1. It follows that Jℓ(p) = (yz
(q−1)/2)2, so Jℓ(p) is a square if and only if
norm(Jℓ(p)) is a square.
Definition 6.7. We will call a transverse intersection point p of f1, ..., fn a positive
intersection point if Jℓ(p) is a square in F
×
qb
. We call p a negative intersection point if
Jℓ(p) is not a square in F
×
qb
.
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To characterize when TrF
qb
/Fq〈1〉 is a square, we let α be a primitive element of the
extension Fqb/Fq, so that {1, α, ..., αb−1} is an Fq-basis for Fqb . The matrix representing
TrF
qb
/Fq〈1〉 with respect to this basis is MMT , where
M =


1 1 · · · 1
α αq · · · αqb−1
α2 α2q · · · α2qb−1
...
...
. . .
...
αb−1 α(b−1)q · · · α(b−1)qb−1

 .
Thus we have
disc TrF
qb
/Fq〈1〉 = det(M tM) = (detM)2
=
∏
0≤i<j≤b−1
(αq
j − αqi)2.
So disc TrF
qb
/Fq〈1〉 is a square in Fq if and only if δ =
∏
i<j(α
qj −αqi) is an element of Fq.
Since Gal(Fqb/Fq) is cyclic and generated by the Frobenius F , we have that δ ∈ Fq if and
only if F (δ) = δ. But F (δ) = εδ, where ε is the sign of the permutation (1 2 ... b− 1).
We know that ε = 1 if b is odd and ε = −1 if b is even, so disc TrF
qb
/Fq〈1〉 is a square in
Fq if and only if b is odd. Summing all this together, we have
disc TrF
qb
/Fq〈Jℓ(p)〉 =


a square if p is a positive intersection and b is odd,
a square if p is a negative intersection and b is even,
a non-square if p is a positive intersection and b is even,
a non-square if p is a negative intersection and b is odd.
We summarize this information in the following theorem.
Theorem 6.8 (Bézout’s Theorem over Fq). Let f1, ..., fn be hypersurfaces in PnFq , and
let di be the degree of fi for each i. Assume that f1, ..., fn intersect transversely and that
−n− 1 +∑ni=1 di ≡ 0 mod 2.
(a) If d1···dn
2
is even or q ≡ 1 mod 4, then
# positive intersections with field of definition Fqb for b even
+ # negative intersections with field of definition Fqb for b odd ≡ 0 mod 2.
(b) If d1···dn
2
is odd and q 6≡ 1 mod 4, then
# positive intersections with field of definition Fqb for b even
+ # negative intersections with field of definition Fqb for b odd ≡ 1 mod 2.
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6.4. Bézout’s Theorem over C((t)). We begin by describing GW(C((t))). The field
C((t)) of Laurent series consists of elements of the form g =
∑∞
i=m ait
i, where m ∈ Z
and am 6= 0, and of the element 0. With the valuation v(g) = m, the pair (C((t)), v) is
a complete discretely valuated field (see e.g. [Lam05, Chapter VI, Section 1]). By slight
abuse of terminology, we call the non-zero elements of C((t)) with v(g) = 0 units. Units in
C((t)) are of the form g =
∑∞
i=0 ait
i. Fixing t as our uniformizer, every non-zero element
of C((t)) can be written as g = utv(g) for some unit u. By relation (i) of Section 2.3, it
follows that 〈g〉 = 〈u〉 if v(g) is even and 〈g〉 = 〈ut〉 if v(g) is odd. By [Lam05, Chapter
VI, Lemma 1.1], a unit u is a square in C((t)) if and only if u(0) = a0 is a square in C.
Since C is algebraically closed, we have 〈g〉 = 〈1〉 if v(g) is even and 〈g〉 = 〈t〉 if v(g)
is odd. It follows that GW(C((t))) is generated by 〈1〉 and 〈t〉. Since 〈1〉 = 〈−1〉 and
〈t〉 = 〈−t〉, we have that 2〈1〉 = 2〈t〉 = H. We thus get a well-defined homomorphism
GW(C((t)))
i×j−−→ Z× Z
Z · (2,−2) ,
where (i × j)(m · 〈1〉 + n · 〈t〉) = (m,n) + Z · (2,−2). Lam shows that i × j is in fact
an isomorphism [Lam05, Chapter VI, Theorem 1.4]. However, to get a map of the form
rank× invariant, we consider the homomorphism a×b : (Z×Z)/(Z·(2,−2))→ Z×Z/2Z,
where a((m,n)) = m+ n and b((m,n)) = n mod 2. We note that a is well-defined, as
2+(−2) = 0. Likewise, b is well-defined, as (m,n) = (m′, n′) implies that n ≡ n′ mod 2.
This gives us the following:
Proposition 6.9. Let disc = b ◦ (i× j). Then rank× disc : GW(C((t))) ∼=−→ Z×Z/2Z is
an isomorphism.
Proof. By construction, a ◦ (i × j) = rank : GW(C((t))) → Z. We will show that a × b
is an isomorphism. Paired with the fact that i × j is an isomorphism, this will imply
that rank× disc = (a× b) ◦ (i× j) is an isomorphism. The map a× b is surjective, since
(a× b)((m, 0)) = (m, 0) and (a× b)((m− 1, 1)) = (m, 1) for all m ∈ Z. Moreover, a× b
is injective. Indeed, if (a× b)((m,n)) = (0, 0), then m+ n = 0 and n ≡ 0 mod 2. Thus
m = −n = −2s for some s ∈ Z, so (m,n) ∈ Z · (2,−2). 
Remark 6.10. The homomorphism disc = b ◦ (i × j) : GW(C((t))) → Z/2Z is the
traditional discriminant, simply written additively.
We may now obtain Bézout’s Theorem over C((t)) by applying disc to Equation 1.2.
Since H = 2 · 〈1〉 = 2 · 〈t〉, we have discH = 0 and hence disc e(Od1,...,dn) = 0. This will
be equal to disc(
∑
degp(f1, ..., fn)) =
∑
disc degp(f1, ..., fn), so we need to understand
disc degp(f1, ..., fn). Any degree m extension of C((t)) is a cyclic Galois extension of
the form C((t1/m)). By our previous discussion, GW(C((t1/m))) is generated by 〈1〉
and 〈t1/m〉, so at transverse intersection points, degp(f1, ..., fn) is either of the form
TrC((t1/m))/C((t))〈1〉 or TrC((t1/m))/C((t))〈t1/m〉.
Definition 6.11. In analogy with the finite field case, we call a transverse intersection
point p of f1, ..., fn a positive intersection point if degp(f1, ..., fn) = TrC((t1/m))/C((t))〈1〉.
We call p a negative intersection point if degp(f1, ..., fn) = TrC((t1/m))/C((t))〈t1/m〉.
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Lemma 6.12. If m is a positive integer, then we have discTrC((t1/m))/C((t))〈1〉 ≡ m − 1
mod 2 and disc TrC((t1/m))/C((t))〈t1/m〉 ≡ m mod 2.
Proof. Mirroring the case of finite fields, we let t1/m be our primitive element. The Galois
group of C((t1/m)) over C((t)) is generated by ϕ : t1/m 7→ ζt1/m, where ζ = e2πi/m is a
primitive mth root of unity. We have the C((t))-basis {1, t1/m, ..., t(m−1)/m} for C((t1/m)).
The Gram matrix for TrC((t1/m))/C((t))〈u〉 with respect to this basis is given by the product
AB, where aij = ϕ
j−1(t(i−1)/m) and bij = ϕ
i−1(ut(j−1)/m) are the entries in the ith row
and jth column of A and B, respectively. When u = 1, this product of matrices has
entries
cij = t
(i+j−2)/m
m−1∑
ℓ=0
ζℓ(i+j−2) =
{
0 m ∤ i+ j − 2,
mt(i+j−2)/m m | i+ j − 2.
As a result, we have
TrC((t1/m))/C((t))〈1〉 =


m 0 · · · 0
0 0 · · · mt
...
...
...
...
0 mt · · · 0

 = (m− 1) · 〈t〉+ 〈1〉.
Thus disc TrC((t1/m))/C((t))〈1〉 ≡ m − 1 mod 2. When u = t1/m, the product AB has
entries
cij = t
(i+j−1)/m
m−1∑
ℓ=0
ζℓ(i+j−1) =
{
0 m ∤ i+ j − 1,
mt(i+j−1)/m m | i+ j − 1.
As a result, we have
TrC((t1/m))/C((t))〈t1/m〉 =


0 · · · 0 mt
0 · · · mt 0
...
...
...
...
mt · · · 0 0

 = m · 〈t〉.
Thus disc TrC((t1/m))/C((t))〈t1/m〉 ≡ m mod 2. 
As a result, we have proved the following theorem.
Theorem 6.13 (Bézout’s Theorem over C((t))). Let f1, ..., fn be hypersurfaces in PnC((t)),
and let di be the degree of fi for each i. Assume that f1, ..., fn intersect transversely and
that −n− 1 +∑ni=1 di ≡ 0 mod 2. Then
# positive intersections with field of definition C((t1/m)) for m even
+ # negative intersections with field of definition C((t1/m)) for m odd ≡ 0 mod 2.
22 STEPHEN MCKEAN
6.5. Bézout’s Theorem over Q. In contrast with the previous fields we have consid-
ered, we need several invariants to understand GW(Q). Letting W(Q) denote the Witt
ring of Q, we have
GW(Q) Z
W(Q) Z/2Z.
rank
mod H mod 2
This gives us an isomorphism rank× mod H : GW(Q) ∼=−→ Z ×Z/2Z W(Q). In order
to obtain Bézout’s Theorem over Q, it thus suffices to describe W(Q). By the weak
Hasse-Minkowski principle (see e.g. [Lam05, Chapter VI, Section 4, (4.4)]), we have an
isomorphism
∂ := sign× ∂2 ×⊕∂p : W(Q)
∼=−→ Z× Z/2Z×
⊕
p 6=2
W(Fp).
When p ≡ 3 mod 4, we haveW(Fp) ∼= Z/4Z, generated by 〈1〉. When p ≡ 1 mod 4, the
Witt ring W(Fp) is isomorphic to the group ring (Z/2Z)[F
×
p /(F
×
p )
2], whose underlying
group structure is isomorphic to Z/2Z × Z/2Z, generated by 〈1〉 and 〈r〉, where r is a
non-square in F×p . The invariant ∂2 is given by ∂2(β) = v2(disc β) mod 2, where v2 is the
2-adic valuation. For any odd prime p, any element of Q may be written as q = upvp(q),
where vp is the p-adic valuation and vp(u) = 0. It follows that 〈q〉 = 〈u〉 if vp(q) is even
and 〈q〉 = 〈up〉 if vp(q) is odd. We define ∂p by setting ∂p〈u〉 = 0 for any p-adic unit
u and ∂p〈up〉 = 〈u¯〉, where u¯ is the image of u under the composition Q →֒ Qp → Fp.
Explicitly, if q is a non-zero rational number with vp(q) odd, then we write q =
a
b
· pvp(q)
with a and b prime to p. Since 〈q〉 = 〈a
b
· p〉 in W(Q), our definition for ∂p gives us
∂p〈q〉 = 〈(a mod p)(b mod p)−1〉 in W(Fp). We obtain Bézout’s Theorem over Q by
applying ∂ ◦ mod H to both sides of Equation 1.2. Since e(Od1,...,dn) ∈ GW(Q) is a
multiple of H, it has trivial image in W(Q). Thus the right hand side of Equation 1.2
becomes (0, 0, 0, ...), while the left hand side becomes
∑
points ∂(degx(f1, ..., fn) mod H).
In summary, we have the following theorem.
Theorem 6.14 (Bézout’s Theorem over Q). Let f1, ..., fn be hypersurfaces in PnQ, and
let di be the degree of fi for each i. Assume that f1, ..., fn intersect transversely and that
−n− 1 +∑ni=1 di ≡ 0 mod 2. Then we have the following statements.
(a) We have
∑
x sign degx(f1, ..., fn) = 0.
(b) We have
∑
x ∂2 degx(f1, ..., fn) ≡ 0 mod 2.
(c) For each prime p ≡ 3 mod 4, we have ∑x ∂p degx(f1, ..., fn) ≡ 0 mod 4. (Here, we
identify ∂p degx(f1, ..., fn) with its image in Z/4Z.)
(d) For each prime p ≡ 1 mod 4, we have ∑x ∂p degx(f1, ..., fn) ≡ (0, 0) mod (2, 2).
(Here, we identify ∂p degx(f1, ..., fn) with its image in Z/2Z× Z/2Z.)
Remark 6.15. When x ∈ Uℓ is a rational intersection point of f1, ..., fn, then the
local degree degx(f1, ..., fn) = 〈Jℓ(x)〉, where Jℓ(x) ∈ Q is the signed volume of the
parallelpiped spanned by the gradients of f1, ..., fn at x. Our previous discussion allows
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us to compute ∂〈Jℓ(x)〉, so it remains to consider the case when x is a non-rational
intersection point of f1, ..., fn. When Jℓ(x) is a square in the residue field Q(x) of
x, then degx(f1, ..., fn) = TrQ(x)/Q〈1〉 is the trace form of the field extension Q(x)/Q.
Trace forms of algebraic number fields have been studied extensively. Bayer-Fluckiger
and Lenstra [BFL90] showed that if Q(x)/Q is an odd degree field extension, then
TrQ(x)/Q〈1〉 = [Q(x) : Q] · 〈1〉. If Q(x)/Q is an even degree extension and no Sylow 2-
subgroups of Gal(Q(x)/Q) are metacyclic, then one can use the Knebusch exact sequence
of Witt rings to show that TrQ(x)/Q〈1〉 = [Q(x) : Q] · 〈1〉 if Q(x) is totally real and
TrQ(x)/Q〈1〉 = [Q(x):Q]2 · H if Q(x) is totally imaginary [CNCMT17]. When Jℓ(x) is not a
square, we remark that the discriminant can be computed by
disc TrQ(x)/Q〈Jℓ(x)〉 = norm(Jℓ(x)) ·D,
where D = disc TrQ(x)/Q〈1〉 is the discriminant (up to squares) of the number field
Q(x)/Q.
As an application of Theorem 6.14, we discuss intersections of a line and a conic in P2Q.
Example 6.16. Let f be a line and g be a conic in P2Q. If f and g intersect with
multiplicity 2 at a rational point s, then degs(f, g) = H. If f and g intersect at
a non-rational point s, then is(f, g) ≥ [Q(s) : Q] > 1 by Proposition 5.2. Hence
is(f, g) = 2 by the classical version of Bézout’s Theorem, so s must have a quadratic
residue field. Thus f and g intersect transversely at s by Proposition 5.4, and we have
degs(f, g) = TrQ(s)/Q〈J(s)〉 = H. This restricts the possible values of J(s). For ex-
ample, since discH = −1, the Hasse-Minkowski principle implies that the discriminant
of TrQ(s)/Q〈J(s)〉 must also be equal to −1 up to squares. If D is the field discrimi-
nant (up to squares) of Q(s)/Q, then we have Q(s) ∼= Q(
√
D). We may thus write
J(s) = a + b
√
D, and we have discTrQ(s)/Q〈J(s)〉 = 4D(a2 − b2D) = D(a2 − b2D) in
Q×/(Q×)2. This implies that, up to squares, we have D(a2− b2D) + 1 = 0, so there is a
forced relationship between J(s) and the residue field of s. If Q(s) ∼= Q(i), for example,
then we have a2+ b2 = 1 up to squares in Q×, so a2+ b2 = norm(J(s)) must be a square
in Q×.
Now assume that f and g intersect at two distinct points s, t. By Bézout’s Theorem,
we know that is(f, g) = it(f, g) = 1, so f and g intersect transversely at each of these
Q-rational points. Let J(s) (respectively J(t)) denote the area of the parallelogram
determined by the normal vectors of f and g at s (respectively t). Theorem 6.14 places
various restrictions on the possible values of J(s) and J(t). In particular, J(s) and
J(t) must have opposite signs and their dyadic valuations must agree mod 2. The local
residues of 〈J(s)〉 and 〈J(t)〉 at odd primes also constrain the possible intersection types
of f and g. For example, it is impossible to have J(s) be a non-square integer (other than
−1) and J(t) any integer prime to J(s). Indeed, assume that J(s) 6= −1 is a non-square
integer and J(t) is an integer prime to J(s), and let p be a prime dividing J(s) such
that vp(J(s)) is odd. Since J(s) and J(t) are coprime, we have that p ∤ J(t) and hence
∂p〈J(s)〉 = 〈a〉 for some a ∈ F×p and ∂p〈J(t)〉 = 0. Thus ∂p〈J(s)〉+ ∂p〈J(t)〉 is not trivial
in W(Fp), contradicting Theorem 6.14.
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