Introduction
A cornerstone for robotic assistants is their understanding of the space they are to be operating in: an environment built by people for people to live and work in. The research questions we are interested in in this chapter concern spatial understanding, and its connection to acting and interacting in indoor environments. Comparing the way robots typically perceive and represent the world with findings from cognitive psychology about how humans do it, it is evident that there is a large discrepancy. If robots are to understand humans and vice versa, robots need to make use of the same concepts to refer to things and phenomena as a person would do. Bridging the gap between human and robot spatial representations is thus of paramount importance.
A spatial knowledge representation for robotic assistants must address the issues of human-robot communication. However, it must also provide a basis for spatial reasoning and efficient planning. Finally, it must ensure safe and reliable navigation control. Only then can robots be deployed in semistructured environments, such as offices, where they have to interact with humans in everyday situations.
In order to meet the aforementioned requirements, i.e. robust robot control and human-like conceptualization, in CoSy, we adopted a spatial representation that contains maps at different levels of abstraction. This stepwise abstraction from raw sensory input not only produces maps that are suitable for reliable robot navigation, but also yields a level of representation that is similar to a human conceptualization of spatial organization. Furthermore, this model provides a richer semantic view of an environment that permits the robot to do spatial categorization rather than only instantiation.
This approach is at the heart of the Explorer demonstrator (cf. Chapter 10), which is a mobile robot capable of creating a conceptual spatial map of an indoor environment. In the present chapter, we describe how we use multimodal sensory input provided by a laser range finder and a camera in order to build more and more abstract spatial representations.
Related Work
Research in spatial representations for mobile robots has yielded different multi-layered environment models. Vasudevan et al.
[1] suggest a hierarchical probabilistic representation of space based on objects. The work by Galindo et al.
[2] presents an approach containing two parallel hierarchies, spatial and conceptual, connected through anchoring. Inference about places is based on objects found in them. Furthermore, the Hybrid Spatial Semantic Hierarchy (HSSH), introduced by Beeson et al. [3] , allows a mobile robot to describe the world using different representations, each with its own ontology.
Other different cognitively inspired approaches to robot navigation convey route descriptions from a technically naïve user to a mobile robot. These approaches need not necessarily rely on an exact global self-localization, but rather require the execution of a sequence of strictly local, well-defined behaviors in order to iteratively reach a target position. Kuipers [4] presents the Spatial Semantic Hierarchy (SSH). Alternatively, the Route Graph model is introduced by Krieg-Brückner et al. [5] . Both theories propose a cognitively inspired multi-layered representation of the map in the head, which is at the same time suitable for robot navigation.
Additionally, several approaches on mobile robotics extend metric maps of indoor environments with semantic information. The work by Diosi et al. [6] creates a metric map through a guided tour. The map is then segmented according to the labels given by the instructor. Martinez Mozos et al. [7] extract a topological semantic map from a metric one using supervised learning. Alternatively, Friedman et al. [8] use Voronoi Random Fields for extracting the topologies. Although these works use range measurements as main input data, other sensors have been used for similar tasks. Torralba et al. [9] use processed images to distinguish between different place categories in the environment. Pronobis et al. [10] also use vision to recognize the different places that form an indoor environment. Finally, the combination of different sensory modalities can improve the recognition, as shown in Rottmann et al. [11] and Pronobis et al. [12] . More detailed review of different approaches to place classification can be found in Section 5.8.
The multi-layered representation presented in this chapter differs from the previous work primarily in the level of integration achieved. First, each of the layers of the representation advances the state of the art in its corresponding area. Second, the advanced techniques are combined into a single, coherent model, representing the world at various levels of abstraction (e.g. metric, topological, semantic, conceptual) based on information coming from
