Abstract. We report a new constraint on the variation of the fine-structure constant based on the analysis of 15 Si iv doublets selected from a ESO-UVES sample. We find ∆α/α = (+0.15 ± 0.43) × 10 −5 over a redshift range of 1.59 ≤ z ≤ 2.92 which is consistent with no variation in α. This result represents a factor of three improvement on the constraint on ∆α/α based on Si iv doublets compared to the published results in the literature. The alkali doublet method used here avoids the implicit assumptions used in the many-multiplet method that chemical and ionization inhomogeneities are negligible and isotopic abundances are close to the terrestrial value.
Introduction
Some of the modern theories of fundamental physics, in particular SUSY GUT and Super-string theory, motivate experimental searches of possible variations in the finestructure constant. Such theories require the existence of extra 'compactified' spatial dimensions and allow for the cosmological evolution of their scale size. As a result, these theories naturally predict the cosmological variation of fundamental constants in a 4-dimensional sub-space (Uzan 2003 and reference therein) .
In the framework of the standard Big-bang model, quasar spectra can be used as an important tool to test the variation of the fine-structure constant, α = e 2 /hc, by allowing one to measure its value at different redshifts. Bahcall, Sargent & Schmidt (1967) were the first to use the absorption lines of alkali-doublets seen in QSO spectra to constrain the variation of this quantity. Their analysis provided ∆α/α ≡ (α z − α 0 )/α 0 = (−2 ± 5) × 10 −2 at a redshift z ∼ 1.95. Here α 0 refers to the value of the fine-structure constant on Earth and α z to its value Send offprint requests to: H. Chand e-mail: hcverma@iucaa.ernet.in ⋆ Based on observations collected at the European Southern Observatory (ESO), under the Large Programme ID No. 166.A-0106 with UVES on the 8.2m Kuyen telescope operated at the Paranal Observatory, Chile at redshift z. Since then several authors have used the alkali-doublet method (AD method) to constrain the variation of α (Wolfe, Brown & Roberts 1976; Levshakov 1994; Potekhin & Varshalovich 1994; Cowie & Songaila, 1995; Varshalovich, Panchuk & Ivanchik, 1996; Varshalovich, Potekhin & Ivanchik 2000; Martinez, Vladilo & Bonifacio, 2003) . The method is based on the fact that the separation between energy levels caused by fine-structure interactions is proportional to α 4 with the leading term of energy level being proportional to α 2 . As a result, to a very high accuracy, the relative separation of a fine-structure doublet, (λ 2 − λ 1 )/λ = ∆λ/λ, will be proportional to α 2 . Here λ 1 and λ 2 are, respectively, the rest wavelength corresponding to transition 2 S 1/2 → 2 P 3/2 and 2 S 1/2 → 2 P 1/2 of the alkali-doublet and λ is the average value of λ 1 and λ 2 . Varshalovich, Potekhin & Ivanchik (2000) give the following relation between ∆α/α and the values of (∆λ/λ) at redshifts 0 and z:
where "cr"(≈ 1) represents the higher order relativistic correction. Actually, the dependence of rest wavelengths to the variation of α is parameterized using the fitting function given by Dzuba et al. (1999a) ω = ω 0 + q 1 x + q 2 y
Here ω 0 and ω are, respectively, the vacuum wave number (in units of cm −1 ) measured in the laboratory and in the absorption system at redshift z. x and y are the dimensionless numbers defined as x = (α z /α 0 ) 2 − 1 and y = (α z /α 0 ) 4 − 1. The sensitivity coefficients q 1 and q 2 are obtained using many-body relativistic calculations (see Dzuba et al. 1999a) . For a given doublet and ∆α/α << 1, Murphy et al. (2001) have shown that Eq. (2) reduces to Eq. (1) with,
The value of "cr" for Si iv is 0.8914 when using the q coefficients as given in Table 2 (see below) . The AD method works with emission as well as absorption lines. However emission lines are usually broad as compared to absorption lines. As a result, the constraints obtained from emission lines are not as precise as those derived from absorption lines. Bahcall et al. (2004) have recently found ∆α/α = (0.7 ± 1.4) × 10 −4 using O iii emission lines from QSOs. The most stringent constraint from alkali-doublet absorption lines has been obtained by Murphy et al. (2001) , ∆α/α = (−0.5 ± 1.3) × 10 −5 , by analyzing a KECK/HIRES sample of 21 Si iv doublets observed along 8 QSO sight lines. The generalization of this method known as the manymultiplet (MM) method (Dzuba et al. 1999b ) makes use of a combination of transitions from different species. The sensitivity coefficients q 1 and q 2 of heavier elements are found to be an order of magnitude higher than those of lighter elements. As a result the MM method gives an order of magnitude better precision in the measurement of ∆α/α. Application of MM method to KECK/HIRES data resulted in the measurement of ∆α/α = (−0.57 ± 0.10) × 10 −5 over the redshift range 0.2 ≤ z ≤ 3.7 (Murphy et al. 2003 ). However our recent investigation Chand et al. 2004) using very high quality UVES data and well defined selection criteria resulted instead in a null detection of ∆α/α (∆α/α = (−0.06 ± 0.06) × 10 −5 ) over the redshift range 0.4 ≤ z ≤ 2.3. However, these results based on the MM method hinge on two assumptions:(i) ionization and chemical homogeneity and (ii) isotopic abundances of Mg ii close to the terrestrial value. Even though these are reasonable assumptions one cannot completely rule out systematic biases induced by them in the analysis, especially when one is looking for very small effects. On the contrary one can completely avoid the assumption of homogeneity in the case of the AD method because, by construction, the two lines of the doublet must have the same profile (see also Quast et al. 2004) . Also the effect of isotopic shifts is negligible in the case of Si iv doublets (see Section 3.4 of Murphy et al. 2001) . Therefore it is important to increase the precision of ∆α/α measurements based on the AD method. This can be achieved by (a) increasing the S/N ratio and spectral resolution of the data used; (b) increasing the sample size. The S/N ratio of the data used by Murphy et al. (2001) is in the range 15-40 per pixel and the spectral resolution is R ∼ 34000. In this paper our motivation is to improve the ∆α/α measurements by using the alkali doublets detected in our UVES data of higher S/N and resolution. Si iv is used instead of C iv because wavelengths are better known for Si iv (Griesman & Kling 2000; Petitjean & Aracil 2004a ) and q coefficients are larger (see Table 2 ). The organization of the paper is as follows. In Section 2 we briefly describe our data sample and analysis. The importance of selection criteria is discussed in Section 3 and discussion of individual systems are given in Section 4. The results and overall discussion are presented in Section 5.
Data sample and analysis

Data sample
The data used in this study have been obtained with the Ultra-violet and Visible Echelle Spectrograph (UVES) mounted on the ESO Kuyen 8.2 m telescope at the Paranal observatory for the ESO-VLT Large Programme "Cosmic evolution of the intergalactic medium" (PI Jacqueline Bergeron). This data set corresponds to a homogeneous sample of 18 QSO lines of sight with a Lyman-α redshift range of 1.7 to 3.2. The detailed quantitative description of data calibration are presented in Aracil et al. (2003) and Chand et al. (2004, here after Paper I) . Briefly, the data is reduced using the UVES pipeline. Addition of individual exposures is performed by a sliding window and weighting the signal by the errors in each pixel. The final S/N ratio is about 60-80 per pixel and the median resolution R ∼ 45000. The continuum is fitted using an automated continuum fitting procedure (Aracil et al. 2003) .
The Si iv systems detected in our data set are listed in Table 1 . There are 31 Si iv systems redshifted beyond the Lyα emission line from the quasar. In addition, two systems, marked with an asterisk (*) in Table 1 , falling in the Lyman-α forest have well defined narrow components and have therefore been incorporated in the sample.
Among the 31 systems (beyond the Lyα emission), 9 systems are not considered in the analysis because they are contaminated by other metal lines and/or atmospheric absorption. They are noted as "contaminated" in column 4 of Table 1 . In addition, 4 other systems are rejected for the following reasons. One is completely saturated ("saturated" in Table 1 ) and one is a very broad system ("broad"). The profile of this broad system is spread over 350 km s −1 , and has a few bad pixels in the central part of the Si ivλ1402 line. The other two systems (marked with "unstable" in column 4 of Table 1) were rejected during the analysis as we found that the component structure of their best-fit is not stable (as discussed in Section 3.2). Thus from a total of 33 systems, we exclude 13 systems (9 contaminated, one saturated, one very broad and 2 systems having large uncertainties in the component structure) and are left with 20 systems.
We have shown in Paper I (using detailed simulations) that it is better to avoid weak, or heavily saturated, or strongly blended absorption lines in order to obtain a better accuracy on ∆α/α measurements. Indeed, such systems can induce false alarm detection of non-zero ∆α/α . For a typical S/N ratio of 70 and a median b Doppler parameter of 9 km s −1 as seen in our sample, we define a lower limit for N (Si iv) of 1.55 × 10 12 cm −2 so that both lines of the doublets are detected at more than 5σ level. As in Paper I, we define a multi-component system to be unblended if the majority of its components have separations larger than the individual b values. We apply these Table 2 . Atomic data of Si iv doublet used in our analysis: Fig. 2 . The first and second panels (from left) show on a velocity scale Si iv doublet data points with error-bars together with the best Voigt-profile fit for ∆α/α = 0 over plotted as a solid curve. The dotted vertical lines mark the position of components. The third and forth panels show respectively the variation of χ 2 as a function of ∆α/α for the systems in the first and second panels. Dark rectangles with error bar indicate the measured values of ∆α/α with the one sigma error-bar obtained using χ 2 min + 1 statistics. Name of QSOs and z abs are also stated. criteria after the Voigt profile decomposition of the doublets (as described in the following Section). Based on the best fitted parameters, we decide whether a given system satisfies our selection criteria or not. Out of 20 systems for which we have performed Voigt profile fitting, 4 systems are blended and one system is both blended and weak. We mark these system respectively by 'blend' and 'weak' in column 4 of Table 1 . As a result we are finally left with 15 Si iv doublets that are useful for ∆α/α measurements. The procedure used for the ∆α/α measurement is described in the next section.
Analysis
We first carry out a Voigt profile fit for each system assuming ∆α/α = 0. The rest wavelengths for the Si iv doublet as well as the other atomic parameter used in the fits are summarized in Table 2 . The Voigt profile fit is carried out by simultaneously varying the column density, N , Doppler parameter, b, and redshift, z, for each component till the reduced χ 2 of the fit is ∼ 1. This gives us the required number of components to be used in the fit and an initial guess of N , b and z for each component.
To constrain the variation of α, we use the analytical expression of the wave number (ω) as a function of α z /α 0 given by Dzuba et al. (1999a) ,
The sensitivity coefficients q 1 and q 2 , laboratory wave numbers (ω 0 ) and rest wavelengths (λ) are listed in Table 2 . The oscillator strengths (f ) used in the analysis are given in the last column. We then consider a change in ∆α/α and fit the system using the new rest wavelengths as given in Eq. (χ 2 min ) is accepted as the measured value of the ∆α/α from the system, provided the reduced χ 2 of the fit is also ∼ 1. The nσ error is obtain from value of ∆α/α where ∆χ 2 = χ 2 − χ 2 min = n 2 , assuming the error on data are normally distributed (Press et al. 2000, p. 691, Theorem D and Appendix A) . To be on the conservative side we use as 1σ error-bar, the larger of the two values of ∆α/α derived using χ 2 − χ 2 min = 1 from the left and right side of χ 2 min . More details about the validation of our fitting procedure using the simulated data set can be found in Paper I.
In principle we can explicitly use ∆α/α as one of the fitting parameters (like N , b and z) in our χ 2 minimization. However in that case we will have no way of ensuring whether the best fitted value of ∆α/α is a true value or an artifact of local minima due to inconsistent fitting of the line profiles. Therefore to ensure that the χ 2 minima with respect to our crucial parameter ∆α/α is not a local minimum, we have preferred to use the χ 2 versus ∆α/α curve method rather than a single minimization that would simultaneously vary all four parameters, ∆α/α , N , b and z. On the contrary, we minimize χ 2 by varying N , b and z for each value of ∆α/α . We then determine the minima of the χ 2 versus ∆α/α curve. Note that the two methods are equivalent as shown by Press et al. (2000, p. 691) . For the sake of completeness we give details in Appendix A.
The Voigt profile fits to 11 individual systems and the corresponding plots giving χ 2 as a function of ∆α/α are presented in Fig. 1 and 2 . The Voigt profile fits to the other four systems, resulting in much more precise measurements of ∆α/α , are presented in more detail in Fig. 5 and Fig. 6 (see Sect. 4). The χ 2 curves presented for all the systems are median smoothed over ∆α/α = 0.9 × 10 −5 , to avoid the obvious local fluctuations caused by one or two points in the curve. Since the smoothing scale we use is about one-half of the limiting accuracy from individual Si iv doublets, the final result is not affected by the procedure. The results of the Voigt profile fits are summarized in Table 3 . In this table, Cols. 1 and 2 give the QSOs name and the emission redshift (z em ). Cols. 3, 4 and 5 give, respectively, the mean absorption redshift (z abs ) of all the components in the system, the measured ∆α/α value and the reduced χ 2 of the best-fit. The description regarding the component structure is provided in columns 6 to 9. In column 6 gives z abs for individual components, while Cols. 7 and 8 respectively list the column density and velocity dispersion. Column 9 refers to the velocity of individual components relative toz abs (listed in column 3).
In the course of the analysis we also noticed a few systems having weak components on the edge of stronger components (a specific example is discussed in Sect. 4.1). The parameters (N , b, z) of the weak components are difficult to constrain from an overall fit. We therefore froze alternatively one of the parameters (among N , b and z) of the weak component and found that the final ∆α/α does not depend much on the choice of the frozen parameter. To be on the conservative side we have taken as the final error the largest error of all determinations. Such systems have zero errors for the corresponding frozen parameter in Table 3 .
Importance of the selection
Errors versus strength of the absorption
As an illustration of the importance of the selection of the systems, we plot in Fig. 3 20 Si iv systems in our sample versus the column density of the strongest component in the system. Open circles are for systems that we define as "blended" (they do not pass our selection criteria) and filled circles are for systems that pass this selection criteria. It is apparent that errors are larger for weaker systems and for blended systems as expected from the simulations presented in Paper I. The column density of the strongest component is considered rather than the total column density since the precision in ∆α/α measurements is most often dominated by the strongest component.
Precise measurement versus local minima
We illustrate here the importance of the selection criteria with an example of a spurious precise measurement which results from local minima caused by an unstable fit. This happens in the rejected system at z abs = 2.8347 system toward HE 0940−1050. The Voigt profile best-fit (along with the profile of sub-components) and the variation of χ 2 as a function of ∆α/α for this system are shown, respectively, in the left and right panels of Fig. 4 . The system is fitted with 5 components and χ 2 ν = 0.97. The right panel of Fig. 4 shows that the curve giving χ 2 for this system possesses a large local fluctuation. The cause of such fluctuation is that the fit is unstable, either due to the uncertainty in the overall component structure or to abnormal fluctuation in a few pixels (see Fig. 4 around v = 17 km s −1 in Si ivλ1402 ). The uncertainty on the measurement as derived from this curve using our procedure would be underestimated. This kind of measurement could eventually dominate the whole statistics of weighted mean in the final result. It is important to mention that if we had not used the χ 2 versus ∆α/α method, we may have considered this local minimum as a true minimum (Fig. 4) . Table 3 shows that some of our measurements have errorbars on ∆α/α less than or comparable to 2 × 10 −5 which is much smaller than the average. Such systems need to be discussed in more detail because they will dominate the weighted mean of the ∆α/α measurements.
Notes on individual systems
z abs = 2.464 system toward Q 0002−422
This system is spread over a velocity range of about 240 km s −1 . Here we have used only the well detached red part of the system, as the profile of the Si ivλ 1393 line in the blue part is affected by a bad pixel. The best-fit Voigt profile and the profiles of its sub-components are shown in the top left panel of Fig. 5 . As is evident from the figure this system is well fitted with eight sub-components (χ 2 ν = 1.13). The red-most component of this system (V≈ 52 km s −1 ) is found to make the Voigt profile fit of the system unstable, if we vary all its parameters at the same time. As a result we have frozen one of the parameters to their best-fit value obtained assuming ∆α/α =0. We performed ∆α/α measurements for the three cases of freezing one of its parameter among N , b, and z (as discussed in Sect. 2.2). We find that all measurements are consistent with one another and accept the measurements with largest error (i.e ∆α/α = (1.00 ± 2.08) × 10 −5 ). The Fig. 7 . Measured values of ∆α/α versus the absorption redshift of the systems. The squares show our determinations from the MM method using Mg ii/ Fe ii systems and the narrow shaded region represents the 3σ allowed range. The filled circles are our present measurements using Si iv doublets from UVES and open circles are the measurements from KECK/HIRES data by Murphy et al. (2001) . The weighted mean from our 15 systems is ∆α/α = (0.15 ± 0.43) × 10 −5 . The 3σ allowed range (−1.14 × 10 −5 ≤ ∆α/α ≤ 1.44 × 10 −5 ) is shown by the wider shaded region.
relatively stronger constraint is mainly due to the presence of 3 well separated strong components together with good S/N ratios (∼ 68 per pixel in the nearby continuum).
4.2. z abs = 2.451 system toward HE 0151−4326
The best-fit Voigt profiles and variation of χ 2 as a function of ∆α/α for this system are shown in the bottom panels of Fig. 5 . The system is very well fitted by 5 components with χ 2 ν = 0.54. The measured ∆α/α value from this system is (1.00 ± 1.92) × 10 −5 . The good accuracy is mainly due to 3 well separated strong components and very good S/N (∼ 89 per pixel in the nearby continuum).
4.3. z abs = 2.1839 system toward HE 0001−2340
The top panels of Fig. 6 show the best-fit Voigt profiles and variation of χ 2 as a function of ∆α/α for this system. The absorption profiles produced by this system are spread over 400 km s −1 , but most of the components are very well separated. The system is fitted by 18 subcomponents (indicated by tick-marks) with χ 2 ν = 1.14. We have excluded from the fit the velocity range 32 to 68 km s −1 in the Si ivλ1402 profile because of the presence of several spurious pixels. The measured ∆α/α value from this system is (−0.80 ± 1.80) × 10 −5 . The S/N ratio of the spectrum in the vicinity of this system is about 52. The presence of a large number of unblended components many of which are narrow and strong increases the precision of the ∆α/α measurement. Fig. 3 . The figure shows ∆α/α measured from the 20 Si iv systems in our sample versus the column density of the strongest component in the system. Open circles are for systems that we define as "blended" (they do not pass our selection criteria) and filled circles are for systems that pass this selection criteria. It is apparent that errors are larger for weaker systems and for blended systems as expected from the simulations presented in Paper I. The vertical dashed lines refer to the lower and upper cut off in column density to avoid very weak and heavily saturated systems.
4.4. z abs = 1.59671 system toward PKS 0237−23
This system falls in the Lyman-α forest but it has an unblended structure with well separated components; as a result we have included it in our analysis. The absorption profile of Si iv in this system is spread over about 240 km s −1 . The best-fit Voigt profile along with profile of the different sub-components are shown in the bottom left panel of Fig. 6 . The system is fitted with 11 components with χ 2 ν = 0.82. The average S/N ratio per pixel in the neighboring continuum is about 57. The measured ∆α/α value from this system is (−0.60 ± 2.32) × 10 −5 . The relatively good precision is mainly due to the presence of a large number of well separated and strong enough sub-components.
Results and discussion
The detailed description of our individual measurements from 15 Si iv doublets is given in Table 3 . The summary of the results obtained from different samples is presented in Table 4 . In column 1 "UVES" refers to our sample and "HIRES" refers to the KECK/HIRES sample from Murphy et al. (2001) . Cols. 2 and 3 list, respectively, the number of systems in the sample and their redshift coverage. The weighted mean and mean value of ∆α/α are listed respectively in Cols. 4 and 5. Cols. 6, 7 give the standard deviation of measurements around the mean and the reduced χ 2 around the weighted mean. The weighted mean of the measurements is obtained by assigning weights (w i ) as 1/error 2 and the error on the weighted mean is computed by the standard equation,
Here χ 2 w refers to the reduced χ 2 of variable x i around their weighted mean x w . The χ 2 w term takes into account the effect of scatter in measurements while computing the error on the weighted mean ∆α/α . The error on the simple mean ∆α/α ( column 5 of Table 4 ) is computed by the central limit theorem (σ/ √ N ), assuming the individual measurements are Gaussian distributed around their mean.
The distribution of our 15 measurements together with the 21 measurements of Murphy et al. (2001) is plotted as a function of z abs and look-back time in Fig. 7 . The lookback time corresponding to a given redshift is computed in the case of a flat universe with Ω λ = 0.7, Ω m = 0.3 and H 0 = 68 km s −1 Mpc −1 . The measurements from our UVES sample using the MM method on Mg ii systems (Paper I) are also shown for comparison. The weighted mean value obtained from our analysis over the redshift range 1.59 ≤ z ≤ 2.82 is ∆α/α = (0.15 ± 0.43) × 10 −5 . The 3σ range (−1.14 × 10 −5 ≤ ∆α/α ≤ 1.44 × 10 −5 ) is shown in Fig. 7 as a shaded region. Our result corresponds to a factor of three improvement on the constraint based on Si iv doublets compared to the previous study by Murphy et al. (2001) . The increased accuracy in our result is mainly due to the better quality of the data (S/N ratio of about ∼ 70 per pixel and R ∼ 45000). Combining our sample with KECK/HIRES sample results in a weighted mean ∆α/α = (−0.04 ± 0.56) × 10 −5 over a redshift range of 1.59 < z < 3.02. The small enhancement in the error in the weighted mean ∆α/α in the case of the combined sample is due to higher χ 2 w .
Further improvements at higher redshift can be achieved using as MM analysis of multiplets from single species such as Ni ii or Fe ii using a well defined high quality sample (see e.g. Quast et al. 2004) . It is also demonstrated that OH and other molecular lines can be used to improve limits on the variation of α (see for example Chengalur & Kanekar, 2003) . In addition other constants can be constrained in a similar way. Although it is hard to make any quantitative prediction theorists estimate that variations in the proton-to-electron mass ratio could be larger than that of the fine-structure constant by a factor of 10 to 50. It is possible to constrain this constant by measuring the wavelengths of radiative transitions produced by molecular hydrogen, H 2 . On-going ESO programes have been dedicated to this purpose (Ledoux et al. 2003 , Ivanchik et al. 2002 , Petitjean et al. 2004b ). and using the fact that C 11 = σ 2 1 , where σ 1 is the error-bar on the first parameter, we get the required relation δa 1 = ± ∆χ 2 σ 1 .
(A.8)
Interestingly δa 1 (the difference between two measurements of first parameter) becomes equal to σ 1 (the error obtained using a covariance matrix, while varying all the four parameters) when ∆χ 2 = 1. Also when we use χ 2 versus ∆α/α curve we obtain the error in ∆α/α using ∆χ 2 ≃ 1. This means that the estimated errors using both the methods are identical.
