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Analysis of a time-dependent fluid-solid interaction
problem above a local rough surface
Changkun Wei∗ Jiaqing Yang†
Abstract
This paper is concerned with the mathematical analysis of time-dependent fluid-solid
interaction problem associated with a bounded elastic body immersed in a homogeneous air
or fluid above a local rough surface. We reformulate the unbounded scattering problem into
an equivalent initial-boundary value problem defined in a bounded domain by proposing a
transparent boundary condition (TBC) on a hemisphere. Analyzing the reduced problem
with Lax-Milgram lemma and abstract inversion theorem of Laplace transform, we prove
the well-posedness and stability for the reduced problem. Moreover, an a priori estimate is
established directly in the time domain for the acoustic wave and elastic displacement with
using the energy method.
Keywords: Well-posedness, stability, a priori estimate, fluid-solid interaction, Laplace
transform, local rough surface
1 Introduction
The interaction between an elastic body and a compressible, inviscid fluid is generally referred
to as a fluid-solid interaction which can be mathematically formulated as an initial-boundary
value transmission problem. The study on this problem has been a subject of interest in both
the mathematical and engineering community; see [6,13–16,18,26,27] and the references therein.
However, most of the investigations study typical fluid-solid interaction problems confined to the
time-harmonic setting. Two kinds of methods are usually used to prove the well-posedness of the
scattering problems in the literature, including the boundary integral equation and variational
techniques. For example, the existence of a solution was established in [26] with using the
boundary integral equation method in the case of non-Jones frequencies for the elastic field, while
the similar results were established in [15, 17] with using the various variational formulations.
Additionally, numerical solutions can be found in [1, 9] and [7, 20] on the fluid-solid interaction
problem with the boundary element or finite element. And the related inverse problems were
also studied numerically in [19,31] with the factorization method for imaging a periodic interface
or a bounded obstacle.
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However, in most of real-world problems, the model setting not only depends on the space,
but also depends on the time. This class of problems have recently attracted much attention
due to their capability of capturing wide-band signals and modeling more general material and
nonlinearity [3,21,23,29,30,32]. Precisely, the mathematical analysis can be found in [4,29] for
time-dependent scattering problems in the full acoustic wave cases, and [5, 11,12,24] in the full
electromagnetic wave cases, where bounded or unbounded scatterers were considered. However,
there exists few works on the time-dependent fluid-solid interaction problems in the literature,
especially for the unbounded rough surfaces. We here refer to [2] for a bounded elastic body in
the two-dimensional case, and [13] for an unbounded layered structure in the three-dimensional
case. A key role in above works is played that a time domain transparent boundary condition
(TBC) was proposed which can reduce the model problem in an unbounded domain into the
bounded or infinite rectangular slab case. And the reduced problem can be proved to be well-
posed by the variational method in combination with the Laplace transform and its inversion.
Moreover, a different technique was also proposed in [18] by the coupling of the boundary
integral equations and the variational formulation, in order to obtain the well-posedness of the
scattering problem. Furthermore, several numerical studies were provided in [8,10,22] based on
the mathematical analysis in [18] or the full boundary integral formulations.
In this paper, we intend to study the well-posedness and stability of the time-dependent fluid-
solid interaction problem in three dimensions associated with a bounded elastic body embedded
in the upper half-space with a local rough surface. Part of this work is motivated by the work [24]
on the scattering by a three-dimensional open cavity governing by Maxwell’s equations in time
domain. A time domain Transparent boundary condition (TBC) is introduced, defined on a
hemisphere, which reduces the model problem in the unbounded domain into the bounded one.
The well-posedness and stability of the reduced problem can be thus proved by the variational
method in combination with Laplace transform and its inversion. Moreover, an a priori stability
estimate of the solution is also obtained by using the energy method, which can provide an
explicit dependence on the time variable.
The outline of this paper is as follows. In section 2, we formulate our problem and put for-
ward an exact transparent boundary condition (TBC) to reformulate the unbounded scattering
problem into an equivalent initial-boundary value problem in a bounded domain. In section 3,
we study the well-posedness and stability for the reduced problem by the variation method, and
also provide an a priori estimate for the acoustic field and elastic displacement with using the
energy method.
2 Problem formulation
In this section, we formulate our problem by introducing model equations for the acoustic
and elastic waves, present a transmission condition for the fluid-solid interaction. In addition,
an exact time-domain transparent boundary condition (TBC) shall be introduced which can
reformulate the scattering problem into an initial-boundary value problem in a bounded domain,
and some further properties on TBC will be also presented.
2.1 An initial-boundary value transmission problem
We consider a time-dependent fluid-solid interaction problem, which can be formulated as fol-
lows: A plane incident acoustic wave propagates in a fluid domain above a local rough surface in
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which a bounded elastic body is immersed; see Figure 1. The forward problem is to determine
the scattered pressure and velocity fields in the fluid domain as well as the displacement field in
the elastic domain at any time.
Figure 1: Geometric configuration of the scattering problem
Throughout our paper, let Ω be the bounded homogeneous and isotropic elas-
tic body with a Lipschitz boundary Γ := ∂Ω in the unbounded domain Ω+, where
Ω+ := {x ∈ R
3 : x3 > fΓ0(x1, x2), (x1, x2) ∈ R
2} with the boundary Γ0 := ∂Ω+ = {x ∈
R
3 : x3 = fΓ0(x1, x2), (x1, x2) ∈ R
2} characterized by some smooth function fΓ0 ∈ C
2(R2) which
has compact support in R2. We assume that the elastic body Ω is described by a constant
mass density ρe > 0 and let Ω
c = Ω+ \ Ω¯ denote its exterior occupied by a compressible
fluid with constant density ρ0 > 0. Denote by B
+
R := {x ∈ Ω+ : |x| < R} the half-ball and
Γ+R := {x ∈ Ω+ : |x| = R} the upper hemisphere, where R > 0 is large enough such that
(Ω¯ ∪ suppfΓ0) ⊂ B
+
R . Let ΩR = B
+
R \ Ω¯ be the bounded region between Γ0 ,Γ and Γ
+
R. In what
follows, we let n denote the unit outward normal vector on Γ and Γ+R, directed into the exterior
of the Ω and B+R , respectively. And, we define C+ := {s = s1+ is2 ∈ C : s1, s2 ∈ R with s1 > 0}.
Elastic domain. In the elastic body Ω, the elastic displacement u is governed by the linear
elastrodynmic equation:
ρe
∂2u
∂t2
−∆∗u = 0, (x, t) ∈ Ω× (0,∞) (2.1)
where ∆∗ is the Lame´ operator defined as follows
∆∗u := µ∆u+ (λ+ µ)∇divu = divσ(u).
In above, σ(u) and ε(u) are called stress and strain tensors respectively, which are given by
σ(u) = (λdivu)I + 2µε(u) and ε(u) =
1
2
(∇u+ (∇u)T ).
Furthermore, Lame´ constants λ and µ are assumed to satisfy the condition that µ ≥ 0 and
3λ+ 2µ ≥ 0.
Fluid domain. In the unbounded irrotational fluid domain Ωc, the scattered pressure p and
velocity fields v can be represented by the velocity potential ϕ := ϕ(x, t) as follows (cf. [18])
v = −∇ϕ, and p = ρ0
∂ϕ
∂t
,
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where ϕ is governed by the linear wave equation
∂2ϕ
∂t2
− c2∆ϕ = 0 in Ωc × (0,∞), (2.2)
with the constant sound speed c.
Consider an incoming plane wave of the form
ϕinc(x, t) = f(x · d− ct), x ∈ Ωc, t > 0
with a smooth function f which is assumed to be of Ck-class (k ≥ 3). Here, d =
(sinφ cos θ, sinφ sin θ, cosφ) ∈ S2− := S2 ∩ R3− is the incident direction, (θ, φ) are Euler an-
gles with π/2 < φ < π and 0 < θ < 2π, and S2 = {x ∈ R3 : |x| = 1} is the unit sphere. It is
easily checked that ϕinc(x, t) satisfies acoustic wave equation (2.2). Moreover, we assume that
the total field ϕ = ϕinc + ϕref + ϕsc vanishes on the surface Γ0 known as Dirichlet boundary
condition:
ϕ = ϕinc + ϕref + ϕsc = 0 on Γ0, (2.3)
where ϕref (x, t) := −f(x ·d′−ct) is the reflected wave of ϕinc by the infinite plane {x3 = 0} with
d′ = (sinφ cos θ, sinφ sin θ,− cosφ), and ϕsc is the scattered wave which satisfies the sommerfeld
radiation condition
∂rϕ
sc +
1
c
∂tϕ
sc = o(
1
r
), as r = |x| → ∞, t > 0. (2.4)
Let ϕ0 := ϕinc + ϕref , and it holds that ϕ0 has compact support on Γ0 since Γ0 is just a local
perturbation of the infinite plane {x3 = 0}.
In addition, the elasticity medium and fluid medium are coupled in two distinct ways resulting
in two kinds of interface conditions on Γ [18]:
(i): kinematic interface condition
∂u
∂t
· n = −
∂ϕ
∂n
, (2.5)
(ii): dynamic interface condition
σ(u)n = −ρ0
∂ϕ
∂t
n. (2.6)
The time-dependent scattering problem can be now modelled by combining (2.1) for the elas-
tic displacement field u and (2.2) for velocity potential ϕ together with the interface conditions
(2.5)-(2.6) as well as the homogeneous initial conditions
u(x, 0) =
∂u(x, 0)
∂t
= 0, x ∈ Ω and ϕ(x, 0) =
∂ϕ(x, 0)
∂t
= 0, x ∈ Ωc, (2.7)
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which can be formulated as the following PDE-system:


ρe
∂2u
∂t2
−∆∗u = 0, in Ω, t > 0
∂2ϕ
∂t2
− c2∆ϕ = 0, in Ωc, t > 0
u(x, 0) = ∂u(x,0)∂t = 0, in Ω
ϕ(x, 0) = ∂ϕ(x,0)∂t = 0, in Ω
c
σ(u)n = −ρ0
∂ϕ
∂t n, on Γ, t > 0
∂u
∂t · n = −
∂ϕ
∂n , on Γ, t > 0
ϕ = ϕinc + ϕref + ϕsc = 0, on Γ0, t > 0
∂rϕ
sc + 1c∂tϕ
sc = o(1r ). as r = |x| → ∞, t > 0.
(2.8)
2.2 Transparent boundary condition on a hemisphere.
In this subsection, we aim to propose a transparent boundary condition (TBC) on a hemiphere
which can reduce the model problem (2.8) into the case in the bounded domain B+R with the
sommerfeld radiation condition (2.4) replaced by
∂nϕ = T [ϕ] + ρ, on Γ
+
R, t > 0, (2.9)
then we obtain the equivalent reduced sysytem


ρe
∂2u
∂t2
−∆∗u = 0, in Ω, t > 0
∂2ϕ
∂t2
− c2∆ϕ = 0, in ΩR, t > 0
u(x, 0) = ∂u(x,0)∂t = 0, in Ω
ϕ(x, 0) = ∂ϕ(x,0)∂t = 0, in ΩR
σ(u)n = −ρ0
∂ϕ
∂t n, on Γ, t > 0
∂u
∂t · n = −
∂ϕ
∂n , on Γ, t > 0
ϕ = 0, on Γ0, t > 0
∂nϕ = T [ϕ] + ρ, on Γ
+
R, t > 0.
(2.10)
Here, (2.9) is called the TBC in time domain and ρ := ∂nϕ
0 −T [ϕ0].
In what follows, we will derive the explicit representation of the operator T and then present
some basic properties. To this end, we take the Laplace transforms ϕˇ(x, s) = L (ϕ)(x, s) and
uˇ(x, s) = L (u)(x, s) of ϕ(x, t) and u(x, t), respectively, in (2.10) with respect to t (see related
definitions on the Laplace transform in Appendix A). Then (2.8) can be reduced to the time
harmonic fluid-solid interaction problem in s-domain:


∆∗uˇ− ρes2uˇ = 0, in Ω
∆ϕˇ− s
2
c2 ϕˇ = 0, in ΩR
σ(uˇ)n = −ρ0sϕˇn, on Γ
suˇ · n = − ∂ϕˇ∂n , on Γ
ϕˇ = 0, on Γ0
∂nϕˇ = B[ϕˇ] + ρˇ, on Γ
+
R
(2.11)
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where s ∈ C+, and B is the Dirichlet-to-Neumann (DtN) operator in s-domain which will be
defined by spherical harmonics expansion later. It follows from (2.9) that T = L −1 ◦B ◦L .
Let Y mn (xˆ),m = −n, ...n, n = 1, 2, ..., be the spherical harmonics which forms a complete or-
thonormal basis on L2(S2). It then follows from [25, Lemma 3.1] that Xmn (θ, ϕ) :=
√
2
R Y
m
n (θ, ϕ),
|m| ≤ n,m + n = odd, n ∈ N, form a complete orthonormal system on L2(Γ+R). Noting that
ϕˇ0 = L (ϕ0) satisfies the Helmholtz equation ∆ϕˇ0 − s
2
c2
ϕˇ0 = 0, so it follows from the radiation
condition (2.4) that the scattered field ϕˇsc = L (ϕsc) has the following expansion
ϕˇsc =
odd∑
|m|≤n
αmn h
(1)
n (
is
c
r)Xmn (θ, ϕ), in Ω+ \B
+
R , (2.12)
where
∑odd
|m|≤n ω
m
n :=
∑∞
n=1
∑n
m=−n
m+n=odd
ωmn for any sequence {ω
m
n }. Therefore, one has
∂nϕˇ
sc|Γ+R
=
odd∑
|m|≤n
amn γnX
m
n (θ, ϕ), (2.13)
where amn := α
m
n h
(1)
n (
is
c R) and γn :=
is
c h
(1)
n
′
( isc R)/h
(1)
n (
is
c R) makes sense since h
(1)
n (z) has no
zeros (cf. [24, Appendix C]). This leads to that the DtN operator B : H1/2(Γ+R) → H
−1/2(Γ+R)
can be defined by
Bω =
odd∑
|m|≤n
γnβ
m
n X
m
n (θ, ϕ) for ω =
odd∑
|m|≤n
βmn X
m
n . (2.14)
which is clearly proved to be bounded from H1/2(Γ+R) to H
−1/2(Γ+R) with using the asymptotic
behavior of h
(1)
n as n→∞.
By (2.13), it is now verified that the total field ϕˇ satisfies the TBC in s-domain in (2.11)
with ρˇ := ∂nϕˇ
0−Bϕˇ0. Taking the inverse Laplace transform of the last equality in (2.11) yields
(2.9) in the time-domain.
Lemma 2.1. For any ω ∈ H1/2(Γ+R), it holds
−Re〈s−1Bω, ω〉Γ+R ≥ 0.
Proof. For ω =
∑odd
|m|≤n ω
m
n X
m
n ∈ H
1/2(Γ+R), it is deduced from (2.14) that
−Re〈s−1Bω, ω〉Γ+R = −
odd∑
|m|≤n
i
c
h
(1)
n
′
( isc R)
h
(1)
n (
is
c R)
|ωmn |
2.
By [5, Lemma 2.3 and Lemma 2.4] with s = s1 + is2 (s1 > 0) and r
(1)
n (z) = zh
(1)
n
′
(z)/h
(1)
n (z),
we can easily get
Re
{
s¯[1 + r(1)n (
isR
c
)]
}
≤ 0, or Re
{
s−1[1 + r(1)n (
isR
c
)]
}
≤ 0,
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which implies that
Re


iR
c
h
(1)
n
′
( isc R)
h
(1)
n (
is
c R)

 ≤ −Res−1 = −
s1
|s|2
≤ 0.
This completes the proof.
3 The reduced problem
In this section, we shall obtain the main result of this paper including the well-posedness and
stability of the reduced problem (2.11) and an a priori estimate of the solution.
3.1 Well-posedness in s-domain
Consider the reduced boundary value problem

∆∗uˇ− ρes2uˇ = 0 in Ω (3.1a)
∆ϕˇ−
s2
c2
ϕˇ = 0 in ΩR (3.1b)
σ(uˇ)n = −ρ0sϕˇn on Γ (3.1c)
suˇ · n = −
∂ϕˇ
∂n
on Γ (3.1d)
ϕˇ = 0 on Γ0 (3.1e)
∂nϕˇ = B[ϕˇ] + ρˇ on Γ
+
R (3.1f)
in the product space H := H˜10 (ΩR) × H
1(Ω)3 with H˜10 (ΩR) :=
{
u ∈ H1(ΩR) : u = 0 on Γ0
}
which is clearly a closed subspace of H1(ΩR) and thereby a Hilbert space. We shall prove
that Problem (3.1a)-(3.1f) is well-posed in H by the Lax-Milgram lemma. To this end, we first
derive the variation formulation of (3.1a)-(3.1f) by multiplying (3.1b) and (3.1a) the complex
conjugates of a pair of test functions (ψˇ, vˇ) ∈ H, respectively, and applying Green’s and Betti’s
formulas, transmission conditions (3.1c)-(3.1d), and TBC (3.1f). That is, we find a solution
(ϕˇ, uˇ) ∈ H such that
a
(
(ϕˇ, uˇ), (ψˇ, vˇ)
)
= ρ0
∫
Γ+R
s−1ρˇ · ¯ˇψdγ for all (ψˇ, vˇ) ∈ H, (3.2)
where the sesquilinear form a(·, ·) is defined as
a
(
(ϕˇ, uˇ), (ψˇ, vˇ)
)
=
∫
ΩR
ρ0(s
−1∇ϕˇ · ∇ ¯ˇψ +
s
c2
ϕˇ · ¯ˇψ)dx
+
∫
Ω
[
s−1µ(∇uˇ : ∇¯ˇv) + s−1(λ+ µ)(∇ · uˇ)(∇ · ¯ˇv) + ρesuˇ · ¯ˇv
]
dx
− ρ0
∫
Γ+R
s−1B[ϕˇ] · ¯ˇψdγ − ρ0
∫
Γ
uˇ · n ¯ˇψdγ + ρ0
∫
Γ
ϕˇn · ¯ˇvdγ,
(3.3)
with A : B = tr(ABT ) the Frobenius inner product of square matrices A and B.
Hereafter, we claim that the expressions a . b or a & b means a ≤ Cb or a ≥ Cb, respec-
tively, where C denotes a generic positive constant which does not depend on any function and
important parameters in our model.
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Theorem 3.1. The variational problem (3.2) has a unique solution (ϕˇ, uˇ) ∈ H satisfying
‖∇ϕˇ‖L2(ΩR)3 + ‖sϕˇ‖L2(ΩR) .
(1 + |s|)2
s1
‖ ˇ˜ϕinc‖H1/2(Γ+R)
, (3.4)
‖∇uˇ‖F (Ω) + ‖∇ · uˇ‖L2(Ω) + ‖suˇ‖L2(Ω)3 .
(1 + |s|)2
s1
‖ ˇ˜ϕinc‖H1/2(Γ+R)
. (3.5)
where s ∈ C+, ϕ˜
inc := (ϕinc, ϕref ) with H1/2-norm ‖ ˇ˜ϕinc‖H1/2(Γ+R)
defined in (3.9) and ‖∇uˇ‖F (Ω)
is the Frobenius norm defined by
‖∇uˇ‖F (Ω) :=
( 3∑
j=1
∫
Ω
|∇uˇj |
2dx
)1/2
.
Proof. i) a(·, ·) is continuous. Indeed, by Cauchy-Schwartz inequality, the boundedness of B
and the trace theorem, it follows that
|a
(
(ϕˇ, uˇ), (ψˇ, vˇ)
)
| . |s|−1‖∇ϕˇ‖L2(ΩR)3 · ‖∇ψˇ‖L2(ΩR)3 + c
−2|s|‖ϕˇ‖L2(ΩR) · ‖ψˇ‖L2(ΩR)
+ |s|−1‖B[ϕˇ]‖H−1/2(Γ+R) · ‖ψˇ‖H1/2(Γ+R) + ‖uˇ · n‖L2(Γ)‖ψˇ‖L2(Γ)
+ |s|−1‖∇uˇ‖F (Ω)‖∇vˇ‖F (Ω) + |s|−1‖∇ · uˇ‖L2(Ω)‖∇ · vˇ‖L2(Ω)
+ |s|‖uˇ‖L2(Ω)3‖vˇ‖L2(Ω)3 + ‖ϕˇ‖L2(Γ)‖vˇ · n‖L2(Γ)
. ‖ϕˇ‖H1(ΩR) · ‖ψˇ‖H1(ΩR) + ‖ϕˇ‖H1(ΩR) · ‖ψˇ‖H1(ΩR)
+ ‖ϕˇ‖H1/2(Γ+R)
· ‖ψˇ‖H1/2(Γ+R)
+ ‖uˇ‖H1/2(Γ)3‖ψˇ‖H1/2(Γ)
+ ‖uˇ‖H1(Ω)3‖vˇ‖H1(Ω)3 + ‖uˇ‖H1(Ω)3‖vˇ‖H1(Ω)3 + ‖ϕˇ‖H1/2(Γ)‖vˇ‖H1/2(Γ)3
. ‖ϕˇ‖H1(ΩR) · ‖ψˇ‖H1(ΩR) + ‖uˇ‖H1(Ω)3‖ψˇ‖H1(ΩR)
+ ‖uˇ‖H1(Ω)3‖vˇ‖H1(Ω)3 + ‖ϕˇ‖H1(ΩR)‖vˇ‖H1(Ω)3
(3.6)
which yields that a(·, ·) is continuous in the product space H ×H.
ii) a(·, ·) is strictly coercive. For (ψˇ, vˇ) := (ϕˇ, uˇ), (3.3) becomes
a ((ϕˇ, uˇ), (ϕˇ, uˇ)) =
∫
ΩR
ρ0(s
−1|∇ϕˇ|2 +
s
c2
|ϕˇ|2)dx
+
∫
Ω
[
s−1µ(∇uˇ : ∇ ¯ˇu) + s−1(λ+ µ)(∇ · uˇ)(∇ · ¯ˇu) + ρes|uˇ|2
]
dx
− ρ0
∫
Γ+R
s−1B[ϕˇ] · ¯ˇϕdγ + ρ0
∫
Γ
(ϕˇn · ¯ˇu− uˇ · n ¯ˇϕ)dγ.
(3.7)
Taking the real part of (3.7) and using Lemma 2.1, we get
Re{a ((ϕˇ, uˇ), (ϕˇ, uˇ))} &
s1
|s|2
(
‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
)
+
s1
|s|2
(
‖∇uˇ‖2F (Ω) + ‖∇ · uˇ‖
2
L2(Ω) + ‖suˇ‖
2
L2(Ω)3
)
.
(3.8)
It follows from the Lax-Milgram lemma that the variational problem (3.2) has a unique solution
(ϕˇ, uˇ) ∈ H for each s ∈ C+.
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Moreover, recalling ϕ0 = ϕinc + ϕref which leads to ∂nϕ
0 = −
(
d
c∂tϕ
inc + d
′
c ∂tϕ
ref
)
· x/|x|
from the definitions on ϕinc and ϕref , we then have
‖∂nϕˇ
0‖H−1/2(Γ+R)
. |s|(‖ϕˇinc‖H1/2(Γ+R)
+ ‖ϕˇref‖H1/2(Γ+R)
) := |s| · ‖ ˇ˜ϕinc‖H1/2(Γ+R)
(3.9)
by using the Laplace transform. This, together with the Cauchy-Schwartz inequality, the trace
theorem and the boundedness of B as well as the definition of ρˇ, yields that
|a ((ϕˇ, uˇ), (ϕˇ, uˇ)) | . |ρ0
∫
Γ+R
s−1ρˇ · ¯ˇϕdγ|
.
1
|s|2
‖ρˇ‖H−1/2(Γ+R)
‖sϕˇ‖H1/2(Γ+R)
.
1
|s|2
‖∂nϕˇ
0 −B[ϕˇ0]‖H−1/2(Γ+R)
‖sϕˇ‖H1(ΩR)
.
1 + |s|
|s|2
‖ ˇ˜ϕinc‖H1/2(Γ+R)
(
(1 + |s|2)(‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
)
) 1
2
.
(1 + |s|)2
|s|2
‖ ˇ˜ϕinc‖H1/2(Γ+R)
(
‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
) 1
2
.
(3.10)
Combining (3.8)-(3.10) with the Cauchy-Schwartz inequality again, we get
‖∇ϕˇ‖L2(ΩR)3 + ‖sϕˇ‖L2(ΩR) .
(
‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
) 1
2
.
(1 + |s|)2
s1
‖ ˇ˜ϕinc‖H1/2(Γ+R)
.
Similar discussings applied to uˇ yields
‖∇uˇ‖2F (Ω) + ‖∇ · uˇ‖
2
L2(Ω) + ‖suˇ‖
2
L2(Ω)3
. ‖∇uˇ‖2F (Ω) + ‖∇ · uˇ‖
2
L2(Ω) + ‖suˇ‖
2
L2(Ω)3
+ ‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
.
|s|2
s1
|a ((ϕˇ, uˇ), (ϕˇ, uˇ)) |
.
|s|2
s1
·
(1 + |s|)2
|s|2
‖ ˇ˜ϕinc‖H1/2(Γ+R)
(
‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
) 1
2
.
(1 + |s|)2
s1
‖ ˇ˜ϕinc‖H1/2(Γ+R)
(
‖∇uˇ‖2F (Ω) + ‖∇ · uˇ‖
2
L2(Ω) + ‖suˇ‖
2
L2(Ω)3
+ ‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
) 1
2
.
(3.11)
Applying Cauchy-Schwartz inequality again, we have
‖∇uˇ‖F (Ω) + ‖∇ · uˇ‖L2(Ω) + ‖suˇ‖L2(Ω)3
.
(
‖∇uˇ‖2F (Ω) + ‖∇ · uˇ‖
2
L2(Ω) + ‖suˇ‖
2
L2(Ω)3
+ ‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
) 1
2
.
(1 + |s|)2
s1
‖ ˇ˜ϕinc‖H1/2(Γ+R)
.
This ends our proof.
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3.2 Well-posedness in time domain.
Recalling that
ϕinc(x, ·) = f(x · d− c·) ∈ Ck(k ≥ 3) with respect to t for any x ∈ Ωc, (3.12)
we shall under this assumption show the well-posedness of (2.10).
Lemma 3.2. Given t ≥ 0 and ω ∈ L2
(
0, t;H1/2(Γ+R)
)
with initial value ω(·, 0) = 0, it holds
that
Re
∫ t
0
∫
Γ+R
T [ω] · ∂τ ω¯dγdτ ≤ 0.
Proof. First, we extend ω by 0 into ω˜ with respect to τ , that is ω˜ = 0 outside the interval [0, t].
Using the Parseval identity (A.5) and Lemma 2.1, we have
Re
∫ t
0
e−2s1τ
∫
Γ+R
T [ω] · ∂τ ω¯dγdτ
= Re
∫
Γ+R
∫ ∞
0
e−2s1τT [ω˜] · ∂τ ¯˜ωdτdγ
=
1
2π
∫ ∞
−∞
Re〈B[ˇ˜ω], s ˇ˜ω〉Γ+R
ds2
=
1
2π
∫ ∞
−∞
|s|2Re〈s−1B[ˇ˜ω], ˇ˜ω〉Γ+Rds2
≤ 0.
which completes the proof by taking s1 → 0.
Lemma 3.3. Given t ≥ 0 and ω ∈ L2
(
0, t;H1/2(Γ+R)
)
with initial value ω(·, 0) = ∂tω(·, 0) = 0,
it holds that
Re
∫ t
0
∫
Γ+R
T [∂τω] · ∂
2
τ ω¯dγdτ ≤ 0.
Proof. The proof is similar to that in Lemma 3.2 with ω replaced by ∂τω. So we here omit its
detailed proof.
Theorem 3.4. The reduced initial-boundary value problem (2.10) has a unique solution
(ϕ(x, t),u(x, t)) satisfying
ϕ(x, t) ∈ L2
(
0, T ; H˜10 (ΩR)
)
∩H1
(
0, T ;L2(ΩR)
)
,
u(x, t) ∈ L2
(
0, T ;H1(Ω)3
)
∩H1
(
0, T ;L2(Ω)3
)
,
with the stability estimate
max
t∈[0,T ]
[
(‖∂tϕ‖L2(ΩR) + ‖∇∂tϕ‖L2(ΩR)3) + (‖∂tu‖L2(Ω)3 + ‖∇ · u‖L2(Ω) + ‖∇u‖F (Ω))
]
. ‖ρ‖L1(0,T ;H−1/2(Γ+R))
+ max
t∈[0,T ]
‖∂tρ‖H−1/2(Γ+R)
+ ‖∂2t ρ‖L1(0,T ;H−1/2(Γ+R))
.
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Proof. Simple calculations yields
∫ T
0
(‖∇ϕ‖2L2(ΩR)3 + ‖∂tϕ‖
2
L2(ΩR)
+ ‖∇u‖2F (Ω) + ‖∂tu‖
2
L2(Ω)3)dt
≤
∫ T
0
e−2s1(t−T )(‖∇ϕ‖2L2(ΩR)3 + ‖∂tϕ‖
2
L2(ΩR)
+ ‖∇u‖2F (Ω) + ‖∂tu‖
2
L2(Ω)3)dt
.
∫ ∞
0
e−2s1t(‖∇ϕ‖2L2(ΩR)3 + ‖∂tϕ‖
2
L2(ΩR)
+ ‖∇u‖2F (Ω) + ‖∂tu‖
2
L2(Ω)3)dt,
we estimate the integral for simplicity
∫ ∞
0
e−2s1t(‖∇ϕ‖2L2(ΩR)3 + ‖∂tϕ‖
2
L2(ΩR)
+ ‖∇u‖2F (Ω) + ‖∂tu‖
2
L2(Ω)3)dt.
Recalling the reduced system in s-domain (2.11), by the estimate (3.4) and (3.5) in Theorem
3.1, it follows from [28, Lemma 44.1] that (ϕˇ, uˇ) are holomorphic functions of s on the half plane
s1 > γ > 0, where γ is any positive constant. Hence we have from Lemma A.2 that the inverse
Laplace transform of ϕˇ and uˇ exist and are supported in [0,∞].
Denoted by ϕ = L −1(ϕˇ) and u = L −1(uˇ), we have from the Parseval identity (A.5) and
(3.4)-(3.5) and trace theorem that
∫ ∞
0
e−2s1t(‖∇ϕ‖2L2(ΩR)3 + ‖∂tϕ‖
2
L2(ΩR)
+ ‖∇u‖2F (Ω) + ‖∂tu‖
2
L2(Ω)3)dt
=
1
2π
∫ ∞
−∞
(‖∇ϕˇ‖2L2(ΩR)3 + ‖sϕˇ‖
2
L2(ΩR)
+ ‖∇uˇ‖2F (Ω) + ‖suˇ‖
2
L2(Ω)3)ds2
.
∫ ∞
−∞
(1 + |s|)4
s21
‖ ˇ˜ϕinc‖2H1(ΩR)ds2
. s−21
∫ ∞
−∞
(‖L (ϕ˜inc)‖2H1(ΩR) + ‖L (∂tϕ˜
inc)‖2H1(ΩR) + ‖L (∂
2
t ϕ˜
inc)‖2H1(ΩR))ds2
. s−21
∫ ∞
0
e−2s1t(‖ϕ˜inc‖2H1(ΩR) + ‖∂tϕ˜
inc‖2H1(ΩR) + ‖∂
2
t ϕ˜
inc‖2H1(ΩR))dt.
which shows that
ϕ(x, t) ∈ L2
(
0, T ; H˜10 (ΩR)
)
∩H1
(
0, T ;L2(ΩR)
)
,
u(x, t) ∈ L2
(
0, T ;H1(Ω)3
)
∩H1
(
0, T ;L2(Ω)3
)
.
Next, we shall prove the stability of solution with respect to the initial-boundary conditions. To
this end, we define the energy function
ε1(t) = e1(t) + e2(t), for t ∈ (0, T )
with
e1(t) = ‖
ρ
1/2
0
c
∂tϕ‖
2
L2(ΩR)
+ ‖ρ
1/2
0 ∇ϕ‖
2
L2(ΩR)
,
e2(t) = ‖ρ
1/2
e ∂tu‖
2
L2(Ω)3 + ‖(λ+ µ)
1/2∇ · u‖2L2(Ω) + ‖µ
1/2∇u‖2F (Ω).
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Note that ε(·) can be written as
ε1(t)− ε1(0) =
∫ t
0
ε
′
1(τ)dτ =
∫ t
0
(
e
′
1(τ) + e
′
2(τ)
)
dτ. (3.13)
Using the system (2.10) and integrating by parts, we get
∫ t
0
e
′
1(τ)dτ = 2ρ0Re
∫ t
0
∫
ΩR
(
1
c2
∂2τϕ · ∂τ ϕ¯+ ∂τ (∇ϕ) · ∇ϕ¯
)
dxdτ
= 2ρ0Re
∫ t
0
∫
ΩR
(∆ϕ · ∂τ ϕ¯+ ∂τ (∇ϕ) · ∇ϕ¯) dxdτ
= ρ0
∫ t
0
∫
ΩR
2Re (−∇ϕ · ∇(∂τ ϕ¯) + ∂τ (∇ϕ) · ∇ϕ¯) dxdτ
+ 2Reρ0
∫ t
0
∫
Γ+R
∂nϕ · ∂τ ϕ¯dγdτ − 2Reρ0
∫ t
0
∫
Γ
∂nϕ · ∂τ ϕ¯dγdτ
= 2Reρ0
∫ t
0
∫
Γ+R
(T [ϕ] + ρ)∂τ ϕ¯dγdτ + 2Reρ0
∫ t
0
∫
Γ
∂u
∂τ
· n∂τ ϕ¯dγdτ.
(3.14)
and
∫ t
0
e
′
2(τ)dτ
= 2Re
∫ t
0
∫
Ω
(
ρe∂
2
τu · ∂τ u¯+ (λ+ µ)∂τ (∇ · u) · ∇ · u¯+ µ∂τ (∇u) : ∇u¯
)
dxdτ
=
∫ t
0
∫
Ω
2Re
(
∆∗u · ∂τ u¯+ (λ+ µ)∂τ (∇ · u) · ∇ · u¯+ µ∂τ (∇u) : ∇u¯
)
dxdτ
=
∫ t
0
∫
Ω
2Re
(
− µ∇u : ∇(∂τ u¯)− (λ+ µ)(∇ · u)(∇ · (∂τ u¯))
+ (λ+ µ)∂τ (∇ · u) · (∇ · u¯) + µ∂τ (∇u) : ∇u¯
)
dxdτ + 2Re
∫ t
0
∫
Γ
σ(uˇ)n · ∂τ u¯dγdτ
= − 2Re
∫ t
0
∫
Γ
ρ0∂τϕn · ∂τ u¯dγdτ. (3.15)
Combining (3.13)-(3.15) with ε1(0) = 0, we have
ε1(t) = 2Reρ0
∫ t
0
∫
Γ+R
T [ϕ] · ∂τ ϕ¯dγdτ + 2Reρ0
∫ t
0
∫
Γ+R
ρ · ∂τ ϕ¯dγdτ.
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Using Lemma 3.2 and the trace theorem, we arrive at the following estimate
‖∂tϕ‖
2
L2(ΩR)
+ ‖∇ϕ‖2L2(ΩR)3
. ε1(t) ≤ 2Reρ0
∫ t
0
∫
Γ+R
ρ · ∂τ ϕ¯dγdτ
.
∫ t
0
‖ρ‖H−1/2(Γ+R)
· ‖∂τϕ‖H1(ΩR)dτ
. max
t∈[0,T ]
‖∂tϕ‖H1(ΩR)‖ρ‖L1(0,T ;H−1/2(Γ+R))
.
≤ ǫ max
t∈[0,T ]
(‖∂tϕ‖
2
L2(ΩR)
+ ‖∇∂tϕ‖
2
L2(ΩR)3
) +
1
4ǫ
‖ρ‖2
L1(0,T ;H−1/2(Γ+R))
(3.16)
where the ǫ−inequality has been used in deriving the last inequality.
Noticing the right-hand side of (3.16) contains the term ∇∂tϕ which cannot be controlled by
the left-hand side of (3.16), we then need to consider the following system


ρe∂
2
t (∂tu)−∆
∗(∂tu) = 0 in Ω, t > 0
∂2t (∂tϕ)− c
2∆(∂tϕ) = 0 in ΩR, t > 0
∂2t u
∣∣∣
t=0
= 1ρe∆
∗
u
∣∣∣
t=0
= 0 in Ω
∂2t ϕ
∣∣∣
t=0
= c2∆ϕ
∣∣∣
t=0
= 0 in ΩR
σ(∂tu)n = −ρ0∂
2
t ϕn on Γ, t > 0
∂2t u · n = −∂n(∂tϕ) on Γ, t > 0
∂tϕ = 0 on Γ0, t > 0
∂n(∂tϕ) = T [∂tϕ] + ∂tρ on Γ
+
R, t > 0.
(3.17)
In order to study (3.17), we define another energy function
ε2(t) = e3(t) + e4(t)
with
e3(t) = ‖
ρ
1/2
0
c
∂2t ϕ‖
2
L2(ΩR)
+ ‖ρ
1/2
0 ∇(∂tϕ)‖
2
L2(ΩR)
,
e4(t) = ‖ρ
1/2
e ∂
2
t u‖
2
L2(Ω)3 + ‖(λ+ µ)
1/2∇ · (∂tu)‖
2
L2(Ω) + ‖µ
1/2∇(∂tu)‖
2
F (Ω).
Similarly, since
ε2(t)− ε2(0) =
∫ t
0
ε
′
2(τ)dτ =
∫ t
0
(
e
′
3(τ) + e
′
4(τ)
)
dτ, (3.18)
we have from the similar steps between (3.14) and (3.16) with ϕ and u replaced by ∂τϕ and
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∂τu, respectively, that
ε2(t) = 2Reρ0
∫ t
0
∫
Γ+R
T [∂τϕ] · ∂
2
τ ϕ¯dγdτ + 2Reρ0
∫ t
0
∫
Γ+R
∂τρ · ∂
2
τ ϕ¯dγdτ.
≤ 2Reρ0
∫ t
0
∫
Γ+R
∂τρ · ∂
2
τ ϕ¯dγdτ
= 2Reρ0
( ∫
Γ+R
∂τρ · ∂τ ϕ¯
∣∣∣t
0
dγ −
∫ t
0
〈∂2τρ, ∂τϕ〉Γ+R
dτ
)
. max
t∈[0,T ]
‖∂tϕ‖H1(ΩR)
(
max
t∈[0,T ]
‖∂tρ‖H−1/2(Γ+R)
+ ‖∂2t ρ‖L1(0,T ;H−1/2(Γ+R))
)
.
≤ ǫ max
t∈[0,T ]
(‖∂tϕ‖
2
L2(ΩR)
+ ‖∇∂tϕ‖
2
L2(ΩR)3
)
+
1
4ǫ
max
t∈[0,T ]
‖∂tρ‖
2
H−1/2(Γ+R)
+
1
4ǫ
‖∂2t ρ‖
2
L1(0,T ;H−1/2(Γ+R))
, (3.19)
where we have used Lemma 3.3 and the ǫ−inequality to obtain (3.19).
Now, by (3.16) and (3.19) we arrive at
‖∂tϕ‖
2
L2(ΩR)
+ ‖∇∂tϕ‖
2
L2(ΩR)3
+ ‖∂tu‖
2
L2(Ω)3 + ‖∇ · u‖
2
L2(Ω) + ‖∇u‖
2
F (Ω)
. ε1(t) + ε2(t)
. 2ǫ max
t∈[0,T ]
(‖∂tϕ‖
2
L2(ΩR)
+ ‖∇∂tϕ‖
2
L2(ΩR)3
)
+
1
4ǫ
‖ρ‖2
L1(0,T ;H−1/2(Γ+R))
+
1
4ǫ
max
t∈[0,T ]
‖∂tρ‖
2
H−1/2(Γ+R)
+
1
4ǫ
‖∂2t ρ‖
2
L1(0,T ;H−1/2(Γ+R))
.
Finally, we choose ǫ > 0 small enough such that 2ǫ < 1/2 and apply Cauchy-Schwartz inequality
to obtain
max
t∈[0,T ]
[
(‖∂tϕ‖L2(ΩR) + ‖∇∂tϕ‖L2(ΩR)3) + (‖∂tu‖L2(Ω)3 + ‖∇ · u‖L2(Ω) + ‖∇u‖F (Ω))
]
. ‖ρ‖L1(0,T ;H−1/2(Γ+R))
+ max
t∈[0,T ]
‖∂tρ‖H−1/2(Γ+R)
+ ‖∂2t ρ‖L1(0,T ;H−1/2(Γ+R))
,
which completes the proof.
3.3 A priori estimate
Motivated by [24] or [2], we will study in this subsection the fluid-solid interaction problem (2.8)
in a direct way. The goal is to derive an a priori stability estimate for both the acoustic field ϕ
and elastic displacement u with an explicit dependence on the time variable.
Recalling that the reduced system (2.8), for each t > 0 and (ψ,v) ∈ H = H˜10 (ΩR)×H
1(Ω)3,
we easily have
∫
Ω
(ρe
∂2u
∂t2
· v¯ −∆∗u · v¯)dx+ ρ0
∫
ΩR
( 1
c2
∂2ϕ
∂t2
−∆ϕ
)
ψ¯dx = 0.
By Betti’s formula in elastic field and Green’s theorem in acoustic field with the transmission
conditions, we conclude the variational problem of (2.8) in the time domain which is to find
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(ϕ,u) ∈ H, ∀ t > 0, such that∫
Ω
ρe
∂2u
∂t2
· v¯dx+
∫
ΩR
ρ0
c2
∂2ϕ
∂t2
· ψ¯dx
= −
∫
Ω
[
µ(∇u : ∇v¯) + (λ+ µ)(∇ · u)(∇ · v¯)
]
dx− ρ0
∫
ΩR
∇ϕ · ∇ψ¯dx
+ ρ0
∫
Γ+R
T [ϕ] · ψ¯dγ + ρ0
∫
Γ+R
ρ · ψ¯dγ + ρ0
∫
Γ
(
∂u
∂t
· nψ¯ −
∂ϕ
∂t
n · v¯)dγ. (3.20)
To show the stability of the solution of (3.20), the following two lemmas play an important role
in the subsequent analysis.
Lemma 3.5. Given ξ ≥ 0 and ϕ(·, t) ∈ L2(0, ξ;H1/2(Γ+R)), it holds that
Re
∫
Γ+R
∫ ξ
0
(∫ t
0
T [ϕ](x, τ)dτ
)
ϕ¯(x, t)dtdγ ≤ 0.
Proof. First, we extend ϕ by 0 with respect to t in the interval [0, ξ], also referring to it as ϕ.
Following (A.3), Lemma A.1, and Lemma 2.1, we obtain
Re
∫
Γ+R
∫ ∞
0
e−2s1t
( ∫ t
0
T [ϕ](x, τ)dτ
)
ϕ¯(x, t)dtdγ
=
1
2π
Re
∫ ∞
−∞
∫
Γ+R
s−1B ◦L (ϕ) ·L (ϕ¯)(s)dγds2
=
1
2π
∫ ∞
−∞
Re〈s−1B[ϕˇ], ϕˇ〉Γ+Rds2
≤ 0,
which completes the proof by taking s1 → 0.
Lemma 3.6. Given ξ ≥ 0 and ϕ(·, t) ∈ L2(0, ξ;H1/2(Γ+R)) with ϕ(·, 0) = 0, it holds that
Re
∫
Γ+R
∫ ξ
0
(∫ t
0
T [∂τϕ](x, τ)dτ
)
∂τ ϕ¯(x, t)dtdγ ≤ 0.
Proof. Since the proof is similar to that in Lemma 3.5 with ϕ replaced by ∂τϕ, so we here omit
its detailed proof.
Theorem 3.7. Let (ϕ,u) be the solution of (3.20). Under the assumption of (3.12), it holds
for any T > 0 that
‖ϕ‖L∞(0,T ;L2(ΩR)) + ‖∇ϕ‖L∞(0,T ;L2(ΩR)3) + ‖∂tϕ‖L∞(0,T ;L2(ΩR))
+ ‖u‖L∞(0,T ;L2(Ω)3) + ‖∂tu‖L∞(0,T ;L2(Ω)3) + ‖∇u‖L∞(0,T ;F (Ω) + ‖∇ · u‖L∞(0,T ;L2(Ω))
. T‖ρ‖L1(0,T ;H−1/2(Γ+R))
+ ‖∂tρ‖L1(0,T ;H−1/2(Γ+R))
, (3.21)
and
‖ϕ‖L2(0,T ;L2(ΩR)) + ‖∇ϕ‖L2(0,T ;L2(ΩR)3) + ‖∂tϕ‖L2(0,T ;L2(ΩR))
+ ‖u‖L2(0,T ;L2(Ω)3) + ‖∂tu‖L2(0,T ;L2(Ω)3) + ‖∇u‖L2(0,T ;F (Ω) + ‖∇ · u‖L2(0,T ;L2(Ω))
. T
3
2 ‖ρ‖L1(0,T ;H−1/2(Γ+R))
+ T
1
2 ‖∂tρ‖L1(0,T ;H−1/2(Γ+R))
. (3.22)
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Proof. For 0 < ξ < T , we introduce an auxiliary function
Ψ1(x, t) =
∫ ξ
t
ϕ(x, τ)dτ, x ∈ ΩR, 0 ≤ t ≤ ξ.
It can be easily verified that
Ψ1(x, ξ) = 0, ∂tΨ1(x, t) = −ϕ(x, t). (3.23)
For any φ(x, t) ∈ L2
(
0, ξ;L2(ΩR)
)
, using integration by parts and condition (3.23), we obtain
∫ ξ
0
φ(x, t) · Ψ¯1(x, t)dt
=
∫ ξ
0
∫ ξ
t
ϕ¯(x, τ)dτ · d
( ∫ t
0
φ(x, τ)dτ
)
dt
=
∫ ξ
0
∫ t
0
φ(x, τ)dτ · ϕ¯(x, t)dt. (3.24)
With the aid of (3.23), we take the test function ψ = Ψ1 in (3.20) to have
Re
ρ0
c2
∫ ξ
0
∫
ΩR
∂2ϕ
∂t2
· Ψ¯1dxdt
= Re
ρ0
c2
∫
ΩR
∫ ξ
0
(
∂t(∂tϕ · Ψ¯1) + ∂tϕ · ϕ¯
)
dtdx
=
ρ0
2c2
‖ϕ(·, ξ)‖2L2(ΩR). (3.25)
By (3.24), we also have
Reρ0
∫ ξ
0
∫
ΩR
∇ϕ · ∇Ψ¯1dxdt
= Reρ0
∫
ΩR
∫ ξ
0
∇ϕ ·
∫ ξ
t
∇ϕ¯(x, τ)dτdtdx
= ρ0
∫
ΩR
|
∫ ξ
0
∇ϕ(x, t)dt|2dx−Reρ0
∫ ξ
0
∫
ΩR
∇ϕ · ∇Ψ¯1dxdt,
whence
Reρ0
∫ ξ
0
∫
ΩR
∇ϕ · ∇Ψ¯1dxdt =
ρ0
2
∫
ΩR
|
∫ ξ
0
∇ϕ(x, t)dt|2dx (3.26)
follows.
Similarly, we now define another auxiliary function
Ψ2(x, t) =
∫ ξ
t
u(x, τ)dτ, x ∈ Ω, 0 ≤ t ≤ ξ
by u(x, τ). Clearly, we also have
Ψ2(x, ξ) = 0, ∂tΨ2(x, t) = −u(x, t). (3.27)
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For any vector ω(x, t) ∈ L2
(
0, ξ;L2(Ω)3
)
, we have
∫ ξ
0
ω(x, t) · Ψ¯2(x, t)dt =
∫ ξ
0
∫ t
0
ω(x, τ)dτ · u¯(x, t)dt, (3.28)
which can be proved in a similar way to (3.24).
Next, with the aid of (3.27), we take the test function v = Ψ2 to get
Reρe
∫ ξ
0
∫
Ω
∂2u
∂t2
· Ψ¯2dxdt =
ρe
2
‖u(·, ξ)‖2L2(Ω)3 , (3.29)
and
Re
∫ ξ
0
∫
Ω
[
µ(∇u : ∇Ψ¯2) + (λ+ µ)(∇ · u)(∇ · Ψ¯2)
]
dxdt
= Re
∫ ξ
0
∫
Ω
[
µ(∇u :
∫ ξ
t
∇u¯dτ) + (λ+ µ)(∇ · u)(
∫ ξ
t
∇ · u¯dτ)
]
dxdt
= Reµ
∫
Ω
∫ ξ
0
∇u :
∫ ξ
0
∇u¯dτdtdx−Reµ
∫
Ω
∫ ξ
0
∇u :
∫ t
0
∇u¯dτdtdx
+Re(λ+ µ)
∫
Ω
∫ ξ
0
(∇ · u)(
∫ ξ
0
∇ · u¯dτ)dtdx
−Re(λ+ µ)
∫
Ω
∫ ξ
0
(∇ · u)(
∫ t
0
∇ · u¯dτ)dtdx,
using (3.28), we can get
Re
∫ ξ
0
∫
Ω
[
µ(∇u : ∇Ψ¯2) + (λ+ µ)(∇ · u)(∇ · Ψ¯2)
]
dxdt
=
1
2
∫
Ω
[
µ(
∫ ξ
0
∇udt :
∫ ξ
0
∇u¯dt) + (λ+ µ)|
∫ ξ
0
∇ · udt|2
]
dx. (3.30)
Moreover, by simple calculations, we have
Re
∫ ξ
0
∫
Γ
∂u
∂t
· nΨ¯1dγdt−Re
∫ ξ
0
∫
Γ
∂ϕ
∂t
n · v¯(x, τ)dγdt
= Re
∫
Γ
∫ ξ
0
∂u
∂t
· n
∫ ξ
t
ϕ¯(x, τ)dτdtdγ −Re
∫
Γ
∫ ξ
0
∂ϕ
∂t
n ·
∫ ξ
t
u¯(x, τ)dτdtdγ
= Re
∫
Γ
∫ ξ
0
u · nϕ¯(x, t)dtdγ −Re
∫
Γ
∫ ξ
0
ϕn · u¯(x, t)dtdγ
= 0. (3.31)
Integrating (3.20) from t = 0 to t = ξ and taking the real parts yields
ρ0
2c2
‖ϕ(·, ξ)‖2L2(ΩR) +
ρe
2
‖u(·, ξ)‖2L2(Ω)3
+
1
2
∫
Ω
[
µ(
∫ ξ
0
∇udt :
∫ ξ
0
∇u¯dt) + (λ+ µ)|
∫ ξ
0
∇ · udt|2
]
dx+
ρ0
2
∫
ΩR
|
∫ ξ
0
∇ϕ(x, t)dt|2dx
= Reρ0
∫ ξ
0
∫
Γ+R
T [ϕ] · Ψ¯1dγdt+Reρ0
∫ ξ
0
∫
Γ+R
ρ · Ψ¯1dγdt. (3.32)
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In what follows, we estimate the two terms on the right-hand side of (3.32) separately. First,
using (3.24) and Lemma 3.5, it holds that
Reρ0
∫ ξ
0
∫
Γ+R
T [ϕ] · Ψ¯1dγdt
= Reρ0
∫
Γ+R
∫ ξ
0
( ∫ t
0
T [ϕ](x, τ)dτ
)
· ϕ¯(x, t)dtdγ
≤ 0. (3.33)
For 0 ≤ t ≤ ξ ≤ T , it is seen from (3.24) that
Re
∫ ξ
0
∫
Γ+R
ρ · Ψ¯1dγdt
= Re
∫ ξ
0
( ∫ t
0
∫
Γ+R
ρ(·, τ)dγdτ
)
ϕ¯(·, t)dt
.
∫ ξ
0
∫ t
0
‖ρ(·, τ)‖H−1/2(Γ+R)
‖ϕ(·, t)‖H1(ΩR)dτdt
.
( ∫ ξ
0
‖ρ(·, t)‖H−1/2(Γ+R)
dt
)
·
(∫ ξ
0
‖ϕ(·, t)‖H1(ΩR)dt
)
. (3.34)
where we have used trace theorem in the second to last inequality.
Substituting (3.33)-(3.34) into (3.32), one has for any ξ ∈ [0, T ] that
ρ0
2c2
‖ϕ(·, ξ)‖2L2(ΩR) +
ρe
2
‖u(·, ξ)‖2L2(Ω)3
+
1
2
∫
Ω
[µ(
∫ ξ
0
∇udt :
∫ ξ
0
∇u¯dt) + (λ+ µ)|
∫ ξ
0
∇ · udt|2]dx+
ρ0
2
∫
ΩR
|
∫ ξ
0
∇ϕ(x, t)dt|2dx
.
(∫ ξ
0
‖ρ(·, t)‖H−1/2(Γ+R)
dt
)
·
( ∫ ξ
0
‖ϕ(·, t)‖H1(ΩR)dt
)
. (3.35)
Noticing that the right-hand side of (3.35) contains term
∫ ξ
0
‖ϕ(·, t)‖H1(ΩR)dt =
∫ ξ
0
( ∫
ΩR
(|ϕ(·, t)|2 + |∇ϕ(·, t)|2)dx
) 1
2
dt,
we shall use the ǫ-inequality to control terms ‖ϕ‖2L2(ΩR) and ‖∇ϕ‖
2
L2(ΩR)
. Consequently, a new
reduced system need to be considered:

ρe∂
2
t (∂tu)−∆
∗(∂tu) = 0, in Ω, t > 0
∂2t (∂tϕ)− c
2∆(∂tϕ) = 0, in ΩR, t > 0
∂2t u
∣∣∣
t=0
= 1ρe∆
∗
u
∣∣∣
t=0
= 0, in Ω
∂2t ϕ
∣∣∣
t=0
= c2∆ϕ
∣∣∣
t=0
= 0, in ΩR
σ(∂tu)n = −ρ0∂
2
t ϕn, on Γ, t > 0
∂2t u · n = −∂n(∂tϕ), on Γ, t > 0
∂tϕ = 0, on Γ0, t > 0
∂n(∂tϕ) = T [∂tϕ] + ∂tρ, on Γ
+
R, t > 0.
(3.36)
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Following the same steps as in deriving (3.20), we obtain the variational formulation of (3.36):
∫
Ω
ρe∂
2
t (∂tu) · v¯dx+
∫
ΩR
ρ0
c2
∂2t (∂tϕ) · ψ¯dx
= −
∫
Ω
[
µ(∇(∂tu) : ∇v¯) + (λ+ µ)(∇ · (∂tu))(∇ · v¯)
]
dx− ρ0
∫
ΩR
∇(∂tϕ) · ∇ψ¯dx
+ ρ0
∫
Γ+R
T [∂tϕ] · ψ¯dγ + ρ0
∫
Γ+R
∂tρ · ψ¯dγ + ρ0
∫
Γ
(∂2t u · nψ¯ − ∂
2
t ϕn · v¯)dγ. (3.37)
Define two related auxiliary functions
Ψ3(x, t) =
∫ ξ
t
∂τϕ(x, τ)dτ, x ∈ ΩR, 0 ≤ t ≤ ξ ≤ T,
Ψ4(x, t) =
∫ ξ
t
∂τu(x, τ)dτ, x ∈ Ω, 0 ≤ t ≤ ξ ≤ T.
By the integration by parts, it can be similarly concluded that
Re
ρ0
c2
∫ ξ
0
∫
ΩR
∂2t (∂tϕ) · Ψ¯3dxdt =
ρ0
2c2
‖∂tϕ(·, ξ)‖
2
L2(ΩR)
, (3.38)
Reρ0
∫ ξ
0
∫
ΩR
∇(∂tϕ) · ∇Ψ¯3dxdt =
ρ0
2
‖∇ϕ(·, ξ)‖2L2(ΩR)3 , (3.39)
Reρe
∫ ξ
0
∫
Ω
∂2t (∂tu) · Ψ¯4dxdt =
ρe
2
‖∂tu(·, ξ)‖
2
L2(Ω)3 , (3.40)
Re
∫ ξ
0
∫
Ω
[
µ(∇∂tu : ∇Ψ¯4) + (λ+ µ)(∇ · ∂tu)(∇ · Ψ¯4)
]
dxdt
=
1
2
µ‖∇u(·, ξ)‖2F (Ω) +
1
2
(λ+ µ)‖∇ · u(·, ξ)‖2L2(Ω), (3.41)
Re
∫ ξ
0
∫
Γ
∂2t u · nΨ¯3dγdt−Re
∫ ξ
0
∫
Γ
∂2t ϕn · Ψ¯4(x, τ)dγdt = 0. (3.42)
Choosing test functions ψ = Ψ3 and v = Ψ4 in (3.37), integrating it from t = 0 to t = ξ and
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taking the real parts yields
ρ0
2c2
‖∂tϕ(·, ξ)‖
2
L2(ΩR)
+
ρ0
2
‖∇ϕ(·, ξ)‖2L2(ΩR)3 +
ρe
2
‖∂tu(·, ξ)‖
2
L2(Ω)3
+
1
2
µ‖∇u(·, ξ)‖2F (Ω) +
1
2
(λ+ µ)‖∇ · u(·, ξ)‖2L2(Ω)
= Reρ0
∫ ξ
0
∫
Γ+R
T [∂tϕ] · Ψ¯3dγdt+Reρ0
∫ ξ
0
∫
Γ+R
∂tρ · Ψ¯3dγdt
. Re
∫ ξ
0
∫
Γ+R
∂tρ · Ψ¯3dγdt
= Re
∫ ξ
0
( ∫ t
0
∫
Γ+R
∂τρ(·, τ)dγdτ
)
∂tϕ¯(·, t)dt
= Re
∫
Γ+R
∫ t
0
∂τρ(·, τ)dτ · ϕ¯(·, t)
∣∣∣t=ξ
t=0
dγ −Re
∫ ξ
0
∫
Γ+R
∂tρ(·, t)ϕ¯(·, t)dγdt
.
∫ ξ
0
‖∂tρ(·, t)‖H−1/2(Γ+R)
‖ϕ(·, t)‖H1(ΩR)dt. (3.43)
where we have used (3.24) and Lemma 3.6 to make sure
Reρ0
∫ ξ
0
∫
Γ+R
T [∂tϕ] · Ψ¯3dγdt ≤ 0,
which is similar to (3.33).
Combining (3.35) and (3.43), we have that
‖ϕ(·, ξ)‖2L2(ΩR) + ‖∂tϕ(·, ξ)‖
2
L2(ΩR)
+ ‖∇ϕ(·, ξ)‖2L2(ΩR)3
+ ‖u(·, ξ)‖2L2(Ω)3 + ‖∂tu(·, ξ)‖
2
L2(Ω)3 + ‖∇u(·, ξ)‖
2
F (Ω) + ‖∇ · u(·, ξ)‖
2
L2(Ω)
.
(∫ ξ
0
‖ρ(·, t)‖H−1/2(Γ+R)
dt
)
·
( ∫ ξ
0
‖ϕ(·, t)‖H1(ΩR)dt
)
+
∫ ξ
0
‖∂tρ(·, t)‖H−1/2(Γ+R)
‖ϕ(·, t)‖H1(ΩR)dt. (3.44)
Taking the L∞-norm in both sides of (3.44) with respect to ξ, and using the ǫ-inequality, we
obtain
‖ϕ‖2L∞(0,T ;L2(ΩR)) + ‖∂tϕ‖
2
L∞(0,T ;L2(ΩR))
+ ‖∇ϕ‖2L∞(0,T ;L2(ΩR)3)
+ ‖u‖2L∞(0,T ;L2(Ω)3) + ‖∂tu‖
2
L∞(0,T ;L2(Ω)3) + ‖∇u‖
2
L∞(0,T ;F (Ω)) + ‖∇ · u‖
2
L∞(0,T ;L2(Ω))
. T 2‖ρ‖2
L1(0,T ;H−1/2(Γ+R))
+ ‖∂tρ‖
2
L1(0,T ;H−1/2(Γ+R))
, (3.45)
which implies estimate (3.21) after applying Cauchy-Schwartz inequality.
Integrating (3.44) with respect to ξ from 0 to T and using Cauchy-Schwartz inequality, we
have
‖ϕ‖2L2(0,T ;L2(ΩR)) + ‖∂tϕ‖
2
L2(0,T ;L2(ΩR))
+ ‖∇ϕ‖2L2(0,T ;L2(ΩR)3)
+ ‖u‖2L2(0,T ;L2(Ω)3) + ‖∂tu‖
2
L2(0,T ;L2(Ω)3) + ‖∇u‖
2
L2(0,T ;F (Ω)) + ‖∇ · u‖
2
L2(0,T ;L2(Ω))
. T 3‖ρ‖L1(0,T ;H−1/2(Γ+R))
+ T‖∂tρ‖L1(0,T ;H−1/2(Γ+R))
, (3.46)
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where we have used ǫ-inequality again in deriving (3.46). This implies estimate (3.22) by applying
the Cauchy-Schwartz inequality.
Remark 3.8. By similar discussions, main results obtained in this paper can be easily extended
to the time-dependent fluid-solid interaction problem with the case of an incident point source
wave as well as other boundary condition such as the Neumann boundary condition.
A Laplace transform
For each s ∈ C+, the Laplace transform of the vector field u(t) is defined as:
uˇ(s) = L (u)(s) =
∫ ∞
0
e−stu(t)dt.
Some related properties on the Laplace transform and its inversion are summarized as
L (
du
dt
)(s) = sL (u)(s)− u(0), (A.1)
L (
d2u
dt2
)(s) = s2L (u)(s)− su(0)−
du
dt
(0), (A.2)
∫ t
0
u(τ)dτ = L −1(s−1uˇ)(s), (A.3)
which can be easily verified from the integration by parts.
Next, we present the relation between Laplace and Fourier transform. According to the
definition on the Fourier transform, it holds
F (u(·)e−s1 ·) =
∫ +∞
−∞
u(t)e−s1te−is2tdt =
∫ ∞
0
u(t)e−(s1+is2)tdt = L (u)(s1 + is2).
We can verify from the formula of the inverse Fourier transform that
u(t)e−s1t = F−1{F (u(·)e−s1·)} = F−1
(
L (u(s1 + is2))
)
,
which implies that
u(t) = F−1
(
es1tL (u(s1 + is2))
)
, (A.4)
where F−1 denotes the inverse Fourier transform with respect to s2.
Lemma A.1 (Parseval identity). If uˇ = L (u) and vˇ = L (v), then
1
2π
∫ ∞
−∞
uˇ(s) · vˇ(s)ds2 =
∫ ∞
0
e−2s1tu(t) · v(t)dt. (A.5)
for all s1 > λ where λ is the abscissa of convergence for the Laplace transform of u and v.
Lemma A.2. (cf. [28, Theorem 43.1]) Let ωˇ(s) denotes a holomorphic function in the half plane
s1 > σ0, valued in the Banach space E. The following statements are equivalent:
1) there is a distribution ω ∈ D
′
+(E) whose Laplace transform is equal to ωˇ(s);
2) there is a σ1 with σ0 ≤ σ1 <∞ and an integer m ≥ 0 such that for all complex numbers s
with s1 > σ1 , it holds that ‖ωˇ(s)‖E . (1+ |s|)
m, where D
′
+(E) is the space of distributions
on the real line which vanish identically in the open negative half line.
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