Abstract 3+1 formulations of the Einstein field equations have become an invaluable tool in Numerical relativity, having been used successfully in modeling spacetimes of black hole collisions, stellar collapse and other complex systems. It is plausible that similar considerations could prove fruitful for modified gravity theories. In this article, we pursue from a numerical relativistic viewpoint the 3 + 1 formulation of metric f (R) gravity as it arises from the fourth order equations of motion, without invoking the dynamical equivalence with Brans-Dicke theories. We present the resulting system of evolution and constraint equations for a generic function f (R), subject to the usual viability conditions. We confirm that the time propagation of the f (R) Hamiltonian and Momentum constraints take the same Mathematical form as in general relativity, irrespective of the f (R) model. We further recast the 3+1 system in a form akin to the BSSNOK formulation of numerical relativity. Without assuming any specific model, we show that the ADM version of f (R) is weakly hyperbolic and is plagued by similar zero speed modes as in the general relativity case. On the other hand the BSSNOK version is strongly hyperbolic and hence a promising formulation for numerical simulations in metric f (R) theories.
Introduction
The field of Numerical relativity has seen several successes in the modeling of strong-field dynamics. For example, the once perplexing simulations of colliding black holes are now routine applications that can be executed on moderate workstations. This is a result of a journey that spans decades of interdisciplinary work, drawing from seemingly divergent fields such as geometry, numerical analysis, software design, physics etc [55, 50, 29] . On the other hand, the field has reached a state of maturity that it can prove useful in other contexts such as gravity theories other than general relativity and in spacetime dimensions higher than four. Phenomenologically, these are well motivated situations as the theory of general relativity may be considered as a special case of a more general theory of gravitation [73] . With this in mind, one can gain some insights into the Cauchy problem of standard general relativity by studying the problem in a more general setting such as modified gravity.
Modified theories of gravity such as f (R) and other higher order theories can account for the late time accelerated expansion of the universe without invoking an exotic dark energy component or the ad hoc introduction of a cosmological constant. Rather, within such theories, accelerated expansion arises naturally from the concomitant field equations via curvature terms. They thus have the potential of solving one of the most important problems in 21st century cosmology. As a consequence of this, and other motivations arising from astrophysics, inflationary cosmology and high energy physics, f (R) theories have been studied extensively in the literature, with applications ranging from solar system dynamics to cosmological scenarios, employing a range of tools to investigate the viability of such theories and to further constrain the parameters of the theory [80, 49, 34, 24] .
Because of the extra degrees of freedom inherent in the theory, studies in f (R) gravity have proven interesting, often exhibiting a number of peculiarities in comparison to similar systems in general relativity. For example, the Jebsen-Birkhoff theorem 1 does not hold in metric f (R) under general conditions, though it may be extended to Palatini f (R) [80, 64] . Other examples can be found in e.g [4, 3, 31, 39, 66] . In principle, it is plausible that further characteristic signatures of f (R) gravity remain to be uncovered as they manifest only through non-linear terms, which are often discarded in perturbative analyses. As a result, further exploration of these and other scenarios could be hindered by the complexity of the non-linear fourth order system or the often unrealistic symmetry assumptions that are necessary if one is to obtain solutions by analytical means. In order to take advantage of the predictive power of any physical theory, however, one needs to be able to generate solutions under various configurations of interest without such limitations. Indeed, a numerical approach to f (R) gravity could prove fruitful. After all, even in the simplest relativistic theory, general relativity, one needs numerical methods to model complex spacetimes such as those involving the colliding of binary black holes.
A numerical approach to fourth order gravity, or any relativistic theory for that matter, is not without problems. In numerical relativity for example, one has to decide which initial value problem to solve. In general, initial value problems are classified as either being 3 + 1 Cauchy, Characteristic [19, 69] or Hyperboloidal [37, 36] , depending on the nature of the hypersurface on which initial data is prescribed. Even within the 3+1 Cauchy sub-class, there are different formulations of the Einstein field equations, which although Mathematically equivalent, behave differently when discretized and evolved numerically. This is the essence of the formulation problem in numerical relativity [76, 67] . In general, a typical recipe for a successful numerical evolution must take into account the following points: Initial data problem [33] , Formulation problem [76] , Boundary problem, Gauge problem and so on, See [50, 5, 13, 41] for an in-depth discussion of these and other practical aspects of numerical relativity. It is conceivable that, when considering fourth order gravity, each of these areas will be affected in non-trivial ways by the accompanying new degrees of freedom.
Under certain conditions, it can be shown that f (R) gravity is dynamically equivalent to a Brans-Dicke scalar-tensor theory, with metric f (R) corresponding to Brans-Dicke parameter ω 0 = 0, while Palatini f (R) corresponds to ω 0 = −3/2 [79] . In fact, with the exception of [83] , the Cauchy problem of f (R) has mostly been studied by utilizing this equivalence, see [23, 44] for examples involving numerical applications. However, such dynamical equivalence should be interpreted with caution [48, 20, 28, 56] . The initial value problem for scalar-tensor theories was systematically presented in [70] . This was later specialized to f (R) gravity in [54, 25, 26, 27] , largely focusing on the well-formulatedness of the problem. In [65] , it was shown that the Hamiltonian and Momentum constraints for f (R) are preserved in time. In this work, we study the Cauchy formulation of metric f (R) gravity from a numerical relativity perspective, without using the equivalence with Brans-Dicke theories. We derive the ADM [9, 89] and BSSNOK [61, 74, 12] formulations for f (R) gravity and show that, like in the general relativity case, the BSSNOK formulation has more appealing stability properties as a numerical formulation than the ADM version.
Although we focus only on two formulations in this work, 3 + 1 formulations of the field equations are generally not limited to the ADM or BSSNOK evolution equations. There are several strategies that have been employed in the literature to construct alternative formulations, possibly using the ADM equations as a starting point [76, 67] . For example, one can derive new formulations by introducing additional variables based on conformal transformations of the standard ADM variables and optionally modifying the resulting evolution equations by adding arbitrary multiples of the constraints. Formulations based on this procedure have shown improved stability properties in long term evolutions. Popular examples include the BSSNOK [61, 74, 12] , Z4c [14, 68] and other BSSNOK-like systems [8, 53, 60] . In addition, one can construct fully first order hyperbolic systems by introducing spatial derivatives of existing variables as new independent variables, effectively introducing new sets of subsidiary constraints. This approach is motivated in part by the fact that first order symmetric systems are often endowed with certain desirable features such as strong hyperbolicity. Some popular examples in this category include the Bona-Masso [16, 17, 18] and Kidder-Scheel-Teukolsky [51] formulations. Another possibility is the construction of asymptotically constrained systems that seek to control the violation of constraints by having the constraint surface as an attractor. This includes the λ−system [21, 78] and a family of adjusted systems [35, 87, 88, 86] . All these have shown several advantages when compared to the standard ADM formulation [76, 67] . This paper is organised as follows: In §2 we briefly introduce some of the necessary 3 + 1 concepts for the purposes of fixing the context and notation. We present the field equations for fourth order gravity in §3 and tackle the 3 + 1 decompositions in §4. We present the ADM version of the field equations in §4.1, and the time propagation of the constraints in §4.2. The BSSNOK version is given in §4.3. Finally we present some analyses in §5 & §6 and concluding remarks in §7.
Preliminaries
In the standard 3 + 1 decomposition, the metric of the spacetime is written as
where γ ij is the spatial metric induced on the hypersurface by a unit normal vector n a , α is the lapse function and β i is the shift vector with β i = γ ij β j . In terms of the normal vector n a , the spatial metric can be written as
Thus γ a b is a projection tensor that projects geometric objects into the spatial hypersurface, while n a n b projects along the normal, such that,
We define a spatially projected covariant derivative, compatible with the induced metric γ ab , as
One can easily show that D a γ bc = 0 as required.
The extrinsic curvature K ab can be defined in terms of projections of the first covariant derivative of n a ,
where a b = n c ∇ c n b is the acceleration of the unit normal n a , and is related to the lapse function α via
Alternatively, one can give the extrinsic curvature in terms of the metric γ ab
where L n denotes the Lie derivative along n a . Following [83] , we also define the quantity
where R is the Ricci scalar of the spacetime. Equations (9) and (10) give propagation equations for the spatial metric γ ij and the Ricci scalar R.
3 Field equations for f (R) gravity
In this section, we outline the field equations for f (R) gravity. We note that there are three versions of f (R) modified gravity: metric formalism, Palatini formalism and metric-affine gravity [79] . In the following, we consider exclusively the metric formalism. Following standard practice, we write the modification to the Einstein-Hilbert action as,
where κ 2 = 8πG, G being the standard gravitational constant, g is the determinant of the space-time metric g ab , L is the Lagrangian density of standard matter fields, f (R) is a non-linear function of the Ricci scalar R only, and it is to be understood that f (R) = R corresponds to general relativity without a cosmological constant 2 . Throughout this paper, we work in the Jordan Frame.
In addition to the Ricci scalar R, one can also include terms which are quadratic in the Ricci tensor R ab , Riemann tensor R abcd and conceivably other curvature invariants in the action (11), leading to a richer set of field equations [82, 62, 11, 46, 30, 59] . Typically when considering such f (R, R ab R ab , R abcd R abcd , · · · ) modifications, massive gravitons, vector degrees of freedom and potentially ghost degrees of freedom associated with Ostrogradski instabilities will manifest in the resulting theory [30, 85, 80, 34] . The latter may be avoided by considering functions f (R, G) of the Gauss-Bonnet invariant G = R 2 − 4R ab R ab + R abcd R abcd which have found applications in Cosmology [32, 63, 40] . In this work, we restrict our attention to the sub-class of f (R) theories arising from the action (11) . Although simpler in nature, these are sufficiently general to incorporate some of the basic aspects of higher order gravity.
Varying the action (11) with respect to the metric results in the field equations
where f ′ = ∂f (R)/∂R, f = f (R) and T ab is the energy momentum tensor of standard matter fields and is defined in terms of L m as,
Unlike in the general relativity case, f (R) theories posses a massive scalar degree of freedom commonly referred to as a scalaron [81] , whose propagation is governed by the trace of the field equations,
where T = g ab T ab . For notational simplicity, it is convenient to introduce the symmetric tensor Σ ab such that
where a repeated ′ denotes repeated differentiation with respect to the Ricci scalar, such that
One can therefore write the field equations compactly as,
where ∇ a Σ ab = 0 = ∇ a T ab as a consequence of the Generalized Bianchi identity [52] . Alternatively, one can use the trace Σ = κ 2 T of the field equations (18) to arrive at
where ν ∈ R is a parameter whose choice will be made clear in the next section. The two versions of the field equations (18) and (19) are equivalent for physical systems, nevertheless, (19) has a number of practical advantages in the context of a Cauchy formulation. We will highlight this point in Section (4). Although there is some freedom in the choice of the f (R) function specifying a given model, this choice is not arbitrary. There are several non-trivial viability conditions to be satisfied for any given f (R) function. For example, in order for the effective Newtonian gravitational potential G ef f = G N ewton /f ′ to not change sign, one must have f ′ > 0. In addition, one must have f (R) → R for R ≫ R 0 , where R 0 is the cosmological value of the Ricci scalar today, in order for the model to be consistent with Solar system constraints. See [80, 34, 24] for more details.
The 3 + 1 Formulation
The system of evolution and constraint equations is obtained by considering projections of the field equations 18. Considering the normal n a and spatial γ a b projectors, there can only be three distinct set of equations,
In order to deal with the projections of the Energy momentum tensor T ab , we introduce the fluid quantities,
3 In the general relativity case, Equation (18) reduces to R ab − 1 2 g ab R = κ 2 T ab , while the expression (19) reduces to the
where ρ is the energy density of the fluid as measured by an observer n a , S a is the momentum density of the matter fluid as measured by an observer n a and S ab is the spatial stress of the matter fluid, with trace S = γ ab S ab . The trace of the energy momentum tensor is therefore given by
It is more convenient to rewrite the projections (20) as
where we have used Equations (21) . In this case, consistency with the field equations is obtained by imposing H = 0, M a = 0 and E ab = 0. However, for the spatial projection, it may be more beneficial to consider instead,
, where m ab and l c ab are arbitrary tensors which are otherwise symmetric in the indices a and b, see e.g. [38] . This parametrization is still consistent with the field equations, provided that H and M a vanish. In general relativity, it is customary to restrict to the case l c ab = 0 and m ab = −µγ ab , thus giving E ab = µγ ab H, where µ = 0 corresponds to the original ADM formalism while µ = 1 corresponds to the standard ADM formalism of York [89] . We note that the original ADM formalism has worse stability properties compared to the standard ADM formalism. The stability properties of the two formalisms corresponding to µ = 0 and µ = 1, respectively, was presented in [38] based on eigenvalue analyses of the propagation equations for the constraints H and M a . A similar constraint analysis was presented in [75] when studying adjustments of the standard ADM equations. In order to obtain the f (R) equivalent of the standard ADM version, we use instead (19) to replace the spatial projection (20c),
It is not difficult to show that this is equivalent to (23c) with E ab = γ ab H as required.
Computing the projections of Σ ab require some attention. Utilizing the Gauss, Codazzi and Ricci geometric relations [84] , and, after some tedious algebra, one can show that they reduce to
and finally the trace gives
We are now in a position to comment on the advantages of using (19) over (18) . The first point being that (19) results in York's version of the ADM decomposition, which is preferred over the original ADM form in Cauchy formulations. This point is both relevant for f (R) and general relativity. An added advantage, which does not arise within general relativity, is that one cannot close the system of equations by using (18) . This can be seen from (25e) which contains both time derivatives of K ab and R (via the Lie derivative terms). One needs the trace equation in order to eliminate the latter. But what value do we need to assign to ν? We note that in order to cancel out Lie derivatives of R from (25e), one needs to add a third of the trace (25g), thus giving ν = 1/3, see also [83] .
ADM formulation
In the rest of this article, we follow common convention [5, 13, 41] and generally refer to the standard ADM formulation of York as simply ADM, unless in cases where ambiguities may arise. From the above information, we have that the Hamiltonian constraint (25a), also referred to as the Scalar constraint, is given by
while the Momentum constraint (25c), also known as the Vector constraint becomes
Using the definitions of the extrinsic curvature K ab (Equation 9) and ψ (Equation (10)) we arrive at evolution equations for γ ab and R. The time evolution of ψ is obtained from the trace of the field equations, and finally the projection 25e results in an evolution equation for K ab . The full system of evolution equations is therefore,
The 3−Ricci tensor R ij in (28e) is computed from derivatives of the metric via,
where the Γ abc and Γ a bc are Christoffel symbols of the first and second kind, respectively, computed from the 3-metric γ ab It is trivial to show that the above system (28) 
only {γ ij , K ij } for general relativity. Note that there are no propagation equations for the functions f , f ′ , f ′′ and f ′′′ . These are to be obtained analytically by using (17) , once the function f (R) has been specified. Moreover, as in the general relativity case, the field equations do not provide propagation equations for α and β i . These are gauge functions representing the coordinate freedom of the theory. And lastly, the constraint equations (26) and (27) do not involve the gauge variables nor time derivatives. They are elliptic partial differential equations which are usually solved only on the initial hypersurface for the purposes of generating initial data. In a typical unconstrained evolution, the constraints are not integrated in time but are used to monitor the accuracy of the numerical solution.
Twice Contracted Bianchi identities
For any dynamical system, it is important to establish that the constraints of such a system are satisfied not only by the initial data, but also by the solution as it evolves in time. The time propagation of the Hamiltonian and Momentum constraints can be derived somewhat effortlessly by invoking the Bianchi identities as demonstrated in [38] . In f (R), this takes the form
We note that in a 3 + 1 setting, the field equations (18) have the following induced decomposition
where we have used (23) . Now, the normal and spatial projections of the Bianchi identities (30) respectively become
and
This results in the following propagation equation for H
while the evolution of the momentum constraint M i is governed by
Interestingly, this derivation, and hence the result, does not depend on the dimension N of the space time, or the theory of gravity, provided the Bianchi identities hold [77, 65] . We now have the desirable property that if the constraints are satisfied on some initial hypersurface, they will remain satisfied during evolution. However, as numerical experiments have shown, one should take this statement with a grain of salt because, in practice, the constraints are only satisfied to machine precision. Therefore, depending on the properties of the formulation used, constraint violations can get amplified during numerical evolution, leading to instabilities. This quality is related to the well-posedness of the formulation, and we return to this point in §6. In order to circumvent this problem, different formulations have been proposed in numerical relativity [76, 67] . We turn to one such formulation in the next section.
BSSNOK formulation
The BSSNOK form of the field equations, which was pioneered in a series of works [61, 74, 12] , is a conformal traceless re-formulation of the standard ADM form. This formulation has been shown to have improved numerical properties when compared to the ADM form in the case of the Einstein field equations and is perhaps one of the most popular 3 + 1 formulations for numerical simulations. The starting point is the definition of new variables in terms of the ADM variables,
where K is the trace of the extrinsic curvature 4 K = γ ij K ij , and γ is the determinant of the physical metric γ ij . Overall, one has to evolve the variables {R, ψ, φ, K, Γ i , γ ij , K ij }, a total of 19 variables whose evolution equations will be given shortly.
In terms of the BSSNOK variables (37), the Hamiltonian constraint (25a) takes the form,
while the Momentum constraint M a is given as
where nowD a is the covariant derivative associated with the conformal metricγ ij . The system of evolution equations is given by
The superscript [· · · ] T F in (40d) denotes the trace-free part with respect to the physical metric γ ij , and for any scalar χ
The Ricci tensor R ij is now written as a sum of two pieces
where,
Of course, in order for the BSSNOK system to close, it must be supplemented by the propagation equations (28a) and (28b). Moreover, for the BSSNOK system to be physically equivalent to the ADM system in §4.1, the following auxiliary constraints must be satisfied
Finally, we note that in deriving the time evolution of the BSSNOK variables, the Hamiltonian constraint was used in (40c) and the Momentum constraint used in (40e). For more details on the derivations in the context of general relativity, the reader is referred to [5, 13, 41] .
Although the above system is certainly more complex than the ADM system presented in §4.1 and has a larger number of variables, it possesses properties that are desirable in comparison to the ADM formulation. We look at some of these, in turn, in Sections 5 and 6.
Zero Speed Modes
The idea of zero speed modes was first considered in [7] , in a quest to analytically understand the stability properties of the ADM and BSSNOK formulations. By analysing the ADM and BSSNOK formulations linearized about a flat Minkowski background, the authors of [7] demonstrated the existence of gauge modes and constraint violating modes that "travel" at zero speed. These modes were conjectured to contribute to the numerical instabilities associated with the ADM formulation. The concept can be understood by considering a one-dimensional wave equation of the form
where F is some non-linear source term and k is a constant. If the speed of propagation v vanishes, while the forcing term on the right hand side is non-zero, φ will rapidly grow (or collapse) without bound, leading to instabilities in the evolution. We refer the reader to [7] for more details on the analysis. The aim of this section is to show that the same zero speed modes that plague the ADM formulation in numerical relativity persists even in the f (R) gravity context, while the BSSNOK formulation is somewhat immune from such pathologies.
ADM formulation
We proceed by considering linear perturbations of flat space such that
where h ij ≪ 1. Then the ADM system presented in §4.1 takes the form
where, following [7] we have adopted the geodesic gauge, α = 1 and β i = 0. We next consider a Fourier decomposition of the fields such that,
where, without loss of generality, we restrict the treatment along the x direction. Equations (48a) and (48c) immediately implŷ
Plugging these into (48b) and (48d), one arrives at the system
wherev is a vector of dimension 7 and is given bŷ
The quantity S is a vector of source terms containing non-principal parts and does not affect the characteristic structure of the system [45] . And lastly, the 7-by-7 matrix M is given by 
The λ = 0 modes are the same as those in general relativity [7] . Interestingly, these eigenvalues are independent of the function f (R) or its derivatives.
BSSNOK formulation
We again consider linear perturbations of flat space such that
Then the BSSNOK system presented in §4.3 takes the form
where we have again adopted the geodesic gauge (α = 1, β i = 0). We proceed by considering a Fourier decomposition of the fields so that we have plane wave solutions of the form
ψ =ψ e i(ωt−kx) ,h ij =ĥ ij e i(ωt−kx) ,
propagating along the x direction. Equations (58a), (58c) and (58d) immediately implŷ
We can then rewrite the system (58) as
wherev is a vector of dimension 8, given bŷ
and again S is a vector of source terms containing the non-principal parts and does not play a role in the characteristic structure of the system [45] . The 8-by-8 matrix M is now given by 
The eigenvalues of M are given by, λ = 0 (with multiplicity 1) and λ = 1 (with multiplicity 7) .
Again, there is no dependence on the function f (R) or its derivatives.
Hyperbolicity
One of the most important considerations when dealing with numerical formulations is the concept of Hyperbolicity [43, 60, 15, 42, 72] . Consider a PDE system written in full first order form
where u is a solution vector with n components denoting the fundamental variables, each matrix M i is an n-by-n matrix called a characteristic matrix, i runs over the spatial dimensions and S(u) is a source vector that may depend on the fundamental variables u but not on their derivatives. The principal symbol of the system is defined by P = M i n i where n i is an arbitrary unit vector. Then the system (66) is said to be: (1) Weakly hyperbolic if the matrix P has real eigenvalues, but does not posses a complete set of eigenvectors, (2) Strongly hyperbolic if the eigenvalues of the matrix P are real, and in addition P is diagonalizable for all unit vectors n i , i.e. P has a complete set of eigenvectors, (3) Symmetric hyperbolic if the matrix P is Hermitian, and (4) Strictly hyperbolic if the eigenvalues of P are real and distinct. All symmetric hyperbolic systems are, by extension, strongly hyperbolic [45] .
This classification relates to the well posedness of a system in that, strongly hyperbolic systems are well-posed, while weakly hyperbolic systems are ill-posed. To illustrate this point, we note that for strongly Hyperbolic systems, one can always find a positive definite Hermitian matrix H(n i ), referred to as the symmetrizer such that
where [· · · ] T denotes a transpose operation. One can then use H to construct the energy norm for the solutions of (66)
where u † is the adjunct of u. Next, consider a Fourier mode of the form u(x, t) =û(t)e ikxn . Together with the evolution equation (66), we can estimate the growth in the energy norm over time, by
where we have used (67) and (68) . Clearly, there is no growth in the energy norm for evolution systems for which (67) holds. One therefore expects strongly hyperbolic formulations of the field equations to conserve the constraint equations during numerical evolution.
In what follows, we show that the ADM formulation ( §4.1) is weakly hyperbolic while the BSSNOK formulation (4.3) is strongly hyperbolic by studying the characteristic structures of the systems. Instead of explicitly computing the principal symbol P , we will proceed by adopting the more elegant method outlined in [5] . For brevity, we introduce the shorthand notation ∂ 0 = (∂ t − L β ). We will further assume that the shift vector β i is a known function of space and time, and that the lapse is a dynamical quantity whose evolution is given by a slicing condition of the Bona-Masso family 5 [18]
where K is the trace of the extrinsic curvature.
ADM formulation
The ADM formulation as given in §4.1 is first order in time and second order in space. It is thus not possible to apply the above definition of Hyperbolicity to this system as it is not of the form given by Equation (66) . As a result, Hyperbolicity analysis of the ADM system is typically done on a first order reformulated version, similar to the Kidder-Scheel-Teukolsky formulation [51, 5] . In order to proceed with the analysis, we re-cast the ADM system into fully first order form, by introducing the following quantities
such that the main variables of the first order system are u = (ψ, r i , a i , d ijk , K ij ), a total of 31 quantities. The system, up to principal part, is now
where the quantity λ a bc is given by
If this first order reduced ADM system is strongly hyperbolic, then we should be able to find 31 independent eigenfields, indicating the existence of a complete set of eigenvectors of the principal symbol. However, as we show below, this is not possible. If we consider derivatives only along the x direction, we immediately find a set of 16 eigenfields propagating with speed
Next, by considering the evolution of λ x pq (p, q = x), which can be constructed from the above system as,
we find 6 more eigenfields
traveling with speed
We now have 22 out of the possible 31 eigenfields. The two scalar equations (75a) and (75b) result in 2 more eigenfuncitons
traveling with speeds
By considering the time evolutions of λ x xq , given by
and that of K xq , one can notice that although the evolution of K xq depends on derivatives of λ x xq , ∂ 0 λ x xq is essentially independent of K xp . Therefore this subsystem cannot be diagonalized, i.e it is not possible to find a complete set of eigenfields for the ADM system when written in first order form.
BSSNOK formulation
Like in the previous section, we introduce a set of quantities in order to rewrite the BSSNOK system ( §4.3) into fully first order form,
with speeds
An additional 4 eigenfields with speeds 
And finally, the remaining 2 eigenfields arẽ
and they have speeds
In (98), we have definedã i =γ ij a j andr i =γ ij r j . An interesting thing happens when one chooses the Harmonic slicing, corresponding to ζ(α) = 1 in (73): the eigenfields (92) become singular. However, this is not catastrophic as this case can be easily avoided by not choosing the Harmonic slicing, or by modifying the slicing condition as was done for example in the scalar-tensor case in [71] .
Concluding Remarks
In this paper, we have constructed and analyzed two first order in time and second order in space formulations of metric f (R) in the Jordan frame representation. These are based on the standard 3 + 1 ADM formulation of York [9, 89] and the BSSNOK formulation [61, 74, 12] . We find that, like in general relativity, the ADM version of metric f (R) is weakly hyperbolic, while the BSSNOK formulation is strongly hyperbolic and, accordingly, wellposed. In addition, the BSSNOK formulation of metric f (R) has, like in general relativity, no constraint violating zero speed modes [7] . This is a reassuring outcome as one would ordinarily expect f (R) modifications to alter the characteristic structure of the 3 + 1 problem. Some key features of the work presented here is that (i) we work in the Jordan frame, which is associated with the 'physical' frame, and (ii) we do not utilize the dynamical equivalence between metric f (R) and Brans-Dicke theories. As pointed out in [83] , this equivalence can and has sometimes led to confusion about the true degrees of freedom for f (R). Moreover, for a given f (R) model, transforming to an equivalent scalar-tensor theory can lead to a multivalued scalar field potential [47] . See, for example, [48] and references therein for more details on this issue.
Within the wider context of the formulation problem, the analyses presented in §5 and §6 are by no means exhaustive. There are other methods of analysing numerical formulations. For example in the general relativity case, eigenvalue analysis of the constraint evolution equations has been used to shed some light on the stability properties of some formulations [38, 75] . In addition, the methods presented in [22] also take into account the effect of discretization of first order in time-second order in space formulations by finite difference methods. Ultimately, it is desirable to supplement studies of numerical formulations by numerical experiments, preferably using test cases with known analytical solutions such as those presented in [6, 10] .
This work forms part of a larger objective aimed at constructing fully dynamical numerical simulations in metric f (R) gravity using the numerical code described in [57, 58] . With the recent detection of gravitational waves by the LIGO and Virgo collaborations [2, 1] , it may be time to consider simulations of binary black hole collisions in f (R) and other modified gravity theories with a view of exploring characteristic signatures of modified gravity in the non-linear regime. However, several issues still need to be addressed before that venture can take off. In particular, the construction of realistic binary black hole initial data for f (R), the development of singularity avoiding slicings and other stable gauge conditions in general as we expect that f (R) corrections will affect the well known gauge conditions that have worked so well for general relativity.
Finally, we note that the field equations for metric f (R) in the Jordan frame are fourth order. By comparison, the field equations of general relativity are only second order. In addition, the theory has more degrees of freedom and thus more generality (and complexity) than the Einstein field equations. This presents a natural arena to solidify and further advance some of the underpinning concepts of numerical relativity. For example, in the context of the formulation problem, this may be used to provide further insight into why some strongly hyperbolic formulations of the Einstein field equations seem to work better than others. Moreover, it would be interesting to study the efficacy of current gravitational wave extraction methods in capturing the scalar mode. Further study on the dynamics of the scalar mode in non linear contexts and the associated signatures in waveform extraction is underway.
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