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Resumo
Este trabalho objetiva estudar uma versa˜o estendida da teoria de Morse-Conley. A vari-
ante da teoria homolo´gica de Morse-Conley apresentada aqui visa principalmente aplicac¸o˜es
que determinam a existeˆncia de soluc¸o˜es de equac¸o˜es diferenciais parciais.
Com este propo´sito introduzimos o conceito de bloco de Conley relativo a um campo
vetorial conveniente. Em seguida introduzimos dois ı´ndices, Iλ e iλ, o ı´ndice de um bloco
de Conley e o ı´ndice de um conjunto cr´ıtico isolado respectivamente. O primeiro ı´ndice
generaliza o polinoˆmio de Poincare´ enquanto o segundo ı´ndice generaliza o polinoˆmio de
Morse.
De posse destes ı´ndices apresentamos uma relac¸a˜o entre eles que chamamos de relac¸a˜o
de Morse generalizada. Tal relac¸a˜o tornara´ poss´ıvel a demonstrac¸a˜o de um modo bastante
simples de alguns teoremas do tipo minimax : teorema do passo da montanha, teorema de
enlace e teorema do ponto de sela.
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Abstract
The purpose of this dissertation is to study the Morse-Conley theory as in Benci’s work.
The approach to the Morse-Conley theory adopted here has the purpose of determining the
existence of solutions of partial differential equations. With this purpose we introduce the
concepts of Conley blocks relative to a vector field. We then introduce Iλ and iλ, the Conley
block index and the isolated critical set index respectively. The first index generalizes the
Poincare´ polynomial while the second generalizes the Morse polynomial.
With these indices at hand, we present a relation between them which we refer to as
the generalized Morse relations. This relation makes it possible to prove in a very elemen-
tary manner some minimax type theorems such as the mountain pass theorem, the linking
theorem and the saddle point theorem.
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Introduc¸a˜o
O objetivo da teoria de Morse-Conley e´ relacionar o tipo topolo´gico dos pontos cr´ıticos
de uma func¸a˜o f e a estrutura topolo´gica da variedade em que a func¸a˜o e´ definida. Trabal-
haremos com uma variedade de Hilbert Λ e com um funcional C2 sobre Λ.
Uma das aplicac¸o˜es da Teoria de Morse-Conley e´ o estudo de certos problemas que
envolvem equac¸o˜es diferenciais parciais e que admitem uma formulac¸a˜o variacional.
No primeiro dos cinco cap´ıtulos deste trabalho apresentamos as definic¸o˜es de ponto
cr´ıtico na˜o degenerado e de alguns conjuntos invariantes com respeito a uma soluc¸a˜o ϕ :
R× Λ −→ Λ de um problema do tipo
dϕ
dt
= F (ϕ(t, x))
ϕ(0, x) = x
onde F e´ um campo vetorial C1 sobre Λ.
Em seguida definiremos para certos subespac¸os fechados da variedade o conceito de
bloco de Conley.
No segundo cap´ıtulo demonstramos dois teoremas de existeˆncia de blocos de Conley.
E´ apresentado alguns conceitos da teoria de homologia afim de se definir o polinoˆmio de
Poincare´.
No terceiro cap´ıtulo sa˜o expostos alguns conceitos de Ana´lise Funcional Na˜o-linear.
Aqui consideramos a variedade Λ como sendo o Espac¸o de Sobolev H10 (Ω), onde Ω ⊂ Rn
e´ um domı´nio suave e limitado para o problema el´ıptico de Dirichlet homogeˆneo. Veremos
que o ı´ndice de Morse de uma soluc¸a˜o fraca de tal problema coincide com a dimensa˜o do
subespac¸o En de H
1
0 (Ω) que e´ gerado pelos primeiros n autovalores associados as primeiras
n autofunc¸o˜es que sa˜o soluc¸o˜es do problema de autovalores{
−∆u = λu em Ω
u = 0 em ∂Ω
(1)
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7No quarto cap´ıtulo e´ feita uma exposic¸a˜o da teoria de Morse-Conley para funcionais de
classe C2. Sa˜o exibidos primordialmente os conceitos de ı´ndice de Morse de um ponto cr´ıtico
na˜o degenerado, polinoˆmio de Morse e ı´ndice de um bloco de Conley. Sa˜o apresentados ainda
as relac¸o˜es existentes entre os polinoˆmios de Morse e Poincare´ conhecidas por relac¸o˜es de
Morse.
No u´ltimo cap´ıtulo apresentamos o ı´ndice de Morse de um conjunto cr´ıtico isolado como
ferramenta principal para a demonstrac¸a˜o dos teoremas do passo da montanha, enlace e
ponto de sela.
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo apresentaremos os conceitos topolo´gicos necessa´rios para o desenvolvi-
mento da teoria. Procuraremos sempre que poss´ıvel, ilustrar com exemplos tais conceitos.
Nosso objetivo e´ tratar a teoria de Morse-Conley em dimensa˜o infinita, pore´m os exem-
plos iniciais sa˜o tratados em sua grande maioria em dimensa˜o finita. Em situac¸o˜es oportunas
colocaremos exemplos em dimensa˜o infinita.
1.1 Definic¸o˜es
Sejam Λ uma variedade de Hilbert de classe C2 , Ω um subconjunto aberto de Λ e f um
funcional de classe C2 em uma vizinhanc¸a de Ω.
Definic¸a˜o 1.1.1. Um ponto x ∈ Λ e´ chamado ponto cr´ıtico de f se dfx ≡ 0; Caso contra´rio,
o chamaremos de ponto regular.
Dado um ponto cr´ıtico x ∈ Λ de f , chamaremos de valor cr´ıtico ao nu´mero real a tal
que f(x) = a ; Caso contra´rio, a sera´ chamado de valor regular.
Daqui em diante, estaremos sempre nos referindo ao conjunto dos pontos cr´ıticos por
Kf .
Para a pro´xima definic¸a˜o consideraremos que TxΛ e´ o espac¸o tangente a Λ em x.
Definic¸a˜o 1.1.2. Dado x ∈ Kf , chamaremos de forma Hessiana de f em x a` aplicac¸a˜o
Hfx : TxΛ× TxΛ −→ R dada por
Hfx (v, w) =
∂2
∂t∂s
[f ◦ γv,w(t, s)] |t=0,s=0
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A aplicac¸a˜o γv,w : U → Λ que aparece na definic¸a˜o acima, e´ uma func¸a˜o definida sobre
uma vizinhanc¸a de (0, 0) em R2 e que satisfaz as seguintes condic¸o˜es
γv,w(0, 0) = x
∂tγv,w(0, 0) = v
∂sγv,w(0, 0) = w
Definic¸a˜o 1.1.3. Um ponto x ∈ Kf sera´ chamado de na˜o degenerado se existirem uma
decomposic¸a˜o H+ ⊕H− de TxΛ e uma constante ν > 0 tal que
1. Hfx (v, v) ≥ ν ‖ v ‖2, ∀v ∈ H+
2. Hfx (v, v) ≤ −ν ‖ v ‖2, ∀v ∈ H−
Definiremos a seguir alguns invariantes topolo´gicos que sera˜o de fundamental importaˆncia
nos cap´ıtulos posteriores. No que segue, estaremos considerando TΛ =
⋃
x∈Λ
TxΛ como sendo
o fibrado tangente a` Λ.
Definic¸a˜o 1.1.4. Sejam F : Λ −→ TΛ um campo vetorial de classe C1. Seja ϕ : R×Λ −→ Λ
uma func¸a˜o de classe C1 e soluc¸a˜o do problema
dϕ
dt
= F (ϕ(t, x))
ϕ(0, x) = x
(*)
Sejam E ⊂ A ⊂ Λ. Diremos que E e´ positivamente invariante com respeito a ϕ em A
se x ∈ E e
ϕ([0, t], x) ∩ (Λ \ E) 6= ∅ ⇒ ∃t0 ∈ [0, t] talque ϕ(t0, x) /∈ A
De modo ana´logo, E e´ negativamente invariante com respeito a ϕ em A se x ∈ E e
ϕ([−t, 0], x) ∩ (Λ \ E) 6= ∅ ⇒ ∃to ∈ [−t, 0] talque ϕ(t0, x) /∈ A
Chamaremos de conjunto maximal positivamente invariante com respeito a ϕ em A e
conjunto maximal negativamente invariante com respeito a ϕ em A, respectivamente aos
conjuntos
ωF+(A) = ω+(A) = {x ∈ A : ϕ(t, x) ∈ A para qualquer t = 0}
ωF−(A) = ω−(A) = {x ∈ A : ϕ(t, x) ∈ A para qualquer t 5 0}
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O conjunto abaixo
ωF (A) = ω(A) = ω+(A) ∩ ω−(A) = {x ∈ A : ϕ(t, x) ∈ A para qualquer t ∈ R}
sera´ chamado de conjunto maximal invariante com respeito a ϕ em A.
Exemplo 1.1.5. Seja F : R2 → R2 dada por F (x, y) = (x,−y) . Com as considerac¸o˜es da
definic¸a˜o 1.1.4 , sabemos que as o´rbitas de ϕ tem o seguinte comportamento
Figura 1.1:
Tomando A = [−1, 1] × [−1, 1], teremos que ω+(A) = [−1, 1]2 ∩ −−→OY , ω−(A) =
[−1, 1]2 ∩ −−→OX e ω(A) = {(0, 0)} . Vide figura(1.1.5):
X
Y
A w+(A)
w
-
(A)
w(A)
Antes de passarmos para a pro´xima sec¸a˜o, iremos definir mais treˆs conjuntos invariantes
de igual importaˆncia em relac¸a˜o aos que ja´ foram definidos anteriormente.
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Para cada T ≥ 0 escrevemos
ωT+(A) = {x ∈ A : ϕ(t, x) ∈ A para qualquer t ∈ [0, T ]}
ωT−(A) = {x ∈ A : ϕ(t, x) ∈ A para qualquer t ∈ [−T, 0]}
ωT (A) = {x ∈ A : ϕ(t, x) ∈ A para qualquer t ∈ [−T, T ]}
1.2 Propriedades dos Conjuntos Invariantes e Blocos
de Conley
Nesta sec¸a˜o, apresentaremos algumas propriedades dos conjuntos invariantes vistos na
sec¸a˜o anterior. Ale´m disso,um dos principais elementos topolo´gicos deste trabalho, os blocos
de Conley, aparecera˜o como ferramenta principal para o desenvolvimento da teoria.
Dados T > 0 e A ⊂ Λ, sa˜o va´lidas as seguintes propriedades para os conjuntos invari-
antes vistos na sec¸a˜o anterior:
1. Se A e´ fechado, enta˜o ω+(A), ω−(A), ω(A), ωT+(A), ω
T
− e ω
T tambe´m o sa˜o;
2. ω+(ω
T
+(A)) = ω+(A) ;
3. ω(ωT+(A)) = ω(A);
4. ϕ(T, ωT+(A)) = ω
T
−(A);
5. ϕ(T, ω2T+ (A)) = ω
T (A);
6. ωT (A) \ ω+(ωT (A)) = ωT (A) \ ω+(A);
7. ωT1(ωT2(A)) = ωT1+T2(A),∀ T1, T2 ≥ 0
Usaremos a notac¸a˜o x ·ε para denotar o ponto em Λ que esta´ sobre a o´rbita, comec¸ando
em x e percorrendo-a ε unidades de tempo, i.e, x · ε = ϕ(x, ε), onde ϕ e´ soluc¸a˜o do problema
(∗).
Definic¸a˜o 1.2.1. Seja A ⊂ Λ fechado. Chamaremos
S(A) = {x ∈ ∂A : ∀ ε0 > 0,∃ ε ∈ (0, ε0) tal que x · ε /∈ A}
de conjunto de sa´ıda relativo a A e seus pontos de pontos de sa´ıda com respeito a A.
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Definic¸a˜o 1.2.2. Diremos que um conjunto fechado A ⊂ Λ e´ um bloco de Conley se S(A)
e´ fechado.
Denotaremos por Σ = ΣF o conjunto dos blocos de Conley em Λ.
Exemplo 1.2.3. Consideremos novamente o problema do exemplo 1.1.5, bem como A =
[−1, 1]× [−1, 1].
P1 P2
P3 P4
Note que S(A) = {P1P3, P2P4} e´ um conjunto de sa´ıda relativo a A e que S(A) e´ fechado.
Temos portanto que A e´ um Bloco Conley.
Finalizaremos este cap´ıtulo com a definic¸a˜o de par ı´ndice .
Definic¸a˜o 1.2.4. Sejam E e N subconjuntos fechados de Λ com E ⊂ N e F o campo
vetorial definido em 1.1.4. Diremos que (N,E) e´ um par ı´ndice com respeito a F se sa˜o
satisfeitas as condic¸o˜es a seguir :
1. E e´ positivamente invariante relativamente a N , i.e.,
x ∈ E e x · [0, t] ∩ (Λ \ E) 6= ∅ ⇒ ∃ t0 ∈ [0, t] tal que x · t0 /∈ N
2. E e´ um conjunto de sa´ıda para N, i.e´.,
x ∈ N e x · [0, t] ∩ (Λ \N) 6= ∅ ⇒ ∃ t0 ∈ [0, t] tal que x · to ∈ E
Se N ∈ Σ, (N,S(N)) e´ trivialmente um par ı´ndice para F .
Cap´ıtulo 2
O Polinoˆmio de Poincare´
Neste cap´ıtulo iremos trabalhar com dois resultados que nos da˜o a existeˆncia de blocos
de Conley. Em seguida sera´ feito uma exposic¸a˜o de definic¸o˜es e resultados sobre grupos
homolo´gicos, a fim de que se possa dar a definic¸a˜o do polinoˆmio de Poincare´.
2.1 Existeˆncia de blocos de Conley
Nesta sec¸a˜o construiremos blocos de Conley, os quais foram definidos em 1.2.2.
Proposic¸a˜o 2.1.1. Sejam g1, g2 : Λ→ R func¸o˜es diferencia´veis e seja F um campo vetorial
C1loc(Λ). Considere os conjuntos
A = {x ∈ Λ : gi(x) ≤ 0, i = 1, 2}
e
S = {x ∈ ∂A : g1(x) = 0}
Considere tambe´m que
x ∈ ∂A e g1(x) = 0 ⇒
(∇g1(x) | F (x)) > 0
e
x ∈ ∂Ae g2(x) = 0 ⇒
(∇g2(x) | F (x)) < 0
Enta˜o, A ∈ Σ := ΣF .
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Demonstrac¸a˜o:
Sendo (−∞, 0] e {0} fechados em R , segue que
A = g−11 {(−∞, 0]} ∩ g−12 {(−∞, 0]}
e
S = g−11 {0}
sa˜o fechados em Λ . Basta mostrar enta˜o que S = S(A).
Veja a figura:
g  =0
1
g  =02
x
F(x)g 1
A
S
g 2
F(x)
Figura 2.1:
Se x ∈ S , teremos que x ∈ ∂A e g1(x) = 0 e portanto
d
dt
(
g1 ◦ ϕ(t, x)
) |t=0 = ∇g1(ϕ(t, x)) d
dt
ϕ(t, x) |t=0
= ∇g1
(
ϕ(0, x)
)
F
(
ϕ(0, x)
)
=
(∇g1(x) | F (x)) > 0
Dessa forma , existe δ > 0 tal que se −δ < t1 < 0 < t2 < δ , teremos que
g1 ◦ ϕ(t1, x) < g1 ◦ ϕ(0, x) < g1 ◦ ϕ(t2, x)
Como g1 ◦ ϕ(0, x) = g1(x) = 0 , teremos que
g1 ◦ ϕ(t1, x) < 0 < g1 ◦ ϕ(t2, x)
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Assim , dado ε0 > 0, tome t tal que 0 < t < min{δ, ε0}. Dessa forma ,
g1(ϕ(t, x)) = g1 ◦ ϕ(t, x) > 0
Lembrando que S(A) = {x ∈ ∂A : ∀ ε0 > 0,∃ t ∈ (0, ε0) tal que ϕ(t, ε) /∈ A} ,temos
que S ⊂ S(A).
Agora devemos provar que S(A) ⊂ S. Como S(A) ⊂ ∂A basta provar que se x ∈ S(A),
enta˜o g1(x) = 0.
Seja x ∈ S(A). Enta˜o, x ∈ ∂A e para cada ε0 > 0, existe t ∈ (0, ε0) tal que ϕ(t, x) /∈ A.
Dessa forma teremos que para cada ε0 > 0, existe t ∈ (0, ε0) tal que g1 ◦ ϕ(t, x) > 0 ou
g1 ◦ ϕ(t, x) > 0. Agora, se para cada ε0 > 0, existe t ∈ (0, ε0) tal que g1 ◦ ϕ(t, x) > 0 ou
g2◦ϕ(t, x) > 0 , existe uma sequeˆncia (tn) ⊂ (0, 1) estritamente decrescente convergindo para
zero e tal que g1◦ϕ(tn, x) > 0 ou g2◦ϕ(tn, x) > 0. Suponha que existe uma subsequeˆncia (rn)
de (tn) tal que para cada n se tenha g2 ◦ ϕ(rn, x) > 0. Assim, rn −→ 0 e g2 ◦ ϕ(rn, x) −→
g2 ◦ ϕ(0, x), pois g2 ◦ ϕ e´ cont´ınua. Como g2 ◦ ϕ(rn, x) > 0, para cada n, teremos que
g2 ◦ ϕ(0, x) = g2(x) ≥ 0.
Por outro lado, sendo x ∈ ∂A, teremos que x ∈ A e portanto g2(x) = 0. Segue da
hipo´tese que
d
dt
(
g2 ◦ ϕ(t, x)
) |t=0= (∇g2(x) | F (x)) < 0
Logo, existe δ > 0 tal que se −δ < t1 < 0 < t2 < δ ,teremos que
g2 ◦ ϕ(t2, x) < 0 < g2 ◦ ϕ(t1, x)
Como rn −→ 0, tome rn0 ∈ (0, δ). Dessa forma teremos que g2 ◦ ϕ(rn0 , x) < 0, que e´ um
absurdo.
Logo g2 ◦ϕ(tn, x) > 0 apenas para um nu´mero finito de ı´ndices e portanto existe N ∈ N
tal que g1 ◦ ϕ(tn, x) > 0 para cada n ≥ N . E como tn −→ 0, segue que g1 ◦ ϕ(tn, x) −→
g1 ◦ ϕ(0, x) = g1(x) ≥ 0. Por fim, notemos que g1(x) ≤ 0, pois x ∈ ∂A.
Logo g1(x) = 0 e portanto S(A) ⊂ S.
¥
O pro´ximo resultado e´ uma consequeˆncia direta de 2.1.2 e sua finalidade e´ garantir a
existeˆncia de Blocos Conley.
Proposic¸a˜o 2.1.2. Sejam
(
Λ, (·|·)) um Espac¸o de Hilbert e L : Λ→ Λ um operador linear
cont´ınuo com as seguintes propriedades :
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1. Existem subespac¸os H− e H+ L - invariantes e fechados em Λ tais que Λ = H−⊕H+
2. Para algum ν > 0 , e´ va´lido que(
Lx | x) ≤ −ν‖x‖2,∀ x ∈ H−
e (
Ly | y) ≥ ν‖y‖2,∀ y ∈ H+
Para z = x + y , com x ∈ H− e y ∈ H+ , definamos F (z) = −Lz + R(z) , onde
R : Λ → Λ e´ uma aplicac¸a˜o cont´ınua localmente lipschtziana tal que para algum ρ > 0 e´
va´lido que
‖R(x+ y)‖ ≤ ν
2
‖x‖, ‖x‖ = ρ e ‖y‖ ≤ ρ
e
‖R(x+ y)‖ ≤ ν
2
‖y‖, ‖y‖ = ρ e ‖x‖ ≤ ρ
Enta˜o o conjunto
Aρ = {x+ y ∈ Λ : ‖x‖, ‖y‖ ≤ ρ}
e´ um bloco de Conley relativo ao campo vetorial F .
Demonstrac¸a˜o:
Sejam g1, g2 : Λ→ R dadas por g1(x+y) = 12‖x‖2− 12ρ2 e g2(x+y) = 12‖y‖2− 12ρ2.Temos
que g1 e g2 sa˜o diferencia´veis e
∇g1(x+ y) = (x, 0)
e
∇g2(x+ y) = (0, y)
Ale´m disso, notemos que
g1(x+ y) ≤ 0 ⇔ ‖x‖ ≤ ρ
e
g2(x+ y) ≤ 0 ⇔ ‖y‖ ≤ ρ
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Veja a figura:
H-
H+
Sρ
Aρ
Dessa forma , teremos que Aρ = {x+y ∈ Λ : gi(x+y) ≤ 0, i = 1, 2} ,∂Aρ = {x+y ∈ Λ :(‖x‖ = ρ e ‖y‖ ≤ ρ)∩(‖y‖ = ρ e ‖x‖ ≤ ρ)} e Sρ = {x+y ∈ ∂Aρ : g1(x+y) = 0}. Lembremos
que sendo L um operador invariante , tem-se que Lx ∈ H− e Ly ∈ H+. Lembremos tambe´m
que H− ⊕ H+ ' H− × H+ e que portanto x + y e´ identificado pelo par (x, y). Tomemos
z = (x, y) ∈ ∂A de tal modo que g1(z) = 0. Assim ,(∇g1(z) | F (z)) = (∇g1(z) | − Lz +R(z))
=
(∇g1(z) | − Lz)+ (∇g1(z) | R(z))
=
(∇g1(z) | − Lx− Ly)+ (∇g1(z) | R(z))
=
(
(x, 0) | (−Lx,−Ly))+ ((x, 0) | R(x, y))
= −(Lx | x)+ (x | R(x, y))
Segue da hipo´tese que :
x ∈ H− ⇒ −(x | Lx) ≥ ν‖x‖2
E pela desigualdade de Cauchy-Schwarz , teremos que
|(R(x, y) | x)| ≤ ‖R(x, y)‖ · ‖x‖ ≤ ν
2
‖x‖ · ‖x‖
Assim,
−ν
2
‖x‖2 ≤ (R(x, y) | x) ≤ ν
2
‖x‖2
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e (∇g1(z), F (z)) = −(Lx | x)+ (x | R(x, y)) ≥ ν‖x‖2 − ν
2
‖x‖2 = ν
2
> 0
De modo ana´logo , se tomarmos z = (x, y) ∈ ∂A de tal modo que g2(z) = 0 , chegaremos
que
(∇g2(z) | F (z)) < 0. Por 2.1.2 , segue que Aρ e´ um bloco de Conley. ¥
2.2 To´picos em Homologia
Definic¸a˜o 2.2.1. Seja A um subespac¸o de um espac¸o topolo´gico X. Para todo inteiro n,
denotaremos por Hn(X,A) o n-e´simo grupo homolo´gico do par (X,A) sobre o corpo F .
Para n ≤ −1 , Hn(X,A) = 0. Para n ≥ 0 , os grupos homolo´gicos sa˜o espac¸os vetoriais.
Denotaremos por f : (X,A) → (Y,B) a toda aplicac¸a˜o cont´ınua f : X → Y tal que
f(A) ⊂ B. Para tais func¸o˜es, podemos sempre considerar o seguinte homomorfismo induzido
fn : Hn(X,A)→ Hn(Y,B)
Ale´m disso, se C ⊂ A, existe um homomorfismo ∂n : Hn(X,A)→ Hn−1(A,C) chamado
homomorfismo de fronteira.
A seguir enunciaremos algumas propriedades concernentes aos homomorfismos fn e ∂n,
conhecidos por axiomas de Eilenberg-Steenrod :
1. Idn = Id
2. (g ◦ f)n = gn ◦ fn
3. O diagrama abaixo e´ comutativo
Hn(X,A)
fn //
∂n
²²
Hn(Y,B)
∂n
²²
Hn−1(A,C)
(f/A)n−1
// Hn−1(B,D)
4. (exatida˜o) Sejam
i : (A,C)→ (X,C)
e
j : (X,C)→ (X,A)
aplicac¸o˜es de inclusa˜o. Enta˜o, a sequeˆncia homolo´gica
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· · · // Hn+1(X,A) ∂n+1 // Hn(A,C) in // Hn(X,C) jn // Hn(X,A) // · · ·
e´ exata.
5. (invariaˆncia homoto´pica) Se f e g sa˜o homoto´picas (i.e´., f = h(0, .), g = h(1, .)
para alguma aplicac¸a˜o cont´ınua h : [0, 1]× (X,A)→ (Y,B) talque h([0, 1]×A) ⊂ B),
enta˜o fn = gn.
6. (excisa˜o) Seja C um subconjunto aberto de X tal que C ⊂ intA. Seja
i : (X \ C,A \ C)→ (X,A)
a aplicac¸a˜o de inclusa˜o. Enta˜o in e´ um isomorfismo.
7. se x e´ um ponto, enta˜o Hn({x}, ∅) = δF , onde δF e´ o s´ımbolo de Kronecker.
8. (Decomposic¸a˜o) Se
k⋃
i=1
(Xi, Ai), onde os A
′
is sa˜o fechados e disjuntos, enta˜o
Hn(X,A) =
k⊕
i=1
Hn(Xi, Ai)
Definic¸a˜o 2.2.2. Dado um par topolo´gico (X,A), chamaremos de n-e´simo nu´mero Betti de
(X,A) a dimHn(X,A) e o denotaremos por Bn(X,A).
Definic¸a˜o 2.2.3. Dado um par topolo´gico (X,A), chamaremos de polinoˆmio de Poincare´
de (X,A) ao seguinte polinoˆmio
Pλ(X,A) =
∞∑
n=0
Bn(X,A)λ
n
Note que em geral Pλ(X,A) e´ uma se´rie.
Por convenc¸a˜o, escreveremos Pλ(X) sempre que A = ∅. Uma outra convenc¸a˜o a ser
adotada e´ o uso de Z2 como corpo base sobre o espac¸o vetorial Hn(X,A). Adotaremos
tal convenc¸a˜o para evitar problemas de orientac¸a˜o, bem como problemas no coˆmputo do
polinoˆmio de Morse.
Existeˆncia de blocos de Conley 20
Exemplo 2.2.4. Sejam X = PR2 e A = ∅. Note que se K = Z2 teremos que
Pλ(PR2) =
2∑
n=o
Bn(PR2)λn
=
2∑
n=o
dimHn(PR2)λn
= 1 + λ+ λ2
Veja figura :
Pore´m se K = Q teremos que
Pλ(PR2) =
2∑
n=o
Bn(PR2)λn
=
2∑
n=o
dimHn(PR2)λn
= 1
A pro´xima proposic¸a˜o nos da´ uma lista com algumas propriedades relativas ao
polinoˆmio de Poincare´.
Proposic¸a˜o 2.2.5. Para os pares topolo´gicos (X,A), (Y,B) e (Z,D) sa˜o va´lidas as pro-
priedades :
Cap.2 O Polinoˆmio de Poincare´ 21
1. Se (X,A) e (Y,B) sa˜o homotopicamente equivalentes, enta˜o Pλ(X,A) = Pλ(Y,B)
2. Se X e Y sa˜o disjuntos, enta˜o
Pλ(X ∪ Y,A ∪B) = Pλ(X,A) + Pλ(Y,B)
3. Pλ(X × Y ) = Pλ(X) · Pλ(Y )
4. Se (X,A,C) e´ uma tripla topolo´gica e C e´ um retrato por deformac¸a˜o de A, enta˜o
Pλ(X,A) = Pλ(X,C)
5. Se (X,A,C) e´ uma tripla topolo´gica, existe uma se´rie Q tal que
Pλ(X,A) + Pλ(A,C)−Q = Pλ(X,C)
6. Se C ⊂ intA, enta˜o Pλ(X,A) = Pλ(X \ C,A \ C)
7. Se Φ1 : (X,A) → (Y,B) e Φ2 : (Y,B) → (Z,D) sa˜o tais que Φ2 ◦ Φ1 e´ isomorfismo,
existe uma se´rie S tal que
Pλ(Y,B)− Pλ(X,A) = S
8. Sejam X variedade, A uma subvariedade de codimensa˜o n e C um subconjunto fechado
de A. Enta˜o,
Pλ(X,X \ C) = λnPλ(A,A \ C)
9. Se x0 e´ um ponto singular, enta˜o Pλ(x0) = 1
10. Se Bn e´ uma bola n-dimensional, enta˜o Pλ(Bn, ∂Bn) = λ
n
Demonstrac¸a˜o:
Ver [BG],teorema 2.2
Exemplo 2.2.6. Sejam X = S1 e A = ∅. E´ claro que para K = Z2 teremos que
Pλ(S1) =
1∑
n=o
Bn(S1)λn
=
1∑
n=o
dimHn(S1)λn
= 1 + λ
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Dessa forma se considerarmos o toro X = T e A = ∅ teremos para K = Z2 que
Pλ(T) = Pλ
(S1 × S1)
= Pλ(S1)× Pλ(S1)
= (1 + λ)× (1 + λ)
= 1 + 2λ+ λ2
Cap´ıtulo 3
Aplicac¸o˜es da teoria a`s EDP’s
Neste cap´ıtulo faremos uso da teoria vista nos cap´ıtulos anteriores a fim de definir o
ı´ndice de Morse para uma soluc¸a˜o fraca de um certo problema el´ıptico, bem como extrair
certas informac¸o˜es a respeito de tal soluc¸a˜o.
3.1 To´picos sobre distribuic¸o˜es e espac¸os de Sobolev
Sejam Ω ⊂ Rn aberto e u : Ω→ R uma func¸a˜o definida sobre Ω. O suporte de u e´ definido
por
Spt(u) = {x ∈ Ω : u(x) 6= 0}
Denotaremos por D(Ω) ao conjunto das func¸o˜es u : Ω→ R que satisfazem as condic¸o˜es
1. u e´ infinitamente diferencia´vel
2. Spt(u) e´ compacto e Spt(u) ⊂ Ω
Definiremos agora a seguinte topologia em D(Ω). Usaremos a notac¸a˜o Dj = ∂∂xj , D
αj
j =
∂αj
∂x
αj
j
e Dα = Dα11 ...D
αn
n .
Definic¸a˜o 3.1.1. No espac¸o D(Ω), uma sequeˆncia (ϕn) converge para um elemento ϕ em
D(Ω) se e somente se
1. existe um conjunto compacto K ⊂ Ω tal que Spt(ϕn) ⊂ K para todo n;
2. Dαϕn converge uniformemente para D
αϕ sobre K quando n → ∞, para todo α =
(α1, α2, ..., αn) com αi ∈ N.
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Com esta topologia teremos que D(Ω) e´ um espac¸o vetorial topolo´gico sobre R.
Exemplo 3.1.2. Seja g : Rn → R dada por
g (x) =
{
exp
− 1
1−‖x‖2 se ‖x‖ < 1
0 se ‖x‖ ≥ 1
Tomando K = B(0, 1) e ϕn(x) =
1
n
g(x) teremos que Spt(ϕn) ⊂ K e que Dαϕn converge
uniformemente para 0 em D(Rn).
Passaremos agora a trabalhar com funcionais sobre D(Ω) de tal modo que estes sejam
cont´ınuos e satisfac¸am uma certa condic¸a˜o de convergeˆncia.
Definic¸a˜o 3.1.3. Uma Distribuic¸a˜o sobre Ω e´ um funcional linear f : D(Ω) → R que e´
cont´ınuo, i.e.,
ϕn
D(Ω)−→ ϕ ⇒ f(ϕn) R−→ f(ϕ)
Denotaremos o conjunto das distribuic¸o˜es sobre Ω por D′(Ω) que e´ ta˜o somente o dual
topolo´gico de D(Ω).
Exemplo 3.1.4. Se f ∈ L1loc(Ω), enta˜o a func¸a˜o Tf : D(Ω)→ R definida por
Tf (ϕ) =
∫
Ω
f(x)ϕ(x)dx , ∀ ϕ ∈ D(Ω)
Usando a linearidade da integral e o Teorema da Convergeˆncia Dominada de Lebesgue
provamos que Tf e´ uma distribuic¸a˜o.
Observac¸a˜o 3.1.5. O exemplo anterior nos mostra que e´ sempre poss´ıvel identificar f ∈
L1loc(Ω) como uma distribuic¸a˜o do tipo Tf que denotaremos daqui em diante simplesmente
por
Tf (ϕ) = f(ϕ) = < f, ϕ >
Introduziremos agora o conceito de convergeˆncia em D′(Ω) .
Definic¸a˜o 3.1.6. Dadas fn, f ∈ D′(Ω), diremos que fn D
′(Ω) // f se fn(ϕ)
R // f(ϕ) ,
∀ ϕ ∈ D(Ω).
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E´ interessante notar que se tivermos fn −→ f em Lp para algum p, 1 ≤ p ≤ ∞,
enta˜o temos que fn −→ f em D′(Ω).
Faremos um ra´pido argumento a respeito da observac¸a˜o acima.
Sejam fn, f ∈ D′(Ω) tais que fn L
p
// f , e seja ϕ ∈ D(Ω). Enta˜o,
fn −→ f em Lp ⇒ fn − f −→ 0 em Lp ⇒
∫
Ω
|fn − f |p −→ 0
Usando a desigualdade de Ho¨lder para 1
p
+ 1
p,
= 1 teremos que
| < fn − f, ϕ > | = |
∫
Ω
(fn − f)ϕ|
≤ SupΩ|ϕ|
∫
Ω
|fn − f |
≤ SupΩ|ϕ|
(∫
Ω
|fn − f |p
) 1
p
(∫
Ω
1p
,
) 1
p,
= SupΩ|ϕ||Ω|
1
p,
(∫
Ω
|fn − f |p
) 1
p
Como
∫
Ω
|fn − f |p −→ 0, teremos que < fn, ϕ >−→< f, ϕ > e portanto fn D
′(Ω) // f .
Diante desta definic¸a˜o de convergeˆncia em D′(Ω) e´ natural nos perguntarmos : a
derivada de uma distribuic¸a˜o e´ tambe´m uma distribuic¸a˜o? A resposta e´ afirmativa e a
definic¸a˜o e´ dada a seguir.
Definic¸a˜o 3.1.7. Para cada f ∈ D′(Ω), definiremos a derivada distribucional de f por
Dkf(ϕ) = −f(Dkϕ) , ϕ ∈ D(Ω)
Se usarmos induc¸a˜o a nossa definic¸a˜o pode ser descrita da seguinte maneira
Dαf(ϕ) = (−1)|α|f(Dαϕ) , ϕ ∈ D(Ω)
Esta definic¸a˜o e´ va´lida para todo α tal que |α| = α1 + ... + αn, estabelecendo assim
derivadas de todas as ordens sobre f . Ale´m disso ,
DαDβf(ϕ) = (−1)|α|Dβf(Dαϕ)
= (−1)|α|(−1)|β|f(DβDαϕ)
= (−1)|β|+|α|f(DαDβϕ)
= DβDαf(ϕ)
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No caso em que a distribuic¸a˜o e´ oriunda de uma func¸a˜o f ∈ L1loc(Ω) com Ω ⊂ R, teremos
que
< f ′, ϕ > = f ′(ϕ)
= DTf (ϕ)
=
∫ ∞
−∞
f ′(x)ϕ(x)dx
= f(x)ϕ(x)|∞−∞ −
∫ ∞
−∞
f(x)ϕ′(x)dx
= −
∫ ∞
−∞
f(x)ϕ′(x)dx
= − < f, ϕ′ >
Exemplo 3.1.8. Consideremos a func¸a˜o localmente integra´vel log |x| em R2. Faremos uso
da definic¸a˜o anterior para calcular a derivada distribucional de 4 log |x|.
Dada ϕ ∈ D(R2), temos que
< 4 log |x|, ϕ > = (−1)2 < log |x|,4ϕ >
=
∫
R2
log |x|4ϕ dx
= limε→0
∫
|x|≥ε
log |x|4ϕ dx
A segunda fo´rmula de Green nos diz que para um aberto Ω ⊂ Rncom bordo suficiente-
mente suave e para func¸o˜es u, v ∈ C2(Ω) e´ va´lido que∫
Ω
(u4v − v4u) dx =
∫
∂Ω
(u∂ηv − v∂ηu) dσ
onde ∂η e´ a diferencial com respeito a normal exterior η sobre ∂Ω e dσ e´ a medida sobre ∂Ω.
Seja Ω ⊂ R2 tal que Spt(ϕ) e B(0, ε) estejam contidas em Ω para algum ε > 0. Tomando
o aberto Ωε = Ω \B(0, ε) = {x ∈ Ω : |x| > ε } e aplicando a segunda fo´rmula de Green para
as func¸o˜es log |x| e ϕ(x), teremos que∫
Ωε
log |x|4ϕ(x) dx−
∫
Ωε
4 log |x|ϕ(x) dx =
∫
∂Ωε
log |x|∂ηϕ(x) dσ −
∫
∂Ωε
ϕ(x)∂η log |x| dσ
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Atrave´s da figura abaixo
Ω
B(0,  )ε
sptϕ
vemos que ∂Ωε = {x ∈ Ω : |x| = ε } ∪ ∂Ω e portanto∫
|x|≥ε
log |x|4ϕ(x) dx−
∫
|x|≥ε
4 log |x|ϕ(x) dx =
∫
|x|=ε
log |x|∂ηϕ(x) dσ−
∫
|x|=ε
ϕ(x)∂η log |x| dσ
Para x 6= 0, temos que r = |x| = (x21+ x22)
1
2 e rxi =
1
2
(x21+ x
2
2)
−1. 2xi = xir para i = 1, 2.
Como ∂
∂xi
log r =
rxi
r
= xi
r2
, temos que
4 log r = ( ∂
2
∂x21
+
∂2
∂x22
) log r
=
∂2
∂x21
log r +
∂2
∂x22
log r
=
∂
∂
x1
(
x1
r2
)
+
∂
∂x2
(
x2
r2
)
=
[
1
r2
+ x1
∂
∂x1
1
r2
]
+
[
1
r2
+ x2
∂
∂x2
1
r2
]
=
[
1
r2
+ x1(−2r−3rx1)
]
+
[
1
r2
+ x2(−2r−3rx2)
]
=
[
1
r2
− 2x1r−3rx1
]
+
[
1
r2
− 2x2r−3rx2
]
=
[
1
r2
− 2x
2
1
r4
]
+
[
1
r2
− 2x
2
2
r4
]
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=
2
r2
− 2(x
2
1 + x
2
2)
r4
=
2
r2
− 2r
2
r4
= 0
Como no c´ırculo |x| = ε temos que ∂η = −∂ε = −∂r , e´ va´lido afirmar que∫
|x|≥ε
4 log |x|ϕ(x) dx =
∫
|x|≥ε
4 log |x|ϕ(x) dx = 0
∫
|x|=ε
log |x|∂ηϕ(x) dσ = −
∫
|x|=ε
∂rϕ(x) log r dσ∫
|x|=ε
ϕ(x)∂η log |x| dσ = −
∫
|x|=ε
∂r log rϕ(x) dσ = −1
r
∫
|x|=ε
ϕ(x) dσ
e portanto ∫
|x|≥ε
log |x|4ϕ(x) dx =
∫
|x|≥ε
log r4ϕ(x) dx
=
1
r
∫
|x|=ε
ϕ(x) dσ −
∫
|x|=ε
∂rϕ(x) log r dσ
Como ϕ ∈ D(R2), segue que ∂rϕ e´ limitada sobre R2. Da´ı,
< 4 log |x|, ϕ > = < 4 log r, ϕ >
= limε→0
∫
|x|≥ε
log r4ϕ dx
= limε→0
[1
ε
∫
|x|=ε
ϕ(x) dσ −
∫
|x|=ε
∂rϕ(x) log r dσ
]
Mas
limε→0
[
1
ε
∫
|x|=ε
ϕ(x) dσ
]
= limε→0
[
1
ε
∫
|x|=ε
(
ϕ(x)− ϕ(0)
)
dσ
]
+ limε→0
[
1
ε
∫
|x|=ε
ϕ(0) dσ
]
= 2piϕ(0)
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Isto pode ser visto a partir da desigualdade do valor me´dio. Para x ∈ R e´ va´lido que
xϕ,(ξ) = |ϕ(x)− ϕ(0)| ≤ |x|M
⇒
|1
ε
∫
|x|=ε
ϕ(x)− ϕ(0) dσ| ≤ 1
ε
∫
|x|=ε
|ϕ(x)− ϕ(0)| dσ
≤ 1
ε
∫
|x|=ε
|x|M dσ
=
∫
|x|=ε
M dσ
= M2piε −→ 0
E como |∂rϕ(x)| ≤M , temos
limε→0
∫
|x|=ε
∂rϕ(x) log r dσ ≤ limε→0
∫
|x|=ε
|∂rϕ(x)|| log r| dσ
≤ limε→0
[
2piMε| log ε|]
= 0
∴ < 4 log |x|, ϕ >= 2piϕ(0)
Dados f ∈ D′(Ω) e a ∈ C∞(Ω), o produto
af(ϕ) = f(aϕ) ,∀ ϕ ∈ D(Ω)
e´ bem definido, pois aϕ ∈ D(Ω). Ale´m disso, se uma sequeˆncia ϕk converge para 0 em D(Ω),
enta˜o aϕk converge para 0 tambe´m em D(Ω) e portanto af(ϕk) converge para 0 em R.
Isto sugere a seguinte definic¸a˜o.
Definic¸a˜o 3.1.9. Sejam a ∈ C∞(Ω) e f ∈ D′(Ω). Enta˜o definimos o produto af ∈ D′(Ω)
como
< af, ϕ > = < f, aϕ > , ∀ ϕ ∈ D(Ω)
Passaremos agora a trabalhar com espac¸os de func¸o˜es em Lp(Ω) cujas derivadas dis-
tribucionais ainda estejam contidas em Lp(Ω) .
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Definic¸a˜o 3.1.10. Sejam Ω ⊂ Rn ,1 ≤ p ≤ ∞ e k ∈ N. O espac¸o de SobolevW k,p e´ definido
por
W k,p(Ω) = {f ∈ Lp(Ω) : Dαf ∈ Lp(Ω),∀ α tal que |α| ≤ k}
onde Dαf e´ tomada no sentido das distribuic¸o˜es.
Pode ser verificado que o espac¸o W k,p e´ um espac¸o vetorial. Ale´m disso, W k,p e´ um
espac¸o de Banach se o munirmos com a norma[ ∑
|α|≤k
‖Dαf‖pLp
] 1
p
onde ‖Dαf‖pLp =
∫
Ω
|Dαf(x)|p dx.
O espac¸o W 0,p(Ω) e´ identificado com o pro´prio Lp(Ω). Denotaremos os conjuntos
W k,2(Ω) simplesmente por Hk(Ω). Nesse caso teremos que a norma ‖ · ‖Wk,2(Ω) prove´m
do seguinte produto interno
(f | g)Wk,2(Ω) =
∑
|α|≤k
∫
Ω
Dαf Dαg dx
e (Hk, ‖ · ‖Wk,2) e´ completo. Podemos enta˜o concluir que o resultado seguinte e´ va´lido:
Proposic¸a˜o 3.1.11. Hk(Ω) e´ um espac¸o de Hilbert.
Demonstrac¸a˜o:
Ver [BR], pa´gina 157
Um enfoque especial sera´ dado aos espac¸os
H1(Ω) = W 1,2(Ω) = {f ∈ L2(Ω) : ∇f ∈ L2(Ω)}
H2(Ω) = W 2,2(Ω) = {f ∈ L2(Ω) : Dif ∈ L2 e DiDjf ∈ L2(Ω)}
Trabalhemos agora com mais alguns subespac¸os de W k,p(Ω) que sa˜o importantes para
o desenvolvimento da teoria. Mais especificamente estaremos interessados em D(Ω)W
k,p(Ω)
,
o que e´ perfeitamente poss´ıvel pois D(Ω) ⊂ W k,p(Ω).
Definic¸a˜o 3.1.12. W k,p0 (Ω) = D(Ω)
Wk,p(Ω)
Prova-se que os elementos deW k,p0 (Ω) satisfazem uma condic¸a˜o de fronteira num sentido
generalizado que chamamos de trac¸o. Para o caso W 1,20 (Ω) = H
1
0 (Ω) essa condic¸a˜o e´ dada
no resultado seguinte.
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Proposic¸a˜o 3.1.13. Sejam Ω de classe C1 e u ∈ H10 (Ω) ∩ C(Ω). Sa˜o equivalentes:
1. u = 0 sobre ∂Ω
2. u ∈ H10 (Ω)
Demonstrac¸a˜o:
Ver [BR], teorema IX.17
A partir deste resultado podemos entender que
H10 (Ω) = {u ∈ H1(Ω) : u = 0 em ∂Ω}
onde a igualdade u = 0 em ∂Ω pode ser entendida num sentido generalizado.
A norma em H10 (Ω) e´ dada por
‖u‖H10 (Ω) =
(∫
Ω
u2 +
∫
Ω
|∇u|2
) 1
2 ∼=
∫
Ω
|∇u|2
Esta equivaleˆncia segue-se da desigualdade de Poincare´∫
Ω
u2 ≤ c
∫
Ω
|∇u|2, ∀ u ∈ H10
Para finalizarmos esta sec¸a˜o enunciaremos alguns resultados importantes para a for-
mulac¸a˜o variacional do problema el´ıptico a ser visto na pro´xima sec¸a˜o.
Proposic¸a˜o 3.1.14 (imersa˜o de Sobolev). Suponha que Ω ⊂ Rn e´ um domı´nio limitado.
Enta˜o
H10 (Ω) ↪→ Lp(Ω)
para 2 ≤ p ≤ 2n
n−2 se n ≥ 3. Ale´m disso, a imersa˜o e´ compacta quando 2 ≤ p < 2nn−2 .
Demonstrac¸a˜o:
Ver [BR], teorema IX.16
Seja
(H, (.|.)) um Espac¸o de Hilbert. Diremos que uma sequeˆncia (un) converge em
norma para u em H se
‖un − u‖H −→ 0
Nesse caso denotaremos esta convergeˆncia simplesmente por
un
‖.‖H−→ u
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Diremos que uma sequeˆncia (un) converge fracamente para u em H se
L(un) −→ L(u) ,∀ L ∈ H′
Nesse caso denotaremos esta convergeˆncia simplesmente por
un ⇀ u
Segue do Teorema da Representac¸a˜o de Riesz que se un ⇀ u em H, enta˜o
(un|v) −→ (u|v) ,∀ v ∈ H
Para o pro´ximo resultado considere que BH e´ a bola unita´ria em H.
Proposic¸a˜o 3.1.15. Se H e´ um espac¸o de Hilbert, enta˜o :
1. BH na˜o e´ compacta na topologia da norma;
2. BH e´ fracamente compacta.
Demonstrac¸a˜o:
Ver [BR], teorema III.15
3.2 O problema modelo
Consideremos o problema el´ıptico com condic¸o˜es de Dirichlet{
−∆u− λu+ f (u) = 0 em Ω
u = 0 em ∂Ω
(PEL)
onde f : R+ → R e´ uma func¸a˜o de classe C2, λ e´ um paraˆmetro real e Ω ⊂ Rn e´ um domı´nio
limitado e suave .
Por uma soluc¸a˜o cla´ssica deste problema, entendemos ser uma uma func¸a˜o u ∈ C2(Ω)∩
C0(Ω) que verifica o (PEL).
Se u e´ uma func¸a˜o em H10 (Ω) que verifica a identidade∫
Ω
∇u∇v = λ
∫
Ω
uv −
∫
Ω
f(u)v , ∀ v ∈ H10 (Ω)
enta˜o u e´ chamada de soluc¸a˜o fraca do (PEL).
Cap.3 Aplicac¸o˜es da teoria a`s EDP’s 33
Sobre nosso problema vamos impor a seguinte condic¸a˜o de crescimento sobre f
|f(s)| ≤ c|s|α + c
onde α ≤ n+2
n−2 .
Considere o funcional E : H10 (Ω)→ R dado por
E(u) =
∫
Ω
[ 1
2
|∇u|2 − λ
2
u2 + F (u)
]
dx
onde F (s) =
∫ s
0
f(t) dt .
Como H10 (Ω) e´ imerso em L
2n
n−2 quando n ≥ 3, dada u ∈ H10 (Ω), temos que u ∈
L
2n
n−2 (Ω) ⊂ L2(Ω) e portanto |∇u|2 e u2 sa˜o integra´veis. Ale´m disso,
|F (t)| = |
∫ t
0
f(s) ds| ≤
∫ t
0
|f(s)| ds
≤
∫ t
0
[
c|s|α + c] ds
≤ c|t|α+1 + c|t|
Segue-se da desigualdade de Young que
|F (u)| ≤ c|u|α+1 + c
e portanto ∫
Ω
|F (u)| dx ≤ c
∫
Ω
|u|α+1 dx
Agora
α ≤ n+ 2
n− 2 ⇔ α + 1 ≤
2n
n− 2 ⇔ |u|
α+1 ∈ L1
Logo |F (u)| e´ integra´vel e portanto E e´ bem definido.
Segue da regularidade do problema de Dirichlet que uma soluc¸a˜o fraca u do (PEL) mora
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em H2(Ω) e portanto E admite derivadas de 1a e 2a ordem . A saber
dE(u)v =
d
dt
E(u+ tv)|t=0
=
d
dt
[ ∫
Ω
[ 1
2
|∇(u+ tv)|2 − λ
2
(u+ tv)2 + F (u+ tv)
]
dx
]|t=0
=
d
dt
[ ∫
Ω
1
2
|∇u|2 dx+ t
∫
Ω
∇u∇v dx+ t
2
2
∫
Ω
|∇v|2 dx−
− λ
2
∫
Ω
u2 dx− λt
∫
Ω
uv dx− λ
2
t2
∫
Ω
v2 dx+
∫
Ω
F (u+ tv) dx
]|t=0
=
[ ∫
Ω
∇u∇v dx+ t
∫
Ω
|∇v|2 dx− λ
∫
Ω
uv dx− λt
∫
Ω
v2 dx+
∫
Ω
F ′(u+ tv)v dx
]|t=0
=
∫
Ω
∇u∇v dx− λ
∫
Ω
uv dx+
∫
Ω
f(u)v dx
e
d2E(u)(v, v) =
d2
dt2
E(u+ tv)|t=0
=
d
dt
[ d
dt
E(u+ tv)
]|t=0
=
d
dt
[ ∫
Ω
∇u∇v dx+ t
∫
Ω
|∇v|2 dx− λ
∫
Ω
uv dx− λt
∫
Ω
v2 dx+
+
∫
Ω
f(u+ tv)v dx
]|t=0
=
[ ∫
Ω
|∇v|2 dx− λ
∫
Ω
v2 dx+
∫
Ω
f ′(u+ tv)v.v dx
]|t=0
=
∫
Ω
|∇v|2 dx− λ
∫
Ω
v2 dx+
∫
Ω
f ′(u)v.v dx
=
∫
Ω
[−4v − λv + f ′(u)v]v dx
Segue-se da definic¸a˜o que
u e´ soluc¸a˜o fraca de (PEL) ⇔
∫
Ω
∇u∇v = λ
∫
Ω
uv −
∫
Ω
f(u)v
⇔
∫
Ω
∇u∇v − λ
∫
Ω
uv +
∫
Ω
f(u)v = 0
⇔ dE(u)v = 0
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Segue da A´lgebra Linear que a aplicac¸a˜o Q : H10 (Ω)→ R dada por
Q(v) = q(v, v) =
∫
Ω
[|∇v|2 − λv2 + f ′(u)v2] dx
e´ uma forma quadra´tica.
Uma ana´lise da forma quadra´tica determinara´ o ı´ndice de Morse de uma soluc¸a˜o u do
(PEL) onde u ∈ H10 (Ω).
Consideremos o problema de autovalores{
−∆u = λu em Ω
u = 0 em ∂Ω
(3.1)
onde λ ∈ R e Ω ⊂ Rn e´ limitado.
Segue da teoria espectral que os λn’s que tornam este problema solu´vel de forma na˜o
trivial sa˜o em sequeˆncia infinita e satisfazem a desigualdade
0 < λ1 < λ2 ≤ λ3 ≤ ...
Para cada n ∈ N considere ϕn ∈ H10 (Ω) a autofunc¸a˜o associada ao autovalor λn. Enta˜o
ϕn satisfaz a condic¸a˜o {
−∆ϕn = λϕn em Ω
ϕn = 0 em ∂Ω
(3.2)
e portanto vale a igualdade ∫
Ω
|∇ϕn|2 dx = λn
∫
Ω
ϕ2n dx
As ϕn’s formam um sistema ortonormal completo em H
1
0 (Ω) formando assim uma base
para H10 (Ω). Ale´m disso, elas determinam uma decomposic¸a˜o do tipo H
1
0 (Ω) = En ⊕ E⊥n ,
onde En = span{ϕ1, ..., ϕn} e E⊥n = span{ϕn+1, ϕn+2, ...}. Sobre os subespac¸os En e E⊥n de
H10 (Ω), a teoria espectral nos afirma que∫
Ω
|∇u|2 dx ≤ λn
∫
Ω
u2 dx ∀ u ∈ En
e ∫
Ω
|∇u|2 dx ≥ λn+1
∫
Ω
u2 dx ∀ u ∈ E⊥n
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Consideremos Q(v)
∣∣
En
. Enta˜o
Q(v) =
∫
Ω
[|∇v|2 − λv2 + f ′(u)v2] dx
≤
∫
Ω
[
λnv
2 − λv2 + f ′(u)v2] dx
=
∫
Ω
[
λn − λ+ f ′(u)
]
v2 dx
Por outro lado se considerarmos Q(v)
∣∣
E⊥n
, teremos que
Q(v) =
∫
Ω
[|∇v|2 − λv2 + f ′(u)v2] dx
≥
∫
Ω
[
λn+1v
2 − λv2 + f ′(u)v2] dx
=
∫
Ω
[
λn+1 − λ+ f ′(u)
]
v2 dx
Como λ ∈ (λn, λn+1) para algum n ∈ N, tomemos ε = ε(λ) = min{λ− λn, λn+1 − λ} e
consideremos |f ′(u)| < ε.
Dessa forma, para cada v ∈ En teremos que
f ′(u) < λ− λn ⇒ λn − λ+ f ′(u) < 0
⇒ Q(v) < 0
Podemos concluir portanto que o ı´ndice de Morse de u que e´ definido como sendo a
dimensa˜o do maior subespac¸o onde a forma quadra´tica e´ negativa definida e´ superior ou
pelo menos igual a n.
Por outro lado, para cada v ∈ E⊥n teremos que
f ′(u) > −(λn+1 − λ) = λ− λn+1 ⇒ λn+1 − λ+ f ′(u) > 0
⇒ Q(v) > 0
Podemos concluir portanto que o ı´ndice de Morse de u e´ inferior a n+ 1 .
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E como Q(v) = 0 se e somente se v ≡ 0, conclu´ımos que En e´ o subespac¸o de H10 (Ω)
com dimensa˜o maximal tal que Q(v) e´ negativa definida. Portanto o ı´ndice de Morse de u e´
n, ou seja, o ı´ndice de Morse coincide com a dimensa˜o de En.
Definic¸a˜o 3.2.1. Sejam u uma func¸a˜o cont´ınua sobre Ω e R um aberto de Ω . Diremos que
R e´ uma regia˜o nodal para u se u na˜o muda de sinal sobre R e u
∣∣
∂R
≡ 0 .
A seguir veremos um resultado que nos da´ uma estimativa do nu´mero de regio˜es nodais
N(u) de uma soluc¸a˜o u de (PEL).
Proposic¸a˜o 3.2.2. Seja u uma soluc¸a˜o de (PEL). Se f satisfaz as condic¸o˜es
1. f(0) = 0
2. |f(s)| ≤ c(|s|p−1 + 1), c ∈ R, p ∈ [1, 2n
n−2
]
3. f ′(s)s2 − f(s)s < 0 quase sempre
enta˜o N(u) ≤ m(u) .
Demonstrac¸a˜o:
Seja N(u) = n e sejam R1, R2, ..., Rn as regio˜es nodais de u. Para cada k = 1, 2, ..., n
considere
uk (x) =
{
u (x) se x ∈ Rk
0 se x /∈ Rk
e
Vn = span{u1, u2, ..., un}
Afirmac¸a˜o : d2E(uk)(v, v) < 0,∀ v ∈ Vn
Como uk = u
∣∣
Rk
e´ soluc¸a˜o de (PEL) em Rk, temos que
−∆uk − λuk + f (uk) = 0
Multiplicando a equac¸a˜o acima por uk e usando o teorema de Green, teremos que∫
Ω
[
|∇uk|2 − λu2k
]
dx = −
∫
Ω
f(uk)uk dx
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Tome v =
n∑
k=1
λkuk ∈ Vn . Da´ı,
d2E(uk)(v, v) =
∫
Ω
[
|∇v|2 − λv2 + f ′(uk)v2
]
dx
=
∫
Ω
[( ∇( n∑
k=1
λkuk
)∣∣∇( n∑
k=1
λkuk
) )− λ( n∑
k=1
λkuk
∣∣ n∑
k=1
λkuk
)
+
+ f ′(uk)
( n∑
k=1
λkuk
∣∣ n∑
k=1
λkuk
) ]
dx
=
∫
Ω
[ n∑
k=1
λ2k|∇uk|2 − λ
n∑
k=1
λ2ku
2
k + f
′(uk)
n∑
k=1
λ2ku
2
k
]
dx
=
n∑
k=1
λ2k
∫
Ω
[
|∇uk|2 − λu2k + f ′(uk)u2k
]
dx
=
n∑
k=1
λ2k
∫
Ω
[
f ′(uk)u2k − f(uk)u2k
]
dx
Como f ′(uk)u2k − f(uk)uk < 0, segue que d2E(uk)(v, v) < 0 . Dessa forma teremos que
m(u) ≥ n e portanto conclu´ımos que N(u) = dimVn = n ≤ m(u) . ¥
Cap´ıtulo 4
A teoria de Morse-Conley
4.1 O ı´ndice de Morse de um ponto cr´ıtico na˜o-degenerado
Ao longo desta sec¸a˜o estaremos interessados em trabalhar com uma certa classe de
pontos cr´ıticos de um C2-funcional f : Ω ⊂ Λ → R cuja hessiana seja invers´ıvel. Para esta
classe de pontos cr´ıticos iremos definir um ı´ndice invariante por cartas locais da C2-variedade
Λ.
Definic¸a˜o 4.1.1. Seja x ∈ Kf um ponto cr´ıtico de f tal que Hfx e´ definida. Chamaremos
de ı´ndice de Morse de x e denotaremos por m(x, f) a dimensa˜o maximal de um subespac¸o
de TxΛ em que H
f
x e´ negativa definida.
Por convenc¸a˜o iremos denotar m(x, f) simplesmente por m(x).
Definic¸a˜o 4.1.2. Sejam Λ de classe C2, Ω um subconjunto aberto de Λ e f um funcional
C2 em Ω. Diremos que x ∈ Kf e´ um ponto cr´ıtico na˜o-degenerado se existir uma carta local
(U,ϕ) com (x ∈ U) tal que ϕ(x) e´ um ponto cr´ıtico na˜o-degenerado de f ◦ ϕ−1. Neste caso,
teremos que
m(x, f) = m(ϕ(x), f ◦ ϕ−1)
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Geometricamente
x
U Λ
ϕ(x)
ϕϕ−1
W
R
f
f ◦ ϕ−1
O pro´ximo resultado garantira´ que o ı´ndice de Morse m(x) e´ invariante em relac¸a˜o a
escolha da carta local tomada sobre a variedade Λ.
Proposic¸a˜o 4.1.3. Seja (U,ϕ) com (x ∈ U) uma carta local sobre Λ tal que ϕ(x) seja um
ponto cr´ıtico na˜o-degenerado de f ◦ ϕ−1. Enta˜o para toda carta local (V, ψ) com (x ∈ V ),
f ◦ ψ−1 e´ duas vezes diferencia´vel em ψ(x). Ale´m disso ψ(x) e´ um ponto cr´ıtico na˜o-
degenerado de f ◦ ψ−1 e
m(ψ(x), f ◦ ψ−1) = m(ϕ(x), f ◦ ϕ−1)
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Geometricamente
x
U
W Λ
ϕ(x) ψ(x)
ϕ
ϕ−1
R
ψ
ψ−1
f ◦ ϕ−1
f ◦ ψ−1
f
Demonstrac¸a˜o:
Ver [BG], lema 1.6
Uma func¸a˜o f de classe C2 cujos pontos cr´ıticos sa˜o todos na˜o-degenerados sera´ chamada
de func¸a˜o de Morse.
Exemplo 4.1.4. Considere a aplicac¸a˜o altura f : Sk−1 → R dada por
f(x1, x2, ..., xk) = xk
Esta func¸a˜o e´ claramente C2. Mostremos que f e´ uma func¸a˜o de Morse.
Sejam ϕ : Sk−1 \ {N} → Rk−1 e ψ : Sk−1 \ {S} → Rk−1 dadas por
ϕ(x1, ..., xk−1, xk) =
(
− x1
1− xk , ...,−
xk−1
1− xk
)
e
ψ(x1, ..., xk−1, xk) =
(
x1
1 + xk
, ...,
xk−1
1 + xk
)
as cartas locais de Sk−1 dadas pela projec¸a˜o estereogra´fica em relac¸a˜o aos po´los norte e sul
respectivamente. Suas inversas sa˜o dadas por
ϕ−1(x1, ..., xk−1) =
(
2x1
1 + ‖x‖2 , ...,
2xk−1
1 + ‖x‖2 ,
‖x‖2 − 1
1 + ‖x‖2
)
e
ψ−1(x1, ..., xk−1) =
(
2x1
1 + ‖x‖2 , ...,
2xk−1
1 + ‖x‖2 ,−
‖x‖2 − 1
1 + ‖x‖2
)
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onde x = (x1, ..., xk−1) ∈ Rk−1 .
As aplicac¸o˜es f ◦ ϕ−1, f ◦ ψ−1 : Rk−1 → R dadas por
f ◦ ϕ−1(x) = ‖x‖
2 − 1
1 + ‖x‖2
e
f ◦ ψ−1(x) = −‖x‖
2 − 1
1 + ‖x‖2
sa˜o tais que
d(f ◦ ϕ−1)x =
(
4x1
(1 + ‖x‖2)2 , ...,
4xk−1
(1 + ‖x‖2)2
)
e
d(f ◦ ψ−1)x =
( −4x1
(1 + ‖x‖2)2 , ...,
−4xk−1
(1 + ‖x‖2)2
)
Como
d(f ◦ ϕ−1)x = 0 e d(f ◦ ψ−1)x = 0 ⇔ x1 = ... = xk−1 = 0
conclu´ımos que 0 e´ o u´nico ponto cr´ıtico de f ◦ ψ−1 e f ◦ ψ−1 .
Notemos que :
Hf◦ϕ
−1
0 =

4
4 O
O
. . .
4

(k−1)×(k−1)
e
Hf◦ψ
−1
0 =

−4
−4 O
O
. . .
−4

(k−1)×(k−1)
Sendo det
(
Hf◦ϕ
−1
0
)
= 4k−1 e det
(
Hf◦ψ
−1
0
)
= (−4)k−1 , conclu´ımos que 0 e´ ponto cr´ıtico
na˜o-degenerado das func¸o˜es f ◦ ϕ−1 e f ◦ ψ−1 .
Como ϕ(S) = ψ(N) = 0 , segue que S e N sa˜o os u´nicos pontos cr´ıticos de f . Ale´m
disso , segue da definic¸a˜o 4.1.2 que estes sa˜o na˜o-degenerados .
∴ f e´ uma func¸a˜o de Morse
Definic¸a˜o 4.1.5. Sejam f uma func¸a˜o de Morse e K um subconjunto de Kf . O polinoˆmio
de Morse de K sera´ definido por
Mλ(K) =
∑
x∈K
λm(x)
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E´ importante ressaltar na definic¸a˜o acima que :
1. Se Λ for de dimensa˜o infinita e´ poss´ıvel ocorrer m(x) = ∞. Caso isto ocorra conven-
cionaremos que λ∞ = 0 .
2. Se K for finito, seu polinoˆmio de Morse sera´ da forma
Mλ(K) =
∑
k
akλ
k
onde os ak’s sa˜o inteiros na˜o negativos representando o nu´mero de pontos cr´ıticos em
Kf que tem ı´ndice de Morse igual a k .
3. Se K for infinito, seu polinoˆmio de Morse sera´ uma se´rie formal morando no seguinte
conjunto
S = {
∑
akλ
k : ak ∈ N ∪ {∞} }
Finalizaremos a sec¸a˜o fazendo um estudo da estrutura alge´brica e topolo´gica de S .
Dados
∑
akλ
k,
∑
bkλ
k ∈ S , as operac¸o˜es soma e produto em S sa˜o definidas por∑
akλ
k +
∑
bkλ
k =
∑(
ak + bk
)
λk
e (∑
akλ
k
)
·
(∑
bkλ
k
)
=
∑
k
( k∑
j=0
ak−jbj
)
λk
onde 0 · ∞ = 0 .
A relac¸a˜o de ordem sobre os elementos de S sera´ dada por∑
akλ
k <
∑
bkλ
k ⇔ ∃ n ∈ N tal que ak = bk para k ≤ n− 1 e an < bn
Em S a noc¸a˜o de limite e´ dada da seguinte maneira
lim
n→∞
Pn = R ⇔ ck(Pn) −→ ck(R) , ∀ k ∈ N
Identificando a se´rie
∑
akλ
k com a sequeˆncia (ak), teremos que a topologia de S e´
equivalente a topologia produto sobre
∞∏
i=1
Xi , onde Xi = N ∪ {∞} .
Sendo N∪{∞} um conjunto compacto, segue do Teorema de Tychonoff que S e´ compacto
na topologia produto.
Para um subconjunto A de S definimos o fecho de A por
A = {P ∈ S : ∃ (Pn) ⊂ A t.q. lim
n→∞
Pn = P}
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Definic¸a˜o 4.1.6. Se A ⊂ S , definiremos
R = inf A se R = min A
R = sup A se R = max A
A partir desta definic¸a˜o temos garantida a limitac¸a˜o de um subconjunto qualquer de S
como mostra o pro´ximo resultado.
Proposic¸a˜o 4.1.7. Para todo A ⊂ S , inf A e sup A existem e sa˜o u´nicos .
Demonstrac¸a˜o:
Ver [BG], teorema 1.11
4.2 As relac¸o˜es de Morse
Dados a, b com a < b , denotaremos
f b = {x ∈ Λ : f(x) < b}
fa = {x ∈ Λ : f(x) > a}
O conjunto f b ∩ fa sera´ chamado de faixa e sera´ denotado simplesmente por
f ba = {x ∈ Λ : a < f(x) < b}
Com os conjuntos acima, iremos estabelecer uma certa relac¸a˜o entre os polinoˆmios de
Morse e de Poincare´ .
Para o pro´ximo resultado, estaremos considerando K(f ba) = Kf ∩ f ba.
Proposic¸a˜o 4.2.1. Seja Λ uma variedade suave, seja f ∈ C2(Λ,R) uma func¸a˜o de Morse e
sejam a < b dois valores regulares para f . Enta˜o se f ba e´ compacto, teremos que
Mλ
[
K(f ba)
]
= Pλ(f
b, fa) + (1 + λ)Q(λ)
onde Q(λ) e´ um polinoˆmio com coeficientes inteiros na˜o negativos e Pλ(f b, fa) e´ o polinoˆmio
de Poincare´.
Demonstrac¸a˜o:
Ver [B2], teorema I.2.3
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Exemplo 4.2.2. Sejam X = S2 e A = ∅. Como Mλ
(
Kf
)
= 2λ2 +3λ+3 e P
(
S2
)
= 1+ λ2,
e´ fa´cil ver que
Mλ
(
Kf
)
= P
(
S2
)
+ (1 + λ)Qλ
onde Qλ = λ+ 2.
Geometricamente
f ba
No pro´ximo exemplo mostraremos que e´ poss´ıvel encontrar outros pontos cr´ıticos numa
variedade, bem como seu ı´ndice de Morse a partir de um ponto cr´ıtico ja´ conhecido.
Exemplo 4.2.3. Seja X = Sn e suponha que em Sn exista um ponto cr´ıtico do tipo sela
com ı´ndice de Morse j. Enta˜o
Mλ(Kf ) = 1 + ...+ λ
j + ...+ λn
= 1 + λn + ...+ λj + ...
= Pλ(S
n) + ...+ λj + ...
Por outro lado, temos que
Mλ(Kf ) = Pλ(S
n) + (1 + λ)Qλ
com Qλ ∈ S.
Da´ı
(1 + λ)Qλ = ...+ λj + ...
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Logo
Qλ = ...+ λj−1 + ...
ou
Qλ = ...+ λj + ...
Dessa forma teremos que
Mλ(Kf ) = 1 + ...+ λ
j + λj+1 + ...+ λn
ou
Mλ(Kf ) = 1 + ...+ λ
j−1 + λj + ...+ λn
De qualquer forma Sn tem um outro ponto cr´ıtico do tipo sela de ı´ndice de Morse j +1
ou j.
Quando f ba na˜o e´ compacto a relac¸a˜o acima na˜o e´ verdadeira em geral. Existe uma
condic¸a˜o de compacidade que desempenhara´ um papel crucial em nossa teoria que e´ a
condic¸a˜o de Palais-Smale .
Definic¸a˜o 4.2.4. Diremos que f ∈ C1 satisfaz a condic¸a˜o de compacidade de Palais-Smale
em um conjunto Ω ⊂ Λ (P.S. em Ω) se toda sequeˆncia (xn) ⊂ Λ tal que
f(xn)
n−→ c ∈ R
e
f ′(xn)
n−→ 0
tem alguma subsequeˆncia que converge para algum x ∈ Ω .
A definic¸a˜o anterior nos permite concluir que :
1. Se f ba e´ compacto, enta˜o f satisfaz P.S. em f
b
a.
2. Se f ba na˜o for nem mesmo localmente compacto, ainda assim e´ poss´ıvel que f satisfac¸a
P.S. em f ba.
O pro´ximo teorema ale´m de nos dar uma versa˜o de uma relac¸a˜o Morse para func¸o˜es
C2 tambe´m e´ uma generalizac¸a˜o do teorema 4.2.1. Antes de enuncia´-lo pore´m, daremos a
definic¸a˜o de func¸a˜o Morse generalizada e tambe´m enunciaremos um lema que garante sobre
certas condic¸o˜es que o conjunto dos pontos cr´ıticos dessas func¸o˜es e´ finito.
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Definic¸a˜o 4.2.5. Seja Ω um conjunto aberto em Λ. Uma func¸a˜o f ∈ C2(Ω) e´ chamada
func¸a˜o Morse generalizada se
1. os pontos cr´ıticos de f sa˜o na˜o-degenerados
2. f satisfaz P.S. em Ω
3. f pode ser extendida para uma func¸a˜o C1 em uma vizinhanc¸a de Ω
Denotaremos o conjunto das func¸o˜es de Morse generalizadas por M(Ω).
Lema 4.2.6. Se f ∈M(Ω) e´ limitada, enta˜o f tem um nu´mero finito de pontos cr´ıticos.
Demonstrac¸a˜o:
Ver [B2], lema I.2.6
Proposic¸a˜o 4.2.7. Seja Λ uma variedade completa de classe C2e seja f ∈ M(int(f ba)).
Enta˜o
Mλ
[
K(f ba)
]
= Pλ(f
b, fa) + (1 + λ)Q(λ)
onde Q(λ) e´ um polinoˆmio com coeficientes inteiros na˜o negativos.
Demonstrac¸a˜o:
Ver [B2], teorema I.2.7
4.3 O ı´ndice de um bloco de Conley
Nesta sec¸a˜o iremos definir o ı´ndice de um bloco de Conley relativo a um campo vetorial
F de classe C1. Como ja´ foi visto no cap´ıtulo 1, usaremos Σ para designar o conjunto dos
blocos de Conley para o campo F .
Definic¸a˜o 4.3.1. Dado A ∈ Σ , definiremos o ı´ndice de A por
Iλ(A) = Iλ(A,F ) = Pλ(A, S(A))
Exemplo 4.3.2. No exemplo 1.2.3 temos que:
Iλ(A) = Pλ(A, S(A))
=
2∑
n=0
dimHn(A, S(A))λ
n
=
2∑
n=0
dimHn(A/S(A))λ
n
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Geometricamente
Logo
Iλ(A) =
2∑
n=0
dimHn(S
1)λn
= λ+ 1
Com a definic¸a˜o acima a proposic¸a˜o 2.1.2 pode ser acrescida do seguinte fato
Iλ(Aρ, Sρ) = λ
dimH−
De fato, vimos na proposic¸a˜o 2.1.2 que o conjunto Aρ = {x + y ∈ Λ : ‖x‖, ‖y‖ ≤ ρ} e´
um bloco de Conley com conjunto de sa´ıda Sρ = {x+y ∈ ∂Aρ : g1(x+y) = 0}. Na realidade
Aρ e´ o conjunto
(Bρ ∩H−)× (Bρ ∩H+) que e´ contra´til a Bρ ∩H−.
Considere que dim H− = m . Dessa forma teremos da definic¸a˜o 4.3.1 e da proposic¸a˜o
2.2.4 (10) que
Iλ(Aρ, Sρ) = Pλ(Aρ, Sρ)
= Pλ
[Bρ ∩H−, ∂(Bρ ∩H−)]
= Pλ
(Bm,Sm−1)
= λm
Descreveremos agora algumas propriedades a respeito do ı´ndice de um Bloco Conley .
Proposic¸a˜o 4.3.3. Dado A ∈ Σ, sa˜o va´lidas as seguintes propriedades:
1. Iλ(A) = Pλ(A,A \ ω+(A))
2. ϕ(t, A) ∈ Σ e Iλ(ϕ(t, A)) = Iλ(A)
3. ωT±(A) ∈ Σ e Iλ(ωT±(A)) = Iλ(A)
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4. ω(A) ∈ Σ e Iλ(ω(A)) = Iλ(A)
5. ωT (A) ∈ Σ e Iλ(ωT (A)) = Iλ(A)
6. Se A1, A2 ∈ Σ e para algum T > 0, ωT (A1) ⊂ A2 e ωT (A2) ⊂ A1. Enta˜o
Iλ(A1) = Iλ(A2)
7. Se A1, A2 ∈ Σ com A1 ∩ A2 = ∅, enta˜o A1 ∪ A2 ∈ Σ e
Iλ(A1 ∪ A2) = Iλ(A1) + Iλ(A2)
8. Sejam F1 e F2 dois campos vetoriais como em 1.1.6. Se A ∈ ΣF1 e F1 = F2 numa
vizinhanc¸a de ∂A, enta˜o A ∈ ΣF2 e
Iλ(A,F1) = Iλ(A,F2)
Demonstrac¸a˜o:
Ver [BG], teorema 3.8
Iremos agora relacionar o ı´ndice de Morse m(x) de um ponto cr´ıtico na˜o-degenerado
com o ı´ndice de um bloco de Conley construido em torno desse ponto cr´ıtico.
Proposic¸a˜o 4.3.4 (Teorema da Deformac¸a˜o). Seja f ∈ M(Λ). Existe um campo veto-
rial gradiente F tal que o problema de Cauchy
dϕ
dt
= F (ϕ)
ϕ(0, x) = x
e´ bem definido para todo x ∈ Λ e t ∈ R e
1. d
dt
(f ◦ ϕ(t, x)) < 0 ,∀ x /∈ Kf , t ∈ R
2. Se f e´ limitada sobre um aberto de Ω , existe ν = ν(Ω, U) > 0 tal que
(∇f(x) | F (x)) < −ν, x ∈ Ω \ U
para toda vizinhanc¸a U de Kf .
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3. Se c e´ o u´nico valor cr´ıtico de f em (a, b) , enta˜o existe T = T (U, a, b) > 0 tal que
ωT (f ba) ⊂ U
para toda vizinhanc¸a U de Kf .
Demonstrac¸a˜o:
Ver [BG], teorema 4.3
Se soube´ssemos que f ba e´ um bloco de Conley, enta˜o quaisquer campos vetoriais satis-
fazendo ı´tem (1) do teorema da deformac¸a˜o produzira´ o mesmo ı´ndice para a faixa f ba. Isto
podera´ ser visto a partir do seguinte resultado :
Proposic¸a˜o 4.3.5. Sejam f e F como no teorema da deformac¸a˜o. Sejam a, b ∈ R com
a < b e suponha que a e b sa˜o valores regulares de f . Enta˜o f ba ∈ Σ e
Iλ(f
b
a, F ) = Pλ(f
b, fa)
Demonstrac¸a˜o:
Ver [BG], teorema 4.5
Estamos agora em condic¸o˜es de enunciar um dos principais teoremas deste trabalho,
a relac¸a˜o do ı´ndice de um bloco de Conley via ı´ndice de Morse de um ponto cr´ıtico na˜o
degenerado de f .
Proposic¸a˜o 4.3.6. Sejam f ∈ C2(Λ) e x0 um ponto cr´ıtico na˜o-degenerado de f , e seja F
um campo vetorial como no teorema da deformac¸a˜o. Enta˜o existe uma vizinhanc¸a U0 de x0
tal que U0 ∈ Σ e
Iλ(U0) = λ
m(x0)
Demonstrac¸a˜o:
Ver [Bg], teorema 4.6
Faremos agora uma generalizac¸a˜o da relac¸a˜o Morse vista na sec¸a˜o 2.
Proposic¸a˜o 4.3.7. Seja Ω um conjunto aberto em Λ e seja f ∈ M(Ω) com Ω ∈ Σ. Se f e´
limitada, enta˜o
Mλ
[
K(Ω)
]
= Iλ(Ω, F ) + (1 + λ)Q(λ)
onde K(Ω) = Kf ∩ Ω, Q(λ) e´ um polinoˆmio com coeficientes inteiros na˜o negativos e F e´
como no teorema da deformac¸a˜o.
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Demonstrac¸a˜o:
Ver [BG], teorema 4.9
No teorema acima assumimos que f e´ limitada. Este fato implica que Ω = f ba. Ale´m
disso a condic¸a˜o de Palais-Smale nos diz que f tem somente um nu´mero finito de pontos
cr´ıticos, ou seja, Kf = {x1, x2, ..., xk}.
Um resultado bem interessante ocorre quando card f(Kf ) = 1.
Proposic¸a˜o 4.3.8. Seja Ω ∈ Σ e seja f ∈ M(Ω). Se f e´ limitada e tem um u´nico valor
cr´ıtico c ∈ R, enta˜o
Iλ(Ω) =
k∑
i=1
λm(xi)
onde {x1, x2, ..., xk} sa˜o os pontos cr´ıticos de f e m(xi) e´ o ı´ndice de Morse de xi.
Demonstrac¸a˜o:
Ver [BG], teorema 4.10
Cap´ıtulo 5
Os teoremas de existeˆncia
Neste u´ltimo cap´ıtulo iremos trabalhar com alguns resultados de existeˆncia de pontos
cr´ıticos. Ale´m disso, daremos uma estimativa a respeito do ı´ndice de Morse destes pontos
cr´ıticos.
5.1 Conjuntos cr´ıticos isolados
Dados ε > 0 e A ⊂ Λ, consideremos o conjunto
Nε(A) = {x ∈ Λ : d(x,A) < ε}
Consideremos tambe´m a seguinte classe de func¸o˜es
Mεf (Ω) = {g ∈M(Ω) : f(x) = g(x),∀ x /∈ Nε
(
Kf (Ω)
)}
Definimos
F(Ω) = {f ∈ C2(Ω) :Mεf (Ω) 6= ∅,∀ ε > 0}
Definic¸a˜o 5.1.1. Seja f ∈ C1(Ω). Um conjunto compacto K ⊂ Kf e´ chamado de conjunto
cr´ıtico isolado se existe uma vizinhanc¸a ω de K tal que K = Kf ∩ ω. A vizinhanc¸a ω sera´
chamado de conjunto isolante para K.
Definiremos agora um ı´ndice para um conjunto cr´ıtico isolado.
Definic¸a˜o 5.1.2. Seja K um conjunto cr´ıtico isolado. Definiremos o ı´ndice de Morse gen-
eralizado de K por
iλ(K, f) = iλ(K, f, ω) = supε>0infg∈Mεf (ω)Mλ(Kg(ω))
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Apresentaremos a seguir uma proposic¸a˜o que descreve as propriedades do ı´ndice iλ.
Proposic¸a˜o 5.1.3. Seja f ∈ F(Ω). Enta˜o
1. Se x0 e´ um ponto cr´ıtico na˜o degenerado de f , enta˜o
iλ(x0, f) = λ
m(x0,f)
2. Se K1, K2 ⊂ K sa˜o conjuntos compactos isolados e K1 ∩K2 = ∅, enta˜o
iλ(K1 ∪K2, f) = iλ(K1, f) + iλ(K2, f)
3. Se K e´ um conjunto discreto, enta˜o
iλ(K, f) =
∑
x∈K
iλ(x, f)
4. Se f ∈M(Ω), enta˜o
iλ(Kf , f) =Mλ(Kf , f) =
∑
x∈Kf
λm(x,f)
Demonstrac¸a˜o:
Ver [B2], teorema I.5.8
Para finalizar esta sec¸a˜o vamos enunciar uma proposic¸a˜o que generaliza as relac¸o˜es de
Morse. Este sera´ o principal resultado desta primeira sec¸a˜o.
Proposic¸a˜o 5.1.4. Seja f ∈ M(Ω) limitada inferiormente sobre Ω. Se F e´ um campo
vetorial de classe C1 como no Teorema da Deformac¸a˜o e Ω ∈ Σ, enta˜o
iλ(K, f) = Iλ(Ω, F ) + (1 + λ)Qλ
onde Qλ ∈ S.
Demonstrac¸a˜o:
Ver [B2], teorema I.5.9
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5.2 Os teoremas cla´ssicos
Ao longo desta sec¸a˜o denotaremos por H um espac¸o de Hilbert.
Definic¸a˜o 5.2.1. Sejam f : H −→ R um funcional de classe C2 e x ∈ H. Diremos que x e´ um
ponto de sela se em cada vizinhanc¸a de x existem pontos y e z tais que f(y) < f(x) < f(z).
Definic¸a˜o 5.2.2. Sejam f : H −→ R um funcional de classe C1 e x ∈ Ka = Kf ∩ {x ∈ H :
f(x) = a}. Diremos que x e´ do tipo passo da montanha se para toda vizinhanc¸a N de x, o
conjunto
{x ∈ N : f(x) < a}
e´ na˜o vazio e na˜o e´ conexo por caminhos.
Proposic¸a˜o 5.2.3 (Passo da Montanha). Seja f ∈ F(H) e seja S ⊂ H um conjunto que
decompo˜e H \ S em duas componentes conexas. Assuma que existem constantes a e b com
a < b tais que
1. infx∈Sf(x) > a
2. f(xi) < a,i = 1, 2, onde x1 e x2 sa˜o dois pontos em componentes conexas distintas de
H \ S.
3. b > supx∈γf , onde γ e´ um caminho cont´ınuo ligando x1 a x2.
Enta˜o
iλ(Kf ∩ f ba) = λ+ Zλ
onde Zλ e´ um elemento em S que na˜o pode ser estimado usando as informac¸o˜es dispon´ıveis.
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Demonstrac¸a˜o:
Como f(x1) < a e f(x2) < a, segue que x1, x2 ∈ fa.
Sejam A1 e A2 duas componentes conexas distintas de H \S tais que x1 ∈ A1 e x2 ∈ A2.
Veja a figura:
S
A2
A1
x
x1
2
Como x1 e x2 sa˜o dois pontos que moram em componentes conexas distintas de H \ S
e x1, x2 ∈ fa, segue que fa tem pelo menos duas componentes conexas distintas e portanto
H0(f
a) tem pelo menos dois geradores [x1] e [x2].
Como a < b, segue que fa ⊂ f b e o mergulho
i : fa ↪→ f b
induz naturalmente a aplicac¸a˜o
i0 : H0(f
a) −→ H0(f b)
Como γ ⊂ f b, segue da continuidade de γ que x1 e x2 moram na mesma componente
conexa em f b.
Veja a figura:
S
x1
x2sela
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Dessa forma teremos que
i0([x1]) = i0([x2])
e portanto i0
(
[x1]− [x2]
)
= 0.
Logo [x1]− [x2] ∈ Ker i0.
Como a sequeˆncia abaixo
· · · · · · // H1(f b, fa) ∂1 // H0(fa) i0 // H0(f b) // · · · · · ·
e´ exata, temos que im ∂1 = Ker i0 e portanto [x1]− [x2] ∈ im ∂1. Dessa forma teremos
que H1(f
b, fa) 6= ∅.
Tomando Ω = f ba e K = Kf ∩ f ba, segue da proposic¸a˜o 5.1.6 que
iλ(Kf ∩ f ba) = Iλ(f ba) + (1 + λ)Z2(λ)
= Pλ(f
b, fa) + (1 + λ)Z2(λ)
=
∞∑
n=0
Bn
(
f b, fa
)
λn + (1 + λ)Z2(λ)
=
∞∑
n=0
dimHn
(
f b, fa
)
λn + (1 + λ)Z2(λ)
Como o corpo base sobre Hn
(
f ba
)
e´ Z2, conclu´ımos que
iλ(Kf ∩ f ba) = λ+ Z1(λ) + (1 + λ)Z2(λ)
= λ+ Z(λ)
onde Z(λ) = Z1(λ) + (1 + λ)Z2(λ) ∈ S. ¥
A pro´xima proposic¸a˜o e´ uma generalizac¸a˜o do Teorema do Passo da Montanha. Antes
de enuncia´-lo vamos considerar a seguinte definic¸a˜o.
Definic¸a˜o 5.2.4. Sejam Q e S dois subconjuntos de um espac¸o topolo´gico M com Q difeo-
morfo a bola (n+1)-dimensional e ∂Q∩S = ∅. Diremos que ∂Q e S enlac¸am homologicamente
se o mergulho
in : Hn(∂Q) −→ Hn(M \ S)
e´ na˜o trivial.
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Exemplo 5.2.5. Considere Q = γ como no Teorema do Passo da Montanha em Rn. E´ claro
que S = Sn−1 divide Rn em duas componentes conexas e γ e´ difeomorfo a D1. Tambe´m e´
claro que ∂Q = ∂γ = {x1, x2} ⊂ Rn \ S e S ∩ ∂Q = ∅.
Logo o mergulho
i0 : H0({x1, x2}) −→ H0(Rn \ S)
induzido pela aplicac¸a˜o
i : {x1, x2} ↪→ Rn \ S
e´ na˜o trivial.
Portanto {x1, x2} e S enlac¸am homologicamente.
Veja a figura:
Q
x1 x2
Rk
S
Proposic¸a˜o 5.2.6 (Enlace). Seja f ∈ F(H) e sejam Q,S ⊂ H dois conjuntos tais que
∂Q e S enlac¸am homologicamente e que dim Q = n + 1. Ale´m disso assuma que existem
constantes a, b ∈ R com a < b e tais que
1. infx∈Sf(x) > a
2. supx∈∂Qf(x) < a
3. supx∈Qf(x) < b
Enta˜o
iλ(Kf ∩ f ba) = λn+1 + Zλ
onde Zλ e´ um elemento em S que na˜o pode ser estimado usando as informac¸o˜es dispon´ıveis.
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Demonstrac¸a˜o:
Como inff(S) > a , temos que S ∩ fa = ∅ e portanto fa ⊂ H \ S.
Como supf(∂Q) < a , temos que ∂Q ⊂ fa.
Logo os mergulhos
∂Q
i2−→ fa
i1↘
i3↙
H \ S
induzem as aplicac¸o˜es
Hn(∂Q)
i2,n−→ Hn(fa)
i1,n
↘
i3,n
↙
Hn(H \ S)
Como ∂Q e S enlac¸am homologicamente, temos que i1,n e´ na˜o trivial.
Dessa forma temos que i2,n tambe´m e´ na˜o trivial, uma vez que i1,n = i3,n ◦ i2,n e
fa ⊂ H \ S. Logo Hn(fa) 6= 0, i3,n e´ na˜o trivial e [∂Q] e´ um gerador de uma classe de
homologia em Hn(f
a).
Como a < b, o mergulho
i : fa ↪→ f b
induz naturalmente a aplicac¸a˜o
in : Hn(f
a) −→ Hn(f b)
Sendo que Q e´ contra´til em f b, temos que
in([∂Q]) = [∂Q]
= ∂[Q]
= 0
e portanto [∂Q] ∈ Ker in.
Como a sequeˆncia
· · · · · · // Hn+1(f b, fa)∂n+1 // Hn(fa) in // Hn(f b) // · · · · · ·
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e´ exata, temos que im ∂n+1 = Ker in. E como [∂Q] ∈ Ker in, segue que [∂Q] ∈ im ∂n+1
e portanto Hn+1(f
b, fa) 6= ∅.
Tomando Ω = f ba e K = Kf ∩ f ba , segue da proposic¸a˜o 5.1.6 que
iλ(Kf ∩ f ba) = Iλ(f ba) + (1 + λ)Z2(λ)
= Pλ(f
b, fa) + (1 + λ)Z2(λ)
=
∞∑
n=0
Bn
(
f b, fa
)
λn + (1 + λ)Z2(λ)
=
∞∑
n=0
dimHn
(
f b, fa
)
λn + (1 + λ)Z2(λ)
Como o corpo base sobre Hn
(
f ba
)
e´ Z2, conclu´ımos que
iλ(Kf ∩ f ba) = λn+1 + Z1(λ) + (1 + λ)Z2(λ)
= λn+1 + Z(λ)
onde Z(λ) = Z1(λ) + (1 + λ)Z2(λ) ∈ S. ¥
Proposic¸a˜o 5.2.7 (Ponto de Sela). Seja H um Espac¸o de Hilbert e seja f ∈ F(H). Seja
Vn+1 ⊂ H um subespac¸o (n + 1)-dimensional e suponha que existam constantes a, b, ρ, R1 e
R2(com a < b , 0 < ρ < R1 e R2 > 0) tais que
1. infx∈Sf(x) > a, onde S = V ⊥n+1
2. supx∈∂Qf(x) < a,onde Q = Vn+1 ∩ B(0, ρ)
3. supx∈Qf(x) ≤ b
Enta˜o
iλ(Kf ∩ f ba) = λn+1 + Zλ
onde Zλ e´ um elemento em S que na˜o pode ser estimado usando as informac¸o˜es dispon´ıveis.
Demonstrac¸a˜o:
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Temos que S,Q ⊂ H com dim Q = n+ 1. Como S ∩ ∂Q = ∅, temos que o mergulho
i : ∂Q ↪→ H \ S
induz a aplicac¸a˜o
in : Hn(∂Q) −→ Hn(H \ S)
Notemos que H \S = H \V ⊥n+1 e´ homoto´pico a Vn+1\{0} e portanto e´ homotopicamente
equivalente a Sn.
Dessa forma , temos que ∂Q e´ um retrato por deformac¸a˜o de H\S e portanto a aplicac¸a˜o
in : Hn(∂Q) −→ Hn(H \ S)
e´ um isomorfismo.
E como Hn(∂Q) 6= {0}, segue que in e´ na˜o trivial e portanto S e ∂Q enlac¸am homologi-
camente.
Como todas as hipo´teses desta proposic¸a˜o verificam a proposic¸a˜o 5.2.6, segue o resultado.¥
A seguir temos um corola´rio imediato da proposic¸a˜o anterior.
Corola´rio 5.2.8. Seja H um Espac¸o de Hilbert e seja f ∈ F(H). Seja Vn ⊂ H um
subespac¸o n-dimensional e suponha que existam constantes a, b, ρ, R1 e R2(com a < b , 0 <
ρ < R1 e R2 > 0) tais que
1. infx∈Sf(x) > a, onde S = V ⊥n ∩ ∂B(0, ρ)
2. supx∈∂Qf(x) < a,onde
Q = {y + st : y ∈ Vn ∩ B(0, R2), 0 < s < R1 e t ∈ V ⊥n com ‖t‖ = 1}
3. supx∈Qf(x) ≤ b
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Enta˜o
iλ(Kf ∩ f ba) = λn+1 + Zλ
onde Zλ e´ um elemento em S que na˜o pode ser estimado usando as informac¸o˜es dispon´ıveis.
Geometricamente:
Vn
Vn
R2
R1
Q
f(x)>a
S
f(x)<a
t
ponto
de
sela
Demonstrac¸a˜o:
Ver [B2], teorema I.6.4
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