Future Baryon Acoustic Oscillation surveys aim at observing galaxy clustering over a wide range of redshift and galaxy populations at great precision, reaching tenths of a percent, in order to detect any deviation of dark energy from the ΛCDM model. We utilize a set of paired quasi-N-body FastPM simulations that were designed to mitigate the sample variance effect on the BAO feature and evaluated the BAO systematics as precisely as ∼ 0.01%. We report anisotropic BAO scale shifts before and after density field reconstruction in the presence of redshift-space distortions over a wide range of redshift, galaxy/halo biases, and shot noise levels. We test different reconstruction schemes and different smoothing filter scales, and introduce physically-motivated BAO fitting models. For the first time, we derive a Galileaninvariant infrared resummed model for halos in real and redshift space. We test these models from the perspective of robust BAO measurements and non-BAO information such as growth rate and nonlinear bias. We find that pre-reconstruction BAO scale has moderate fitting-model dependence at the level of 0.1% − 0.2% for matter while the dependence is substantially reduced to less than 0.07% for halos. We find that post-reconstruction BAO shifts are generally reduced to below 0.1% in the presence of galaxy/halo bias and show much smaller fitting model dependence. Different reconstruction conventions can potentially make a much larger difference on the line-of-sight BAO scale, upto 0.3%. Meanwhile, the precision (error) of the BAO measurements is quite consistent regardless of the choice of the fitting model or reconstruction convention.
INTRODUCTION
Baryon acoustic oscillations (BAO) are a feature imprinted in the large scale structure of the universe by the primordial spherical sound waves that propagated in the hot plasma of photons and baryons as a result of an interplay between pressure and gravity. The largest distance that sound wave could propagate before the epoch of recombination is called the sound horizon scale r s at recombination, which corresponds to about 110h −1 Mpc today.
The idea of using Baryon Acoustic Oscillations for probing the expansion history of the Universe is based on the standard Jeong & Komatsu 2006; Crocce & Scoccimarro 2006; Eisenstein et al. 2007a; Huff et al. 2007; Smith et al. 2007; Seo et al. 2008; Angulo et al. 2008; Crocce & Scoccimarro 2008; Matsubara 2008; Takahashi et al. 2008; Taruya et al. 2009; Tassev & Zaldarriaga 2012a) . Among those potential systematic errors, the main source is nonlinear structure growth, which is caused by the bulk flow on large scales due to the gravitational attraction between dark matter halos. The net effect is to smear and shift the location of the BAO peak relative to the BAO position in the linear mode. The smearing makes the feature less distinct, worsening the measurement precision. The shift of the feature introduces a bias on the BAO scale and therefore a bias on the final cosmological parameters in the process of comparing the observed BAO scale from galaxy surveys with that inferred from the CMB data.
Another source of systematics is redshift-space distortions (RSD). Individual galaxies have peculiar velocities due to their falling into gravitational potential wells, and the line-of-sight velocity component distorts the physical distance of the galaxies along the line of sight derived from the observed redshift.
With galaxy surveys we do not directly observe the mass/matter distribution but a biased version of it. The BAO feature in the galaxy distribution is found largely consistent with the BAO in the matter distribution with additional smearing and shifts. Extensive studies on such effects have been done in the literature utilizing cosmological simulations and perturbation theories (e.g., Seo & Eisenstein 2005; Sherwin & Zaldarriaga 2012; Vlah, White et al. 2015; Senatore et al. 2015; Vlah, Seljak et al. 2016; Blas et al. 2016; Noda et al. 2017) .
A breakthrough in BAO science was made when Eisenstein et al. (2007b) developed a density field reconstruction method that can largely undo the degradation due to the various effects listed above. The simple idea of this scheme is to estimate the gravitational infall and the peculiar velocity field using the observed galaxy density distribution as a tracer for the underlying gravitational potential field (i.e., from the Poisson equation and the continuity equation) and reverse the process. This operation returns a reconstructed density field with a BAO feature closer to its original location and strength. That is, the nonlinear effect of smearing and shift is greatly reduced by this process (e.g., Seo et al. 2008 Seo et al. , 2010 Schmittfull et al. 2015) . The improvement by the density field reconstruction corresponds to quadrupling the survey size with little extra cost assuming a reasonable redshift/survey condition. This method has become a standard tool for the BAO analysis.(e.g., Padmanabhan et al. 2012; Anderson et al. 2012 Anderson et al. , 2014 Kazin et al. 2014; Alam et al. 2016) .
Since the first convincing detection of BAO from Sloan Digital Sky Survey (SDSS) II ) and 2-degree Field Galaxy Redshift Survey (2dFGRS) (Cole et al. 2005) , multiple large-scale galaxy surveys have been carried out to improve the detection precision, e.g., 6-degree Field Galaxy Survey (6dFGS) , WiggleZ dark energy survey , SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS) (e.g., Dawson et al. 2013; Anderson et al. 2014; Aubourg et al. 2015) . Recently, the completed SDSS-III Baryon Oscillation Spectroscopic Survey (Data Release 12), as the largest galaxy spectroscopic survey, has achieved a 1 per cent distance measurement in two independent redshift bins (Alam et al. 2016 , and supporting papers). As a successor of BOSS, the ongoing extended Baryon Oscillation Spectroscopic Survey (eBOSS; Dawson et al. 2016 ) as a part of SDSS IV (Blanton et al. 2017 ) is conducting cosmological observations over redshift range 0.8 < z < 2.2 using the traditional BAO tracer, luminous red galaxies (LRG), as well as using new tracers such as emission line galaxies (ELG), and quasars (Ata et al. 2017) .
The upcoming future Stage IV ground-based or space-based surveys such as the Dark Energy Spectroscopic Instrument (DESI; Levi et al. 2013; Aghamousa et al. 2016) , Euclid (Laureijs et al. 2011) , and Wide-Field Infrared Survey Telescope (WFIRST; Spergel et al. 2013a,b) are going to observe galaxy clustering to higher redshift at greater precision than the previous surveys in order to detect any deviation of dark energy from the ΛCDM model. For example, DESI will observe 10 times more targets than those from BOSS by covering a wide redshift range and utilizing a variety of galaxy/quasar populations that are different from those in previous surveys, aiming at distance measurement precision better than 0.3% (Aghamousa et al. 2016 ). With such small statistical errors, it is critical to control the systematic errors at the level of ∼ 0.1% over the range of redshift and target populations.
In this paper, we utilize a set of simulations that were designed to mitigate the sample variance effect on the BAO feature, following Prada et al. (2016) ; Schmittfull et al. (2015) , and study the expected systematics on the BAO feature before and after density field reconstruction. The difference of this study from previous analyses is that we are revisiting such analysis with high precision, i.e., only a fraction of 0.1%, which is necessary to be useful for future surveys, and we are measuring the systematics on the BAO scales along and across the line of sight separately in the presence of redshift-space distortions.
Previous studies suggest that the shift of the BAO scale due to nonlinear effects is expected to decrease from 0.2-0.5% to less than 0.1% with the BAO reconstruction technique (e.g, Eisenstein et al. 2007a; Seo et al. 2010; Mehta et al. 2011) . While testing the post reconstruction residual systematics is of key importance, controlling the pre-reconstruction BAO systematics has continued being important since the current analyses of redshift-space distortions and the Alcock-Pazynski test heavily utilize the pre-reconstruction BAO information (e.g., . Currently, models of such tests are built from sophisticated perturbation theories which supposedly account for the nonlinear effects on the BAO feature to some extent (e.g, Taruya et al. 2010; . However, the accuracy of such models on the nonlinear BAO position is difficult to determine. Even without redshift-space distortion measurements and the AlcockPazynski test, the pre-reconstruction BAO analysis continues being a nominal choice for an early stage of a galaxy survey when its low signal-to-noise does not yet allow effective density reconstruction (e.g., Ata et al. 2017) . For these reasons, we examine both preand post-reconstruction BAO systematics.
This study covers a wide range of redshift between 0 z 2.5 and galaxy/halo bias that is applicable to future dark energy survey designs such that one can calibrate future measurements against the BAO systematics. We also compare the BAO systematics for different reconstruction conventions that were introduced in previous studies (Padmanabhan et al. 2012; Cohn et al. 2016; and test the smoothing filter scale dependence. We introduce physically motivated pre-and post-reconstruction fitting models based on the infrared (IR) resummation procedure on the BAO feature detailed in (Vlah, Seljak et al. 2016 ) and based on the Lagrangian Effective Field Theory (LEFT) description of galaxy statistics (Vlah, Castorina et al. 2016 ). We test the BAO systematics with these various fitting models. Our result, in turn, tests the validity of these EFT bias models in the context of the BAO feature alone, which would be more challenging than in the context of the global clustering feature. For comparison, extensive BAO systematics tests of the BOSS data release 12 catalog have been conducted in Vargas-Magaña et al. (2016) . Prada et al. (2016) first introduced the sample variance cancellation idea for the BAO systematics tests focused on z < 1 and a spherically averaged BAO feature. As described above, the extent of our study differs in many ways from these earlier studies.
We also note that we use the halo occupation distribution (HOD) approach to populate galaxies while Prada et al. (2016) (and also Angulo et al. (2014) ) derives galaxy populations based on the catalog of distinct halos and subhalos taking advantage of their full N-body simulations with higher force and time resolution.
The paper is structured as follows. In § 2, we explain the N-body simulations and the sample-variance cancellation arrangement, mock halo samples, the density field reconstruction parameters we adopt, and the fitting models we use. In § 3, we present the pre-and post-reconstruction results for different redshift, halo/galaxy bias, and shot noise levels. We also present dependences of the BAO measurements as well as of growth rate f and nonlinear bias effect on reconstruction conventions, fitting models, and smoothing scales. Finally, in § 4, we conclude. In appendices we present the derivation of the BAO fitting models based on the EFT as well as supplementary figures.
METHOD

Sample-variance cancellation simulations
We use a suite of 2 × 40 cosmological N-body simulations produced using FastPM ) with a fiducial flat ΛCDM cosmology model based on Planck Collaboration et al. (2016) . The cosmology parameters are Ω m = 0.3075, Ω Λ = 0.6925, Ω b h 2 = 0.0223, h = 0.6774 and σ 8 = 0.8159. The simulation box has the size 1380h −1 Mpc per side, with total 2048 3 particles inside, giving a particle mass of 2.611 × 10 10 h −1 M . We follow the method described by Prada et al. (2016) to reduce the number of simulations that are necessary to suppress the sampling variance. We use a paired set of simulations with initial conditions generated from identical white-noise fields (i.e., the same random phases), but sourced by a paired set of slightly different initial power spectra: one with the ordinary BAO feature ('wiggled', subscript 'wig') and the other without the BAO feature ('dewiggled', subscript 'now') 1 . By differencing power spectra of the matter or halo density field of each pair of simulations, we remove the sample variance imprinted from the broadband (nowiggle) component of the Fourier modes because these are the same in wiggle and nowiggle simulations. The remaining variance is due to the BAO wiggle component of the Fourier modes in the wiggle simulation, stochastic effects during structure growth, and any shot noise remaining in the simulation difference.
Quasi N-body simulation
The quasi N-body simulation scheme FastPM ) is used to model the evolution of dark matter particles. Quasi N-body simulation schemes such as COLA and FastPM employ a ParticleMesh solver with finite number of time steps to model the evolution of dark matter non-perturbatively Izard et al. (2016) . We employ 40 time steps uniformly distributed in the scaling factor a = 1/(z + 1), starting from 2LPT initial conditions at redshift z = 9 and ending at z = 0. The force is calculated on a 4096 3 mesh.
We find good convergence at z = 0 comparing simulations of 10 time steps and 40 time steps in the BAO damping profile measured from cross-correlation between the initial field and final field. We output six snapshot density fields at z = 2.5, 2.0, 1.5, 1.0, 0.6, and 0. The time stepping scheme ensures that at z = 2.5 we have about 10 time steps. A minimum of 10 time steps is necessary to reproduce halos with accurate mass labels in a quasi-nbody simulation (Tassev et al. 2013) .
Previous work usually measured the BAO shifts from a single or a few full N-body simulations. We compare our FastPM scheme against a full N-body scheme (MP-Gadget) by computing the transfer function and cross-correlation coefficient of one pair of wiggle and dewiggled simulations using the same random seed. We define transfer function and cross-correlation coefficient as
and
where P fpm (k) and P tpm (k) is the spherically averaged power spectrum of FastPM and MP-Gadget, abbreviated as fpm and tpm, respectively. P fpm,tpm (k) is the cross-power spectrum between the two. We measure both functions at redshift 1.0 and 0 for dark matter as well as halos of an intermediate bias, as shown in Fig. 1 . The MPGadget simulation pair were ran with identical white-noise fields to the FastPM pair, but at slightly different output redshifts by 2%. The small difference in the snapshot redshift manifests as a 0.5-1% offset in the matter power spectrum as shown in the transfer function in the left panel. For friends-of-friends halos defined with the same number of particles, we observe slightly different bias at the level of 2% at z = 0. The matter transfer function in redshift space shows a 3.5% scale dependency up to k < 0.3h Mpc −1 , while for halos the dependency drops to 1%. In the the right panels, we find that the cross-correlation coefficient is very close to 1.0 for matter and > 96% for halos for k < 0.3h Mpc −1 for both redshifts. Our sample-variance cancellation method differences the wiggled and dewigged power spectrum, and therefore strongly suppresses the difference in shape (e.g., in redshift space) and amplitude. The upper two rows of Figure 2 compare the sample-variancecanceled BAO features of matter (first row) and halos (second row) from paired simulations of FastPM and MP-Gadget at z = 1 (left) and at z = 0 (right). In the third row, we show the residual of BAO signature from the top two rows with blue squares for matter and black squares for halos, compared to the typical dispersion among sample-variance-canceled pairs of the given halos. The residual for matter is negligible compared to the relevant errors, implying a high level of agreement between FastPM and MP-Gadget simulations when focused on the BAO feature. On the other hand, for halos, once the sample variance is canceled, the residual of the BAO signature is comparable to the typical dispersion between independent sample-variance-canceled pairs, for both pre-reconstruction and post-reconstruction. We note that this residual appears uncorrelated with the BAO pattern and therefore it will unlikely cause a systematic BAO offset between the two pairs of simulations. We believe that this uncorrelated residual is due to nonlinear stochasticity that arises in halo identification, as we do not observe similar residual in the case of the matter field (blue squares in the third row) and that the bias in the estimator due to this stochasticity is small once the variance of stochasticity is reduced by averaging over multiple mocks. From the bottom two rows, we observe a similar level of stochasticity in the post reconstruction halo BAO feature, which implies that the difference between the two sets of simulations do not noticeably affect the reconstruction process. Confirming this will however require rerunning a comparable set of MP-Gadget simulations which is beyond the scope of our current analysis. Nevertheless, we highlight that it can be a substantial improvement to follow up this work with a similar study on a large set of full Nbody simulations.
Calculating power spectra
The publicly available module nbodykit 2 is used to produce the halo catalogs and subsamples of dark matter particles. For each snapshot, we produce friends-of-friends halo catalogs with linking length b = 0.2. We cut the halo catalogs by friends-of-friends mass to produce biased tracer populations. The minimum group multiplicities are ∼ 35 particles for z 1, corresponding to 9.1 × 10 11 h −1 M , and 16 particles for 1 < z 2.5, corresponding to 4.2 × 10 11 h −1 M . We generate halo catalogs by taking the position and the velocity of the center of mass of such individual halos. In addition to the halo catalog, we produce 1% subsamples of the matter particles. These subsamples are used to compare with the 2 https://github.com/bccp/nbodykit mock halo/galaxy clustering. In order to reduce the variance introduced by subsampling, the same subsampling random seed is used in any pairs of wiggled and dewiggled distribution (Schmittfull et al. 2015) . For each particle field output, we compute the density and the displacement field for density field reconstruction in a 512 3 mesh with the cloud-in-cell (CIC) scheme, and generate an anisotropic power spectrum that is subsequently deconvolved against the CIC window function effect. Each power spectrum is bin-averaged for 100 equal µ bins at each k bin with dk = 0.005h Mpc −1 over the fitting range of 4.55 × 10 −3 h Mpc −1 k < 0.300h Mpc −1 , where µ is the cosine of the angle between the line of sight and the wave number k. The maximum k in the fitting range is about four times smaller than the Nyquist frequency. The total number of power spectrum data points is 4342.
Mock halo/galaxy samples in comparison to future survey targets
By applying different mass cuts, we generate mock halo samples over a broad range of halo/galaxy bias and redshift in order to represent targets of various upcoming galaxy redshift surveys. As an example, DESI will target three different large-scale density tracers. The first type among them is luminous red galaxies (LRGs) over 0.6 < z < 1 that typically reside in very massive halos (i.e., highly Figure 2 . The BAO signature from MP-Gadget (TreePM) and FastPM simulations in redshift space, as well as the residual of the signature between the two. The top row is for pre-reconstruction matter and the other rows are for pre-and post-reconstruction halos. At z = 1 (left) and z = 0 (right). In the third row, we compare the residual of BAO signature (blue squares for matter and the black squares for halos) between the two sets of sample-variance canceled simulations along with 1, 2 − σ dispersion (color region) ofP wig −P now from FastPM. We find that the residual from the matter field (blue squares) is negligible compared to halos (black squares). For halos, we observe residuals at the level of 1, 2 − σ, likely due to stochasticity from the halo finder algorithm. After reconstruction (bottom two rows), we observe a similar level of residuals.
biased) with low star formation rates for a few billion years (e.g., Wake et al. 2006) . Although the exact bias and number density needs to be updated as the survey progresses, Table 4 of FontRibera et al. (2014) quotes b LRG ∼ 2 and number density n that gives nP 0.2 ∼ 2 − 3. The second class of targets by DESI is Emission Line Galaxies (ELGs) for 0.6 < z < 1.6 that are less biased than LRGs. From Font-Ribera et al.
The third type of targets by DESI is QSOs between 2 < z < 3.5: Font-Ribera et al. (2014) crudely approximates the survey parameters for EUCLID 3 and WFIRST 4 as well. The targets of EU-CLID can be modeled with b(z)D(z) = 0.76 between 0.6 < z < 2 and the targets of WFIRST for 1 < z < 2.8 with b(z)D(z) = 0.76. Our halo catalogs are designed to cover the relevant halo bias range for these surveys. Table 3 lists the bias and corresponding number density for our halo samples. 
Figure 3. The measured σP wig −Pnow divided byP now of the sample variance cancellation simulations in comparison to the expectation (dashed line) from Gaussian error without sample variance cancellation (i.e., 1/ N modes /2), for matter at z = 0.6. Both errors are divided by √ 40 to represent the errors of the mean. Left panels: pre-reconstruction. Right panels: post-reconstruction. Upper panels: modes perpendicular to the line-of-sight. Lower panels: modes along the line-of-sight. The figure implies that the gain in signal-to-noise due to the sample variance cancellation is a factor of 10 near k ∼ 0.05h Mpc −1 and a factor of 5 near k ∼ 0.1h Mpc −1 , although it depends on redshift as well as galaxy bias.
Estimating power spectrum covariance matrix
We obtain the covariance matrix of sample-variance canceled simulations by
where N s = 40 is the total number of realization pairs, i and j denote the indices of (k, µ) bins, δP n = P wig n − P nown is the difference of wiggle and nowiggle power spectra in the nth simulation, and δP = ∑ n δP n /N s is its mean.
The 40 pairs of realizations we use are certainly not enough to accurately invert the non-diagonal covariance matrix with 4342 power spectrum data points (Hartlap et al. 2007; Percival et al. 2014) . We therefore heuristically assume the covariance matrix is diagonal and use the inverse dispersions of band powers when calculating best fits. In order to minimize the effect of the assumption of diagonal covariance matrix, we derive the errors on our parameters from the dispersions among individual 40 best fits rather than from the likelihood surface of the best fit of the mean power spectrum (also see Schmittfull et al. 2015 Schmittfull et al. , 2017 , for the same approach).
As a caveat, for non-BAO parameters such as growth rate or scale-dependent bias, we occasionally use the best fit to the mean difference power spectrum rather than the average of the individual best fits when individual best fits are poorly constrained for such parameters due to large degeneracy among them. We will note whenever that is the case.
To check the efficiency of the sample-variance cancellation scheme, Figure 3 shows the measured error on the difference band power signal (blue solid lines) at z = 0.6 for matter. We overplot the expected Gaussian error for 40 sets of simulations without sample variance cancellation (dashed lines). The figure implies that the gain in signal-to-noise due to the sample-variance cancellation is at least a factor of 10 near k ∼ 0.05h Mpc −1 and at least a factor of 5 near k ∼ 0.1h Mpc −1 . That is, at our 40 pairs of simulations correspond to ∼ 4000 − 1000 sets of nominal simulations at this specific redshift. Such gain depends on redshift and galaxy/halo samples such that the gain decreases as redshift and bias increases.
Density field reconstruction
The nonlinear structure growth damps and shifts the BAO peak dramatically at low redshift. Eisenstein et al. (2007b) proposed a density field reconstruction formalism that reverses a good portion of nonlinear degradation and restores the BAO peak. This can po-tentially improve the measurement precision by a factor ∼ 2 for densely populated targets at low redshift. The density field reconstruction technique has now become a standard tool to improve the BAO scale measurement from both simulations and real surveys (e.g., Seo et al. 2008; Seo et al. 2010; Noh et al. 2009; Mehta et al. 2011; Anderson et al. 2012 Anderson et al. , 2014 .
Historically, there are a few reconstruction conventions that were tested. In general, the reconstruction process involves smoothing the observed nonlinear real-space or redshift-space galaxy/matter density field with a filter (typically, a Gaussian filter), deriving the displacement fieldχ r (k) assuming the Zeldovich approximation or a linear continuity equation, and moving the observed matter/galaxy particles (or meshes (Seo & Hirata 2015; Obuljen et al. 2016) ) by this displacement field. By moving the particles byχ r (k), we reverse the particles close to where they were before their nonlinear evolution. Since that also removes the linear information that we are after, we move a reference set of particles (or meshes) by the same displacement field, and construct the final reconstructed target density field by differencing the density field from the displaced matter/galaxies δ d and the density field from the displaced reference particles δ s : δ r = δ d − δ s (Eisenstein et al. 2007b; .
When operating in redshift-space, there are broadly two options/conventions to deal with RSD. One option attempts to remove the large-scale RSD, i.e., Kaiser effect (Kaiser 1987) , and the other option attempts to leave in the Kaiser effect. We test both cases in this paper, while setting the former as our default reconstruction scheme since it has been more widely used in analyzing galaxy surveys (e.g., Alam et al. 2016) . To be more specific, our default reconstruction scheme is noted as 'Rec-Iso', following the notation in , which attempts to remove the Kaiser effect and makes the clustering more isotropic. For the second option, which leaves in the Kaiser effect, we adopt the specific convention used in White (2015) ; Cohn et al. (2016) .
• Isotropic BAO reconstruction -"Rec-Iso" (e.g., Padmanabhan et al. 2012; The real-space displacement fieldχ r (k) is estimated from the observed redshift-space density fieldδ s nl (k) bỹ
The displacement field in configuration space s is then derived by Fourier-transformingχ r (k);
The two density fields δ d (s) and δ s (s) are then derived, respectively by δ d : displacing the galaxies by χ s = χ r + f (χ r ·ẑ)ẑ δ s : displacing the random particles by χ r ,
whereẑ is the unit vector pointing along the line of sight and f is the growth rate.
• Anisotropic BAO reconstruction -"Rec-Cohn" (White 2015; Cohn et al. 2016) The second reconstruction option leaves in RSD by also displacing the reference particles by 1+ f along the line of sight, following the convention used in Cohn et al. (2016) , rather than the anisotropic convention from due to the modeling simplicity of the former. The procedure is the same as 'Rec-Iso' except for; δ s : displacing the random particles by χ
That is, this scheme is equivalent to setting λ d = λ s = f in Appendix of . The smoothing filter S(k) is assumed to be Gaussian:
For matter, we used Σ sm = 10h −1 Mpc for all redshifts. For biased cases, we modified the smoothing scale Σ sm based on the signal to shot-noise of each case with an attempt to mimic Wiener filtering (Seo & Hirata 2015) :
where n is the mean number density of the sample (Table 3) and P(0.2) is the galaxy/halo power spectrum at k = 0.2h Mpc −1 at given redshift. We set Σ sm,0 = 7h −1 Mpc following the convention in Seo & Hirata (2015) .
The smoothing scales for all cases are listed in Table 4 and the number density of each halo sample is listed in Table 3 . In § 3.8 we increase all smoothing scales by √ 2 and test the effect of the smoothing scale on post-reconstruction parameters.
Fitting models
Since we are interested in the difference between the power spectrum with BAO wiggles and that without BAO wiggles, our model starts from the difference of the linear power spectrum,
where P L is the theoretical linear matter power spectrum with BAO and P now,L (k, z) is the corresponding dewiggled power spectrum (Vlah, Seljak et al. 2016) . The difference power spectrum observed in the simulations,
is then fit using the basic template model of Eq. 11, rescaled by corrections that we motivate and describe in the subsections below. For each model, the observed coordinate (k , µ ) of the observed power spectrum has the relationship with the reference coordinate (k, µ) of the template power spectrum as
Here α and α ⊥ account for the BAO scale shift along and perpendicular to the line-of-sight, respectively, relative to the isotropic BAO peak in the template power spectrum. They store information of Hubble parameter and angular diameter distance D A , i.e.,
where the superscript 'fid' refers to the fiducial quantity derived from the template/fiducial cosmology model.
Based on this, we choose a set of nuisance parameters to construct the full fitting models. By focusing on the difference power spectrum, we are pardoned to omit nuisance parameters that account for any additive contribution to the broad-band shape of power spectrum. The effect of multiplicative contributions from nonlinear structure growth and nonlinear bias would still remain. In order to better account for such scale-dependent effects, in addition to testing the fitting model derived in , we also introduce physically motivated pre-and post-reconstruction models motivated by the Lagrangian Effective Field Theory (LEFT) Vlah, White et al. (2015) ; Vlah, Castorina et al. (2016) . The full derivation based on Vlah, Seljak et al. (2016) ; Vlah, Castorina et al. (2016) is presented in Appendix A.
Parameters of our fitting models are summarized in Table 1 . For each case, we use a slightly different set of free parameters and fixed parameters. We explicitly list the fitting model formulas below.
Pre-reconstruction
• EFT0 model and EFT1 model 5 As explained in detail in Appendix A, these models include the leading nonlinear bias contribution to the difference power spectrum, including the linear bias b 1 and the leading derivative bias b ∂ , which is proportional to k 2 , while neglecting quadratic bias b 2 , tidal bias b s 2 , and additional higher-order (loop) terms. By ignoring the higher-order terms, these models are designed to account only for the scale-dependent bias effect but not to model the nonlinear shifts of the BAO feature. Explicitly,
where f is the growth rate, z is the redshift of the observation, and C 2 G denotes the Gaussian damping factor of BAO wiggles (Eisenstein et al. 2007a; Matsubara 2008) :
The difference from the earlier results is the Galilean invariant (GI) derivation presented in Appendix A, where the exponential term is stable under coordinate transformation and can not be removed away by shifting the frame. The leading order prediction for the value of the dispersion (see again Appendix A) is
with q = 110h −1 Mpc which is approximately the BAO scale 6
5 Labeling these two models EFT0 and EFT1 might be somewhat misleading in the sense that in this paper we mostly stick to the leading order correction and the leading correction coming from EFT shows up at the one loop level. The main part of the derivation and analysis in these models is the resummation of IR modes, here performed following the prescription in Vlah, . In that sense, perhaps more accurate labels would be IR0 and IR1, but for simplicity we will stick to the prior labels. 6 Damping scales are often calculated with Σ 2 xy (z) =
only accounting for displacement correlation at a single position as in Matsubara (2008) . Such value would be ∼ 15% larger relative to Eq. 19. and j 0 is the = 0 spherical Bessel function of the first kind. With α , α ⊥ , f , b 1 and b ∂ as free parameters (we fix k L = 1 h Mpc −1 ), it yields the EFT0 model. This is our default fitting model.
With Σ xy as an additional free parameter, it yields the EFT1 model. This yields the results for the C 2 G factor mathematically equivalent to the earlier models (see e.g. (Eisenstein et al. 2007a; Matsubara 2008) ).
Alternatively, the role of the b ∂ bias parameter above can also be understood more generally than purely derivative bias and can be thought of as an estimate of the importance of all higher order terms (including biasing and dynamics corrections). In other words, when the performance of the model starts to significantly rely on the b ∂ parameter, this can be understood as a sign of the importance of higher order corrections and that we are approaching the regime where these corrections should be added to the model above.
• SBRS model This fitting model adopts the nominal fitting formula for prereconstruction power spectrum that is widely used in the literature (e.g., .
where the nonlinear Finger-of-God effect is modeled by
For this model, α , α ⊥ , Σ fog , f and b 1 are free parameters. For the damping term of all SBRS cases, unlike the EFT models, we fix f = f fid in the Gaussian damping factor and the effect of f varies only the amplitude:
To compare with the EFT0 model, we fix the damping scale Σ xy using Eq. 19.
Post-reconstruction for 'Rec-Iso'
The post-reconstruction EFT fitting models are derived in Appendix A2. To summarize,
where models for individual terms, i.e., δP dd for the difference power spectrum from the displaced galaxy particles, δP ss for the difference power spectrum from the displaced reference particles, δP sd for the difference cross power spectrum, are written as: 
Fixed: Σ xy . For matter, b 1 = 1. Fixed: Σ sm (subsequently all the damping terms, e.g., 
Figure 4. Average difference matter power spectra compared with best fit models from the SBRS model and the EFT0 model. We calculate the mean matter power spectrumP wig −P now andP now over 40 realizations at redshift 0.6. The over-plotted error bars are very small due to the sample variance cancellation. Left panels: pre-reconstruction. Right panels: post-reconstruction. Top panels: modes of power spectrum perpendicular to the line-of-sight. Bottom panel: modes along the line-of-sight. Red solid line shows the fitting from the SBRS model, and blue dashed line shows the result from the EFT0 model. The reduced χ 2 from fitting all the modes of the averaged power spectrum is shown for each model. Here the data points are from re-binned (10 µ bins) power spectra to reduce fluctuations for clarity while the best fit models and the reduced χ 2 are from fitting the original 100 µ bins.
We ignore higher order perturbation terms. The damping parameters are
We derive these damping scales by setting q = 110h −1 Mpc and fix them in the EFT0 model. For the EFT0 model, we therefore have α , α ⊥ , f , b 1 and b ∂ as free parameters as in the pre-reconstruction EFT0 model. We also prepare a model with a moderate freedom to perturb the damping scales. Rather than varying Σ dd , Σ sd , and Σ ss individually, we allow Σ sm in S(k) to vary; this will perturb nonlinear damping factors in a coherent way through Eqs, 25 -27, but as a caveat it will also modulate the amplitude in an angle-dependent way through S(k) in Eqs. 24. With α ⊥ , α , f , b 1 and b ∂ , and Σ sm as free parameters, we call this the EFT1 model even though this model has a different parameter freedom from the pre-reconstruction EFT1 model.
• SBRS model
We adopt the approximate fitting formula derived in for 'Rec-Iso' convention. The model is the same as the prereconstruction case (in Eq.,20) but with a modified Kaiser factor and damping scale:
We fix Σ 2 xy to be 2 × Σ 2 dd derived from Eq. 25 to construct C G of Eq. 22. Free parameters are α , α ⊥ , Σ fog , f and b 1 .
Post-reconstruction for 'Rec-Cohn'
• EFT0 and EFT1 models The EFT0 and EFT1 models for 'Rec-Cohn' are very similar to the 'Rec-Iso' cases, except for modifications in δP sd and δP ss :
Damping parameters are derived from Eqs 25-27. Again, free parameters for the EFT0 model are α ⊥ , α , f , b 1 and b ∂ ; for the EFT1 model, free parameters are α ⊥ , α , f , b 1 and b ∂ , Σ sm .
• SBRS model We derived the corresponding fitting formula from Appendix A1 with λ s = f in their Eq A13. Then, the fitting model becomes identical to Eq. 20 without 1 − S(k), i.e., without the explicit anisotropic amplitude dependence on the smoothing scale.
The smoothing scale affects the damping scales through Eq. 25. Again, we fix Σ 2 xy to be 2 × Σ 2 dd derived from Eq. 25 and construct C G of Eq 22. Free parameters are α , α ⊥ , Σ fog , f and b 1 .
In all models discussed above, we fix b 1 = 1 for matter.
MCMC fitting
To find the best fitting parameters, we use emcee 7 (ForemanMackey et al. 2013 ) which implements Markov Chain Monte Carlo (MCMC) affine-invariant ensemble sampler (Goodman & Weare 2010) . We set each parameter to have a uniform prior distribution. For pre-reconstruction power spectrum, in EFT models the prior distributions of parameters are α ∈ (0.9, 1.1), Σ xy ∈ (0, 100), f ∈ (0, 4), b 1 ∈ (0, 6), and b ∂ ∈ (−1000, 1000). In the SBRS model, we add Σ fog ∈ (0, 20) while other priors are the same as EFT0 model. For post-reconstruction, Σ 2 sm ∈ (0, 600) in EFT1 model. We also overplot the isotropic BAO scale measurements reported in Prada et al. (2016) in real space (green stars) as well as the ones in redshift space (blue crosses). We slightly shifted their points horizontally (by 0.05) to avoid overlaps with our results. Our precision for the matter distribution is worse than Prada et al. (2016) probably because we use 1% subsample of the matter particles. Their redshift-space points can be compared to our estimates of α ⊥ and α while taking into account differences in the fitting formula and the shift estimator as well as in the fiducial cosmology. The right panel shows that reconstruction dramatically decreases the shift to within ±0.1%.
RESULTS
In this section, we present various tests of the BAO scale systematics as well as other fitting parameters such as growth rate f , the nonlinear damping scales, and scale-dependent bias as a function of galaxy/halo bias and redshift utilizing the mitigated sample variance. As a comparison to the results we will present, Alam et al. (2016) assumes BAO systematics error of 0.3%−0.5% on the BAO scales for both pre-and post-reconstruction density fields of the BOSS DR12 galaxy data.
BAO scales in matter distribution
We first exclude the galaxy/halo bias effect by focusing on clustering of sub-sampled matter particles in redshift-space. The transverse BAO scale α ⊥ should closely represent what we would observe in the absence of redshift-space distortions. Figure 4 shows the averaged difference matter power spectrum from our simulations δP(k, µ) = P wig − P now at selected redshift output z=0.6 with the corresponding best fit models. The corresponding reduced χ 2 of the averaged power spectrum from using our two fitting models is between 1−1.2, which is much better than the model performance evaluated in despite much smaller error we are dealing with in this paper. It is likely that the models work better due to the removal of additive nonlinear effects that enter both wiggle and nowiggle simulations. The average of the reduced χ 2 of individual pairs is even closer to unity. Figure 5 shows the percentage offset between the measured BAO scale and the input BAO scale as a function of redshift for the matter field. We used the EFT0 model (Eq. 17, Table 1 ) to fit individual two dimensional difference power spectra of 40 pairs and averaged the best fits. The error bars represent the error of the mean and are derived from the dispersions among the 40 individual best fits, rescaled by 1/ √ 40. Left panel shows the pre-reconstruction data and the right panel shows the post-reconstruction data. Black and red points show the BAO scale in transverse α ⊥ and along the line of sight α , respectively. In the fitting, we fix the parameter Σ xy based on Eq. 19 and set linear bias b 1 = 1.0, but keep the nonlinear scale-dependent bias effect b ∂ as a free parameter in order to parametrically account for nonlinear structure growth.
Pre-reconstruction
From the figure, we find the expected increase of the nonlinear BAO shift with decreasing redshift before reconstruction: we find 0.1 − 0.2% of shift at z = 2.5 and ∼ 0.3% shift at z = 0.6. Previous literature typically showed greater BAO shifts for spherically averaged power spectra in redshift space relative to the ones in real space (Seo et al. 2010; Prada et al. 2016) , implying greater shift on α relative to α ⊥ in redshift space. In the results with the EFT0 model, we do not observe an obvious excess shift on α relative to that on α ⊥ .
Based on perturbation theory, we expect the nonlinear BAO shift to be proportional to [D(z)/D(0)] 2 where D(z) is the growth factor (e.g., Eisenstein et al. 2007a; Sherwin & Zaldarriaga 2012) . We overplot the fitting models for α ⊥ and α in Figure 5 That is, although we naively expect that our redshiftspace α ⊥ would represents the real-space α ⊥ and α , the EFT0 Table 2 . The pre and post-reconstruction BAO scale shifts for matter in redshift space using the EFT0 model. We used the 'Rec-Iso' scheme for the density field reconstruction. By default, we calculate the mean and dispersions of α ⊥ (the transverse BAO scale) and α (the line-of-sight BAO scale) of the 40 best fits to the individual difference power spectrum (P wig − P now ). We derive the error of the mean by dividing the dispersion by √ 40. As a comparison, we also show the best fit and the corresponding 68% likelihood error using the averaged difference power spectrum inside parentheses. The reduced χ 2 shown in the last column is using the best fit of the averaged power spectrum. model produces rather isotropic shifts in redshift-space that are slightly greater than the real-space counterparts.
The greater shift we observe relative to the previous literature could be partly due to the difference in fiducial cosmology models; the listed references assumed WMAP-like cosmology (Komatsu et al. 2009 ) with 10-20% lower Ω m than our fiducial model which is based on (Planck Collaboration et al. 2016) . Prada et al. (2016) used mocks based on the Planck13 cosmology and measured realspace α−1 = 0.37%[D(z)/D(0)] 2 , which is closer to our estimates. We overplot their results for the isotropic α in real as well as in redshift space in the left panel of Figure 5 .
The discrepancy appears to be sourced by the BAO fitting models to a greater extent. Figure 6 shows dependence of the results on fitting models. We take the differences in the best fit α's when varying fitting models and/or fitting parameters and calculate the means and dispersions among 40 differenced α's. The resulting errors (the dispersions divided by √ 40) are significantly reduced in this difference statistics since we are using the identical simulations for different fitting models. Top panels compare the EFT0 case with the EFT1 model (i.e. the same as EFT0, but with a free damping parameter Σ xy , see Table 1 ). The result implies that if we let Σ xy vary, we would find slightly smaller α ⊥ (by < 0.1%) and larger α (by ∼ 0.1 − 0.2%), giving larger α than α ⊥ progressively at lower redshift as shown in the middle panel. That is, if we used the EFT1 model, we would find shifts on α ⊥ that are consistent with our real-space α's and systematically larger shifts for α than α ⊥ as shown in the middle panels, which would agree with the previous literature that showed the spherically averaged α − 1 being greater in redshift space than in real space.
The middle panels overplot the EFT1 and the SBRS results with the EFT0 result from Figure 5 . In order to show the significance of the difference between the models, we remove the error bars on the reference EFT0 model and denote the errors on the mean differences (as shown in the top panels) on the EFT1 and the SBRS points. We find that the SBRS model (with a fixed Σ xy but a free Σ fog parameter) also returns anisotropic BAO shifts that are very similar to the EFT1 cases. With the EFT1 model, we derive fits of
Top panels of Figure B2 in Appendix explicitly show the difference between the EFT0 model and the SBRS model that is equivalent to the top panels of Figure 6 . If we fix Σ fog = 0 for the SBRS model, we find that this tendency of anisotropic shift decreases (bottom panels of Figure B2 in Appendix). We suspect that the anisotropic shift could be related to the freedom in the damping scale such as Σ xy or a term that can mimic a perturbation in the damping scale, e.g., Σ fog . For example, Seo et al. (2010) ; Prada et al. (2016) found a greater shift in α in redshift-space than in real space indeed adopted a free parameter for the Finger-of-God effect or BAO damping scales.
Post-reconstruction
We next discuss post-reconstruction results in the right panels of Figure 5 -6. Figure 5 and Table 2 confirm that with density-field reconstruction, the nonlinear shift on the BAO scale substantially reduces to < 0.1%. Overall, the fitting model dependence is also substantially reduced after reconstruction; the remaining difference is ∼ 0.02% between the EFT0 and EFT1 models. Between the SBRS model and the EFT0 model ( Figure B2 ), the maximum difference reaches as much as 0.1% at z = 0, but decreases quickly at higher redshift. Note that the post-reconstruction EFT1 model is slightly different from the pre-reconstruction EFT1 model in that the former allows Σ sm (instead of Σ xy ) to vary such that we can slightly perturb nonlinear damping factors as well as the redshift-space distortion effect away from the default EFT0 model.
Precisions and the reduced χ 2
In terms of errors, Table 2 and the bottom panels of Figure 6 present errors on the mean of the measured α's using the EFT0 model. The table lists errors for the EFT0 model defined from the dispersions of the best fits as well as defined by 68% of the posterior from MCMC using the mean power spectra. The two error estimates are similar within 20%. Since we assume the covariance matrix of the difference power spectrum to be diagonal before and after reconstruction, we believe that the dispersions of the best fits are more conservative estimators than the 68% of the posterior range from MCMC that depends more on the assumed covariance matrix. From /dof Figure 6 . The effects of different fitting models on BAO scale systematics. We focus on matter power spectrum. Left panels: pre-reconstruction. Right panel: post-reconstruction. The top and the middle panels show the effect on the mean α, and the bottom panels show the effect on the errors on α. Empty square points denote for α ⊥ and solid circular points for α . Top panels show relative α differences between the EFT1 and the EFT0 model (i.e., ∆α = α EFT1 − α EFT0 ) with errors derived from the dispersions of the α differences divided by √ 40; the error bars on these differences are much smaller than the nominal errors on α's in the bottom panels because the fitting models are applied to the same sets of simulations, mitigating most of the sample variance effect by taking differences. The middle panels compare the BAO shifts from the EFT0 model (black points) with those from the EFT1 (red points) and the SBRS models (blue points). The error bars on the EFT1 and the SBRS points represent the dispersion on the mean ∆α. No error bars are plotted for the EFT0 model as we focus on the statistical significance of the differences. Note that the EFT1 and the SBRS models systematically produce greater α than α ⊥ before reconstruction. The bottom panels compare nominal errors on the mean α (i.e., not errors on ∆α ) using the EFT0 model (black points, from Table 2 ) with errors using other fitting models. The error bars on σ α are derived using Gaussian prediction of error on error which is σ α / √ 2 × 40 ∼ 0.11σ α . We find that the dependence of σ α on fitting models is small, well within their expected statistical dispersions. The bottom panels also include the reduced χ 2 of the mean power spectra for different fitting models. Figure 5 between redshift 2.5 and a lower redshift to further remove any remaining correlated variance between high redshift and low redshift. The errors increase in comparison to Figure 5 , implying that there are little correlations remaining between redshifts. Lower panels: scattering of α ⊥ at z = 0 vs at z = 2.5. These again show that once cosmic variance is reduced by the sample variance cancellation, there is almost no correlation between the nonlinear BAO shifts between high and low redshifts before and even after reconstruction. Figure 6 , one finds that the error is not necessarily monotonic with redshift. Given the cancellation of the sample variance, it is not straightforward to predict the errors as a function of redshift. The post-reconstruction errors decrease by ∼ 50% at z = 0 and ∼ 20% at z = 2.5 for α ⊥ ; by ∼ 50% at z = 0 and ∼ 10% at z = 2.5 for α . At high redshift the gain from reconstruction is small because the BAO signature is close to linear even without reconstruction. As a caveat, these numbers are derived for matter with negligible shot noise given the default smoothing scale Σ sm . The bottom panels of Figure 6 also compare the EFT0 errors with errors using different fitting models. We find that the dependence of σ α on fitting models is small and well within the expected Gaussian random dispersion 8 , despite the difference in the number of free parameters. We confirm that the α precision is robust against a freedom in the nonlinear damping scale, as shown in previous studies (e.g., Ata et al. 2017) .
The bottom panels of Figure 6 also include the reduced χ 2 for different fitting models. The values do not appear strongly dependent on the fitting models we test. With one more parameter, the EFT1 model and the SBRS models tend to produce slightly smaller reduced χ 2 than the EFT0 model. We find no clear advantage of the 8 The Gaussian prediction of dispersion on error is calculated from
EFT1 model over the SBRS model, although the EFT1 model tends to work better than the others.
Correlation of nonlinear shifts between different redshifts
The upper panels of Figure 7 show the differences on the best fits α ⊥ and α (from Figure 5 ) between redshift 2.5 and a lower redshift to further remove any remaining correlated variance between high redshift and low redshift. The errors that were calculated from dispersions of the differences tend to increase in comparison to Figure 5 , implying that the effect of the initial cosmic variance has been mostly canceled between different redshifts and there are little remaining correlations. The lower panels show the scatter of best fit α's at z = 0 versus at z = 2.5. Again, the plot implies that once cosmic variance is reduced by differencing wiggle and de-wiggled power spectra, there is little correlation between the nonlinear BAO shift at low redshift and at high redshift before as well as after reconstruction. That is, the nonlinear shift term (from P 22 ) does not appear to be correlated between different redshifts. We find a slightly stronger correlation between closer redshift bins, e.g., between z = 2 and z = 2.5. . BAO scale shifts in the presence of galaxy/halo biases: α ⊥ (upper panels) and α (lower panels) fitted using the EFT0 model in redshift space. Left panels: pre-reconstruction. Right panels: post-reconstruction. We again use the same scale on the left and right panels in order to ease the comparison between pre-and post reconstruction. The values can be found in Table 3 and 4. A different colour denotes a different redshift, and at each redshift we show the BAO shift measurements as a function of galaxy bias. Horizontal dashed lines on the right hand side in the left panels correspond to the values for matter power spectrum, which are derived using the fitting in Fig. 5 . The thin solid curves and thin dotted curves in different colours correspond to the predictions based on b 2 (b 1 ) from Lazeyras et al. (2016) and , respectively, at the corresponding redshift. We estimate galaxy bias (b 1 ) from the ratio of galaxy-matter cross-power spectrum over matter auto-power spectrum at large scales k 0.02h Mpc −1 .
Summary
In summary, we find results that are largely consistent with the previous literature while we find that the fitting models with free Σ xy or Σ fog tend to generate greater shift on α than on α ⊥ before reconstruction; the best fit α tend to be more sensitive to the fitting models before reconstruction, as much as 0.2% at z ∼ 0 while the best fit values of α ⊥ appear more robust, i.e., within 0.1% before reconstruction. Such model dependence is substantially reduced after reconstruction, generally within ∼ 0.02%, but it could still account as much 0.1% at z = 0. We also find that the precision (error bar) of the BAO scale does not strongly depend on the choice of models we test, especially on the freedom in the nonlinear damping scale.
BAO scales in the presence of galaxy/halo bias
We repeat our analyses using halo catalogs with various mass cuts to simulate the effect of galaxy/halo bias in redshift space. Figure 8 (and Table 3 ) shows best fit α's as a function of galaxy/halo bias at different redshifts before (left panels) and after density field reconstruction (right panels). Relative to the biased cases (data points), we also overplot the corresponding shift model for the 
Pre-reconstruction
Focusing on the pre-reconstruction case, we find that the lower bias cases at all redshifts converge toward a BAO shift of 0.1% on α ⊥ regardless of the redshift of interest. This is much smaller and different from α ⊥ of the matter case in Figure 5 which gradually increases from 0.1% to ∼ 0.5% from z = 2.5 to z = 0. As bias increases, we observe deviation from this low bias convergence and the deviation is faster at low redshift while is very slow at high redshift. For example, the nonlinear shift on α ⊥ for b 1 ∼ 1.5 at z = 1−1.5 (e.g., DESI ELG-like) would be ∼ 0.12−0.16% and the corresponding shift would be < 0.2% even for high bias b 1 ∼ 3.1 at z ∼ 2.5 (e.g., DESI QSO-like). On the other hand, for targets at low redshift, e.g., z ∼ 0.6, the shift will increase more rapidly with increasing bias: b 1 ∼ 2 at z = 0.6 − 1 (e.g., DESI LRG-like), we expect shift of ∼ 0.2 − 0.25%. This trend is consistent with theoretical predictions based on perturbation theories from Padmanabhan & White ( χ 2 /dof Figure 9 . The effects of different fitting models for samples with galaxy/halo bias. Left panels: pre-reconstruction. Right panel: post-reconstruction. The top three rows show the effect on the mean α (z = 0.6 for the top row, z = 1.0 for the second row and z = 2.0 for the third row) and the bottom panels show the effect on the errors on α. Empty square points denote for α ⊥ and solid circular points for α . The top three rows compare the BAO shifts from the EFT0 model (black points) with those from the EFT1 (red points) and the SBRS models (blue points). Again, the error bars on the EFT1 and the SBRS points represent the dispersion on the mean ∆α with no error bars plotted on the EFT0 model. Errors on the ∆α are negligible and hard to be seen in the figures. The bottom panels compare precisions on the mean α using the EFT0 model (black points, from Table 3 and 4) with errors using other fitting models at z = 0.6. The bottom panels also show the reduced χ 2 from the best fit of the mean differenced power spectrum for the three fitting models. Table 3 . The pre-reconstruction BAO scale shifts in the presence of galaxy/halo bias in redshift space using the EFT0 model. In each case, we show the mean galaxy biases derived from the galaxy-matter cross power spectrum and particle number densitiesn over 40 realizations. The unit ofn is 10 −3 h 3 Mpc −3 . Again, the values of α and σ α outside the parentheses are the mean and the error of the mean derived from 40 best fits while the values inside the parentheses are from the best fit of the averaged difference power spectrum. Table 4 . The post-reconstruction BAO scale shifts in the presence of galaxy/halo bias in redshift space using the EFT0 model. We used the 'Rec-Iso' scheme. We also show the fiducial smoothing scales Σ sm for the density field reconstruction. Different colours represent different redshifts: black for z = 0, red for z = 0.6 and blue for z = 1.0. Singular points denote for matter and they are shifted from galaxy bias of 1.0 not to overlap with data points for galaxy. Empty points ('Rec-Cohn') are also slightly shifted from the original bias values to avoid overlaps with the 'Rec-Iso' cases. The bottom panels compare precisions on α using the two reconstruction schemes. They are very consistent.
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biased sample is expected to ∝ D(z) 2 (1 + 1.5
) depending on the linear bias b 1 and the second order bias b 2 . The second order bias b 2 is expected to be tightly correlated with b 1 (e.g., Lazeyras et al. 2016; Modi et al. 2016 ) and reaches minimum, negative trough for b 1 ∼ 1. This explains both the smaller BAO shift of the low biased cases relative to the matter cases and the trough shape of the BAO shift curve at the low bias limit at given redshift. The D(z) 2 dependence explains the greater slope of the BAO shift curve with decreasing redshift. Figure 12 of shows a trend that is indeed very similar to our results in the top left panel of Figure 8 .
In order to compare our results with the PT-based prediction in detail, we adopt the b 2 (b 1 ) relation from Lazeyras et al. (2016, Eq. 5 .2) and equivalently from Modi et al. (2016) : b 2 (b 1 ) = 0.412 − 2.143b 1 + 0.929b 2 1 + 0.008b 3 1 . This relation is fairly universal for different cosmologies and redshifts. As a caveat, this relation was derived for the halos within individual mass bins while our galaxy/halo mocks correspond to halo centers with minimum mass thresholds; nevertheless, since bias of our mocks would be dominated by the halos near the mass threshold, we believe that this relation should be a good approximation to our case. Dotted lines from Figure 8 correspond to α ⊥ − 1 = 0.51%(1 + 1.5
where 0.51% is fixed from the fit to the matter case. Although the prediction at low bias limit systematically underestimates the BAO shifts, the bias dependence and the redshift dependence qualitatively agree with the prediction and even quantitatively at higher redshift. The thin solid curves are predictions using the b 1 (b 2 ) fit from instead, i.e., b 2 (b 1 ) = 1.09b 2 1 − 2.77b 1 + 1.31, and this prediction overestimates the BAO shifts at low bias limit at z = 0 such that our results tend to lie between the two predictions.
If halo populations included satellites, the clustering would be sourced from more massive halos and therefore we expect greater shift for the same underlying halo populations. Accordingly, a relation of b 2 (b 1 ) for a different choice of halo occupation distribution (HOD) can be derived by weighing b 1 and b 2 with the halo mass function and the halo occupation distribution. Figure 13 of shows that the difference due to different HOD models is a few sub-percent offset while following a similar bias dependence. Mehta et al. (2011) empirically derived BAO shifts for various HOD models that range from 0 up to 10% of the satellite fraction; their Figure 8 implies that the BAO shift can be described mainly by the dependence on b 1 with only moderate dependence on the HOD variations. To summarize, we believe that the HOD dependence would be moderate for a moderate satellite fraction and the resultant offset in the BAO scale shift from what we measured in this paper can be predicted analytically.
The bottom left panel of Figure 8 shows the BAO shift along the line of sight in redshift space before reconstruction. Unlike the α ⊥ case, the low bias convergence appears to increase with decreasing redshift, i.e., from 0.22% to 0.36% from z = 2.5 to z = 0. Again, the deviation from the convergence as a function of bias rises more rapidly at lower redshift. For example, the expected nonlinear shift on α is ∼ 0.3% for tracers with b ∼ 1.5 at z = 1 − 1.5 (e.g., DESI ELG-like) as well as tracers with b ∼ 3 at z ∼ 2.5 (e.g., DESI QSO-like). For b ∼ 2 at z = 0.6 and z = 1, we expect ∼ 0.56% and ∼ 0.4%, respectively. Comparing the top and the bottom panels, the values of α are systematically greater than α ⊥ even for the EFT0 model, which is contrary to the matter case in Figure 5 . Figure 9 shows the effect of different fitting models on the BAO scales as a function of galaxy/halo bias at three redshift bins, z = 0.6 (top panels), 1 (second row panels), and 2 (third row panels). For the top three rows, again, we show errors for ∆α's between the EFT1 and the EFT0 models and between the SBRS and the EFT0 models and draw the derived errors on the EFT1 and the SBRS points without any error bars on the EFT0 points; such errors are negligible and hard to be identified in the figures. Figure B3 shows ∆α between the EFT1 and the EFT0 models explicitly.
Unlike the matter case (Figure 6 ), we observe much smaller dependence on the fitting models, i.e., less than ± ∼ 0.03% for α ⊥ and ± ∼ 0.07% for α before reconstruction. While for matter the anisotropic BAO scale shift was dependent on fitting models, the biased cases consistently seem to show anisotropic BAO scale shift for all fitting models. In detail, although insignificant, the EFT1 model and the SBRS model again tend to increase the shift on α relative to α ⊥ .
Post-reconstruction
The right panels of Figure 8 show the post-reconstruction best fit α's. As expected, the nonlinear BAO shifts decrease well within ±0.1% in general except for a couple of high bias cases (b > 1.5) at z = 0. With low galaxy/halo bias samples that have higher signalto-noise due to lower shot noise, we detect < ±0.06% of remaining shift on α ⊥ after reconstruction. For α , we observe a level of ±0.1% remaining shift after reconstruction. The right panels of Figure 9 (and B3) then show that the fitting model dependence is negligible after reconstruction: less than ±0.01% for α ⊥ and 0.03% for α .
Precisions and the reduced χ 2
The bottom panels of Figure 9 show precisions on α using the three fitting models at z = 0.6 as an example. Again, the derived precisions both before and after reconstruction are found to be quite insensitive to the fitting models as in the matter case. The postreconstruction errors decrease by ∼ 30% at b = 1.19 and ∼ 20% at b = 3.3 for α ⊥ and by ∼ 50% at b = 1.19 and ∼ 30% at z = 3.3 for α . The improvement decreases with increasing bias as a higher bias sample suffers higher shot noise which makes the reconstruction less efficient. Also, our results tend to show more improvement for α in these biased cases. The bottom panels also compare the reduced χ 2 of the three models. All three models perform similarly before reconstruction in terms of the goodness of the fit. After reconstruction, the SBRS model seems to perform worse than the other model for low bias cases, while the EFT0 and EFT1 perform similarly.
Summary
In summary, we find that before reconstruction the nonlinear shift of the transverse BAO scale α ⊥ tends to converge toward ∼ 0.1% for biased tracers in the low bias limit regardless of redshift. As bias increases, the expected shift increases, but very slowly at high redshift. Such tendency qualitatively agrees with predictions from perturbation theories. As a result, we expect a small shift on α ⊥ at high redshift even for highly biased samples. The values of α that account for the RSD effect show stronger redshift dependence while the bias dependence appears comparable to that of α ⊥ . After reconstruction, we find the shift reduces to less than 0.1% except for high bias at low redshift. We also find that the shift measurements are more robust than the matter cases over the range of the fitting models we test, before and after reconstruction. Like the matter case, the precision of the BAO scale is robust against the choice of fitting model. In terms of the goodness of the fits, all three models perform similarly before reconstruction, while the EFT0 and the EFT1 perform better for low-bias cases after reconstruction.
BAO systematics dependence on reconstruction conventions
We compare the measured BAO systematics for different reconstruction schemes: our default 'Rec-Iso' (i.e., an isotropic reconstruction scheme) that we have tested in previous sections v.s., 'Rec-Cohn' (i.e., an anisotropic reconstruction scheme) using the EFT0 model. The upper panels of Figure 10 compares the derived BAO scales for the two cases (solid points and lines for 'Rec-Iso' and open points with dashed lines for 'Rec-Cohn'). Since two oper-ations differ only in the line-of-sight displacement, we expect that post-reconstruction α ⊥ would be similar between the two cases. We indeed find more consistent results for α ⊥ compared to the results for α . The error bars in the top panels denote dispersions on the mean ∆α between the two reconstruction schemes and are plotted only for the 'Rec-Cohn' cases. In detail, the matter cases show relatively consistent results, i.e. ∼ 0.04 − 0.08% offset in α ⊥ and α , respectively; for the biased cases, the dependence curve as a function of bias is very similar between the two conventions, due to our operating on the same underlying simulations, while the difference increases at lower redshift and at low bias limit. We find that the offset is at the order of 0.1% for α ⊥ and 0.3% for α at z = 0 for b ∼ 1 in the worst case. This offset for α (top right) is greater than the typical fitting formula dependence from the right panels of Figure 9 (or see Figure B3 ). When the offset is largest, the 'Rec-Iso' scheme returns smaller post-reconstruction BAO shift on α than the Rec-Cohn scheme, which can be one advantage of the 'Rec-Iso' scheme compared to the 'Rec-Cohn' scheme. We find the same trend when using the SBRS fitting model instead of the current EFT0 model. The lower panels show that the precisions are very similar for the two reconstruction conventions. This is consistent with Burden et al. (2014); that found that anisotropic and isotropic reconstructions return very similar signal to noise both in the transverse as well as along the line of sight. 9
Nonlinear damping scales
We next investigate behaviors of parameters other than the BAO scale in order to test if our fitting models catch general features of the difference power spectrum correctly.
The first parameter is the nonlinear damping scale that describes the damping of the BAO on small scales. As will be explained in § 3.5, we switch to showing the best fit Σ xy and Σ sm of the mean difference power spectra instead of the average Σ xy and Σ sm of the best fits. The left panel of Figure 11 shows the average of the best fit damping scales in the transverse direction Σ xy for the EFT1 model relative to Eq. 19 that was used for the prereconstruction EFT0 model; the right panel shows the best fit Σ sm relative to the input values of Σ sm after reconstruction. The singular points at b 1 = 1 denote the matter cases and the connected points denote the biased cases. Focusing on biased cases, we find that the pre-reconstruction best fit damping scales tend to be slightly greater than the predicted values which could be due to any additional implicit damping effects such as the sizes of the grids and the finger of God effect, etc. For matter, the best fit with the EFT1 model tends to return noticeably greater damping than what was predicted (by 9% at z = 0 and by 15% at z = 2.5), which could be related to why we observed a greater sensitivity between models with and without free damping parameters for the matter case in Figure 5 compared to the biased cases. That is, the pre-reconstruction matter BAO feature is more smeared than the expectation while in the biased sample the one-loop EFT predicted value appears reasonable except for highly biased cases at each redshift. Although not shown in this paper, our inspection of propagators (i.e., the cross correlation between the initial field and the final nonlinear field) also indicates greater damping for the matter cases compared to the biased cases, more so along the line of sight due to the stronger finger of God effect; this likely drives the best fit Σ xy to larger values given the limited freedom in Σ z = (1 + f )Σ xy since f is also constrained by the amplitude of the power spectrum.
The right panel of Figure 11 shows the post-reconstruction cases. We have three damping scale parameters in this case, i.e., Σ dd , Σ ss , and Σ sd . Instead of setting all of these parameters as free parameters, we set the smoothing scale Σ sm as a free parameter and let it vary around the input smoothing scale that we actually used for reconstruction. Since Σ dd , Σ ss , and Σ sd depend on Σ sm (Eq. 25-27), this allows us to coherently perturb these three parameters; on the other hand, Σ sm also adversely affects post-reconstruction RSD amplitude (Eq. 24). The best fit Σ sm deviates the most from the input at low redshift, implying either that the observed nonlinear damping is greater than a combination of the predicted values of Σ dd , Σ ss , and Σ sd or that the observed amplitude anisotropy deviates from the 1 − S(k) model at low redshift. When we inspect individual power spectrum components of the post-reconstruction power spectrum, i.e., P dd and P ss and P sd , we find that the best fit Σ sm , while it giving a better fit to the overall P rec , gives worse matches to individual components than the true input Σ sm , probably due to its side affect on the amplitude anisotropy 1 − S(k). That is, we believe that the deviation in Σ sm should be simply taken as a phenomenological indicator of our post-reconstruction model fairing worse at low-redshift rather than as an indicator for a physically motivated alternative model for Σ sm .
3.5 Redshift-space distortion parameter-growth rate f Our operation of differencing a paired set of wiggled and dewiggled power spectra allowed us to minimize the number of nuisance parameters for the shape of the power spectrum. Although it is not the main focus of this paper, we examine our EFT models from the perspective of grasping the redshift-space distortion effect (i.e., growth rate f ) and nonlinear scale-dependent bias effect b ∂ from the amplitude of the BAO feature. That is, we are testing if these parameters grasp physics rather than being phenomenological. As a caveat, in the EFT models, the free parameter f in our case determines the overall amplitude modulation of the BAO feature as well as the modulation of the damping of the BAO as a function of the line-of-sight angle; on the other hand, in the SBRS model, f only modulates the amplitude while the damping modulation is fixed with f fid . Also, because the information on f in our case is derived purely from the damping and amplitude of the BAO feature alone rather than the modulation of the overall power spectrum and because our fitting range extends to k = 0.3h Mpc −1 which is much larger k than typical redshift-space distortion analyses of k < 0.15 − 0.2h −1 Mpc, we do not expect high-accuracy determination of f . We indeed observe outliers and non-symmetric errors with discrepant estimates between the posterior mean and the maximum likelihood points when we derived the best fits of postreconstruction individual power spectra using the EFT1 model. For these reasons, for the EFT1 model, we switch from showing the average f of 40 best fit parameters to showing the best fit f of the mean difference power spectrum for these non-BAO parameters both before and after reconstruction. Figure 12 shows the best fit growth rate f for the prereconstruction cases (left) and the post-reconstruction cases (right panels). The top panels show the results using the default EFT0 model and the bottom panels show the EFT1 model. Before recon- struction (left panels), one finds that the derived f values are fairly consistent with the expected linear f values (i.e., Ω m (z) 0.56 , dotdashed lines at unity) especially at lower galaxy bias and at higher redshifts. With the EFT0 model (top left), we find f derived for matter (isolated single points at b = 1) tend to be underestimated for 0.6 z 1.5 compared to the EFT1 model. The EFT1 model that allows a free Σ xy gives a better match to the linear f at low redshift. For the biased cases, the two models return similar results.
The density field reconstruction modifies RSD in the postreconstruction power spectrum in a manner that depends on the reconstruction convention. Our default reconstruction scheme ('RecIso') attempts to remove large-scale velocity field based on one's guess of f on true f (in our case f = f ). This will remove RSD on large scales. The remaining RSD information in this case therefore comes from quadrupole due to ∼ f µ 2 (1−S(k)) in Eq. 24. This small quadrupole can in principle return a reasonable fit to f if we use the entire power spectrum information in the presence of a large set of free parameters. However, in the case of the difference power spectrum we utilize in this paper, f is constrained only based on the quadrupole in the difference, i.e., the BAO feature alone with a very limited freedom (i.e., b ∂ and b 1 ). As a result our post-reconstruction f constraint appears sensitive to nonlinear terms in our fitting model and are largely off from the expected values as shown in Figure 12 . In the bottom right panel, for matter, f at low redshift tends to be substantially underestimated in the EFT1 model. For the biased case, by allowing perturbations on the damping scales and the anisotropic amplitude (through Σ sm ), the EFT1 model results are closer to the expected values for z 0.6. This implies that f and Σ sm is correlated in the EFT1 model, as shown in the bottom right panels of Figure 17 and 18.
We believe that the observed model-sensitive deviation of f is partly a result of the choice of the reconstruction scheme rather than the limit in the EFT0 model. We test this claim by choosing 'Rec-Cohn' that leaves in the full RSD effect during reconstruction. Figure 13 shows the best fits f using the 'Rec-Cohn' scheme are much more consistent over different fitting models and returns f closer to the linear values except for the EFT1 model, compared to the 'Rec-Iso' case.
Nonlinear scale-dependent bias b ∂
The first derivative bias b ∂ in Eq. 17 and 24 accounts for nonlinear scale-dependent effect at one-loop level (Vlah, Castorina et al. 2016; Desjacques et al. 2016 ), where we assumed the Lagrangian scale k L = 1h Mpc −1 . Since this term accounts for higher order effect, we expect this term not to greatly exceed unity. In reality, this term can absorb higher order correction to the damping scale, any potential simulation effect as well as the dependence of k L on halo mass. Figure 14 shows the best fit b ∂ using the averaged power spectrum for the EFT0 and EFT1 cases. post-rec Figure 15 . The BAO scale measurements as a function of shot noise effect given fixed galaxy bias: α ⊥ (empty squares) and α (solid circles). We focus on z = 0.6. The values of 1/[nb 2 1 P m (0.2h Mpc −1 )] represent the noise-to-signal level at k = 0.2h Mpc −1 . We used the EFT0 model. A given colour denotes the same underlying galaxy population with different subsampling, i.e., shot noise. Left panels: pre-reconstruction. Right panels: post-reconstruction. Upper panels: average of the best fit α's. Lower panels: 1-σ error on the mean α. 1/[nb 2 P m (0.2h Mpc −1 )] is derived using the number density n and the galaxy bias b 1 (Table 3) with the real-space matter power spectrum at k = 0.2h Mpc −1 , P m (0.2), at z = 0.6. the post-reconstruction cases (right). Interpreting b ∂ as an indicator for various unaccounted higher order effects, this implies that our models give better physical description before reconstruction. Before reconstruction, for the matter case, the EFT1 model (lower left panel) gives slightly larger b ∂ compared to the EFT0 model probably due to the freedom to modulate the damping scale Σ xy . Figure 17 indeed shows a strong correlation between b ∂ and Σ xy for the matter case. For the biased cases, both models show similar results.
In summary, the large values of post-reconstruction b ∂ (as well as the larger offset for f measurements from § 3.5) implies that our models for the non-BAO information work better with the prereconstruction power spectrum while modeling the non-BAO information in the post-reconstruction power spectrum is more challenging.
Shot noise dependence
We have assumed no sub-sampling in our halo catalogs so far. The precision of the BAO measurements depends on the shot noise level (e.g, ). In our sample-variance cancellation scheme, we expect that a fair portion of the shot noise is canceled, mitigating the shot-noise dependent precision before reconstruction. On the other hand, post-reconstruction result is expected to be more sensitive to the shot noise effect since the process of reconstruction depends on the raw galaxy density field, although such sensitivity might be mitigated to some extent when differencing a pair of reconstructed power spectra. We test the BAO systematics as function of shot noise level in this subsection. The smoothing scale is accordingly increased from what is presented in Table 4 using Eq. 10. We focus at z = 0.6, subsample halos at given mass cut 10 to vary the level of shot noise 1/n relative to the amplitude of the clustering b 2 1 , and observe how pre-and the post-reconstruction BAO precision changes as a function of the effective noise to signal at k = 0.2h −1 Mpc, i.e., 1/[nb 2 1 P m (0.2)] in Figure 15 . The points with the same colour correspond to the same halo mass cut (i.e., the same galaxy bias) with different sub-sampling. Looking at the black points, which are galaxies/halos with b 1 = 1.19, we find consistent measurements of the BAO scale within ∼ 1 − σ before and after reconstruction. For b = 1.96, we also find that the pre and post-reconstruction shifts are consistent within ∼ 1 − σ for the two different shot noise levels. As a reference, the DESI LRG is expected to have 1/[nb 2 P m (0.2)] ∼ 0.4.
The lower panels show a fast increase of errors with an increasing noise-to-signal ratio, implying that the sample variance cancellation is less effective as subsampling becomes more severe. Cohn-rec EFT0 Default Σ 2 sm Double Σ 2 sm Figure 16 . The effect of the smoothing scale Σ sm on the BAO shift and growth rate f in the 'Rec-Cohn' convention. We focus on z = 0.6 and use the EFT0 model. The error bars in the top panels again represent the error on the mean difference between the two smoothing scales, derived from the dispersions of individual difference α's. The upper panels show that increasing smoothing scale Σ sm by a factor of √ 2 decreases the residual post-reconstruction bias in α at low galaxy biases: by 0.07% for galaxy bias 1.2. The bottom left panel shows increasing Σ sm by √ 2 does not obviously change the precisions of α's. The bottom right panel shows there is no improvement in bringing the growth rate f closer to the linear prediction.
Smoothing scale Σ sm dependence
We investigate the effect of the reconstruction smoothing scale Σ sm on various post-reconstruction parameters. Too aggressive smoothing (i.e., too large Σ sm ) is expected to degrade the reconstruction of the BAO feature while a greater smoothing should also improve the performance of the fitting models by reducing the effect of nonlinearities and shot noise on the density field (e.g., . We focus on z = 0.6 and the 'Rec-Cohn' model that was found to return a growth rate f that is more consistent over different fitting models and closer to the linear values. We increase all smoothing scales by a factor of √ 2 and repeat reconstruction using the 'Rec-Cohn' scheme. Figure 10 showed a tendency of greater post-reconstruction α shift by the 'Rec-Cohn' scheme compared to the 'Rec-Iso' scheme. Figure 16 shows that a greater smoothing scale returns post-reconstruction α s that are less biased than the default Σ sm cases by ∼ 0.07% in the low bias limit. The effect of Σ sm is smaller for α ⊥ . In terms of post-reconstruction precision (in the bottom left panel), the precision does not change noticeably by increasing Σ sm by a factor of √ 2, which may be because our choice of smoothing scale corresponds to near the maximum reconstruction performance; White (2010) shows that the shot noise and the default smoothing scale we used corresponds to near the maximum performance around which the reconstruction efficiency does not change rapidly. We expect that a much greater smoothing scale beyond the ones we tried would eventually degrade the reconstruction performance. The bottom right panel of Figure 10 shows that increasing the smoothing scale does not improve the best fit f estimates in terms of bringing them closer to the Kaiser effect. Indeed, the reduced χ 2 and therefore the goodness of the fit improved with a greater Σ sm . In summary, moderately increasing the smoothing scale near our default choice improved the goodness of the fit as well as the post-reconstruction BAO scale shift while it does not help returning more accurate linear growth rate f .
Parameter covariances
In this subsection, we check the correlation between different parameters. Figure 17 shows the multi-panel likelihood surface plots of fitting parameters from the MCMC using the averaged difference matter power spectrum at z = 0.6. The top panels show the EFT0 model and the bottom panels show the EFT1 model. Again, the left panels are for pre-reconstruction and the right panels are for post reconstruction. We notice that for matter, for which we fix b 1 , the pre-reconstruction shows no obvious parameter correlation in the EFT0 model case while the EFT1 model with a free Σ xy parameter shows strong positive correlation between b ∂ and Σ xy . That is, in the EFT1 model, a greater damping can be compensated by positive b ∂ , which is consistent with the EFT1 model returning larger Σ xy values than the theory (Figure 11 ) while returning larger b ∂ than the EFT0 model ( Figure 14) . After reconstruction (right panels), the EFT models show moderate negative correlation between b ∂ and f for matter, which again is consistent with underestimation of f and large b ∂ we observed in Figure 12 and 14. If this mild degeneracy is determined by the damping feature, the two would have a positive correlation. The negative correlation seems to imply that this degeneracy is rooted on the post-reconstruction anisotropic amplitude term. For the EFT1 model (bottom right), the strong f and Σ sm correlation is expected due to Σ sm changing the post-reconstruction anisotropic amplitude. Figure 18 shows the biased cases: we show b = 1.5 at z = 1 as example. For the biased cases, we allow b 1 to vary, and as a result, we notice additional, negative correlations between b 1 and b ∂ and f , implying more freedom to deal with a deviation from our fitting model by freeing b 1 . Before reconstruction, we find moderate positive correlation between b ∂ and f , which agrees with slight overestimation of f and b ∂ in Figure 12 and 14 for the biased cases.
After reconstruction (right panels), compared to the matter case, the correlation between b ∂ and f switches its sign back to positive with negative correlation between b 1 and b ∂ . Given the positive b ∂ from Figure 14 , we indeed find that the best fit b 1 derived from the fits tend to be lower than the estimates derived from cross-power spectrum between the galaxy-matter cross correlation as shown in the right panel of Figure B1 . For the BAO scale parameters, we consistently observe the negative correlation of ∼ −0.4 between α ⊥ and α , which is very close to what is expected when α ⊥ and α constraints are only from the BAO feature ; the BAO scale parameters show no strong correlation with non BAO parameters. For the matter case, we found in § 3.1 that fitting models with free damping scales tend to produce slightly greater α . Looking at the correlation between Σ xy and α in the lower left panel of Figure 17 , we can indeed trace a slight positive correlation between α and Σ xy for the EFT1 model, although it is rather inconspicuous.
CONCLUSION
We generated a set of paired FastPM simulations to study the BAO feature more accurately than conventional simulations that are limited by the number of modes in the simulated volume. We use these simulations to test how well theoretical models for the BAO feature in the matter or galaxy/halo power spectrum capture the true BAO scale of the simulations. The specific design of the simulations allows systematic shifts of the BAO scale as low as 0.01% to be detectable (in the most precise case). This analysis is one of the most precise checks for BAO systematics carried out so far. We derive BAO systematics before and after density field reconstruction, along and across the line of sight separately, and in the presence of redshift-space distortions. We tested two different density field reconstruction schemes that were introduced in previous literature and also tested the effect of the smoothing filter scale. Our tests covered a wide range of redshift, galaxy/halo biases, and shot noise levels that are applicable to future galaxy/quasar survey designs. We also introduced new BAO fitting models with a physically motivated scale-dependent bias, and investigated the BAO systematics dependence on the choice of the fitting formula. For the first time, we derived in a fully Galilean invariant way the BAO dampening kernel for the halos in real and redshift space for both pre-and post-reconstruction. We summarize our findings below:
First, for the matter density field, the nonlinear BAO scale shift is increasing as a function of decreasing redshift, as expected and shown in previous literature. However, we find that such shift measurements before density field reconstruction depend on the fitting formula especially at lower redshift; as much as 0.1% for α ⊥ and 0.2% for α within the models we tested. We find that the fitting models with a free damping scale tend to generate greater shift on α than on α ⊥ , producing an anisotropic BAO shift. After reconstruction, the model dependence of α is substantially reduced; we find model-dependence of less than 0.1% on the BAO scale after reconstruction.
In the presence of galaxy/halo bias, we find that before reconstruction the nonlinear shift on the transverse BAO scale α ⊥ tends to converge toward ∼ 0.1% for biased tracers in the low bias limit regardless of redshift, which is less than the shift measured from the matter cases. As bias increases, the expected shift increases, but very slowly at high redshift. Such tendency qualitatively agrees with predictions from perturbation theories. As a result, we expect a small shift on α ⊥ at high redshift even for highly biased samples. The values of α that account for the RSD effect show stronger redshift dependence while the galaxy/halo bias dependence appears comparable to that of α ⊥ . After reconstruction, we find the shift reduces to less than 0.1% except for high bias and at low redshift. We also find that the shift measurements are more robust than the matter cases over the range of the fitting models we tested, both before and after reconstruction.
In terms of the BAO measurement precision, all the fitting models we tested give quite consistent precision. In terms of reduced χ 2 , all models give reasonable fits while the EFT1 model tends to perform slightly better.
We compared the BAO systematics for different reconstruction conventions, one for isotropic reconstruction and the other for anisotropic reconstruction, depending on the treatment of the Kaiser effect. The offset in the BAO scale measurements is largest at z = 0 and greater for α than α ⊥ and greater for the biased cases. The offset in α at z = 0 is ∼ 0.3% which is much more than the level of fitting model-dependence for the biased cases while the offset in α ⊥ is much smaller. We find that the 'Rec-Iso' scheme tends to return smaller residual post-reconstruction BAO shift on α than the Rec-Cohn scheme.
By subsampling our halo catalogs, we tested the shot noise dependence of our results. As we subsample, the sample-variance cancellation becomes less effective, quickly degrading precision. We find no obvious dependence of the BAO scale shifts on the shot noise level within our precision.
While it was not the main focus of this paper, we also examined our models from the perspective of grasping non-BAO information such as the growth rate f and scale-dependent bias b ∂ . We find that while the pre-reconstruction cases return a more reasonable f estimate as well as smaller b ∂ , the post-reconstruction models return systematically underestimated f for matter and tend to overestimate f for the biased cases in a strongly fitting-model dependent way. Using an anisotropic reconstruction convention such as the Rec-Cohn also returns an overestimated f , but closer to the prediction values. Overall, the EFT1 model tends to return postreconstruction f that is closer to the prediction at least at low redshift. We conclude that the post-reconstruction model needs to be further improved to accurately capture non-BAO information. This also indicates that additional effects beyond leading order could play an important role (e.g. corrections due to modeling the displacement in Eulerian rather than Lagrangian coordinates; Schmittfull et al. (2015) ). As a caveat, we tried to catch the non-BAO information only using the BAO amplitude modulations parallel v.s. transverse to the line of sight. Testing our models for the full postreconstruction power spectrum (e.g., similar to Hikage, et al. 2017) would be interesting for future investigation.
We investigated the effect of the reconstruction smoothing scale Σ sm on various post-reconstruction parameters using the RecCohn convention at z = 0.6. Moderately increasing the smoothing scale near our default choice improves the goodness of the fit as well as the post-reconstruction BAO scale of the Rec-Cohn case while it does not help returning more accurate linear growth rate f .
As a caveat, the BAO systematics we studied in this paper only account for the theoretical budgets. Real galaxy surveys would also potentially suffer from observational systematics in the clustering measurements due to fiber assignment (e.g., Burden et al. 2017 ) and additional non-astrophysical observational systematics that need to be calibrated for (e.g., . Even among the theoretical budgets, we ignored higher order effects such as a potential BAO scale bias that can be induced by the supersonic streaming velocity of baryons at high redshift (e.g., Dalal et al. 2010; Tseliakhovich & Hirata 2010; Blazek et al. 2015; Slepian et al. 2016; Schmidt 2016; Schmidt & Beutler 2017; .
There are additional aspects that are left for future studies. Wang, Yu, Zhu et al. (2017) and Schmittfull et al. (2017) showed that alternative reconstruction methods can substantially improve the BAO reconstruction efficiency, with similar improvements also expected from maximum likelihood reconstruction . Testing the post-reconstruction BAO systematics for galaxies/halos in redshift space using such improved reconstruction schemes would be an interesting future project. We also note that a similar study with a comparable set of a full N-body simulations would make a substantial improvement to our study that is done with quasi-N-body simulations by allowing calibrations of the BAO results between two sets of simulations. i
Collecting all the above and following the argumentation presented in Vlah, Seljak et al. (2016) we can extract the exponential from the power spectrum expression by evaluating it at the q max of the dominant contribution
3 q e −iq·k 1 − "bias" δA s (k, q, τ 1 , τ 2 )
where q max is defined by the peak of the BAO (see Vlah, Seljak et al. 2016) . In case of dark matter and including the RSD effects, similar expressions have also been shown in (Fonseca de la Bella et al. 2017) (up to one-loop). We have derived the leading contributions to the difference of the wiggle and no-wiggle power spectra, up to the linear bias b 1 and first contribution of the first derivative bias b ∂ . Neglected effects (denoted as "h.o.") would include second order bias b 2 , tidal bias b s 2 , as well as higher order bias effects responsible for shifts of the BAO wiggles. We note that the effects of e.g. second order bias b 2 in case of dark matter halos could be large and comparable to the first derivative bias b ∂ even though for simplicity we have dropped it from our analysis. We also stress that our derivation for the BAO feature for dark matter, as well as halos, satisfies the Galilean invariance. We note that this is one of the novel features introduced in our derivation, distinguishing it from all previous results for halos in real and redshift space. In detail, another substantial difference from previous approaches (see e.g., Crocce & Scoccimarro 2008; Matsubara 2011; Baldauf & Desjacques 2017; Hikage, et al. 2017 ) is that the previous modeling extends to the total two-point function while we are considering only the BAO wiggle feature (see also Blas et al. 2016) . In that respect, our critical control parameter is the small δP wiggle spectrum compared to the full power spectrum, and the IR resummation affects only this part, while the broadband part is unaffected. There are also major differences in the explanation of the physical meaning, interpretation, and estimates of the displacement dispersions compared to the previous work. Our displacement dispersion contains only large-scale displacement contributions while the previous work dispersions was treated primarily as a free parameter. Moreover, it has a well known linear theory redshift dependence via the linear growth rate. Our approach also offers a systematic and controlled way to compute higher order corrections as well as estimates of theoretical errors due to the higher order approximations done in this section.
A2 Post-reconstruction power spectrum
Similarly to above we can also model the power spectrum after density reconstruction. Let us follow the Rec-Iso result from . The reconstructed difference power spectrum is given by δP rec (k, τ) = δP dd (k, τ) − 2δP sd (k, τ) + δP ss (k, τ), 
Theoretical Systematics of Future Baryon Acoustic Oscillation Surveys 33
We get a similar expression for the A s sd term. We then finally have
Note that q max should be around 110Mpc/h, i.e. around the BAO peak, but we note also that since the S(k) filter affects the functional form of terms entering the 1 − "bias" δA the value of q max can change slightly from the pre-reconstruction case. We note this option here but leave a detailed investigation for future work.
If we assume that the S(k) filter does not depend on time then all of the Σ 2 terms above scale simply with the linear growth rate D(τ) 2 coming from the linear power spectrum P L (k, τ). Note that in the limit when S(k) → 0 we retrieve the expression for the pre-reconstruction case. The limit δP sd can be simply compared to the δ dm δ h correlation which gives (
The alternative reconstruction method that we labeled Rec-Cohn (White 2015; Cohn et al. 2016) can be obtained in a similar way. The difference is in the shifted field δ s because it now contains the RSD effects. We have 
where the A s dd,ij term stays the same as before, and we obtain δP sd (k, µ, τ) = −e −k
where δP dd is again the same as in the Rec-Iso case.
APPENDIX B: SUPPLEMENTARY FIGURES
In this section, we show supplementary figures to support the main text. Figure B1 shows the difference between the estimates of galaxy/halo bias from the galaxy-matter cross power spectrum and the estimates from the BAO scale fitting. The left panel shows the level of offset is within 3% before reconstruction and the right panel shows that bias from the BAO fitting tends to be underestimated by as much as 6%. Figure B2 is supplementary to Figure 6 and shows the difference in the BAO scale shifts of matter when using the SBRS fitting (top panels) instead of the EFT0 model. The degree of offset is close to that of EFT1 model. The bottom panels show the offset we observe using a variant of the SBRS model by fixing Σ fog = 0. In § 3.1, we claim that we tend to find anisotropic BAO shifts in the pre-reconstruction cases when using a fitting model with any damping scale free parameter. In this figure, we test if the prereconstruction anisotropic BAO shift is reduced when we remove the Σ fog parameter from the SBRS model. We indeed find that the shift for α decreases by half at lower redshift. Figure B3 is supplementary to Figure 9 showing the difference in the BAO shifts between the EFT0 and the EFT1 model more clearly in the presence of galaxy/halo biases. post-rec EFT0 Figure B1 . Galaxy bias from the best fits using the EFT0 model in comparison to the estimated values from P gg /P gm at large scales (k 0.02h Mpc −1 ). We derive the fitted and estimated bias from each realization, and compare their mean over all realizations. Left panel: pre-reconstruction. Right panel: postreconstruction. It shows that the galaxy bias estimates from two methods have discrepancy less than 3% before reconstruction while the discrepancy tends to increase after reconstruction. After reconstruction, the fitted bias is systematically less than the estimated value from cross power spectrum. Figure B3 . The effects of different fitting models for samples with galaxy/halo bias. Supplementary to Figure 9 . Left panels: pre-reconstruction. Right panel: post-reconstruction. Empty square points denote for α ⊥ and solid circular points for α . We compare the EFT0 model (i.e., with fixed Σ xy ) and the EFT1 model (with a free Σ xy (pre-reconstruction) or a free Σ sm (post-reconstruction) by taking α EFT1 − α EFT0 at z = 0.6 (top panels), z = 1.0 (middle) and at z = 2.0 (bottom). We show the mean and dispersion of α differences; the fitting models are applied to the same sets of simulations, mitigating most of the sample variance effect by taking differences.
EFT1-EFT0
