The error exponent of the typical random code is defined as the asymptotic normalized expectation of the logarithm of the probability of error, as opposed to the traditional definition of the random coding exponent as the normalized logarithm of the expectation of the probability of error with respect to a given ensemble of codes. For a certain ensemble of independent codewords, with a given power spectrum, and a generalized stochastic mismatched decoder, we characterize the error exponent the typical random codes (TRC) for the colored Gaussian channel, with emphasis on the range of low rates, where the TRC error exponent differs in value from the ordinary random coding error exponent. The error exponent formula, which is exponentially tight at some range of low rates, is presented as the maximum of a certain function with respect to one parameter only (in the spirit of Gallager's formulas) in the case of matched decoding, and two parameters in the case of mismatched decoding. Several aspects of the main results are discussed.
Abstract-The error exponent of the typical random code is defined as the asymptotic normalized expectation of the logarithm of the probability of error, as opposed to the traditional definition of the random coding exponent as the normalized logarithm of the expectation of the probability of error with respect to a given ensemble of codes. For a certain ensemble of independent codewords, with a given power spectrum, and a generalized stochastic mismatched decoder, we characterize the error exponent the typical random codes (TRC) for the colored Gaussian channel, with emphasis on the range of low rates, where the TRC error exponent differs in value from the ordinary random coding error exponent. The error exponent formula, which is exponentially tight at some range of low rates, is presented as the maximum of a certain function with respect to one parameter only (in the spirit of Gallager's formulas) in the case of matched decoding, and two parameters in the case of mismatched decoding. Several aspects of the main results are discussed.
I. INTRODUCTION
Inspired by [1] , in a recent work [7] , the error exponent of the typical random code (TRC) for a general discrete memoryless channel (DMC) was studied. The error exponent of the TRC was defined as the asymptotic normalized expectation of the logarithm of the error probability, as opposed to the random coding exponent which is the normalized logarithm of the expectation of the error probability. The TRC exponent is motivated in [7, Introduction] in several ways: (i) by Jensen's inequality, it is never worse than the random coding error exponent. Indeed, at low rates, as it does not suffer from the problem that poor codes dominate; (ii) is more relevant as a performance metric, as the code is normally assumed to be drawn just once, and then used repeatedly; (iii) it captures the behavior of random-like codes [2] , which are known to be very good codes. In [7] , the exact TRC exponent was derived for a general DMC under the ensemble of fixed composition codes and a class of generalized likelihood decoders (GLD's) [8] , [14] , [16] , namely, stochastic decoders that randomly select the decoded message according to a posterior distribution with a certain structure. The class of GLD's in [7] covers many decoders of interest as special cases, including the maximum likelihood (ML) decoder, the maximum mutual information (MMI) decoder, α-decoders [3] and mismatched decoders. While the analysis in [7] is based on the method of types, here we consider the Gaussian case. In particular, we derive the TRC error exponent for the additive Gaussian channel. We begin from the additive white Gaussian noise (AWGN) channel, and then extend to the colored Gaussian channel with a given noise spectrum.
It is perhaps surprising that although the finite-alphabet TRC exponent function [7] is not trivial to work with (as it involves computationally heavy optimizations of certain functionals of probability distributions), in the Gaussian case (and even when the noise is colored), the situation is considerably better: the resulting TRC error exponent, which is exact at some range of low rates, 1 involves optimization over one parameter only for the matched GLD and two parameters for a mismatched GLD. Finally, we present and discuss a few byproducts of our main result. These include: a parametric representation, the zero-rate TRC exponent, the range of guaranteed tightness of our bound, the rate at which the TRC exponent meets the random coding exponent, and the optimal channel input spectrum.
Concerning related work, not much has been done before regarding TRC exponents. Prior to [7] , as mentioned earlier, Barg and Forney [1] derived, among other things, the TRC error exponent for the binary symmetric channel (BSC) under i.i.d. binary symmetric random coding. Nazari [12] and Nazari, Anastasopoulos and Pradhan [13] derived upper and lower bounds on the TRC exponent for a general DMC under the α-decoder [3] . Beyond that, there has been some work in the statistical-physics literature, where TRC error exponents were analyzed for special classes of codes using the replica method and the cavity method [6] , [11] , [15] .
Due to the space limitation, technical details and proofs are omitted, but can be found in the full version [9] .
II. NOTATION CONVENTIONS, SETUP AND BACKGROUND
Notation Conventions. Random variables will be denoted by capital letters and their specific values will be denoted by the corresponding lower case letters. Random vectors and their realizations will be denoted, respectively, by capital letters and the corresponding lower case letters, both in the bold face font. When used in the linear-algebraic context, these vectors should be thought of as column vectors, and so, when they appear with superscript T , they will be transformed into row vectors by transposition. Thus, x T y is the inner product of x and y. The probability of an event E will be denoted by Pr{E}. For two positive sequences a n and b n , a n · = b n means lim n→∞ 1 n log an bn = 0 and a n · ≤ b n means that lim sup n→∞ 1 n log an bn ≤ 0. The indicator function of an event E will be denoted by I{E}. The notation [x] + will stand for max{0, x}. The cardinality of a finite set A will be denoted by |A|.
We first describe the system model of the AWGN channel, and then the parallel Gaussian channels with application to the colored Gaussian channel.
The AWGN Channel. Consider the discrete-time AWGN channel, Y i = X i + Z i , i = 0, 1, . . . , n − 1, where X = (X 0 , . . . , X n−1 ) is a random channel input vector, Z = (Z 0 , . . . , Z n−1 ) is a zero-mean Gaussian vector with covariance matrix σ 2 I, I being the n × n identity matrix, and Z is statistically independent of X. Accordingly, let
We consider random selection of C n , where all codewords are drawn independently under the uniform distribution over the surface of the n-dimensional sphere of radius √
nP . Once C n has been drawn, it is revealed to both the encoder and decoder. The GLD randomly selects the decoded message indexm according to the generalized posterior,
where β > 0 is a design parameter. The motivation for the GLD was discussed extensively in [7] , [8] and references therein. The probability of error, for a given C n , is
As in [7] , we define the TRC error exponent as
where the expectation is over {C n }. Our first goal is to derive E trc (R).
Parallel Additive Gaussian Channels and the Colored
Gaussian Channel. This model is defined as before, except that here the various Gaussian noise components {Z i }, have different variances, σ 2 i,n , i = 0, 1, . . . , n − 1, respectively, i.e., Cov{Z 0 , . . . , Z n−1 } = diag{σ 2 0,n , σ 2 1,n , . . . , σ 2 n−1,n }. Accordingly, the conditional PDF associated with this channel is
We assume that {σ 2 i,n , i = 0, 1, . . . , n−1} obey an asymptotic regime where for some function S Z (e jω ),
for any continuous function G : IR + → IR. The motivation is the eigenvalue distribution theorem [5] , as will be described later. Here the codebook C N is of size M = e N R , with block length N = n , n being as before and is a positive integer. We divide each codeword
where P is the overall power constraint. The powers {P i,n } are assumed to obey
for some function S X (e jω ). We consider random selection of C N , where all codewords are drawn independently under
where Q i is the uniform distribution on the surface of an -dimensional sphere of radius P i,n . Once C N has been drawn, it is revealed to the encoder and decoder. Here the GLD randomly selects the decoded message according to
where {σ 2 i,n , i = 0, 1, . . . , n} are mismatched noise variances assumed by the decoder and y i is the i-th segment of y, corresponding to x i [m]. It is assumed thatσ 2 i,n =S Z (e j2πi/n ), i = 0, 1, . . . , n − 1, for some functionS Z (e jω ), and so, together with (6) and the eigenvalue distribution theorem, we have
for any continuous G. Finally, the error probability and the TRC exponent are defined as before, except that now n is replaced by N and the GLD of (1) is replaced by the one of (7) . Our goal is to derive the TRC exponent. The process of taking the limit of N = n → ∞ will be two steps: we first take the limit → ∞ for fixed n, and then take limit n → ∞.
Let {Z i } be a zero-mean stationary process with an absolutely summable autocorrelation sequence {r Z (k), k = 0, ±1, ±2, . . .} and power spectral density S Z (e jω ) = ∞ k=−∞ r Z (k)e −jωk , which is assumed strictly positive and bounded for all ω. Let R n Z be the n×n matrix whose (k, l)-th element is r Z (k − l), k, l ∈ {1, . . . , n}. Let Λ n be a matrix whose columns are orthonormal eigenvectors of R n Z . Theñ Z = Λ −1 n Z has a diagonal covariance matrix with variances, {σ 2 i,n }, given by the eigenvalues of R n Z . According to the eigenvalue distribution theorem, eq. (5) holds [5, Theorem 4.2] for every continuous G : [a, b] → IR, with a = ess inf S Z (e jω ) and b = ess sup S Z (e jω ). Applying this to the Gaussian
where {W t } is a zero-mean Gaussian process with a given spectrum S W (e jω ) and the linear ISI system,
has a power spectral density, S Z (e jω ) = S W (e jω )|G(e jω )| 2 = S W (e jω )/|H(e jω )| 2 whose inverse Fourier transform, {r Z (k)}, is absolutely summable. Then, considering the equivalent channel model (neglecting edge effects),Ỹ t = X t + Z t , we can apply Λ n to diagonalize R n Z , and then the variances, σ 2 i,n , are the respective eigenvalues of R n Z , which in turn satisfy the eigenvalue distribution theorem. Operatively, the system works as follows: given a codeword x = (x 0 , x 1 , . . . , x n−1 ), generated as above, we transmit sub-blocks, each of length n, where in the kth sub-block (k = 0, 1, . . . , − 1), the transmitted vector is
At the receiver, we first apply G(z) to {Y t } to obtain {Ỹ t }. Then, every n-block of {Ỹ t } is fed into a bank of correlators with all eigenvectors, {ψ i }, in order to retrieve noisy versions of {x i +k } n−1 i=0 , whose noise components are uncorrelated and their variances are σ 2 i,n , i = 0, 1, . . . , n − 1.
III. MAIN RESULTS

A. The AWGN Channel
We begin from the AWGN channel. For a given σ 2
where w(u, R)
and
where
and where the infimum in (11) is over all
is positive semi-definite. Our first result is the following. Theorem 1: For the AWGN channel model defined in Section II,
where the infimum is subject to the constraint |ρ XX | ≤ √ 1 − e −4R . The insight behind this TRC exponent formula is as follows. Imagine auxiliary random variables X, X and Y , that represent the transmitted codeword x[m], an incorrect codeword x[m ], and the channel output vector, y, respectively. The (11), represents the exponent of the probability that m would be decoded given that the empirical correlation coefficient between
is the typical exponent of the collective contribution of all incorrect codewords at the denominator of (1). As explained in [7] , the probability that m would be the decoded message is exponentially exp{−nΓ(ρ XX )}. Therefore, the overall error probability, An alternative representation of Γ(ρ XX ) is the following. Let X, X and Y be zero-mean random variables, defined as follows. The variables X and X both have variance P and covariance E(XX ) = ρ XX P . Given X and X , let Y be defined as Y = aX + bX + V , where V is zero-mean with variance σ 2 V , and is uncorrelated to both X and X . Under this representation, we can transform the optimization variables of Γ(ρ XX ), from {σ 2 Y , ρ XY , ρ X Y } to (a, b, σ 2 V ). We observe that by eliminating the term α(R, ·), the expression of Γ(ρ XX ) simplifies dramatically, and hence also the expression of the TRC exponent. In this case, all the minimizations can be carried out in closed form (see [9] ). This elimination yields a lower bound to the TRC exponent, which corresponds to a union bound of the pairwise error events, {m → m }, and which is tight at a certain range of low rates. The corresponding lower bound to Γ(ρ XX ), denoted Γ L (ρ XX ), has a rather simple form, after the explicit minimization over (a, b, σ 2
, which in turn is defined as
for R ≤ R * , and
The lower bound, E − trc (R), has a non-affine convex part, starting with slope −∞ at rate R = 0, and ending with slope −1 at rate R * , and so, it is tangential to the straight-line part that starts at rate R * . The point R = R * exhibits a glassy phase transition [10, Chapters 5, 6] in the behavior of E − trc (R): for R ≤ R * , the error probability (see second line of eq. (15)) is dominated by a sub-exponential number of incorrect codewords at Euclidean distance d = 2nP (1 − √ 1 − e −4R ) from the transmitted codeword, whereas for R > R * , there are exponentially exp{2n(R − R * )} dominant codewords at distance d = 2nP (1 − ρ * ), where ρ * = snr/[2(1 + 1 + snr 2 /4)]. The straight-line part of eq. (17) is exactly the straight-line part of the random coding error exponent below the critical rate. Thus, the TRC exponent exceeds the random coding exponent in the range R ∈ [0, R * ]. Obviously, for R ≥ R crit ≥ R * , the exact TRC exponent must coincide with the random coding exponent, as the TRC exponent is sandwiched between the random coding exponent and the sphere-packing exponent, which in turn coincide for R ≥ R crit . Thus, the interesting range to explore the TRC exponent is the range of low rates. At the low-rate extreme, it is readily observed that the lower bound (16) yields E trc (0) ≥ snr/4, which must be an equality as it coincides with the minimumdistance upper bound on the best zero-rate achievable error exponent. In this context, a natural question that arises is the following: what is the range of low rates where the above derived lower bound to the TRC exponent is tight, i.e., E − trc (R) = E trc (R)?
We propose an answer to this question in more generality in [9] , where we consider the colored noise model.
B. Parallel Additive Gaussian Channels and the Colored Gaussian Channel
As with the AWGN channel, here too, the elimination of the term α(R, ·) contributes dramatically to the simplification of the ultimate TRC exponent formula (lower bound). Moreover, without it, the resulting expression would be associated with a very complicated calculus of variations. As before, this simplification comes at no loss of tightness at some range of low rates. To avoid cumbersome notation, we henceforth omit the subscript n of P i,n , σ 2 i,n , andσ 2 i,n , and denote them instead by P i , σ 2 i , andσ 2 i , respectively. We will also denote µ i = σ 2 i /σ 2 i , and snr i = P i /σ 2 i . For a given λ ≥ 0 and θ ≥ 1, let us define
More explicitly, denoting S i = λµ i (1 − λµ i )snr i , the minimizing ρ is given by
and then
Our first main result in this Subsection is provided by the following theorem. Theorem 2: For the model of the parallel Gaussian channels, let → ∞ while n is kept fixed. Then,
Let S X (ω), S Z (ω), andS Z (ω) be defined as in Section II, and define snr(ω) = S X (ω)/S Z (ω) and µ(ω) = S Z (ω)/S Z (ω). The following corollary follows from Theorem 2 using the eigenvalue distribution theorem, by taking the limit n → ∞.
Corollary 1: For the colored Gaussian channel,
Referring to Corollary 1, let us denote
so that E − trc (R) = sup θ≥1 [B(θ)−(2θ −1)R]. A few comments are now in order. 1. The matched case. Note that in the matched case (µ i ≡ 1 for parallel channels, or µ(ω) ≡ 1 for the colored channel), the optimal λ isβ = min{β, 1 2 }. This simplifies the formula as it remains to maximize over the parameter θ only. It also implies that for any β ≥ 1 2 , the GLD is as good as the ML decoder in terms of (our lower bound to) the TRC exponent. 2. General properties of the TRC exponent function. The behavior of E − trc (R) is similar to the that of the AWGN case. We first observe that E − trc (0) = sup θ≥1 B(θ) = lim θ→∞ B(θ) since B(θ) is a monotonically non-decreasing function. For low positive rates, E − trc (R) is a convex curve, with an initial slope of −∞. In this range, it can be represented parametrically by the pair of equations,
where θ exhausts the range [1, ∞). Since B(θ) is nondecreasing and concave (because it is obtained as the minimum over affine functions of θ), then as R increases, the negative slope of E trc (R) becomes milder: it is given by −(2θ R − 1), where θ R is the solution θ to the equation B (θ) = 2R. Since B (θ) is a decreasing function (due to the concavity of B(θ)), then so is θ R . The curvy part of E − trc (R) ends at the point where θ R = 1. This happens at rate
It is shown in [9] that this coincides also with R 0 , the zerorate random coding exponent, and so, in the range [R * , R crit ], our lower bound coincides with the random coding exponent. For the expression of R * (see [9] ), we have R * = 1 8π 
Optimal input spectrum A natural question that always arises in the context of parallel Gaussian channels and the colored Gaussian channel is the question of the optimal input spectrum. It is shown in [9] that the optimal input spectrum is of the form, Note that the optimum spectrum depends on R via θ, whose optimal value depends on R. When θ → ∞ (R → 0), the r.h.s. goes to zero, and then B must be chosen just slightly above min ω S Z (ω)/K(ω), in order to comply with the power constraint. This means that S X (ω) concentrates at the frequency ω * , which achieves this minimum. In the matched case, where λµ(ω) ≡ 1/2, S X (ω) = 4θB[B −S Z (ω)] + /{B + [B − S Z (ω)] + }, which is identical to the optimal spectrum of the expurgated exponent [4, eq. (7.5.51), p. 352]. This is not surprising as the expurgated exponent and the TRC exponent are related [1] , [7] .
