Many economic models imply that ratios, simple differences, or "spreads" of variables are I(O). In these models, cointegrating vectors are composed of l's, O's, and -l's and contain no unknown parameters. In this paper, we develop tests for cointegration that can be applied when some of the cointegrating vectors are prespecified under the null or under the alternative hypotheses. These tests are constructed in a vector error correction model and are motivated as Wald tests from a Gaussian version of the model. When all of the cointegrating vectors are prespecified under the alternative, the tests correspond to the standard Wald tests for the inclusion of error correction terms in the VAR. Modifications of this basic test are developed when a subset of the cointegrating vectors contain unknown parameters. The asymptotic null distributions of the statistics are derived, critical values are determined, and the local power properties of the test are studied. Finally, the test is applied to data on foreign exchange future and spot prices to test the stability of the forward-spot premium.
INTRODUCTION
Economic models often imply that variables are cointegrated with simple and known cointegrating vectors. Examples include the neoclassical growth model, which implies that income, consumption, investment, and the capital stock will grow in a balanced way, so that any stochastic growth in one of the series must be matched by corresponding growth in the others. Asset arate the two components of the alternative hypothesis and, thus, may fail to reject the null of no cointegration when the data are cointegrated with a cointegrating vector different from that used to construct the test. We investigate this in Section 3, where it is shown that in situations with weak cointegration (represented by a local-to-unity error correction term) even inexact information on the value of the cointegrating vector often leads to power improvements over the test that uses no information. If the null hypothesis of noncointegration is rejected, one can then determine whether the prespecified cointegrating vector differs significantly from the true cointegrating vector.
The plan of this paper is as follows. In Section 2, we consider the general problem of testing for cointegration in a model in which some of the potential cointegrating vectors are known, and some are unknown, under both the null and the alternative. In particular, we present Wald and likelihood ratio tests for the hypothesis that the data are cointegrated with rOk known and r0u unknown cointegrating vectors under the null. Under the alternative, there are rak and rau additional known and unknown cointegrating vectors, respectively. The tests are constructed in the context of a finite-order Gaussian vector error correction model (VECM) and generalize the procedures of Johansen (1988) , who considered the hypothesis testing problem with rOk = rak = 0. In Section 2, we also derive the asymptotic null distributions of the test statistics and tabulate critical values. Section 3 focuses on the power properties of the test. First, we present comparisons of the power of likelihood-based tests that do and do not use information about the value of the cointegrating vector. Next, because information about the potential cointegrating vector might be inexact, we investigate the power loss associated with using an incorrect value of the cointegrating vector. Finally, when there are no cointegrating vectors under the null and only one cointegrating vector under the alternative, simple univariate unit root tests provide an alternative to the multivariate VECM-based tests. Section 3 compares the power of these univariate unit root tests to the multivariate VECM-based tests. Section 4 contains an empirical application that investigates the forward premia in foreign exchange markets by examining the cointegration properties of forward and spot prices. Section 5 contains some concluding remarks. The alternative is written so that ra represents the number of additional cointegrating vectors that are present under the alternative. We assume that ro = rOk + ro, where rOk is the number of cointegrating vectors that are known under the null and ro, represents the number of cointegrating vectors that are unknown (or, alternatively, unrestricted) under the null. Similarly, ra = rak + ra, where the subscripts k and u denote known and unknown, respectively. The rOk prespecified vectors are thought to be cointegrating vectors under the alternative; under the null, they do not cointegrate the series. In spite of this, for expositional ease, they will be referred to as cointegrating vectors.
TESTING FOR COINTEGRATION IN THE GAUSSIAN VAR
As in Engle and Granger (1987) , Johansen (1988) , and Ahn and Reinsel (1990), it is convenient to write the model in vector error correction form by factoring the matrix HI as H = 6a', where 6 and a are n x r matrices of full column rank and the columns of ca denote the cointegrating vectors. The columns of a are partitioned as a = (aoO aa), where a,o is an n x ro matrix whose columns are the cointegrating vectors present under the null, Ola is an n x ra matrix whose columns are the additional cointegrating vectors present uiider the alternative. The matrix 6 is partitioned conformably as 6 = (6b 6a), where 60 is n x ro and 6a is n x ra. It is also useful to partition cia to isolate the known and unknown cointegrating vectors. Thus, ?a = (ciak dau), where the rak columns of aak are the additional cointegrating vectors known under the alternative, and the rau columns of a -are the additional cointegrating vectors that are present but unrestricted under the alternative. The matrix 6a iS partitioned conformably as 6a = (6Oak au) Using this notation, IIX,_1 = 6o (aO'Xt-1) + 6a (CaXt-1), and the competing hypotheses are Ho : 6, = 0 vs.
Ha: 6a 0, with rank(6,a') = ra.
We develop tests for Ho vs. Ha in three steps. First, we abstract from deterministic components and derive the likelihood ratio statistic and some useful asymptotically equivalent statistics under the maintained assumption that dt = 0. Second, we discuss how these statistics can be modified for nonzero values of d,. Finally, the asymptotic null distributions of the resulting statistics are derived and critical values based on these asymptotic distributions are tabulated. Anderson (1951) and Johansen (1988) . Because bau = 0 under the null hypothesis, the cointegrating vectors cxau are unidentified, and this complicates the testing problem in ways familiar from the work of Davies (1977 Davies ( , 1987 . The problem can be avoided when ra = n, because in this case II is unrestricted under the alternative and the null and alternative become Ho : H = 0 vs. Ha: H I 0. The problem cannot be avoided when the rank(II) < n under the alternative. Indeed, in the standard classical reduced rank regression, the general form of the asymptotic distribution of the LR statistic has only been derived for the case in which the matrix of regression coefficients has full rank under the alternative. In this case, Anderson (1951) shows that the LR statistic has an asymptotic x2 null distribution. When the matrix of regression coefficients has reduced rank under the alternative, the asymptotic distribution of the LR statistic depends on the distribution of the regressors. Still, the special structure of the regressors in the cointegrated VAR allows Johansen (1988) to circumvent this problem and derive the asymptotic distribution of the LR test even when II has reduced rank under the alternative.
As pointed out by Hansen (1990) There are three complications that arise when ito or ,ul are nonzero. First, as discussed in Johansen ( , 1992a Johansen ( , 1992b ) and Johansen and Juselius To derive the asymptotic distribution of WTO,ra(O(ok,O1k), we make four sets of assumptions. The test statistic will be formed as already described, when d, = 0. When dt * 0, the VECM is augmented with a constant, and the statistic is calculated as earlier with Z, in (2.3) augmented by a constant. Because, under Assumption (A.4.iii), the constant term in VECM (2.1 1) is unrestricted, augmenting Zt with a constant and carrying out least squares produces the Gaussian maximum likelihood estimator. However, under Assumption (A.4.ii), the constant term in VECM (2.11) is constrained (see (2.12)), and thus the leastsquares estimator does not correspond to the Gaussian MLE. We nevertheless consider test statistics based on this formulation for two reasons. First, when some columns of a are known, the unconstrained estimator and test statistics are much easier to calculate than the constrained estimator; the required calculations when a is known are discussed in Johansen and Juselius (1990) and in . Second, we show that when a is unknown, the test based on the unconstrained estimator has somewhat better local power than the test based on the constrained estimator.
Convenient representations for the asymptotic null distribution can be derived using the following notation. Let B(s) = (BI ( To investigate the local power of the tests, we suppose that 62 iS local to 0; specifically, we set 62 = 62, T = -c/T. This allows us to study local power using local-to-unity asymptotics familiar from the work of Bobkowsky There are three distinct differences between the multivariate tests considered in this paper and standard univariate unit root tests. These are easily discussed in terms of the bivariate example summarized in (3.1) and (3.2). First, univariate tests concentrate on equation (3.2b) and test the simple null, 62 = 0. Multivariate tests consider the whole system (3.1) and test the composite null, 61 = 62 = 0. This has both positive and negative effects: because 61 = 0 (from (3.2a)), the multivariate tests lose power through an extra degree of freedom. In this sense, the univariate test is more powerful because it is focused in the right direction. On the other hand, the multivariate tests utilize any covariance between el, and 62,t to increase test power. This potential covariance is ignored in the univariate tests. The second difference between the univariate and multivariate tests is that the univariate tests typically use a one-sided alternative (62 < 0), whereas the multivariate tests consider twosided alternatives. The third major difference is the conditioning set used to estimate 62 in (3.2b). In general, lagged first differences enter equation ( because of the extra degrees of freedom. Univariate tests could still be used in this case, but these tests become difficult to use and interpret when there are multiple cointegrating vectors.
STABILITY OF THE FORWARD-SPOT FOREIGN EXCHANGE PREMIUM
In this section, we examine forward and spot exchange rates, focusing on whether the forward-spot premium, defined as the forward exchange rate minus the spot exchange rate (in logarithms), is I(O). The data come from Citicorp Database Services, are sampled weekly for the period January 1975 through December 1989 (for a total of 778 observations), and are adjusted for transactions costs induced by bid-ask spreads and for the 2-day/nonholiday delivery lag for spot market exchange orders, as described in Bekaert and Hodrick (1993) .6 The forward-spot premia for the British pound, Swiss franc, German mark, and Japanese yen, the currencies used in our analysis, are shown in Figure 5 .
The tests for cointegration are performed on bivariate systems of forward and spot rates in levels, currency by currency. In each case, the number of lagged first differences in the VECM was determined by step-down testing, beginning with a lag length of 18 and using a 5 Wo test for each lag length (for an analysis of step-down testing in the context of testing for unit roots, see Ng and Perron, 1993) . Results for testing for cointegration between forward and spot rates are presented in Table 2 . For each currency, we report the test statistic for the case where we impose a = ((1 -1)' (denoted by WO I (0, taak) ), the test statistic for the case where u is unspecified (denoted by WO I (0,0)), the cointegrating vector estimated in this case (denoted by &'a"), and the ADF statistic calculated from the forward premium. All statistics are reported for the optimal lag length chosen via the step-down procedure. Con- 
CONCLUDING REMARKS
In this paper, we have generalized VECM-based tests for cointegration to allow for known cointegrating vectors under both the null and alternative hypotheses. The results presented in Section 3 suggest that the power gains associated with these new methods can be substantial. These power gains were evident in the tests for cointegration involving forward and spot exchange rates. Cointegration was found in all currencies using tests that imposed a cointegrating vector of (1 -1), but the null of cointegration was rejected in only half of the cases when this information was not used. Yet, in these bivariate exchange rate models, the univariate ADF test applied to the forward premium (F, -S,) yielded roughly the same inference as the multivariate VECM-based tests that imposed the cointegrating vector. Arguably, a more interesting application of the new procedures will be in larger systems with some known and some unknown cointegrating vectors. As argued in Section 3, the power trade-offs in the multivariate and univariate tests for cointegration are more interesting in higher dimensional systems.
The tests developed here rely on simple methods for eliminating trends in the data -incorporating unrestricted constants in the VECM. In the unit root context, the work by Elliott et al. (1995) suggests that large power gains can be achieved using alternative detrending methods. Hence, one extension of the current research will be a thorough investigation of alternative methods of detrending and their effects on tests for cointegration.
