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SKIP-FREE MARKOV CHAINS
MICHAEL C.H. CHOI AND PIERRE PATIE
Abstract. The aim of this paper is to develop a general theory for the class of skip-free Markov
chains on denumerable state space. This encompasses their potential theory via an explicit charac-
terization of their potential kernel expressed in terms of family of fundamental excessive functions,
which are defined by means of the theory of Martin boundary. We also describe their fluctuation
theory generalizing the celebrated fluctuations identities that were obtained by using the Wiener-
Hopf factorization for the specific skip-free random walks. We proceed by resorting to the concept
of similarity to identify the class of skip-free Markov chains whose transition operator has only real
and simple eigenvalues. We manage to find a set of sufficient and easy-to-check conditions on the
one-step transition probability for a Markov chain to belong to this class. We also study several
properties of this class including their spectral expansions given in terms of Riesz basis, derive a
necessary and sufficient condition for this class to exhibit a separation cutoff, and give a tighter
bound on its convergence rate to stationarity than existing results.
1. Introduction
Let X = (Xn)n∈N be a Markov chain on the countable state space E = [[l, r]] ⊆ Z, where we use
the notation [[ (resp. ]]) to denote that l (resp. r) may or may not be in E, defined on the filtered
probability space (Ω, (Fn)n∈N,P = (P)x∈E). We denote its transition matrix by P = (p(x, y))x,y∈E.
We assume further that X is irreducible, i.e. for all x, y ∈ E˙ =]l, r[, p(n)(x, y) = Px(Xn = y) > 0
for some n ∈ N, and upward skip-free, i.e. for all x ∈ E, p(x, x+1) > 0 and p(x, x+ y) = 0, y > 2.
We denote by M be the set of such upward skip-free Markov chains (or transition operators) on
E.
The aim of this paper to develop a comprehensive theory for the set M, including the potential
theory, the fluctuation theory and, resorting to the algebraic concept of similarity, the spectral
theory . As a by-product, we also provide, for ergodic chains, a detailed analysis of the speed of
convergence to stationarity and investigate the separation cutoff phenomena.
We recall that under the additional condition that p(x, x − y) = 0, y > 2, that is, it is also
skip-free to the left, X ∈ M becomes a birth-death chain. These chains have been and are
still the object of intensive and fascinating studies. This probably originates from the seminal
work of Karlin and McGregor [26], see also Lederman and Reuter [30] and Anderson [4], on
the diagonalization of their transition operator that provide deep insights into fine distributional
properties of these chains. Note that the spectral analysis of these operators has also revealed
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fascinating links with the theory of orthogonal polynomials and Stieljes moment problem. A
review of birth-death chains including their potential theory, is given below in Section 2.2.
For skip-free Markov chains however, the literature is much more limited than their birth-
death counterparts even though skip-free chains appear naturally and frequently in theoretical and
applied investigation. On the theoretical side, the (upward) hitting time distribution of (upward)
skip-free chains has been studied by [1, 22]. Another notable research is the work of Adikahri
[2] on excursion theory of such chains. In addition, Mao et al. [33] have recently investigated
the separation cutoff for skip-free chains. We also mention that Miclo and Patie [?] initiated a
new approach to study these chains based on intertwining relationships with some diffusions with
jumps. On the other hand, from an application viewpoint, skip-free chains have been widely used
in population models, queueing theory and branching processes, see for example [7, 5, 6] and the
references therein.
Our contributions to the theory of the class M can be summarized as follows.
a) Potential theory : We shall start our program by studying the potential theory of chains in M.
More specifically, we implement an original approach based on the theory of Martin boundary
for Markov chains as developed by Dynkin [17] to express their q-potential kernel. In this vein,
we recall that in the specific case of birth-death chains, this q-potential is given in terms of
the two fundamental solutions (the decreasing and increasing one) of a three-term recurrence
equations (discrete analogue of a second order differential equation), see Section 2.2 for more
details regarding this expression. In our context, the situation is more delicate as one has to
solve an infinite recurrence equation whose set of solutions does not seem to have been clearly
identified in the literature. Although the issue of solving this equation is of algebraic nature, we
shall elaborate a strategy based mostly on a combination of techniques from probability theory
and potential theory. More specifically, instead of trying to identify directly the convex cone
of q-excessive functions for the chain X ∈ M, we take an alternative route which consists in
characterizing the q-potential kernel in terms of the so-called fundamental q-excessive (for short
FqE) functions of three different chains: (X,P), (X, P̂) the dual chain as defined in (2.2) below
and (X,Py]), y ∈ E, where (X,Py]) is the Markov chain (X,P) killed upon entering the half-line
[[l, y], which is plainly an upward skip-free Markov chain on the state space Ey] = (y, r]].
b) Fluctuation identities : From this representation of the q-potential kernel, we derive the main
fluctuations identities for chains inM. We recall that the fluctuation theory, which is concerned
with the distribution of the first visit of the chain to some (finite or infinite) intervals is of great
importance in many applications such as biology, epidemiology and also in ruin theory where the
upward skip-free property is required. This theory is well established for the case of birth-death
chains (skip-free on both sides), see e.g. Karlin and McGregor [26], Keilson [27]. On the other
hand the famous Wiener-Hopf factorization technique has proven to be useful to characterize
the law of the first exit times for the class of random walks, that is for Markov chains with
stationary and independent increments, see Spitzer [45] for further details on these identities.
We also mention the interesting work of Fill [22] where he characterizes the upward hitting time
distribution of upward skip-free chain via establishing an intertwining with pure-birth chain.
Our original approach goes decisively beyond these frameworks as it allows to treat in an
unified way, not only the first upward passage time, but also the first downward passage time,
including the possibility of undershoot, of the irreducible skip-free Markov chain. To implement
our methodology on some specific examples, one merely needs to have access to a transform
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(Laplace transform, Fourier transform, moment generating function. . . ) that determines the
one-step transition kernel of the chain. We shall illustrate this idea by recovering, in a simple
manner, Spitzer’s identities for skip-free random walks, and, by studying the first passage times
of branching Galton-Watson processes with immigration, whose details will be provided in a
subsequent paper [39], see also [6]. We also mention that the continuous analogue of these
results for skip-free continuous-time Markov processes on the real line has been detailed in
[38] and applications to generalized Ornstein-Uhlenbeck processes and continuous branching
processes with immigration are carried out in [31] and [37] respectively.
c) Spectral theory and its applications : We also aim at providing some insights into the spectral
theory of the (transition operator of) Markov chains that belong to the class M. This is a
challenging issue as the transition operator P of such a chain is non-self-adjoint (non-reversible)
in the weighted Hilbert space ℓ2(π), where π is the reference measure, implying that there is
no spectral theorem available for such bounded linear operator. To overcome this difficulty, we
propose an original approach based on the concept of similarity. More specifically, we introduce
a subclass of M, denoted by S, whose each element is related to a (diagonalizable) transition
matrix of a birth-death Markov chain via a certain commutation relation. Using this identity, we
resort to some techniques from non-harmonic analysis to investigate how to transfer the known
spectral information of the reversible birth-death transition operator to the non-reversible one
in order to obtain its spectral decomposition. By means of the inverse spectral theorem we
manage to show that the class S characterizes completely the family of transition operators in
M that have real and distinct eigenvalues. On the other hand, in Theorem 6.1(e), we shall
provide a set of sufficient and easy-to-check conditions on the one-step transition probability
for a Markov chain to belong to S. It is worth mentioning that, to the best of our knowledge,
this is the first identification of a class of non-reversible chains with such a spectrum. This is
a useful fact which answers an open question raised by Fill [22] on understanding the class of
skip-free chains that have real and non-negative eigenvalues.
We believe that this new way of classifying Markov chains based on similarity orbit is powerful
enough to tackle many substantial and delicate problems arising in the analysis of such chains.
To illustrate this fact, we provide the spectral decomposition of their non-symmetric transition
matrices, the law of their first passage times, including the case with possible overshoot. We
also study for ergodic chains in S the speed of convergence to equilibrium in both the ℓ2(π)-
topology and the total variation distance. In this line of work, we indicate that Miclo [35] has
recently introduced a new notion known as Markov similarity and compares the mixing speed
of Markov similar generators. As for the speed of convergence to equilibrium, there is a vast
literature devoted to this important topic in various settings. For instance, in the case when P
is a linear self-adjoint operator in ℓ2(π) (reversible), the chain satisfies the spectral gap, which
according to Roberts and Rosenthal [42], is equivalent to P being geometrically ergodic. In the
non-reversible case, to overcome the lack of a spectral theory, many interesting reversibilization
techniques have been implemented to obtain a quantitative rate of convergence and we refer the
interested readers to Fill [21] and Saloff-Coste [43]. We propose an alternative approach based
on the concept of similarity which seems to be a natural extension of the spectral gap estimate
developed in the reversible case. Moreover, our technique enables us to provide an explicit and
a spectral interpretation as a perturbed spectral gap estimate of the (discrete) hypocoercivity
phenomena that was introduced by Villani [49] for general non-self-adjoint semigroups. We
also manage to obtain generalization to the class SM , a subclass of S with stochastic monotone
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time-reversal to be formally introduced in Section 6, of the remarkable spectral gap times mixing
time going to infinity separation cutoff criteria established by Diaconis and Saloff-Coste [14]
for reversible birth-death chains, and recently by Mao et al. [33] for continuous-time skip-free
chain with stochastic monotone time-reversal.
We point out that these three topics (potential, fluctuation and spectral theory) are intertwined.
Indeed, there is of course a fundamental connection between the resolvent operator and the spectral
theory of P as the spectrum of P is, by definition, the set of complex numbers z such that the
resolvent operator Rz = (zI − P )
−1 does not exist or is unbounded. Note that since P is a
contraction operator, this set is included in the unit disc. Moreover, the development of the
fluctuation identities is based on the expression of the q-potential kernels whereas the spectral
theory allow us to get an explicit representation of the transition kernel (and hence by integration
of the q-resolvent operator) and, also, of the distribution of the first passage times.
The rest of the paper is organized as follows. In Section 2, we fix our notations and provide
a review of birth-death chains and Martin boundary theory. The definition and study of the
fundamental q-excessive functions as well as the expression of the q-potential kernel are discussed
in Section 3. In Section 4, we present the fluctuations identities, that is the explicit characterization
(via the probability generating function) of the law of the first exit times of skip-free chains, and,
following the line of work by Feller [19], Kent and Longford [29] and Viskov [50], a characterization
of these stopping times as discrete infinitely divisible variables in Section 5. We proceed in Sections
6-8 by introducing the subclass of skip-free Markov chains that are similar to a diagonalizable
birth-death chain and discuss their spectral properties as well as its applications to the speed of
convergence to equilibrium and the study of the cutoff phenomena.
2. Preliminaries
In this Section, we review some classical concepts on Markov chains that will play a central role
throughout the paper. This include some facts of the potential theory and the Martin boundary
theory of Markov chains.
2.1. Basic facts on Markov chains. We recall that X is said to be upward skip-free if the only
upward transition is of unit size, yet it can have downward jump of any arbitrary magnitude,
i.e. for all x ∈ E and y > x + 2, Px(X1 = y) = 0. We consider an upward skip-free irreducible
Markov chain X = (Xn)n∈N0 on a denumerable state space E ⊆ Z with left endpoint l and right
endpoint r. We use the convention that r ∈ E if the boundary point r is not absorbing. Otherwise,
if r is absorbing or r =∞, we say that X ∈M∞. We assume through Section 2.1 that X ∈M∞
and postpone to Section 3.3 the study of the Markov chain X /∈M∞.
Since X is irreducible, there exists π a positive and finite-valued excessive measure for P , that
is, πP 6 π, see [28, Section 5.2 and 6.8], and that will serve as a reference measure. Let Gq be
the q-potential kernel of X (or its Green function) with respect to the reference measure π. That
is, for 0 < q < 1,
Gq(x, y) =
∞∑
n=0
qn
Px(Xn = y)
π(y)
=
∞∑
n=0
qn
p(n)(x, y)
π(y)
, x, y ∈ E.(2.1)
When q = 1, we write G, rather than G1, to denote the 1-potential kernel. The π-dual matrix
P̂ = (p̂(y, x))y,x∈E is defined to be
p̂(y, x)π(y) = p(x, y)π(x).(2.2)
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Denote ζ to be the lifetime of X , that is, ζ(ω) = k if k is the last time that X is in the state space
E, and ζ(ω) =∞ otherwise.
Let us now define the hitting times associated with X . Denote TA to be the first hitting time
of the set A, that is,
TA = inf{n > 0;Xn ∈ A},
with the usual convention that inf{∅} =∞. If A = {a}, we write Ta = TA. Similarly, if A = (l, b],
we use Tb] = TA. Denote the first return time to be T
+
a = inf{n > 1;Xn = a}.
We also use, for a real-valued function f and a measure µ on E, the following notation, for any
x, y ∈ E,
Pf(x) =
∑
y∈E
p(x, y)f(y),
µP (y) =
∑
x∈E
µ(x)p(x, y).
2.2. A review of birth-death chains. Let Y be a birth-death chain on E with transition
operator Q ∈ B, that is, Q ∈ M with the additional requirements that Q(x, x − 1) > 0 and
Q(x, x− y) = 0 for y > 2. Q is a bounded self-adjoint operator in the Hilbert space ℓ2(πQ) where
πQ is the reversible measure, i.e. for all x, y ∈ E, Q(x, y)πQ(x) = Q(y, x)πQ(y). The q-potential
of Q, denoted by Uq, is well-known to take the form, for any x, y ∈ E,
(2.3) Uq(x, y) = CqFq(x ∧ y)F̂q(x ∨ y),
where Fq (resp. F̂q) is the unique increasing (resp. decreasing) solution to the equation qQF = F
satisfying appropriate boundary conditions, and Cq is the inverse of their Wronskrian. Note that
this equation boils down to a three-term recurrence equations, see [16, Ex. 5.3 p.150 and Section
5.4] for details regarding this expression. This is reminiscent of the expression of the potential
kernel of the continuous time-space analogue, whose generator is a second order differential op-
erator. We recall that a systematic and thorough study of one-dimensional diffusion has been
undertaken by Feller [18]. Moreover, the moment generating function of the first hitting time
T Ya = inf{n > 0; Yn = a} of Y to a fixed level a ∈ E is given by
(2.4) Ex[q
TYa ] =
Fq(x)
Fq(a)
1{x6a} +
F̂q(x)
F̂q(a)
1{x>a}.
Let us now describe a link between this expression and the diagonalization of the operator Q in
B. We assume, for sake of simplicity, that l = 0 and thus E is countable subset of N. It is worth
mentioning that the similarity transform D√πQD 1√
pi
, where Da is the diagonal matrix of a yields
to a symmetric tridiagonal matrix which belongs to the well-studied class of Jacobi matrices. We
also recall that a function φ is a Pick function if φ admits an analytical continuation to the cut
complex plane C \ [0,∞) such that ℑφ(z)ℑ(z) > 0, and we denote by P the subset of such Pick
functions that admit the representation, for ℑ(z) > 0,
(2.5) φ(z) =
∫ 1
−1
d∆(r)
r − z
,
where ∆ is a probability measure on [−1, 1]. From the work of Karlin and McGregor [26], we
know that there exists a spectral mapping K : B → P which is one-to-one and ∆ is the spectral
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measure of Q. More specifically, we have for any f ∈ ℓ2(πQ) and n ∈ N, Q
n can be diagonalizable
as follows
(2.6) Qnf =
∫ 1
−1
rn〈f,Fr〉πQFr d∆(r),
where for r ∈ supp(∆), QFr = rFr. Note that S(Q) the spectrum of Q is such that S(Q) =
supp(∆) ⊂ [−||Q||, ||Q||] ⊆ [−1, 1]. Another remarkable and deep result, which was conjectured
by Krein, is the onto property of the spectral map K, see [23, Appendix 3] for an historical account.
Indeed for any φ ∈ P, i.e. a Pick function of the form (2.5), there exists a unique Q ∈ B on E
with l a non-killing boundary with a spectral representation of the form (2.6). The first proof of
this inverse spectral result was given in the monograph by H. Dym and H.P. McKean [16, Chapter
6]. It uses the theory of Hilbert spaces of entire functions, and a deep uniqueness theorem due to
de Branges. Note also that such a spectral representation reveals that when the spectrum of Q is
composed of isolated eigenvalues then they are necessarily simple (see e.g. [16, Section 5.8]).
2.3. Martin boundary theory of denumerable Markov chains. In this subsection, we
review some essential results of Martin boundary theory of denumerable irreducible Markov
chains based on [17, 28, 51]. First, we recall the definition of q-excessive, q-harmonic and q-
potential functions. A non-negative function f on E is q-excessive (resp. q-harmonic) if qPf(x) 6
f(x) (resp. qPf(x) = f(x)) for all x ∈ E, where 0 < q 6 1. A non-negative function f on E is a
q-potential if f is q-excessive and limn→∞(qP )nf(x) = 0 for all x ∈ E. We say that f is harmonic
(resp. excessive) if f is 1-harmonic (resp. 1-excessive). We write
Eq = {f : E → R
+; qPf 6 f} (resp. Hq,Pq)
for the set of q-excessive (resp. q-harmonic, q-potential) functions on E. We simply write E
(resp. H, P) to denote the set of excessive (resp. harmonic, potential) functions. Note that the
irreducibility property implies that f ∈ Eq is positive, since if there exists y ∈ E such that
f(y) > 0, then by irreducibility there exists n such that for x ∈ E f(x) > qpn(x, y)f(y) > 0.
We will also use the notation Êq (resp. Ĥq, P̂q) to denote the set of q-excessive (resp. q-harmonic,
q-potential) functions associated with P̂ , which was defined in (2.2). We point out that if hˆ ∈ Êq,
then hˆπ is a q-excessive measure for P in the sense that q hˆπPf 6 hˆπf . Another commonly used
terminology for excessive (resp. harmonic, potential) function is superharmonic (resp. invariant,
purely-excessive) function.
We further recall the definition of minimal q-harmonic function. A non-zero function f on E
is minimal q-excessive if f = f1 + f2 implies f = cifi for i = 1, 2, where f1, f2 ∈ Eq, c1 and c2
are constants and 0 < q 6 1. We say that f is minimal excessive if f is minimal 1-excessive.
We write Eminq (resp. H
min
q ) to be the set of minimal q-excessive (resp. minimal q-harmonic)
functions on E. For further discussion on minimal excessive and minimal harmonic functions, we
refer the interested readers to [51, Chapter 7] and [17, Section 14]. Next, we state the classical
Riesz representation theorem (see e.g. [17, Theorem 6]), which gives an unique decomposition of
excessive function.
Theorem 2.1 (Riesz representation theorem). For 0 < q 6 1, every q-excessive function can be
written uniquely as the sum of a q-potential and a q-harmonic function. That is, if f ∈ Eq, then
f(x) =
∑
y∈E
Gq(x, y)kq(y)π(y) + hq(x),
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where kq(x) = f(x)− qPf(x) and hq(x) = limn→∞(qP )nf(x) ∈ Hq.
Recall that X ∈ M∞ with transition matrix P and reference measure π on a denumerable
state space E. For a measure µ on E, define Eµ = {y ∈ E; µGq(y) > 0}, where µGq(y) =∑
x∈E µ(x)Gq(x, y), for a 0 < q < 1. We say that the measure µ is a standard measure if Eµ = E.
For x, y ∈ E and 0 < q < 1 (with also q = 1 when (X,P) is a transient), the q-Martin kernel
associated to a standard measure µ is defined to be
µKq(x, y) =
Gq(x, y)
µGq(y)
,(2.7)
where the denominator is positive since µ is standard. Note that µKq(x, y) is finite for any x, y ∈ E.
Next, define a metric µdq on the space E by
µdq(y, z) =
∑
x∈E
wx
(
|µKq(x, y)− µKq(x, z)|+ |1{x=y} − 1{x=z}|
)
,
where the weights (wx)x∈E, with wx > 0, are chosen such that
∑
x∈E wx <∞. We can obtain the
completion of E with respect to the metric µdq, namely E, and the boundary of E in E is denoted
as ∂E = E −E. E is the Martin compactification of E and ∂E is the Martin boundary. The set
∂PE = {y ∈ ∂E; µKq(x, y) is minimal q-harmonic in x}
is known as the minimal Martin boundary. When there is no ambiguity in the probability measure,
we write ∂mE = ∂PE. The inclusion of the indicator terms 1{x=y} and 1{x=z} in the metric µdq
ensures that E is an open set in the Martin compactification E, and the Martin boundary ∂E is
closed. Next, fix a reference point o < r− 1, and we write the q-Martin kernel δoKq(x, y) as
δoKq(x, y) =
µGq(y)
Gq(o, y)
µKq(x, y) =
µKq(x, y)
µKq(o, y)
.
Similarly, we have
µKq(x, y) =
Gq(o, y)
µGq(y)
δoKq(x, y) =
δoKq(x, y)
µKq(y)
.
A sequence (yn) is a Cauchy sequence in the metric space (E, µdq) if and only if (µKq(x, yn)) is
a Cauchy sequence of real numbers for every x if and only if (δoKq(x, yn)) is a Cauchy sequence
of real numbers for every x if and only if (yn) is a Cauchy sequence in the metric space (E, δodq).
Thus, up to homeomorphism, E is independent of the choice of the initial measure and of the
reference point o. It can also be shown that E is independent of the choice of the weights (wx)x∈E
(see e.g. Proposition 10.13 in [28]). From now on, we fix the reference point o and write for all
x, y ∈ E,
Kq(x, y) = δoKq(x, y) =
Gq(x, y)
Gq(o, y)
.(2.8)
Let Ω∞ = {ω; there isx∞ ∈ ∂E such thatxn → x∞ in the Martin topology}. Ω∞ can be inter-
preted as the set of non-terminating trajectories of X that converges to ∂E. If (X,P ) is transient
and P is a stochastic matrix then there is a random variable X∞ taking values in ∂E such that
for each x ∈ E, Px (limn→∞Xn = X∞) = 1. In terms of trajectory space, we have Px (Ω∞) = 1. If
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P is strictly substochastic at some states, we should extend the trajectories to E ∪ {∇}, where ∇
is the graveyard state. Define
Ω∇ = {ω ∈ Ω; there is k > 1 such that xn ∈ E, ∀n 6 k and xn = ∇, ∀n > k + 1}.
Ω∇ is the set of trajectories that eventually reach ∇. Denote ζ to be the lifetime of X , that is,
ζ(ω) = K for ω ∈ Ω∇, where K is the last time that X is in the state space E (as defined in Ω∇),
and ζ(ω) = ∞ otherwise. Define Ωζ = Ω∇ ∪ Ω∞. If (X,P) is transient then there is a random
variable Xζ taking values in E such that for each x ∈ E, Px (limn→ζXn = Xζ) = 1. In terms of
trajectory space, this means that Px (Ωζ) = 1.
Next, suppose now that h ∈ Eq. The Doob transform or h-process of X is defined to be the
Markov chain on Eh = {y ∈ E; h(y) > 0} = E, by irreducibility, with the canonical measure Phx
such that Phx(X1 = y) =
p(x, y)h(y)
h(x)
. Recalling that o is the fixed reference point, the q-potential
and q-Martin kernels associated with the h-process take respectively the form
Ghq (x, y) =
Gq(x, y)h(y)
h(x)
,(2.9)
Khq (x, y) =
Kq(x, y)h(o)
h(x)
.(2.10)
From (2.10) and the definition of the metric µdq, we observe that the Martin compactification E
is homeomorphic to the Martin compactification of the h-process. Next, we state the following
which are the main claims of Theorem 6 and 7 in [17].
Theorem 2.2 (Uniqueness of the representation). Let q ∈ (0, 1]. If h ∈ Eq such that h(o) = 1
then h has a unique representation of the form
h(x) =
∫
E∪∂mE
Kq(x, y)µh(dy) = Kqµh(x),
where µh(·) = P
h
1(Xζ ∈ ·) defines a probability measure. Conversely, for any finite measure µ, the
mapping x 7→
∫
E∪∂mE Kq(x, y) dµ(y) defines an q-excessive function, which is q-harmonic if and
only if µ(E) = 0. Finally, for all y ∈ E ∪ ∂mE, let h
y(·) = K(·, y). Then y ∈ E ∪ ∂mE if and
only if Ph
y
(Xζ = y) = 1. Moreover we have P
hy(ζ =∞) = 1 if and only if y ∈ ∂mE.
The previous claim means that X is forced to terminate at the point y ∈ E ∪ ∂mE P
hy
x -almost
surely.
Theorem 2.3. We have Eminq = {hq; hq(x) = CKq(x, y), C > 0 and y ∈ E ∪ ∂mE}.
Finally, we recall the following useful result whose proof follows readily from [11, Theorem 11.9].
Lemma 2.1. Suppose that hq ∈ Eq, and T is a stopping time with respect to (Fn)n>1, the sigma
field generated by (Xn). For x ∈ E
hq ,
P
hq
x (T <∞) =
1
hq(x)
Ex
[
qThq(XT )1{T<∞}
]
.
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3. Potential Theory
In this Section, we provide an explicit representation of the q-potential kernel Gq, as defined in
(2.1), of an upward skip-free Markov chain X ∈M. We recall that in the simpler case when X is
a birth-death Markov chain, i.e. skip-free in both directions, then its q-potential kernel takes the
form
(3.1) Uq(x, y) = CqFq(x ∧ y)F̂q(x ∨ y),
where Fq and F̂q are the two fundamental solutions of a three-term recurrence equations (discrete
analogue of a second order differential equation), see Section 2.2 for more details regarding this
expression. In our context, the situation is more delicate as one has to solve an infinite recurrence
equation whose set of solutions does not seem to have been clearly identified in the literature.
Although the issue of solving this equation is of algebraic nature, we shall elaborate a strategy
based mostly on a combination of techniques from probability theory and potential theory. We
start by expressing the q-potential kernel in terms of the so-called fundamental q-excessive (for
short FqE) functions of the following three processes: (X,P), (X, P̂) and (X,Py]), where (X,Py])
is the Markov chain (X,P) killed upon entering the half-line [[l, y], which is plainly an upward
skip-free Markov chain on the state space Ey] = (y, r]], with transition kernel denoted by P y]. We
are now ready to state the main result of this Section.
Theorem 3.1. Suppose that X ∈M∞.
(1) Writing, for any x ∈ E and 0 < q < 1,
(3.2) Hq(x) = Kqδr(x),
(resp. Ĥq(x) = K̂qδl(x)) with δr is the Dirac mass at r and Kq defined in (2.8), we have,
for all 0 < q < 1, that
Hq ∈ E
min
q
(resp. Ĥq ∈ Ê
min
q ) and it is the unique minimal increasing (resp. decreasing) q-excessive
for P (resp. P̂ ) such that Hq(o) = 1 (resp. Ĥq(o) = 1). Moreover, if X ∈M∞ (resp. X ∈
M\M∞) then Hq is the unique increasing function in Hq (resp. Hq ∈ Pq with Hq(r) <∞).
(2) For any y < r, 0 < κ
y]
q = lim
x→r
Kqδr(x)
K
y]
q δr(x)
<∞. Then the function H
y]
q defined, for any x ∈ Ey],
by
(3.3) Hy]q (x) = κ
y]
q K
y]
q δr(x)
has (with respect to P y]) the same property as Hq but with the normalization
lim
x→r
H
y]
q (x)
Hq(x)
= 1
(recall that by convention H
y]
q (x) = 0 for any x 6 y).
(3) Finally, set Cq = Gq(o, o) > 0. Then, we have, for all x, y ∈ E,
(3.4) Gq(x, y) = Cq Ĥq(y)
(
Hq(x)−H
y]
q (x)
)
.
Remark 3.1. Up to minor modifications all statements hold for q = 1 when (X,P) is transient.
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Remark 3.2. The terminology FqE comes from the birth-death case where these functions are
usually called the fundamental solutions of the associated three-term recurrence equation and are
q-excessive.
Remark 3.3. Recall, from (2.4), that the q-potential of a birth-death chain is given in terms of
two excessive functions. Each of them is associated to one point in the Martin boundary which
is, due to its skip-free property in both directions, reduced to two points. In our situation, due
to the random size of downwards jumps, the description of the Martin boundary below is more
delicate. To overcome this difficulty, we start by taking advantage of the upward skip-free property
to identify, as in the case of birth-death chain, the q-excessive function Hq attached to the unique
point above of the Martin boundary. Then, we use the dual chain which is downward skip-free
to identify, in the dual way, the q-excessive function Ĥq associated to the unique point below of
the Martin boundary. Finally, instead of trying to describe the Martin boundary below for the
original chain, we introduce the Markov chain killed at the first passage time at a point, say y,
below the starting point. This latter being also an upward skip-free Markov chain, we identify, in
a similar way than for the original chain, its q-excessive function H
y]
q associated to the point above
of the Martin boundary. It turns out that these three q-excessive functions coming from three
different chains enable us to characterize the q-potential kernel at a fixed point for the original
chain.
Remark 3.4. The expression (3.4) of the q-potential is expressed in terms of the function Hq which
itself is defined in terms of the Martin kernel, which is a normalized version of the q-potential.
Although this may sound a bit awkward, this representation is very useful when applied to specific
(and solvable) instances. Indeed, in such case, the functions Hq can be computed by either solving
the equation qPf = f which admits an unique increasing solution when Hq ∈ Hq, see Section 4.1
for an application of this idea to the class of skip-free random walks. Otherwise, in the other case,
i.e. Hq /∈ Hq but is purely q-excessive, its computation can be realized through some asymptotic
analysis carried out on some transforms determining the transition kernel, such as the moment
generating functions. This latter approach has been exploited in [6] to compute the corresponding
function Hq for (continuous-time) branching process, see also [39] for the study of the potential
and fluctuation theory of these chains including immigration. We also refer to Remark 4.1 for
further discussion on how to use our approach to obtain the fluctuation identities of skip-free
Markov chains.
Remark 3.5. Additional properties of Hq and its relation with infinite divisibility are studied in
Section 5 Corollary 5.1.
We proceed with the proof of these statements which is split into several intermediate results.
3.1. Proof of Theorem 3.1. We start with the following result which relates the Martin kernel
to the hitting time distribution.
Lemma 3.1. For any x, y ∈ E,
Ex(q
Ty) =
Kqδy(x)
Kqδy(y)
.
Proof. By Theorem 2.1, for any y ∈ E, Kqδy ∈ Pq which leads, by Theorem 2.2, to P
Kqδy(Xζ =
y, ζ <∞) = 1, that is, for any x, y ∈ E,
P
Kqδy
x (Ty < +∞) = 1.
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Since, on the other hand, by Lemma 2.1, we have, for any x, y ∈ E,
P
Kqδy
x (Ty < +∞) = Ex(q
Ty)
Kqδy(y)
Kqδy(x)
we complete the proof. 
3.1.1. Proof of Theorem 3.1(1). Suppose that x∨ o 6 y 6 a, where x∨ o = max{x, o}. By means
of Lemma 3.1, the upward skip-free property and the strong Markov property, we obtain that
Kqδa(x) =
Ex(q
Ta)
Eo(qTa)
=
Ex(q
Ty)Ey(q
Ta)
Eo(qTy)Ey(qTa)
= Kqδy(x).(3.5)
Thus, for any y > x ∨ o, Kqδy(x) = Kq(x, x ∨ o). Hence, one can trivially define the function Hq
as the extended Martin kernel at r, that is, for x ∈ E,
Hq(x) = lim
y→r
Kq(x, y) =
∫
E∪∂mE
Kq(x, y)δr(dy).
Hence if X ∈M∞ (resp. X ∈M\M∞) then r ∈ ∂PE (resp. r ∈ E) and thus by theorems 2.2 and
2.3 (resp. and Theorem 2.1), we get that Hq ∈ Hq ∩E
min
q (resp. Hq ∈ Pq ∩E
min
q ). Next note, from
the first identity in (3.5), that Hq(o) = 1, and, for x 6 y, Hq(x) = Kqδy(x). Hence, by Lemma
3.1 we have, for any x 6 y,
(3.6) Ex(q
Ty) =
Hq(x)
Hq(y)
,
which entails, by the irreducibility of X , that Hq is positive everywhere since for any x ∈ E, the
ratio Hq(x) =
Ex(qTa )
Eo(qTa )
> 0. To see that the mapping x 7→ Hq(x) is increasing, one observes from
again the strong Markov property and the upward skip-free property that (recall that x 6 y 6 a)
Hq(x) =
Ex(q
Ty)Ey(q
Ta)
Eo(qTa)
= Ex(q
Ty)Hq(y) < Hq(y).
To prove the uniqueness, we proceed by contradiction and thus assume that there exists a positive
function hq ∈ E
min
q (resp. in Hq when X ∈ M∞) which differs from Hq and which is also an
increasing function on E. Then, according to Theorem 2.3, there exists y0 ∈ E (resp. y0 = l or
y0 = r) such that for all x ∈ E, hq(x) =
Kq(x,y0)
Kq(o,y0)
. Thus, on the one hand, from Lemma 3.1 we
deduce that for any x 6 y0,
Ex(q
Ty) =
Kqδy0(x)
Kqδy0(y0)
=
hq(x)
hq(y0)
.
This combines with (3.6) yield that hq(x) = Hq(x) for any x 6 y0, which proves the claim when
Hq ∈ Hq and y0 = r. In the other cases, choose x > y0 such that hq(x) 6= Hq(x). Then,
observe from Theorem 2.2 that P
hq
x (Ty0 < +∞) = 1. As P
hq
x (Ty0 < +∞) =
hq(y0)
hq(x)
Ex(q
Ty0 ) and
hq is increasing and x > y0, we get that Ex(q
Ty0 ) > 1 which is impossible. This completes the
uniqueness property of Hq. To complete the proof of Theorem 3.1(1), we use similar arguments
for deriving the stated properties of Ĥq after recalling that the dual chain (X, P̂) is downward
skip-free.
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3.1.2. Proof of Theorem 3.1(2). We start with the following claim which is a straightforward
reformulation of Theorem 3.1(1) for the killed chains.
Lemma 3.2. Let b ∈ E and choose a reference point ob] ∈ Eb]. Then, for all 0 < q < 1, the
function H
b]
q (x) = K
b]
q δr(x) defined on E
b] is positive on Eb], minimal, increasing q-harmonic for
P b] with H
b]
q (ob]) = 1. Moreover, for any b 6 x 6 a,
E
b]
x (q
Ta) = Ex(q
Ta1{Ta<Tb]}) =
H
b]
q (x)
H
b]
q (a)
.
Proof. Under Pb], X is an upward skip-free Markov chain on Eb], the results follows from Theorem
3.1(1) and the identity (3.6). 
The following lemma expresses the pgf of the downward hitting times (Tb,P
[a
x ), where a > x > b,
in terms of the FqE functions of (X,P) and (X,Pb]).
Lemma 3.3. For any b < x < a and 0 < q < 1, we have
Ex(q
Tb1{Tb<Ta}) =
Hq(x)
Hq(b)
−
Hq(a)
Hq(b)
H
b]
q (x)
H
b]
q (a)
.
Proof. Since by definition Hq = Kqδr, we have, from Theorem 2.2 that,
(3.7) PHq(Xζ = r) = 1.
This combines with the upward skip-free property, see Lemma 2.1, yields that under P
Hq
x the
sample paths of X that drop below b before hitting a must reaches b before reaching a. That is
(3.8) PHqx (Tb < Ta) = P
Hq
x (Tb] < Ta) = 1− P
Hq
x (Ta < Tb]),
where we used again (3.7) for the second identity. Hence, an application of Lemma 2.1 gives
P
Hq
x (Tb < Ta) =
Hq(b)
Hq(x)
Ex(q
Tb1{Tb<Ta}) = 1−
Hq(a)
Hq(x)
Ex(q
Ta1{Ta<Tb]}) = 1−
Hq(a)
Hq(x)
H
b]
q (x)
H
b]
q (a)
,
where the last equality follows from Lemma 3.2. Rearranging the terms provides the desired
result. 
The proof of Theorem 3.1(2) follows readily after the following claim.
Lemma 3.4. For x ∈ Eb], define
κb]q (x) =
Hq(x)
H
b]
q (x)
.
Then the mapping x 7→ κ
b]
q (x) is non-increasing on Eb] with 0 < κ
b]
q (x) < ∞. Furthermore,
0 < κ
b]
q = limx→r κ
b]
q (x) <∞.
Proof. It is clear that, for all x ∈ Eb], 0 < κ
b]
q (x) < ∞, since both Hq and H
b]
q are positive and
finite on Eb]. Next, for any x ∈ Eb],
qP b]Hq(x) 6 qPHq(x) 6 Hq(x),
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where the first inequality follows from the fact that P b] is the restriction of P to Eb], and we use
that Hq ∈ Eq in the second inequality. Therefore, Hq (restricted on E
b]) is q-excessive for P b].
Thus, one may define the Hq-transform of qP
b] by
HqP b](x, y) =
Hq(y)
Hq(x)
qP b](x, y),
where x, y ∈ {x ∈ Eb] : Hq(x) > 0} = E
b] by Theorem 3.1. Using Lemma 2.1 and Lemma 3.2, we
have, for any x 6 a,
HqP
b]
x (Ta <∞) =
Hq(a)
Hq(x)
E
b]
x (q
Ta) =
H
b]
q (x)
Hq(x)
Hq(a)
H
b]
q (a)
=
κ
b]
q (a)
κ
b]
q (x)
.(3.9)
Since (X,Hq P
b]
x ) is a transient upward skip-free Markov chain, using Lemma 3.1 and Theorem 3.1(1)
for q = 1, one easily deduces, with the obvious notation, that 1
Cκ
b]
q (x)
= HqKb]δr(x), for some C > 0.
Thus the mapping x 7→ κ
b]
q (x) is non-increasing. Henceforth κ
b]
q = limx→r κ
b]
q (x) 6 κ
b]
q (b+ 1) <∞.
Observing that both Hq(r) and H
b]
q (r) are finite when X ∈ M \M∞, we readily get that κ
b]
q > 0
which completes the proof in this case. It remains to show that
lim
a→r
κ
b]
q (a)
κ
b]
q (x)
= lim
a→r
HqP
b]
x (Ta <∞) > 0,(3.10)
when X ∈ M∞. To this end, we assume the contrary, that is, lima→r HqP
b]
x (Ta < ∞) = 0. Since
HqP
b]
x (Ta <∞) = P
Hq
x (Ta < Tb]), the assumption becomes lima→r P
Hq
x (Ta < Tb]) = 0 and (3.8) leads
to
lim
a→r
P
Hq
x (Ta < Tb) = 0.(3.11)
Next, by means of a first step analysis and the upward skip-free property, we obtain
P
Hq
b (T
+
b < Ta) = p
Hq(b, b+ 1)P
Hq
b+1(T
+
b < Ta) + p
Hq(b, b) +
∑
y<b
pHq(b, y)PHqy (T
+
b < Ta).(3.12)
Taking a → r, the left-hand side converges to P
Hq
b (T
+
b < ∞) (recall that T
+
b = inf{n > 1; Xn =
b}) due to the monotone convergence theorem, the upward skip-free property and the fact that
X ∈M∞. On the right-hand side of (3.12), the first term converges to pHq(b, b+ 1) as a result of
(3.11), while the third term converges to
∑
y<b p
Hq(b, y)P
Hq
y (T
+
b <∞) by invoking the dominated
convergence theorem. Therefore, we arrive at
P
Hq
b (T
+
b <∞) = p
Hq(b, b+ 1) + pHq(b, b) +
∑
y<b
pHq(b, y)PHqy (T
+
b <∞)
= pHq(b, b+ 1) +
∑
y6b
pHq(b, y) = P
Hq
b (ζ > 1) = 1,
where the second equality comes from the identity P
Hq
y (T
+
b <∞) = 1 which holds since P
Hq
y (Xζ =
r) = 1 and y < b, while the last equality is due to Theorem 2.2 with the fact that Hq ∈ Hq since
X ∈M∞. This is not possible since X is transient. Therefore, we conclude that κ
b]
q > 0. 
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3.2. Proof of Theorem 3.1(3). We start with the following extension of Lemma 3.3.
Lemma 3.5. For any x, y ∈ E and 0 < q < 1, we have
(3.13) Ex
(
qTy
)
=
Hq(x)−H
y]
q (x)
Hq(y)
.
Proof. The case when x 6 y is proved in (3.6). Next assume that x > y. Thanks to the upward
skip-free property of X , for any b ∈ E the mapping 1{Tb<Ta} is increasing in a large enough. Then,
the monotone convergence theorem and the fact that X ∈ M∞ give lima→r Ex(qTb1{Tb<Ta}) =
Ex(q
Tb). The sought result follows immediately from Lemma 3.3 and Lemma 3.4. 
We are now ready to prove the expression (3.4). First using (3.6), Lemma 3.1 and the definition
of the Martin kernel in (2.7), we obtain, for any x 6 o,
Ex(q
To) = Hq(x) =
Gq(x, o)
Gq(o, o)
=
Gq(x, o)
Cq
.(3.14)
Next, for sake of clarity we state the analogue of the identity (3.6) for the dual chain (X, P̂).
Lemma 3.6. For all 0 < q < 1 and any x 6 y,
Êy(q
Tx) =
Ĥq(y)
Ĥq(x)
.(3.15)
A specific application of the previous result yields, for any x 6 o, that
Êo(q
Tx) =
1
Ĥq(x)
=
Ĝq(o, x)
Ĝq(x, x)
=
Gq(x, o)
Gq(x, x)
,(3.16)
where we use the identity Ĥq(o) = 1 in the first equality, the dual version of (3.14) for the second
one and the integrated version of the dual identity (2.2) for the last one. Combining (3.14) and
(3.16), we get, for any x 6 o,
Gq(x, x) = CqHq(x)Ĥq(x).(3.17)
For any x > o, we reverse the role of x and o to obtain, respectively,
Eo(q
Tx) =
1
Hq(x)
=
Gq(o, x)
Gq(x, x)
,(3.18)
Êx(q
To) = Ĥq(x) =
Ĝq(x, o)
Ĝq(o, o)
=
Gq(o, x)
Gq(o, o)
.(3.19)
Combining (3.18) and (3.19), we again arrive at (3.17), which shows that (3.17) holds for all x ∈ E.
Note that (3.17) holds regardless of the boundary condition at r. In particular, when X ∈ M∞,
(3.13), (3.14) (replacing y by o), (3.17) and Lemma 3.1 give (3.4) which complete the proof of
Theorem 3.1.
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3.3. X ∈ M \M∞. Throughout this section we work under the following hypothesis that X ∈
M \ M∞, that is, r is a regular boundary. The state space E includes the point r, that is,
E = [[l, r]. Under P[r, X is a skip-free Markov chain on the state space E[r = [[l, r), which is killed
whenever the process hits the state r. We are ready to state the following.
Proposition 3.1. Suppose r is a regular boundary. Then for any x > b,
Ex(q
Tb) =

Hq(x)− K¯
b]
q H
b]
q (x)
Hq(b)
if r > x > b,
Gq(r, b)
Gq(b, b)
if r = x > b,
where K¯
b]
q =
G
[r
q (o, o)Ĥ
[r
q (b)
Gq(o, o)Ĥq(b)
and Gq(r, b) =
ηb(q)
c+ (1− q)p+
∑
j∈E(1− q)ηj(q)
, where c > 0, p > 0,
and η(q) = (ηj(q))j∈E is a family of non-negative numbers that satisfies, for any 0 < s, q < 1,
sη(s)− qη(q) = (s− q)η(q)G[rq ,
where G
[r
q = (G
[r
q (i, j))i,j∈E.
In order to prove this Proposition, we need the following classical result that enables to connect
the q-potential of Gq and G
[a
q (resp. Ĝq and Ĝ
b]
q ).
Lemma 3.7. We have, for any 0 < q < 1,
Gq(x, y) = G
[a
q (x, y) + Ex(q
Ta)Gq(a, y), x, y ∈ E
[a,(3.20)
Ĝq(x, y) = Ĝ
b]
q (x, y) + Êx(q
Tb)Ĝq(b, y), x, y ∈ E
b].(3.21)
Proof. Since X is upward skip-free, T[a = Ta and for any n ∈ N, a ∈ E, x, y ∈ E
[a, we have
Px(Xn = y) = P
[a
x (Xn = y) +
n−1∑
k=1
Px(Xn = y|Ta = k)Px(Ta = k)
= P[ax (Xn = y) +
n−1∑
k=1
Pa(Xn−k = y)Px(Ta = k),
where the second equality follows from strong Markov property. Next, multiplying by qn, dividing
by π(y), which is positive by irreducibility, and summing over n, we obtain
Gq(x, y) = G
[a
q (x, y) +
∞∑
n=1
n−1∑
k=1
qn−k
Pa(Xn−k = y)
π(y)
qkPx(Ta = k)
= G[aq (x, y) +
∞∑
k=1
∞∑
n=k+1
qn−k
Pa(Xn−k = y)
π(y)
qkPx(Ta = k)
= G[aq (x, y) + Ex(q
Ta)Gq(a, y)
which proves (3.20). (3.21) is the dual statement of (3.20). 
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We are now ready to complete the proof of Proposition 3.1. First, observe that (X,P[r) ∈M∞
and thus by means of Lemma 3.7 and (3.17), one gets
Gq(b, b) = G
[r
q (o, o)H
[r
q (b)Ĥ
[r
q (b) +
Hq(b)
Hq(r)
Gq(r, b).(3.22)
If one chooses the same reference point o for (X,P) and (X,P[r), then plainly, for any x ∈ E[r,
Hq(x) = H
[r
q (x), this leads, using again (3.17), to
Gq(o, o)Ĥq(b) = G
[r
q (o, o)Ĥ
[r
q (b) +
Gq(r, b)
Hq(r)
.(3.23)
For r > x > b, using the lemmas 3.1 and 3.7, we have
Ex(q
Tb) =
Gq(x, b)
Gq(b, b)
=
G
[r
q (x, b) + Ex(q
Tr)Gq(r, b)
Gq(o, o)Hq(b)Ĥq(b)
=
G
[r
q (o, o)(H
[r
q (x)−K
b]
q H
b]
q (x))Ĥ
[r
q (b) +
Hq(x)
Hq(r)
Gq(r, b)
Gq(o, o)Hq(b)Ĥq(b)
=
Gq(o, o)Hq(x)Ĥq(b)−G
[r
q (o, o)H
b]
q (x)Ĥ
[r
q (b)
Gq(o, o)Hq(b)Ĥq(b)
=
Hq(x)− K¯
b]
q H
b]
q (x)
Hq(b)
,
where we used (3.23) in the fourth equality. For x = r > b, it follows from (3.17) that
Er(q
Tb) =
Gq(r, b)
Gq(b, b)
=
Gq(r, b)
Gq(o, o)Hq(b)Ĥq(b)
.
To complete the proof one appeals to Theorem 3.1 of [41] that enables the determination of
Gq(r, b).
4. Fluctuation identities
We pursue our program by exploiting the potential theoretic results of the previous Section to
derive the fluctuation identities of a general skip-free Markov chain. This consists in determining
the law, through the pgf, of the first exit time of X to a (in)finite interval. These quantities
are critical in many applications in various settings including insurance mathematics, biology and
epidemiology to name but a few. For instance, the time T0] corresponds to the time of ruin for a
risk process having only negative jumps, which is a natural assumption in risk theory as they (the
jumps) model the size of claims. We emphasize that our methodology enables the determination
of the pgf of this time of ruin and hence allows the solution of this problem for general Markovian
risk processes. We also recall that for a birth-death chain the pgf of exit times is given as a linear
combination of the two FqE functions, the one for (X,P) and its dual (X, P̂). There exists also a
theoretical characterization of the laws of these variables for random walks through the celebrated
Wiener-Hopf factorization. This technique, which finds its root in complex analysis, has been
nicely exploited by pure probabilistic arguments, see Feller [20] and Greenwood and Pitman [24].
Our original approach appears to be more comprehensive for this issue in the context of general
skip-free Markov chains. We have already mentioned that in order to illustrate its applicability,
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we will provide in the next subsection an alternative way to recover the fluctuation identities
for skip-free random walks. The analogue of these results for skip-free continuous-time Markov
processes on the real line can be found in [38] and applications to generalized Ornstein-Uhlenbeck
processes and continuous branching processes with immigration are carried out in [31] and [37]
respectively. We focus below on the case X ∈ M∞, the other case can be dealt with similarly by
means of Proposition 3.1.
Theorem 4.1. Suppose that X ∈M∞. Then for any b ∈ E, x ∈ Eb] and 0 < q 6 1, we have
(4.1) Ex(q
Tb]) = 1 + (q − 1)Cq
∑
y∈Eb]
Ĥq(y)
(
Hb]q (x)−H
y]
q (x)
)
π(y),
and, for any a > b, x ∈ E(b,a)
c
,
(4.2) Ex(q
T(b,a)c ) = 1 + (q − 1)Cq
∑
y∈E(b,a)c
Ĥq(y)
(
H
y]
q (a)
H
b]
q (a)
Hb]q (x)−H
y]
q (x)
)
π(y),
where we recall that Cq = Gq(o, o) as in Theorem 3.1 and for birth-death chains Cq is the inverse
of the Wronskian.
Remark 4.1. We emphasize that the expressions (4.1) and (4.2) are comprehensive and are very
useful for solving the first exit times problems when applied to some specific instances. Indeed
they reveal that the characterization of the (probability generating function of the) distribution of
first passage times of skip-free Markov chains boils down to determining the positive constant Cq
and the functions Ĥq and H
b]
q . In practice, it turns out that the knowledge of a transformation,
such as the Laplace transform, Fourier transform or moment generating function, of the one-step
transition (and hence by integration of the q-potential) of the chain enables the determination
of Hq and Ĥq. The constant Cq can be determined by an argument of analytical continuation
applied to the transform of the q-resolvent. Finally, (a transformation of) the function H
b]
q can be
obtained from the previous identifications combined with the following relations
Hy]q (x) =
1
Cq Ĥq(y)
(Hq(x)−Gq(x, y)) .
that can be easily derived from (3.4). This procedure will be illustrated in Section 4.1 below to
the class of skip-free random walks and, in the subsequent paper [39], to the (continuous-time)
branching Galton-Watson processes with immigration.
Remark 4.2. The analysis in Theorem 4.1 can be extended to study the joint law of XTb]−1 and
XTb] . Indeed, for x, y ∈ E and k 6 b,
Ex(q
Tb]1{XTb]−1=y,XTb]=k}) =
∞∑
n=1
qnPx(Xn−1 = y,Xn = k, Tb] = n)
= q Gb]q (x, y)p(y, k),
where the last equality follows from the Markov property. Taking q → 1− and using the monotone
convergence theorem, one gets
Px(XTb]−1 = y,XTb] = k) = G
b](x, y)p(y, k).
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Summing over y ∈ E (or y ∈ Eb], since Gb](x, y) = 0 for y 6 b), we have
Px(XTb] = k) =
∑
y∈E
Gb](x, y)p(y, k).
We proceed with the proof of Theorem 4.1. First, let B ⊂ E and denote GBq (resp. Ĝ
B
q ) to
be the q-potential of the X (resp. its dual X̂) killed upon entering into the set B. We recall the
Hunt’s switching identity for Markov chains, which can be found in [28, page 140], and says that,
for any x, y ∈ E\B,
(4.3) GBq (x, y) = Ĝ
B
q (y, x).
For sake of simplicity, we simply write GBq = G
b]
q (resp. GAq = G
[a
q ) if B = (l, b] (resp. if B = [a, r)).
With this notation in mind, we express the q-potential kernels of (X,P[a) and (X,Pb]) in terms of
FqE functions of the three processes (X,P), (X, P̂) and (X,Py]).
Lemma 4.1. Suppose that X ∈M∞.
G[aq (x, y) = CqĤq(y)
(
H
y]
q (a)
Hq(a)
Hq(x)−H
y]
q (x)
)
, x, y ∈ E[a,(4.4)
Gb]q (x, y) = CqĤq(y)
(
Hb]q (x)−H
y]
q (x)
)
, x, y ∈ Eb],(4.5)
G(b,a)
c
q (x, y) = CqĤq(y)
(
H
y]
q (a)
H
b]
q (a)
Hb]q (x)−H
y]
q (x)
)
, x, y ∈ E(b,a)
c
.(4.6)
Proof. To show (4.4), we use (3.20) and (3.4) to get
G[aq (x, y) = Gq(x, y)− Ex(q
Ta)Gq(a, y)
= Cq(Hq(x)−H
y]
q (x))Ĥq(y)−
Hq(x)
Hq(a)
Cq(Hq(a)−H
y]
q (a))Ĥq(y)
= CqĤq(y)
(
Hq(x)H
y]
q (a)
Hq(a)
−Hy]q (x)
)
.
Next, using the Hunt’s switching identity (4.3) and (3.21), we have
Gb]q (x, y) = Ĝ
b]
q (y, x) = Ĝq(y, x)− Êy(q
Tb)Ĝq(b, x) = Gq(x, y)−
Ĥq(y)
Ĥq(b)
Gq(x, b)
= Cq(Hq(x)−H
y]
q (x))Ĥq(y)−
Ĥq(y)
Ĥq(b)
Cq(Hq(x)−H
b]
q (x))Ĥq(b)
= CqĤq(y)
(
Hb]q (x)−H
y]
q (x)
)
,
which proves (4.5). Finally, to get (4.6), we use the identity G
b]
q (x, y) = G
(b,a)c
q (x, y)+E
b]
x (qTa)G
b]
q (a, y)
and (4.5) combined with Lemma 3.2. 
With Lemma 4.1 in mind, the proof of Theorem 4.1 follows readily by applying the second claim
stated in the following classical results which we prove for sake of completeness.
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Lemma 4.2. For any b < x and n ∈ N, we have
(4.7) Px(Tb] > n) = P
b]
n 1(x) =
πP̂
b]
n δx
π(x)
and thus, for any 0 < q < 1,
(4.8) Ex(q
Tb]) = 1 + (q − 1)Gb]q 1(x) = 1 + (q − 1)
πĜ
b]
q δx
π(x)
,
where G
b]
q f(x) =
∑
y∈Eb] f(y)G
b]
q (x, y)π(y).
Proof. First, an application of Fubini’s theorem yields, that for any b < x and 0 < q 6 1,
Gb]q 1(x) =
∑
y∈Eb]
Gb]q (x, y)π(y) =
∑
y∈Eb]
∞∑
n=0
qnPx(Xn = y, n < Tb])
=
∞∑
n=0
∑
y∈Eb]
qnPx(Xn = y, n < Tb]) =
∞∑
n=0
qnPx(Tb] > n).
Moreover, from the Hunt’s switching identity (4.3), we observe that
Gb]q 1(x) =
∑
y∈Eb]
Gb]q (x, y)π(y) =
∑
y∈Eb]
π(y)Ĝb]q (y, x) =
πĜ
b]
q δx
π(x)
which completes the proof of the first claim. Finally, the lemma is proved after observing that,
for any x ∈ Eb],
Ex(q
Tb]) =
∞∑
n=1
qnPx(Tb] = n) =
∞∑
n=1
qn
(
Px(Tb] > n− 1)− Px(Tb] > n)
)
= q
∞∑
n=0
qnPx(Tb] > n)−
∞∑
n=1
qnPx(Tb] > n)
= 1 + (q − 1)
∞∑
n=0
qnPx(Tb] > n).

Remark 4.3. Another method to study the first passage time of b is by collapsing and combining
all the states at or below b, and consider the hitting time to the glued state for the chain. Precisely,
let P˜ be the transition matrix of the glued chain with an absorbing boundary at b, that is,
P˜ =

b b+1 b+2 ...
b 1 0 . . . . . .
b+1
∑b
j=0 p(b+ 1, j) p(b+ 1, b+ 1) . . . . . .
b+2
∑b
j=0 p(b+ 2, j) p(b+ 2, b+ 1) . . . . . .
...
...
...
...
...

By construction,
Px(Tb] 6 n) = P˜x(Tb 6 n).
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Therefore, by (3.13), using the obvious notation,
Ex(q
Tb]) = E˜x(q
Tb) =
H˜q(x)− H˜
b]
q (x)
H˜q(b)
.
4.1. Skip-free random walk on Z revisited. We illustrate how the comprehensive result stated
in Theorem 4.1 can be used to obtain explicit representations for the pgf of the first exit time of
a skip-free Markov chain when applied to some specific instances. Below, we consider an upward
skip-free random walk (X,P) on the state space Z. Note that for these chains, these problems are of
course classic and explicitly treated by Feller in [20]. However, we provide here a new methodology
to recover the well known fluctuation identities of these chains. To emphasize the comprehensive
aspect of our approach, we mention that it has also been successfully used in [6] and [39] to the
study the potential and fluctuation theory of Galton-Watson processes with immigration which
are (continuous-time) skip-free to the left Markov chains. Suppose now that X = (Xn)n∈N0 is
a upward skip-free random walk given by Px(X0 = x) = 1, x ∈ Z, and Xn = X0 +
∑n
i=1 Si,
where (Si)n∈N0 are i.i.d. random variables with common distribution F which is supported on
{n ∈ Z; n 6 1}. We write F for the pgf of F . Thus, writing ps(x) = s
x, we have
(4.9) Pps(x) = F(s)ps(x).
Since lims→∞F(s) = ∞, one also sees that the mapping s 7→ F(s) is continuous, increasing and
convex on (1/h(1),∞) where h(1) > 1 is the largest root of the equation F(s) = 1. Note that 1 is
always a root and h(1) > 1 when F′(1+) < 0 (the right-derivative at 1). Therefore, 1
F
is continuous,
decreasing on (0, h(1)) and thus has a well-defined inverse h : (0, 1)→ (h(1),∞). Recall also that,
in this case, the dual, with respect to the reference measure π ≡ 1, is (X, P̂)
d
= (−X,P).
Proposition 4.1. We take the reference point to be o = 0 and let 0 < q < 1.
(1) Hq ∈ Hq and Ĥq ∈ Ĥq, where for x ∈ Z,
Hq(x) = h(q)
x, Ĥq(x) = h(q)
−x.(4.10)
In addition,
Cq = −q
h′(q)
h(q)
.(4.11)
(2) For any x > y+1, we have H
y]
q (x) = h(q)yH
0]
q (x−y) where, for s ∈ R such that F(1s ) >
1
q
,∑
x∈N
ps(x)H
0]
q (x) =
1
Cq(qF(1/s)− 1)
.(4.12)
(3) For any x, y ∈ Z, we have for any 0 < q < 1, Gq(x, y) = Gq(x− y) where
Gq(x) = −q
h′(q)
h(q)
(
h(q)x −H0]q (x)
)
.
(4) For any x > 0,
Ex(q
T0]) = 1 + (1− q)Cq
x−1∑
y=1
H0]q (y) + qh
′(q)
q − 1
h(q)− 1
H0]q (x).(4.13)
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Proof. First, we deduce easily from (4.9) and the definition of h, that, with Hq(x) = h(q)
x =
ph(q)(x), 0 < q < 1,
qPHq(x) = Hq(x)
that is Hq ∈ Hq. Since ln h is nonnegative, clearly Hq is increasing. As (X, P̂)
d
= (−X,P), the first
claims follow readily from Theorem 4.1. Next, by means of Tonelli’s theorem, on the one hand for
s ∈ R such that |qF(1/s)| < 1, we have∑
x∈Z
s−xGq(0, x) =
∑
n>0
qnE0(s
−Xn) =
∑
n>0
(qF(1/s))n =
1
1− qF(1/s)
.
On the other hand, using the translation invariant property of X , we have Gq(−x, 0) = Gq(0, x),
which leads to ∑
x∈Z
s−xGq(−x, 0) =
∑
x>0
sxGq(x, 0) +
∑
x>0
s−xGq(−x, 0).
Rearranging the terms and using (3.4) and (4.10) with
∑
x>0 s
xHq(x) = −
sh(q)
sh(q)−1 yields∑
x>0
sx(Hq(x)−H
0]
q (x)) =
1
Cq(1− qF(1/s))
−
sh(q)
sh(q)− 1
.(4.14)
As the left-hand side can be treated as
∑
x>0 s
xEx(q
T0) 6
∑
x>0 s
x < ∞ for 0 < s < 1, it is
analytical on the unit disc and by the principle of analytical continuation, one gets that
Cq = lim
s→ 1
h(q)
1− 1/sh(q)
1− qF(1/s)
=
−qh′(q)
h(q)
,
which shows (4.11). Next, following (4.14) and using again
∑
x>0 s
xHq(x) = −
sh(q)
sh(q)−1 , we get∑
x∈N
sxH0]q (x) =
1
Cq (qF(1/s)− 1)
.
Then, note that by the translation invariance property of X , Gq(x, y) = Gq(x − y, 0) for any
x, y ∈ E which after some easy algebra yields Hy]q (x) = h(q)yH
0]
q (x− y) for any x > y. The proof
of item (3) follows readily from the previous items and the identity (3.4). Finally, using the first
claim of Theorem 4.1, we have
Ex(q
T0]) = 1 + (q − 1)Cq
∑
y∈E0]
Ĥq(y)
(
H0]q (x)−H
y]
q (x)
)
= 1 + (q − 1)Cq
∑
y∈E0]
h(q)−y
(
H0]q (x)− h(q)
yH0]q (x− y)
)
= 1 + (1− q)Cq
x−1∑
y=1
H0]q (y) + qh
′(q)
q − 1
h(q)− 1
H0]q (x)
which completes the proof of the Theorem. 
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5. Classes of first passage time distributions
The aim of this part is two-fold. First, we provide a characterization of the first passage times
distribution, both from above and below the starting point, in which we built upon the results
of Fill [22]. This follows from the line of work by Kent and Longford [29] who characterize the
class of upward and downward hitting time of birth-death Markov chains on non-negative integers.
More specifically, they define and introduce a new class K(b, τ,M) of discrete infinitely divisible
distributions with support on non-negative integers and pgf given by
φ(z) = exp
{
b(z − 1)− τ + z(z − 1)
∫ 1
−1
(1− pz)−1M(dp)
}
that contain both the upward and downward hitting time of such chain, where b, τ are non-
negative parameters and M is a finite measure on (−1, 1) such that
∫ 1
−1(1 + p)
−1M(dp) < ∞.
In particular, using the interlacing property of the eigenvalues for birth-death process, Kent and
Longford [29] show that the measure M that corresponds to the hitting times are non-negative.
However, this interlacing property is lost in general when we move to the realm of skip-free chains.
This motivates us to define a more general class of distribution that we call Gp in Definition 5.1
which contains both upward and downward hitting times in Theorem 5.1. This will be further
demonstrated in Remark 5.3 below. Second, we derive an explicit representation of the FqE
functions associated to (X,P) and (X,Pb]) in Section 5.2. As we will elaborate in Section 5.4, this
allows us to investigate the infinite divisibility of the upward hitting time for skip-free Markov
chains and characterizes the associated R-function by means of the eigenvalues. In this vein
we emphasize that Feller [19] studied the infinite divisibility of the hitting times of birth-death
random walk and Viskov [50] extended his work to skip-free random walk using the classical
Lagrange inversion formula. We focus on Ml the subclass of M that has a finite left boundary
point, i.e. l <∞. We shall also need the following definition where we use the notation, for d ∈ N,
Dd = {λ = (λk)
d
k=1 ∈ C
d; |λk| ∈ [0, 1], k = 1, . . . , d and λi 6= λk, i 6= k}.
Definition 5.1. Let p, d ∈ N with d 6 p, λ = (λk) ∈ D
d and m = (mk) ∈ N
d with
∑d
k=1mk = p,
and for each k ∈ [1, d], the multiplicity of λk is mk, ck = (ck,i)
mk
i=1 ∈ C
mk and we write c = (ck,i).
We say that a non-negative discrete random variable X ∈ Gp(c;λ;m) if its probability mass
function can be written, for any n ∈ N0, as
(5.1) 0 6 P(X = n) =
d∑
k=1
mk∑
i=1
ck,i
(
n + i− 1
n
)
λnk(1− λk)
i 6 1,
where
∑d
k=1
∑mk
i=1 ck,i 6 1. In particular, if θ = λ ∈ [0, 1]
d, then we write Gp(c; θ;m) =
Gp(c; θ;m). Note that it can be interpreted as a (signed) mixture of geometric random vari-
ables when mk = 1 and λk ∈ [0, 1] for all k.
Before stating the main result of this part, we introduce the notation λ[x,y] = (λ
[x,y]
i )
y−x
i=0 for the
(non-unit) eigenvalues of the transition matrix P restricted to [x, y] with x 6 y and we use ID
to denote the class of infinitely divisible laws, see Section 5.4 for formal definition and further
discussion on related topics. In Fill [22], under the condition that the transition matrix of an
upward skip-free chain has only real and non-negative eigenvalues, it is shown that its upward
first hitting time is a convolution of geometric distributions. We also refer to Miclo [34] for similar
results in the context of reversible Markov chains.
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Theorem 5.1. Suppose that (X,P) is irreducible. For any l 6 b 6 x 6 a 6 r, we have, under Px,
Ta − (a− x) ∈ Ga(c(x, a);λ;m) ∩ ID and Tb (resp. Tb]) ∈ Gr−1(c˜(x, b); λ˜; m˜),
where λ are the distinct eigenvalues of λ[0,a−1], λ˜ are the distinct eigenvalues of λ[0,b−1] and
λ[b+1,r−1], m (resp. m˜) are the multiplicities of λ (resp. λ˜). In particular, when λ, λ˜ are all real
and non-negative, then, under Px,
Ta − (a− x) ∈ Ga(c(x, a);λ;m) ∩ ID and Tb (resp. Tb]) ∈ Gr−1(c˜(x, b); λ˜; m˜).
Remark 5.1. Note that for class S to be introduced in Section 6, the passage time distributions
are in the particular cases of Theorem 5.1.
Remark 5.2. Complex ck,i can occur as a result of partial fraction, and therefore it is necessary
for us to consider such cases in Definition 5.1. For example, if the α′j s in (5.3) are complex (here
αj is usually λ
[0,x−1]
j , so this will occur when P restricted to [0, x − 1] has complex eigenvalues),
then ck,i are complex in general.
5.1. Characterizations of the class Gp. We first provide a characterization of the class Gp,
which will simplify our proof of Theorem 5.1.
Proposition 5.1. X ∈ Gp(c;λ;m) if and only if its probability generating function can be written
as
(5.2) E[qX ] =
d∑
k=1
mk∑
i=1
Ck,i
(1− λkq)i
,
where (Ck,i) depends on c,λ. Moreover, if the probability generating function of X can be written
as
(5.3) E[qX ] =
b−1∏
j=0
(1− βj)q
1− βjq
x−1∏
j=0
1− αjq
(1− αj)q
,
where β = (βj) ∈ C
b, α = (αj) ∈ C
x with |λj|, |αj| ∈ [0, 1] for all j, λ are the distinct elements of
β and m are the multiplicities, then X ∈ Gb(c;λ;m).
Remark 5.3. We remark that the class Gp is more general than the class K(b, τ,M) studied by
Kent and Longford [29]. Indeed, using the expression in [29, Section 10], we see that (5.3) can be
rewritten as
qx−bE[qX ] = exp
{
(q − 1)
(
b−1∑
j=0
| log(1− βj)| −
x−1∑
j=0
| log(1− αj)|
)
+ q(q − 1)
∫ 1
−1
(1− pz)−1M(dp)
}
,
where M(dp) =
(∑b−1
j=0 1(0,βj) −
∑x−1
j=0 1(0,αj)
)
|p|(1 − p)dp. In the particular case of birth-death
chains, we can see that the measure M that corresponds to (Ta+1,Pa) is, by the reality and the
interlacing property of eigenvalues, non-negative. In general, the measure M is a signed measure.
Proof. We first show that if X ∈ Gp(c;λ;m) then (5.2) holds. By writing Ck,i = ck,i(1− λk)
i, we
see that
E[qX ] =
d∑
k=1
mk∑
i=1
Ck,i
∑
n>0
(
n+ i− 1
n
)
(qλk)
n =
d∑
k=1
mk∑
i=1
Ck,i
(1− λkq)i
.
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The opposite direction can be shown by differentiating the pgf n times followed by dividing n!.
Next, we show that pgf of the form (5.3) belongs to the class Gp. By means of partial fraction,
we note that (5.3) can be written as
E[qX ] =
d∑
k=0
mk∑
i=1
Ck,i
(1− βkq)i
,
so by (5.2), X ∈ Gb(c;λ;m). 
5.2. FqE functions of (X,P) and (X,Pb]) for skip-free processes. In this section, we give ex-
plicit formulas on the FqE functions of (X,P) and (X,Pb]). Note that the former case follows from
Fill [22], whereas the latter one is a slight generalization of the first one by allowing substochastic
transition matrices.
Proposition 5.2. Suppose that (X,P) is an irreducible upward skip-free Markov chain on E with
|l| <∞. For b ∈ E, we consider the killed process (X,Pb]) on Eb] = [b + 1, r). Let λi = λ
[b+1,x−1]
i
be the eigenvalues of P when restricted to [b+ 1, x− 1]. If we take b+ 1 to be the reference point
(i.e. ob] = b+ 1), then the FqE function of (X,Pb]) is
Hb]q (x) =

1, if x = b+ 1,
1
Pb+1(Tx < Tb])
x−b−2∏
i=0
1− λiq
(1− λi)q
, if x > b+ 2,
where Pb+1(Tx < Tb]) =
p(b+ 1, b+ 2) . . . p(x− 1, x)
(1− λ0) . . . (1− λx−b−2)
.
Proof. Suppose that X is an upward skip-free Markov chain on [−1, a], where a and −1 are
absorbing states. Let P be the substochastic transition matrix on [0, a], with (λi)
a−1
i=0 to be the
(non-unit) eigenvalues, where λi = λ
[0,a−1]
i for i = 0, . . . , a − 1. We define P˜ = (p˜(i, j)) for
i, j = 0, 1, . . . , a
p˜(i, j) =

λi, j = i,
1− λi, j = i+ 1,
0, otherwise,
where λa = 1. Next, the so-called spectral polynomial is defined to be Q0 = I and
Qk =
(P − λ0I) . . . (P − λk−1I)
(1− λ0) . . . (1− λk−1)
, k = 1, . . . , a.
Define the link matrix Λ = (Λ(i, j)) to be
Λ(i, j) = Qi(0, j), i, j = 0, . . . , a.
Then Λ satisfies the following properties:
(i) The sum of each row of Λ is less than or equal to 1.
(ii) Λ is lower-triangular with Λ(0, 0) = 1 and
Λ(k, k) =
p(0, 1) . . . p(k − 1, k)
(1− λ0) . . . (1− λk−1)
6= 0, k = 1, . . . , a,
and hence Λ is invertible.
(iii) ΛP = P˜Λ.
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The proof of (i), (ii) and (iii) above are identical to that of Lemma 2.1 in [22], except that the
sum of each row of Λ is now less than or equal to 1, since each row of (1 − λi)
−1(P − λiI)
has that property. The next two results (5.4) and (5.5) are analogous to [22, Lemma 2.3 and
Theorem 1.2], and we omit the proofs here as they are almost identical, except now we have
P0(Ta < T−1) = Λ(a, a). For t ∈ N0,
(5.4) P0(Ta 6 t) = P0(Ta < T−1)P˜ t(0, a),
where
P0(Ta < T−1) = Λ(a, a) =
p(0, 1) . . . p(a− 1, a)
(1− λ0) . . . (1− λa−1)
.
For q ∈ [0, 1],
(5.5) E
−1]
0 (q
Ta) = P0(Ta < T−1)
a−1∏
i=0
(1− λi)q
1− λiq
.
The desired result follows immediately from Theorem 3.1, Lemma 3.2 and (5.5). 
With the two previous results in hand, we are now ready to complete the proof of Theorem 5.1.
5.3. Proof of Theorem 5.1. Using the result in [46, Chapter VII Theorem 2.1], (Ta−(a−x),Px)
is infinitely divisible. It follows from (3.6) that
Ex(q
Ta−(a−x)) = q−(a−x)
Hq(x)
Hq(a)
,
and by Proposition 5.2, the ratio q−(a−x)
Hq(x)
Hq(a)
is of the form (5.3). Therefore, by Proposition 5.1,
Ta − (a− x) ∈ Ga(c(x, a);λ;m) ∩ ID. Next, using Lemma 3.3, we have
Ex(q
Tb1{Tb<Tr}) =
Hq(x)
Hq(b)
−
Hq(r)
Hq(b)
H
b]
q (x)
H
b]
q (r)
.
We substitute the FqE functions from Proposition 5.2 and again recognize that it is of the form
(5.3). By Proposition 5.1, Tb (resp. Tb]) ∈ Gr−1(c˜(x, b); λ˜; m˜).
5.4. Infinite divisibility and R-functions. In this subsection, we first review several main
results in the study of infinitely divisible distribution, which will be used in analyzing the upward
hitting times of (X,P). We refer interested readers to [46] for a formal reference in the literature.
φ is the probability generating function of an infinitely divisible distribution on Z if and only if
for every n ∈ N there is a pgf φn such that for q ∈ (0, 1),
φ(q) = φn(q)
n.
We first characterize infinite divisibility via canonical sequence: φ is the pgf of an infinitely divisible
distribution on N0 with φ(0) > 0 and φ(1) = 1 if and only if φ has the form
φ(q) = exp
{
−
∞∑
k=0
rk
k + 1
(1− qk+1)
}
, 0 6 q 6 1,
where rk > 0 for all k > 0. The canonical sequence (rk)k∈N0 is unique. Apart from the canonical
representation, an alternative way to characterize an infinitely divisible law is by means of the
R-function. φ is the pgf of a possibly defective infinitely divisible distribution on N0 with φ(0) > 0
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and φ(1) = exp{−b} ∈ (0, 1], b > 0 (b = 0 if the distribution is non-defective) if and only if φ has
the form
φ(q) = exp
{
− b−
∫ 1
q
R(s) ds
}
, 0 6 q < 1,(5.6)
where R is an absolutely monotone function on [0, 1), that is, R has non-negative derivatives of
all order. R is unique and is the generating function of the canonical sequence (rk)k∈N0 of φ.
Our first result in this section is a by-product of Theorem 3.1, where we obtain the interesting
connection between absolute monotonicity and the FqE function Hq.
Corollary 5.1. The mapping q 7→
d
dq
log
(
q−(a−x)
Hq(x)
Hq(a)
)
is absolutely monotone if and only if
x 6 a.
Proof. Assume that x 6 a. Then, from [46, Chapter VII Theorem 2.1] we have that (Ta −
(a − x),Px) is a positive infinitely divisible variable. Combining this fact with the identity (3.6)
and (5.6), we conclude that
d
dq
log
(
q−(a−x)
Hq(x)
Hq(a)
)
is an R-function. Conversely, if x > a, then
d
dq
log
(
q−(x−a)
Hq(a)
Hq(x)
)
> 0 is an R-function, so
d
dq
log
(
q−(a−x)
Hq(x)
Hq(a)
)
= −
d
dq
log
(
q−(x−a)
Hq(a)
Hq(x)
)
<
0 cannot be an R-function which completes the proof of the Corollary. 
In the next two propositions, we proceed by offering explicit spectral formulas of R-functions
and canonical sequences associated with the infinitely divisible variables (Ta − a,P0) and (Ta −
(a − x),Px) for 0 6 x 6 a, building upon the results in Section 5.2, and thereby extending the
work by Feller [19] for the case of birth-death random walk and Viskov [50] for skip-free random
walk. We start by defining a few notations. For 0 6 j 6 a− 1, let
Rj(s) =
λj
1− λjs
.
Denote the number of real (resp. complex) eigenvalues by N0→ar = |{j : λj is real}| (resp. N
0→a
c =
|{j : λj is complex}|).
Proposition 5.3. Suppose that (X,P) is irreducible, a ∈ N0, and let λj = λ
[0,a−1]
j . The R-function
of (Ta − a,P0) is
R0→a(s) =
a−1∑
j=0
Rj(s)
with canonical sequence
r0→ak =
a−1∑
j=0
λk+1j =
N0→ar∑
j=1
λk+1j +
N0→ac∑
j=1
|λj|
k+1 cos ((k + 1)Argλj), k ∈ N0,
and constant b0→a = − lnP0(Ta <∞).
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Proof. Using the result in [46, Chapter VII Theorem 2.1], (Ta − a,P0) is infinitely divisible. By
Proposition 5.2,
E0(q
Ta−a) = P0(Ta <∞)
a−1∏
j=0
(1− λj)
1− λjq
= P0(Ta <∞) exp
{
−
∫ 1
q
a−1∑
j=0
Rj(s) ds
}
,
where the second equality follows from identity
1− λ
1− λq
= exp
{
−
∫ 1
q
λ
1− λs
ds
}
,
valid for |λ| < 1/q. Since complex eigenvalues occur in conjugate pair, we can check that∑a−1
j=0 Rj(s) ∈ R. 
Proposition 5.4. Suppose that 0 6 x 6 a. Following (5.6), the R-function of (Ta − (a− x),Px)
is
Rx→a(s) = R0→a(s)− R0→x(s)
with canonical sequence
rx→ak = r
0→a
k − r
0→x
k , k ∈ N0,
and constant bx→a = − lnPx(Ta <∞).
Proof. Using the result in [46, Chapter VII Theorem 2.1], (Ta − (a− x),Px) is infinitely divisible.
Let βj = λ
[0,x−1]
j for j = 0, . . . , x− 1. By Proposition 5.2,
Ex(q
Ta−(a−x)) = Px(Ta <∞)
x−1∏
j=0
(1−λj )
1−λjq
(1−βj)
1−βjq
(a−1∏
j=x
(1− λj)
1− λjq
)
= Px(Ta <∞) exp
{
−
∫ 1
q
R0→a(s)− R0→x(s) ds
}
.

Since rx→ak > 0 for k ∈ N0, we immediately obtain the following ordering of eigenvalues.
Corollary 5.2. Suppose that 0 6 x 6 a, and let βj = λ
[0,x−1]
j for j = 0, . . . , x− 1. Then
a−1∑
j=0
λk+1j >
x−1∑
j=0
βk+1j > 0, k ∈ N0.
Remark 5.4. We can rewrite the results in Proposition 5.4 and Corollary 5.2 in terms of trace.
Define P [0,a] to be the restriction of P from state 0 to a. For k ∈ N0, we observe that r
0→a
k =
Tr((P [0,a])k+1), and so Corollary 5.2 can be rewritten as
Tr((P a])k+1) > Tr((P x])k+1).
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5.4.1. Upward hitting times. In this part, we characterize a class of discrete distribution that
contains all upward hitting times within the class M.
Definition 5.2. We say that a (possibly defective) distribution lies in class U if it is discrete with
support on N0, infinitely divisible and each term of the canonical sequence can be written as
rk
k + 1
=
∫ 1
−1
xkw(x) dx, k ∈ N0,(5.7)
where the mapping w satisfies the integrability condition∫ 1
−1
|w(x)| dx <∞.
Proposition 5.5. Suppose that 0 6 x 6 a. Then, (Ta − (a− x),Px) belongs to the class U .
Proof. It suffices to show (5.7) for rx→ak . Define
w0→a =
N0→ar∑
j=1
1(0,λj) +
N0→ac∑
j=1
1(0,|λj | cos ((k+1)Argλj)1/(k+1)),
then ∫ 1
−1
ykw0→a(y) dy =
∑a−1
j=0 λ
k+1
j
k + 1
=
r0→ak
k + 1
.
In addition, by the triangle’s inequality,∫ 1
−1
|w0→a(y)| dy 6
a−1∑
j=0
λj <∞.
Let wx→a = w0→a − w0→x, we obtain∫ 1
−1
ykwx→a(y) dy =
r0→ak − r
0→x
k
k + 1
=
rx→ak
k + 1
,∫ 1
−1
|wx→a(y)| dy 6 r0→a0 + r
0→x
0 <∞,
which completes the proof.

6. The class of skip-free Markov chains similar to birth-death chains
In this Section, we develop an original methodology to obtain the spectral decomposition in
Hilbert space of the (transition operator of) Markov chains that belong to the class S a subclass
of M (the class of upward skip-free Markov chains) which is defined in Definition 6.2 below. We
recall that as the transition operator P of a chain inM is usually non-self-adjoint (non-reversible)
in the weighted Hilbert space
ℓ2(π) =
{
f : E 7→ R; ||f ||2π =
∑
x∈E
f 2(x)π(x) <∞
}
,
where π is the reference measure, there is no spectral theorem available for such bounded linear
operator except for normal operators. We already point out that the two subsequent Sections
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contain interesting and substantial applications of this spectral decomposition namely the study
of the speed of convergence to equilibrium and the separation cutoff phenomenon. We proceed by
defining an equivalence relation on the set of transition matrices in M.
Definition 6.1 (Similarity). We say that the transition matrix P of a Markov chain X ∈ M is
similar to the transition matrix of a Markov chain Q on E, and we write P ∼ Q, if there exits a
bounded linear operator Λ : ℓ2(πQ)→ ℓ
2(π) (πQ being the reference measure for Q) with bounded
inverse such that
(6.1) PΛ = ΛQ.
When needed we may write P
Λ
∼ Q to specify the intertwining kernel. Note that∼ is an equivalence
relationship on the set of transition matrices. In the context of Markov chains theory, intertwining
between birth-death processes has first been studied in [13].
With Definition 6.1 in mind, we are now ready to define the S class.
Definition 6.2 (The S class). Suppose that Q ∈ B, the set of transition matrix Q on E of an
irreducible (or with at most one absorbing or entrance state) birth-death chain. The similarity
orbit of Q (in M) is
S(Q) = {P ∈M; P ∼ Q},
and the S class is the union over all possible orbits
S =
⋃
Q∈B
S(Q).
Similarly, we define Ŝ(Q) and Ŝ by replacing P with P̂ above. Finally, we say that X ∈ SM if
X ∈ S and (X, P̂) is stochastically monotone, i.e. y 7→ P̂y(X1 6 x) is non-increasing for every
fixed x.
Remark 6.1. It is in general hard to find examples for the S class since Q is restricted to B and
P is restricted to M. However, if we only require Q to be a reversible Markov chain, there are a
few examples that have been studied in the thesis of Choi [10, Section 3.6].
We remark that Λ̂ : ℓ2(π) → ℓ2(πQ), the adjoint of Λ, is a bounded operator with a bounded
inverse as well (see e.g. [12, Proposition 2.6]). We write ‖·‖op to be the operator norm, i.e. ‖P‖op =
sup||f ||pi=1 ||Pf ||π.
Before stating the main result of this Section, we introduce the following class.
Definition 6.3 (The MC class). We say that, for some r > 3, X ∈ MCr if (X,P) ∈ M with
E = {0, 1 . . . , r} and for every x ∈ [0, r− 1], its time-reversal (X, P̂) satisfies
(1) (stochastic monotonicity) P̂x+1(X1 6 x) 6 P̂x(X1 6 x),
(2) (strict stochastic monotonicity) P̂x+1(X1 6 x+ 1) < P̂x(X1 6 x+ 1), x 6= r− 1,
(3) (restricted upward jump) P̂x+1(X1 6 x+k) = P̂x(X1 6 x+k), x 6= r−1, k ∈ [2, r−1−x].
Moreover, we say X ∈MC+
r
if X ∈MCr and
(4) (lazy Siegmund dual) P̂x(X1 > x+ 1) + P̂x+1(X1 = x) 6
1
2
, x = 0, . . . , r− 1.
When there is no ambiguity of the state space, we write MC =MCr (resp. MC
+ =MC+
r
).
Remark 6.2. For a numerical example illustrating the MC class, we refer the interested readers
to Section 7.1.
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We proceed by recalling that P has an π-dual or time-reversal P̂ , that is, for x, y ∈ E,
π(x)p̂(x, y) = π(y)p(y, x),
where π is a reference measure for P . We equip the Hilbert space ℓ2(π) with the usual inner
product 〈·, ·〉π defined by
〈f, g〉π =
∑
x∈E
f(x)g(x)π(x), f, g ∈ ℓ2(π).
We also recall that a basis (fk) of a Hilbert space H is a Riesz basis if it is obtained from an
orthonormal basis (ek) under a bounded invertible operator T , that is, Tek = fk for all k. It can
be shown, see e.g. [52, Theorem 9], that the sequence (fk) forms a Riesz basis if and only if (fk)
is complete in H and there exist positive constants A,B such that for arbitrary n ∈ N and scalars
c1, . . . , cn, we have
(6.2) A
n∑
k=1
|ck|
2 6
∥∥∥∥∥
n∑
k=1
ckfk
∥∥∥∥∥
2
6 B
n∑
k=1
|ck|
2.
If (gk) is a biorthogonal sequence to (fk), that is, 〈fk, gm〉π = δk,m, k,m ∈ N and δk,m is the
Kronecker symbol, then (gk) also forms a Riesz basis.
Theorem 6.1. (1) Assume that r <∞ and Q is the transition kernel of an irreducible birth-
death process, then P
Λ
∼ Q if and only if P has real and distinct eigenvalues.
(2) (X,P) ∈ S with P
Λ
∼ Q if and only if (X, P̂) ∈ Ŝ with Q
Λ̂
∼ P̂ , where Λ̂ is the adjoint
operator of Λ.
Let us assume that (X,P) ∈ S with P
Λ
∼ Q. Then the following holds.
(a) For any h ∈ E then (X,Ph) ∈ S with P h
Λh
∼ Q and Λh = D−1h Λ, where Dh is a diagonal matrix
of h.
(b) If P is normal, i.e. PP̂ = P̂P , then P is self-adjoint, i.e. P = P̂ .
(c) P is compact (resp. trace class) if and only if Q is.
(d) Assume that P is compact then for any f ∈ ℓ2(π) and n ∈ N,
P nf =
r∑
k=0
λnk〈f, f
∗
k 〉πfk,
where the set (fk)
r
k=0 are real eigenfunctions of P associated to the real eigenvalues (λk)
r
k=0
and form a Riesz basis of ℓ2(π), and the set (f ∗k )
r
k=0 is the unique Riesz basis biorthogonal to
(fk)
r
k=0. In particular, for any x, y ∈ E and n ∈ N, the spectral expansion of P is given by
P n(x, y) =
r∑
k=0
λnkfk(x)f
∗
k (y)π(y).
(e) MC ⊆ SM .
(f) Assume that the condition of the item (d) holds. If r <∞ is absorbing and l is regular, then
with the same notation as above, we have
Px(Tr = n) =
r∑
k=0
λnk(1− λk)〈1, f
∗
k 〉πfk(x),
SKIP-FREE MARKOV CHAINS 31
and assuming that l <∞ is absorbing and r <∞ is regular then
Px(Tl) = n) =
r∑
k=0
λnk(1− λk)〈1, f
∗
k 〉πfk(x).
Proof. First, if P
Λ
∼ Q, then P has real and distinct eigenvalues since Q has real and distinct
eigenvalues. Conversely, if P has real and distinct eigenvalues, P is diagonalizable, so there exists
an invertible Λ such that
P = ΛDΛ−1.
where D is the diagonal matrix storing the eigenvalues of P . Given the spectral data D, by the
inverse spectral theorem, see e.g. [16, Section 5.8], one can always construct an ergodic Markov
chain with transition matrix Q such that
Q = V DV −1.
Next, we show item (2). If P
Λ
∼ Q, then for f ∈ ℓ2(πQ) and g ∈ ℓ
2(π),
〈f, Λ̂P̂ g〉πQ = 〈PΛf, g〉π = 〈ΛQf, g〉π = 〈f,QΛ̂g〉πQ,
which shows that Q
Λ̂
∼ P̂ . The opposite direction can be shown similarly. Item (a) follows directly
from
PΛ = DhP
hD−1h Λ = DhP
hΛh = ΛQ.
For the item (b), we recall, from the spectral theorem, that if two normal matrices are similar
then they are unitary equivalent that is Λ−1 = Λ̂. Then, the proof of this claim is completed since
we easily deduce, from the item (2), that
(6.3) P = PΛΛ̂ = ΛΛ̂P̂ = P̂ .
Next, we turn to the proof of the item (c). If P is compact (resp. trace class), then Q = Λ−1PΛ is
compact (resp. trace class) since the product of bounded and compact (resp. trace class) operator
is a compact (resp. trace class) operator, see [12, Proposition 4.2] (resp. see [40, Page 218]). To
show, in the item (d), that (fk) and (f
∗
m) are biorthogonal, we note that the fact that P has distinct
eigenvalues yields that 〈fk, f
∗
m〉π = δk,m for any k,m. Next, denote (gk) to be the (orthogonal)
eigenfunctions of Q, see e.g. [30]. Since fk = Λgk and Λ is bounded, (fk) is complete as (gk) is a
basis. As Λ is bounded from above and below, for any n ∈ N and arbitrary sequence (ck)
n
k=1, we
have
A
n∑
k=1
|ck|
2 6
∥∥∥∥∥
n∑
k=1
ckfk
∥∥∥∥∥
2
π
=
∥∥∥∥∥Λ
n∑
k=1
ckgk
∥∥∥∥∥
2
π
6 B
n∑
k=1
|ck|
2,
where we can take A = ‖Λ−1‖−2 and B = ‖Λ‖2, so (6.2) is satisfied. It follows from [52, Theorem
9] that there exists the sequence (f ∗k ) being the unique Riesz basis biorthogonal to (fk)
r
k=0, and,
any f ∈ ℓ2(π) can be written as
f =
r∑
k=0
ckfk,
where ck = 〈f, f
∗
k 〉π. Desired result follows by applying P
n to f and using P nfk = λ
n
kfk. In
particular, if we take f = δy, the Dirac mass at y, and evaluate the resulting expression at
x, we obtain the spectral expansion of P . To show (e), we write P˜ the so-called Siegmund
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dual (or HS-dual) of P̂ . That is, P˜
T = H−1S P̂HS where HS = (HS(x, y))x,y∈E is defined to be
HS(x, y) = 1{x6y} and its inverse H−1S = (H
−1
S (x, y))x,y∈E isH
−1
S (x, y) = 1{x=y}−1{x=y−1}, see [44].
Since X ∈MC, then P̂ is stochastically monotone, hence from [5, Proposition 4.1], we have that
P˜ is a sub-Markovian kernel. For x ∈ [1, r− 1], p˜(x, x+1) = p̂(x+1, x) > 0 since P̂ is irreducible
and downward skip-free, and p˜(x, y) = 0 ∀y > x + 2. We also have p˜(0, 1) = p̂(1, 0) > 0. For
x ∈ [0, r−2], condition (2) inMC gives that p˜(x, x−1) > 0, while condition (3) inMC guarantees
that p˜(x, y) = 0 for each x ∈ [0, r − 1] and y ∈ [0, x − 2]. That is, P˜ is a (strictly substochastic)
irreducible birth-death chain when restricted to the state space [0, r−1]. Denote P˜ bd the restriction
of P˜ to [0, r− 1]. By breaking off the last row and last column of P˜ , we can write
P˜ =
(
P˜ bd v
0 1
)
= (H−1S P̂HS)
T ,(6.4)
where 0 is a row vector of zero, and v is a column vector storing p˜(x, r) for x ∈ [0, r−1]. Observing
that the last row of P˜ is zero except the last entry, we have
M [0,r−1] = Λ[0,r−1]P˜ bd.
Note that P˜ bd is a strictly substochastic matrix with r being a killing boundary. Denote T˜ bd to
be the lifetime of Markov chain with transition kernel P˜ bd. However, defining, with the obvious
notation, for any x ∈ [0, r− 1],
h˜(x) = Px(T˜
bd
r−1 < T˜
bd),
we have, according to Theorem 3.1, that h˜ is an harmonic function for P˜ bd, i.e. P˜ bdh˜ = h˜. Hence,
a standard result in Martin boundary theory, see e.g. Theorem 2.2, entails that the Markov chain
with transition kernel Q, defined on [0, r− 1]× [0, r− 1] by Q(x, y) = h˜(y)
h˜(x)
P˜ bd(x, y), is an ergodic
birth-death chain, which completes the proof. Finally to show item (f), after observing that, for
any n ∈ N and x ∈ E,
Px(Tr > n) =
∑
y∈E
Px(Xn = y, Tr > n) = P1(x)
the first representation in (d) with f ≡ 1, n = 1 and easy algebra yields the desired result. The
last claim follows by similar means. 
7. Convergence to equilibrium
As a first application of the spectral decomposition stated in Theorem 6.1, we derive accurate
information regarding the speed of convergence to stationarity for ergodic chains in S in both the
Hilbert space topology and in total variation distance. There have been a rich literature devoted
to the study of convergence to equilibrium for non-reversible chains, see e.g. [21, 43] and the
references therein. In these papers, to overcome the lack of a spectral theory, the authors resort
to reversibilization procedures to extract bounds for the distance to stationarity. Another popular
approach for studying the rate of convergence is by coupling techniques [48]. Our approach reveals
a natural extension to the non-reversible case of the classical spectral gap that appears in the study
of reversible chains, see e.g. [43]. To state our result we need to introduce some notation. We
denote the second largest eigenvalue in modulus (SLEM) or the spectral radius of P in the Hilbert
space ℓ20(π) = {f ∈ ℓ
2(π); 〈1, f〉π = 0}, by λ∗ = λ∗(P ) = sup{|λi|; λi 6= 1}, then the absolute
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spectral gap is γ∗ = 1−λ∗. For any two probability measures µ, ν on E, the total variation distance
between µ and ν is given by
||µ− ν||TV =
1
2
∑
x∈E
|µ(x)− ν(x)|.
For n ∈ N, the total variation distance from stationarity of X is
d(n) = max
x∈E
||δxP
n − π||TV .
For g ∈ ℓ2(π), the mean of g with respect to π can be written as Eπ(g) = 〈g,1〉π. Similarly, the
variance of g with respect to π is Varπ(g) = 〈g, g〉π − E
2
π(g). Finally, we recall that Fill in [21,
Theorem 2.1] obtained when r <∞ the following bound valid for all n ∈ N0
d(n) 6
σ∗(P )n
2
√
1− πmin
πmin
,(7.1)
where πmin = min
x∈E
π(x) and σ∗(P ) =
√
λ∗(PP̂ ) is the second largest singular value of P . We
obtain the following refinement for Markov chains in the class S.
Theorem 7.1. Let X ∈ S and X is ergodic with stationary distribution π and P
Λ
∼ Q.
(1) For any n ∈ N0, we have
λn∗ 6 ‖P
n − π‖ℓ2(π)→ℓ2(π) 6 σ
n
∗ (P )1{n<n∗} + κ(Λ)λ
n
∗1{n>n∗}(7.2)
where n∗ = ⌈ lnκ(Λ)
lnσ∗(P )−lnλ∗ ⌉ and κ(Λ) = ‖Λ‖op ‖Λ
−1‖op > 1 is the condition number of Λ.
(2) If r <∞ then P is non-reversible if and only if κ(Λ) > 1.
(3) A sufficient condition for which λ∗ < σ∗(P ) is given by maxi∈E p(i, i) > λ∗. In such case,
for n large enough, the convergence rate λ∗ given in item (1) is strictly better than the
reversibilization rate σ∗(P ).
(4) Suppose now that r <∞. Then, for any n ∈ N0,
d(n) 6
min (σn∗ (P ), κ(Λ)λ
n
∗ )
2
√
1− πmin
πmin
,
where λ∗ 6 σ∗(P ).
Remark 7.1. It is interesting to recall that when P is reversible and compact then the se-
quence of eigenfunctions is orthonormal and thus an application of the Parseval identity yields
‖P n − π‖ℓ2(π)→ℓ2(π) = λ
n
∗ and κ(Λ) = 1 which is a specific instance of item (1) and (2).
Remark 7.2. We also recall the discrete analogue of the notion of hypocoercivity introduced in
[49], i.e. there exists a constant C <∞ and ρ ∈ (0, 1) such that, for all n ∈ N,
‖P n − π‖ℓ2(π)→ℓ2(π) 6 Cρ
n.
Note that, in general, these constants are not known explicitly. We observe that the upper
bound in (7.2) reveals that the ergodic chains in S satisfy this hypocoercivity phenomena. More
interestingly, our approach based on the similarity concept enables us to get on the one hand an
explicit and on the other hand a spectral interpretation of this rate of convergence. Indeed, it can
be understood as a modified spectral gap where the perturbation from the classical spectral gap
is given by the condition number κ(Λ) which may be interpreted as a measure of deviation from
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symmetry. In this vein, we mention the recent work [36] where a similar spectral interpretation
of the hypocoercivity phenomena is given for a class of non-self-adjoint Markov semigroups.
Proof. We first show the upper bound in (1). Define the synthesis operator T ∗ : ℓ2 → ℓ2(π) by
α = (αi) 7→ T
∗(α) =
∑
r
i=0 αifi, where (fi) are the eigenfunctions of P and (f
∗
i ) are the unique
biorthogonal basis of (fi) as in Theorem 6.1. For 1 6 i 6 r, we take αi = λ
n
i 〈g, f
∗
i 〉π, and denote
(qi) to be the orthonormal eigenfunctions of Q, where fi = Λqi. Note that ||T
∗||op 6 ||Λ||op <∞,
since
||T ∗(α)|| =
∥∥∥∥∥
r∑
i=0
αiΛqi
∥∥∥∥∥ 6 ‖Λ‖op
∥∥∥∥∥
r∑
i=0
αiqi
∥∥∥∥∥
πQ
6 ||Λ||op||α||ℓ2.
For g ∈ ℓ2(π), we also have
r∑
i=0
|〈g, f ∗i 〉π|
2 =
r∑
i=0
|〈g, (Λ∗)−1qi〉π|
2 =
r∑
i=0
|〈Λ−1g, qi〉πQ|
2 = ||Λ−1g||2πQ 6 ||Λ
−1||2op||g||
2
π,
where the third equality follows from Parseval’s identity, which leads to
||P ng − πg||2π = ||T
∗(α)||2 6 ||Λ||2op||α||
2
l2 6 ||Λ||
2
op||Λ
−1||2opλ
2n
∗ ||g||
2
π.(7.3)
Desired upper bound follows from (7.3) and
‖P n − π‖ℓ2(π)→ℓ2(π) 6 λ∗(P̂P )
n/2 = λ∗(PP̂ )n/2,
see e.g. [43]. The lower bound in (1) follows readily from the well-known result that the nth
power of the spectral radius λn∗ is less than or equal to the norm of P
n on the reduced space
ℓ20(π). Next, we show that P is non-self-adjoint if and only if κ(Λ) > 1. We recall from (6.3)
that PA = AP̂ where A = ΛΛ̂ is a positive self-adjoint matrix. Thus, by the spectral theorem
there exists T ∈ GLr, the general linear group of dimension r, such that A = TDAT̂ with DA
the diagonal matrix of its eigenvalues where since Λ is defined up to a non-zero multiplicative
constant we can assume, without loss of generality, that its largest eigenvalue λ1(A)=1. Next, we
recall from [25, p. 382] that
(7.4) κ(Λ) =
σ1(Λ)
σr(Λ)
=
√
λ1(A)√
λr(A)
,
where σ1(Λ) (resp. σr(Λ)) is the largest (resp. smallest) singular value of Λ and λr(A) is the
smallest eigenvalue which is positive as Λ ∈ GLr and hence A ∈ GLr. Thus, κ(Λ) = 1 implies that
DA = Ir where Ir is the identity matrix, that is ΛΛ̂ = A = Ir and, from (6.3), we deduce that P
is self-adjoint. Conversely, if P is self-adjoint then by means of the same argument used for the
proof of Theorem 6.1(b), we have that Λ is unitary and hence ΛΛ̂ = Ir, that is κ(Λ) = 1, which
completes the proof of this statement. The claim in (3) is a straightforward consequence of the
Sing-Thompson theorem [47]. Next, using (7.3), we get
Varπ
(
P̂ ng
)
6 κ(Λ̂)2λ2n∗ Varπ(g) = κ(Λ)
2λ2n∗ Varπ(g), n ∈ N0,(7.5)
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where we used the obvious identity κ(Λ) = κ(Λ̂) in the equality. This leads to
||δxP
n − π||2TV =
1
4
E
2
π
∣∣∣∣δxP nπ − 1
∣∣∣∣ 6 14Varπ
(
δxP
n
π
)
=
1
4
Varπ
(
P̂ n
δx
π
)
6
1
4
κ(Λ)2λ2n∗ Varπ
(
δx
π
)
=
1
4
κ(Λ)2λ2n∗
1− π(x)
π(x)
6
1
4
κ(Λ)2λ2n∗
1− πmin
πmin
,
where the first inequality follows from Cauchy-Schwartz inequality. The proof is completed by
combining the above bound with (7.1). 
7.1. A numerical example. To illustrate the previous result, we consider the following example
in the MC class where the dual transition matrix is given by
(7.6) P̂ =

0.275 0.7 0.005 0.02
0.17 0.8 0.01 0.02
0 0.94 0.02 0.04
0 0 0.95 0.05
 .
Table 1 shows the rate of convergence of P towards π = (0.18, 0.77, 0.03, 0.02) with P̂ given
in (7.6). We observe that for n = 1, 2, the reversibilization bound λ∗(PP̂ )n/2 is smaller while
for n > 3, our upper bound in Theorem 7.1 κΛλ
n
∗ is smaller. Also, we point out that since
maxi p(i, i) = 0.8 > λ∗ = 0.17, the Sing-Thompson condition in item (3) of Theorem 7.1 holds.
Table 1. ℓ
2(π)-rate of convergence of P
n ||P n − π||ℓ2(π)→ℓ2(π) κ(Λ)λn∗ λ∗(PP̂ )
n/2
1 0.81 8.64 0.81
2 0.08 1.42 0.65
3 0.02 0.24 0.52
4 0.003 0.04 0.42
5 0.0005 0.006 0.34
8. Separation cutoff
As another illustration of the similarity concept, we aim at generalizing, to the non-reversible
chains in the class SM , the separation cutoff criteria established by Diaconis and Saloff-Coste in [14]
and Chen and Saloff-Coste in [9] for reversible birth-death chains. We also offer an alternative
necessary and sufficient condition as obtained by Mao et al. [33] recently for continuous-time
upward skip-free chain with stochastic monotone time-reversal. The term “cutoff phenomenon”
was first formally introduced by Aldous and Diaconis in [3], and total variation cutoff for birth-
death chains have been studied by Ding et al. [15]. To this end, we recall the definition of separation
distance of Markov chains, which is used as a standard measure for convergence to equilibrium.
For n ∈ N, the maximum separation distance s(n) is defined by
s(n) = max
x,y∈E
[
1−
P n(x, y)
π(y)
]
= max
x∈E
sep(P n(x, ·), π) = max
x∈E
sx(n).
Note that separation distance is not a metric. One of its nice feature is its connection to strong
stationary times that we now describe. We say that a strong stationary time T for a Markov
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chain X with stationary distribution π is a randomized stopping time T , possibly depending on
the initial starting position x, if, for all x, y ∈ E,
Px(T = n,XT = y) = Px(T = n)π(y).
The fastest strong stationary time is a strong stationary time such that for all n ∈ N, sx(n) =
P(T > n). We now provide a description of the cutoff phenomenon for Markov chains. Recall
that the separation mixing times are defined, for any x ∈ E and ǫ > 0, as
T s(x, ǫ) = min{n > 0; sep(P n(x, ·), π) 6 ǫ}
and
T s(ǫ) = min{n > 0; s(n) 6 ǫ}.
A family, indexed by n ∈ N, of ergodic chains X(n) defined on Ern = {0, . . . , rn} with transition
matrix Pn, stationary distribution πn and separation mixing times Tn(ǫ) = T
s
n(ǫ) or T
s
n(x, ǫ), for
some x ∈ E, is said to present a separation cutoff if there is a positive sequence (tn) such that for
all ǫ ∈ (0, 1),
lim
n→∞
Tn(ǫ)
tn
= 1.
The family has a (tn, bn) separation cutoff if the sequences (tn) and (bn) are positive, bn/tn → 0
and for all ǫ ∈ (0, 1),
lim sup
n→∞
|Tn(ǫ)− tn|
bn
<∞.
Let us now write Rn = (I − Pn)
−1
ℓ20
for the centered resolvent, that is, the resolvent operator
restricted to l20(π). The main result of this section is the following.
Theorem 8.1. Suppose that, for each n > 1, X(n) ∈ SM
rn
and let (θn,i)
rn
i=1 be the non-zero eigen-
values of I − Pn. Define
θn = min
16i6rn
θn,i, ρ
2
n =
rn∑
i=1
1− θn,i
θ2n,i
.
Then the family of chains (X(n)) with transition kernel (Pn), all started from 0, has a separation
cutoff if and only if Tr(Rn)θn → ∞ if and only if T
s
n(0, ǫ)θn → ∞. In this case there is a
(Tr(Rn),max{ρn, 1}) separation cutoff.
We begin the proof of Theorem 8.1 by giving an important lemma that gives a lower bound on
the mixing time in terms of the eigenvalues of I − P . The corresponding result for reversible and
ergodic Markov chain can be found in [32, Theorem 12.4].
Lemma 8.1. For an ergodic chain X ∈ S and ǫ ∈ (0, 1), denote by (θi)
r
i=0 the eigenvalues of
I − P arranged in ascending order and θ = mini 6=0 θi. We have
T s(ǫ) >
(
θ−1 − 1
)
log
(
1
2ǫ
)
.
Proof. Take f to be an eigenfunction of P associated to an arbitrary eigenvalue λ 6= 1, where
λ ∈ (λi)
r
i=0 which is the set of (real) eigenvalues of P arranged in descending order. Note that f
is orthogonal to 1, since
〈Pf,1〉π = λ〈f,1〉π = 〈f, P̂1〉π = 〈f,1〉π,
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where the last equality follows from stochasticity of P̂ . By writing ||f ||∞ = maxx∈E |f(x)| = f(x∗),
we have
|λnf(x)| = |P nf(x)| =
∣∣∣∣∣∑
y∈E
P n(x, y)f(y)− π(y)f(y)
∣∣∣∣∣ 6 2||f ||∞||P n(x, ·)− π||TV 6 2||f ||∞s(n),
where the first inequality follows from the definition of total variation distance ||P n(x, ·)− π||TV,
and the second inequality comes from the result that total variation distance is less than or equal
to separation distance, see e.g. [32, Lemma 6.13]. Taking n = T s(ǫ) and x = x∗, the above yields
|λ|T
s(ǫ) 6 2ǫ, which leads to
1− |λ|
|λ|
T s(ǫ) > − log(|λ|)T s(ǫ) > − log(2ǫ).
The proof is completed by specializing to |λ| = max{|λ1|, |λr|}. 
The next lemma gives a necessary condition for separation cutoff in terms of the spectral
information.
Lemma 8.2 (Necessary condition for separation cutoff). Suppose that, for each n > 1, X(n) ∈
Mrn and let (θn,i)
rn
i=1 be the eigenvalues of I − Pn. For the n
th chain in the family, define θn =
min16i6rn θn,i and T
s
n(ǫ) to be the separation mixing time. If the family of chain with transition
kernel (Pn) exhibits a separation cutoff, then T
s
n(ǫ)θn →∞.
Proof. Let T sn = T
s
n(0.25), that is, choosing ǫ = 0.25. If T
s
n(ǫ)θn is bounded above in n by c > 0,
then by Lemma 8.1 we have
T sn(ǫ)
T sn
>
θ−1n − 1
T sn
log
(
1
2ǫ
)
> c log
(
1
2ǫ
)
,
so
T sn(ǫ)
T sn
→∞ as ǫ→ 0, which implies that there is no separation cutoff. 
We are now ready to complete the proof of Theorem 8.1. Denote by P kn the distribution of the
nth chain at time k, and by πn the stationary measure of the n
th chain. We also write tn = Tr(Rn).
It is known, see e.g. [22, Theorem 1.4], that
sep(P kn , πn) = P(Tn > k),
where Tn is the fastest strong stationary time of the n
th chain, which is equal in distribution to a rn-
fold convolution of geometric random variables each with success probability θn,i for i = 1, . . . , rn,
mean tn and variance ρ
2
n. The key to establish the proof is the following.
ρ2n = θ
−2
n
rn∑
i=1
(1− θn,i) θ
2
n
θ2n,i
6 θ−2n
rn∑
i=1
θn
θn,i
= θ−1n tn,(8.1)
where we use the facts that θn,i > 0 and θn/θn,i 6 1 in the inequality. Assume that tnθn → ∞,
which together with (8.1) yields ρn/tn → 0. The rest of the argument are similar to the ones
developed in the proof of [14, Theorem 5.1]. For sake of completeness we now provide its main
ingredients. First, by means of Chebyshev’s inequality, we have
(8.2) tn − (ǫ
−1 − 1)1/2ρn 6 T
s
n(0, ǫ) 6 tn + (ǫ
−1 − 1)1/2ρn.
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This shows that the family of chain exhibits a separation cutoff if we divide (8.2) by tn and take
n→∞. On the other hand, separation cutoff implies T sn(0, ǫ)θn →∞ by Lemma 8.2, so it remains
to show T sn(0, ǫ)θn → ∞ implies tnθn → ∞. Using tnθn > 1, (8.1) yields ρn 6 tn, and together
with the upper bound of (8.2) leads to
T sn(0, ǫ) 6 tn + (ǫ
−1 − 1)1/2ρn 6 tn(1 + (ǫ−1 − 1)1/2),
so tnθn →∞ holds if and only if T
s
n(0, ǫ)θn →∞. It follows from [9, Remark 1.1] that there is a
(tn,max{ρn, 1}) separation cutoff. Precisely, (8.2) gives
|T sn(0, ǫ)− tn| 6 (ǫ
−1 − 1)1/2ρn + 1,
and a (tn,max{ρn, 1}) cutoff is observed by noting that θn,i 6 2, tn > n/2 and ρn/tn → 0.
8.1. ℓp-cutoff. We proceed by investigating the ℓp-cutoff for fixed p ∈ (1,∞) for the class S.
Recall that Chen and Saloff-Coste [8, Theorem 4.2, 4.3] have shown that for a family of normal
ergodic transition kernel Pn, the max-ℓ
p cutoff is equivalent to the spectral gap times mixing time
going to infinity. We can extend their result to the case of the non-normal chains in S as follows.
Theorem 8.2 (Max-ℓp cutoff). Suppose that, for each n > 1, X(n) ∈ Srn with compact transition
kernel Pn
Λn∼ Qn and stationary measure πn, and let λn,∗ be the second largest eigenvalue in modulus
of Pn. Assume that
sup
n>1
||Λn||op ||Λ
−1
n ||op <∞.
Fix p ∈ (1,∞) and ǫ > 0. Consider the max-ℓp distance to stationarity
fn(t) = sup
x∈Ern
∥∥∥∥ptn(x, ·)πn − 1
∥∥∥∥
ℓp(π)
and define
tn = inf{t > 0; fn(t) 6 ǫ}, θn,∗ = − log λn,∗ and F = {fn; n = 1, 2, . . .}.
Assume that each n, fn(t)→ 0 as t→∞ and tn →∞. Then the family F has a max-ℓ
p cutoff if
and only if tnθn,∗ →∞. In this case there is a (tn,max{1, θ−1n,∗}) cutoff.
The proof in [8, Theorem 4.2, 4.3] works nicely as long as we have Lemma 8.3 below, which
gives a two-sided control on the ℓp(π) norm of P n − π. The following lemma is then the key to
the proof.
Lemma 8.3. Suppose that X ∈ S on E with transition kernel P
Λ
∼ Q. Fix p ∈ (1,∞). Then, for
any n ∈ N, we have
2−1+θpλ∗(P )nθp 6 ‖P n − π‖ℓp(π)→ℓp(π) 6 2
|1−2/p|(κ(Λ)λ∗(P )n)1−|1−2/p|,(8.3)
where θp ∈ [1/2, 1] and κ(Λ) = ‖Λ‖op ||Λ
−1||op.
Proof. By the Riesz-Thorin interpolation theorem, see e.g. [8, equation 3.4], we have
‖P n − π‖ℓp(π)→ℓp(π) 6 2
|1−2/p| ‖P n − π‖1−|1−2/p|ℓ2(π)→ℓ2(π) ,
which when combined with Theorem 7.1 gives the upper bound of (8.3). Next, to show the lower
bound in (8.3), we use another version of the Riesz-Thorin interpolation theorem, see e.g. [8,
Lemma 4.1], to get
‖P n − π‖ℓp(π)→ℓp(π) > 2
−1+θp ‖P n − π‖θpℓ2(π)→ℓ2(π) > 2
−1+θpλ∗(P )nθp,
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where we use Theorem 7.1 in the second inequality. This completes the proof. 
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