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ABSTRACT
Since January 2009, two long-range high-frequency (HF) radar systems have been collecting hourly high-
spatial-resolution surface current data in the southeastern corner of the Bay of Biscay. The temporal res-
olution of the HF radar surface currents permits simulating drifter trajectories with the same time step as
that of real drifters deployed in the region in 2009. The main goal of this work is to compare real drifter
trajectories with trajectories computed fromHF radar currents obtained using different methods, including
forecast currents. Open-boundary modal analysis (OMA) is applied to the radar radial velocities and then a
linear autoregressive model on the empirical orthogonal function (EOF) decomposition of an historical
data series is used to forecast OMA currents. Additionally, the accuracy of the forecast method in terms of
the spatial and temporal distribution of the Lagrangian distances between observations and forecasts is
investigated for a 4-yr period (2009–12). The skills of the different HF radar products are evaluated within a
48-h window. Themean distances between real trajectories and their radar-derived counterparts range from
4 to 5 km for real-time and forecast currents after 12 hours of simulations. The forecast model improves
persistence (i.e., the simulations obtained by using the last available OMA fields as a constant variable)
after 6 hours of simulation and improves the estimation of trajectories up to 28% after 48 hours. The
performance of the forecast is observed to be variable in space and time, related to the different ocean
processes governing the local ocean circulation.
1. Introduction
Since January 2009, two long-range high-frequency
(HF) radar systems have been collecting hourly high-
spatial-resolution surface current data (;5 km) in the
southeastern corner of the Bay of Biscay. The study area
is situated between 438300–448400N and 18–38300W
(Fig. 1), off the coast of the Basque Country, Spain,
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and southwestern France. The coast is oriented roughly
east–west along the Spanish coast and north–south
along the French coast, and this discontinuity de-
lineates the main bathymetric features of the study re-
gion. Figure 1 shows that the French shelf becomes
progressively wider to the north, while the Spanish shelf
is much narrower with a constant width (30–40 km) over
the entire study area.
The primary circulation pattern in the southeastern
corner of the Bay of Biscay is cyclonic in winter and
anticyclonic in summer. The analysis of low-pass-filtered
currents shows that a key component of this variability is
associated with the surface signature of the slope current
[Iberian Poleward Current (IPC)], which is more intense
over the upper part of the slope (Solabarrieta et al.
2014). In winter, the IPC flows eastward along the
Spanish coast and northward along the French coast,
affecting the upper water column from the surface to
300-m depth (Le Cann and Serpette 2009) and is asso-
ciated with warm surface waters along the northern
Spanish slope (Pingree and Le Cann 1990). From the
joint analysis of ADCP, HF radar, and North Atlantic
Oscillation (NAO) index databases, eastward (north-
ward) surface currents of 70 cm s21 were observed along
the Spanish (French) slope, related to the winter IPC
(Solabarrieta et al. 2014). In summer, the circulation
over the slope is reversed; that is, it presents a westward
(southward) flow over the Spanish (French) slope, with
intensities 3 times weaker (;10–20 cm s21) than those
observed in winter (Solabarrieta et al. 2014). Because of
the stronger stratification of the water column, the ver-
tical gradients of the horizontal currents in summer
show a higher vertical shear than in winter (Rubio
et al. 2013a).
In addition to the marked seasonality of the shelf/
slope current regime, several authors have described the
presence of mesoscale cyclonic and anticyclonic eddies
in the area. These eddies are generated most frequently
during winter by the interaction of the IPC with the
abrupt bathymetry (Pingree and Le Cann 1990, 1992a,b;
van Aken 2002; Le Cann and Serpette 2009). Recently,
Rubio et al. (2013b) provided evidence of the presence
of coherent mesoscale structures within the HF radar
footprint area and of their potential effect on local
transport paths.
Overlaid to the density-driven slope circulation, wind-
induced currents are the main drivers of the surface
ocean circulation in the HF radar footprint area and are
observed in a wide range of time scales, from seasonal
to high frequency (Fontán et al. 2013; Fontán and
Cornuelle 2015; Solabarrieta et al. 2015; Kersalé et al.
2016). During autumn and winter, southwestern winds
dominate and generate northward and eastward drift
over the shelf. The wind regime changes to the northeast
during spring, when it causes sea currents toward the
west-southwest along the Spanish coast. The summer
situation is similar to that of spring, but the weakness of
the winds and the greater variability of the direction of
the general drift make currents more uncertain
(González et al. 2004; Solabarrieta et al. 2015).
Solabarrieta et al. (2015) used the k-means clustering
technique to characterize the main ocean surface cir-
culation patterns in the study area, at scales from several
days to interannual, showing the high variability in terms
of surface currents and wind–current interactions.
At shorter time scales, the variability is dominated by
inertial oscillations and tides (mainly semidiurnal), al-
though energy contents around the main tidal peaks are
lower than in other areas of the bay (Le Cann 1990).
Indeed, values observed for M2, which is the most ener-
getic component, are below 10 cms21 (Le Cann 1990;
Rubio et al. 2013a). The contribution of inertial oscilla-
tions to the shear-induced vertical mixing over the slope
was discussed by Rubio et al. (2013a). From HF radar
data, the distribution of kinetic energy around the inertial
band and its contribution to the total variability was ob-
served to be highly variable in time and space; inertial
oscillations are seasonally modulated and intensified in
summer in the central part of the study area (Rubio et al.
2011; Solabarrieta et al. 2014). Surface inertial currents
over 15cms21 have been observed over the slope of the
study area during stratified conditions (Rubio et al. 2011).
FIG. 1. Study area. Crosses show the position of the HF radar
antennas at Cape Higuer and Cape Machichaco. Gray points cor-
respond to the nodes of the grid used to build radar-derived total
current fields, and gray lines denote topographic contours (iso-
baths: 200, 1000, 2000m). Colored lines show the trajectories of the
20 surface drifters used in the analyses.
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An area characterized by such complex circulation
patterns and where relevant human activities linked to
marine resources concentrate (artisanal and commercial
fishing, tourism, industry, increasing offshore aquacul-
ture andmarine renewables, etc.) represents a particular
challenge for the accurate monitoring and forecasting of
surface transport patterns. In this context, the main goal
of this paper is to compare real drifter trajectories with
simulated trajectories computed fromHF radar–derived
currents using different processing methodologies, in-
cluding forecast currents. The temporal resolution of the
HF radar–derived surface currents (hourly data) en-
ables the simulation of surface drifter trajectories with
the same time step as that of real drifters that were de-
ployed in the region during several campaigns in 2009
(Charria et al. 2013). Additionally, the performances of
the forecast method used here are investigated, using a
longer period of available HF radar data, in terms of the
spatial and temporal distribution of Lagrangian dis-
tances between radar-derived and forecast trajectories.
2. Data and methods
a. Data
A main component of the Basque Country’s in situ
operational oceanography observational network in-
cludes two long-range CODAR Ocean Sensors Sea-
Sonde HF radar systems, owned by the Directorate of
Emergency Attention and Meteorology of the Basque
government’s Security Department. The radar antennas
are located at Cape Machichaco and Cape Higuer
(Fig. 1) and emit at a central frequency of 4.5MHz and a
40-kHz bandwidth. The range coverage of radial data is
close to 180km, with 5-km radial resolution.
Hourly HF radar data within the period 2009–12 are
used in this study. Basque HF radar validation exer-
cises with suitable results have been performed pre-
viously by several authors and they can be checked in
Solabarrieta et al. (2014) and Rubio et al. (2011). HF
radar technology is more detailed in Paduan and
Rosenfeld (1996), Paduan and Graber (1997), and
Paduan and Washburn (2013).
From April to September 2009, different campaigns
launched several drifter buoys within the Bay of Biscay
and 20 of them were used in this study. More in-
formation about the buoys can be obtained in Charria
et al. (2013). All thebuoyshad similar characteristics,with a
surface float linked to a long (;10m long 3 ;1m wide)
holey-sock drogue by a thin (;5mm) cable and centered at
15-m depth. The position was transferred by an Argos
localization system every hour. The lifetimes of
the 20 real buoys used in this study ranged from
several days to more than three months. The spatial
distribution of the drifters is plotted in Fig. 1 and the
temporal distribution these data within the period
April–September 2009, and conditioned to the avail-
ability of HF radar data, can be checked in Solabarrieta
et al. (2014) (Fig. 2). The drifters covered distances
from a few kilometers up to 443km, with speeds be-
tween 6.78 and 37.95 cm s21 (with a mean value of
18.69 cm s21 and a standard deviation of 9.08 cm s21). As
the buoys were linked to a drogue centered at 15-m
depth, it is important to highlight that the deployments
took place during mostly stratified months. The same
drifter dataset was used for Eulerian comparisons with
HF radar velocities in Solabarrieta et al. (2014). The
differences observed between drifter-derived velocities
andHF radar within theHF radar footprint area showed
RMS values of approximately 13 cms21. These values
were in agreement with those obtained through a com-
parisonwith current data at 12mmeasured by theADCPs
located in two moored buoys over the slope during
stratified conditions. The differences observed between
HF radar data and moored ADCP velocities in stratified
conditions for a longer time series (2009–11) were similar
and higher than those observed in well-mixed periods. As
already discussed in Solabarrieta et al. (2014), when ana-
lyzing the comparisons between the drifters used here and
the HF radar data, it has to be kept in mind that the ef-
fective averaging depth for surface current measurements
by HF radars has been estimated as 5%–16% of the
wavelength of the backscattering surface waves (Barrick
1977; Fernández et al. 1996; Stewart and Joy 1974). For
the Basque Country system (4.5MHz), themeasurements
made are expected to integrate currents vertically within
the first ;2m of the water column. Since the nominal
depth of the available drifter trajectories ranges from10 to
20m and most of the trajectories are obtained during
stratified conditions, part of the differences in the drift
between real and simulated trajectories can be related
to the vertical shear of the current [detailed in Fig. 5 in
Solabarrieta et al. (2014)]. Moreover, it can also be ex-
pected that horizontal current shear also contribute to the
differences observed between measurements (drifters
measure currents at punctual locations and discrete times,
while HF radar velocities are running averages over three
hours and several square kilometers).
b. Methods
The received signal, an averaged Doppler backscatter
spectrum received every 20min, was processed to radial
current using theMultiple Signal Classification (MUSIC)
algorithm (Schmidt 1986) as applied by the manufac-
turer, CODAR Ocean Sensors. The radial velocity
fields obtained were stored hourly after applying a
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running-average smoother (centered on a 3-h window).
For this work, the radial velocities were quality
controlled and converted to total fields, using the
HFR_Progs MATLAB package (https://cencalarchive.org/
ProgsRealTime/), based on Gurgel (1994) and Lipa and
Barrick (1983, see section2.6).Toobtain total currents gridded
into a 5-km-resolution regular orthogonal mesh (see Fig. 1), a
least-mean-square algorithm (spatial interpolation radius of
10km) was applied. Both the spatial resolution for the total
grid and the interpolation radius were chosen to resolve the
smallest spatial scales within the limits of the resolution of the
radial data.
Using the same grid, radial velocities are processed
with HFR_Progs to generate open-boundary modal
analysis (OMA)-derived currents (OMA currents;
Kaplan and Lekien 2007). OMA is a robust methodology
that permits generating gap-filled total currents from ra-
dials. OMA can also be used to produce total currents
when the radial data coverage is not complete or a radial
file is missing, and also to increase the coverage in the
baseline area. To be able to make a comparison between
OMA and total currents, for our study we use OMA
currents only in the time steps where the two radial files
exist and in the areas where the geometric dilution of
precision (GDOP) quality criteria errors are under es-
tablished thresholds (see Solabarrieta et al. 2014). In this
study a total of 85 physical modes built setting aminimum
spatial scale of 20 km were used to generate the velocity
fields.
Finally, to forecast OMA interpolated currents, we
used the linear autoregressive models described in
Frolov et al. (2012). In short, the empirical orthogonal
function (EOF) analysis was first applied to the OMA
gridded fields and the 50 leading EOF modes were re-
tained. For the time series of these leading EOF
modes, a vector autoregressive model was constructed
and then used for prediction. Because of the combina-
tion of the EOF preprocessing and the time embedding
FIG. 2. Snapshots of the surface currents at 1300UTC13Feb2011, for (top left) radial currents from the two radar sites;
(top right) total currents, generated from radial currents; (bottom left) currents generated byOMAanalysis; and (bottom
right) 24-h forecast currents for the same date (i.e., calculated starting at 1300 UTC 12 Feb to 1300 UTC 13 Feb).
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in the autoregressive model (up to 48 hours in the past),
the forecast model is able to simultaneously learn both
the high-frequency signal (tidal and inertial) and the
basinwide modes of the circulation.
An example of the fields obtained, using the previously
described processing methods for 1300 UTC 13 February
2011, is provided in Fig. 2. In this example, the radial
coverage is not optimal for the system with reduced
ranges for the Higer antenna at bearing angles (i.e., the
direction from the radar site location to the radial grid
point; bearing 908 means that the radial grid point is lo-
cated north of the radar site location) between 808 and 908
and reduced ranges for the Matxitxako antenna from
08 to 308. As a result the total velocities at the south-
eastern corner of the footprint area cannot be obtained
using the least-mean-square algorithm (Fig. 2, top right).
TheOMAreconstruction is able to fill this spatial gap and
results in a current field very similar to the total field. The
24-h forecast in Fig. 2 (bottom right) is calculated from
the OMA field of 1300 UTC 12 February 2011using the
forecast model. In this example, the resulting field for
13February shows similar structures to theOMAfield for
the same date and time but weaker intensities and spa-
tially smoothed velocities.
To simulate trajectories in the differently processed
HF radar current fields, a new version (adapted to
2D fields) of the Lagrangian particle-tracking model
(LPTM) developed by Ferrer et al. (2009) for 3D nu-
merical simulations of currents was used here. The
method for the particle movement in this LPTM is based
upon the fourth-order Runge–Kutta scheme (Benson
1992) and permits the calculation of multiple trajecto-
ries at a low computational cost. Trajectories obtained
using as a constant variable the latest available OMA
current field at the time simulations start (persistence
currents) are also included in the comparisons. This
enables the estimation of the variability of the current
field during the simulation period and offers a reference
for evaluating the benefits of using forecast currents
instead of persistence fields for operational purposes.
For the comparison with the in situ trajectories, and in
order to have more than one comparison trajectory for
each real drifter track (20 real drifters in total), one tra-
jectory was generated every 6 hours starting along the
corresponding positions of each real track, obtaining
more than 4500 starting points to simulate trajectories for
comparison exercises. Each particle was then advected
during 48 hours using the LPTM and the currents of the
differently processed datasets. In this way, the number of
comparison tracks increased substantially (see Fig. 3, top
and middle, as an example of the comparison track ob-
tained for one particle). For the analysis of the forecast
model performances in a longer period, trajectories have
FIG. 3. (top) Example of real drifter trajectory (black line) and
starting positions for Lagrangian simulations (black dots). (middle)
Real drifter [zoomed-in view of the trajectory in the red square
area in (top)] and simulated trajectories during 48 hours using
various HF radar–derived current fields (48-h real drifter track
used as a reference for comparisons is shown in solid black).
(bottom) Example of 48-h trajectories from different HF radar–
derived products starting at 1300 UTC 13 Feb 2011: OMA (black),
persistence (gray), and forecast fields (red).
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been generated every hour using trajectories launched
in a regular 9 3 7 grid, covering the study area with
regular node distances of 0.158 3 0.098 (Fig. 3, bot-
tom). In all cases, the trajectories of the particles going
out of the HF radar footprint at any time of the sim-
ulation are disregarded. As can be observed in this
example, the trajectories generated using persistence
fields are quite similar to those generated using time-
evolving OMA currents and suggests that the current
pattern observed at the initial time step (Fig. 2, bottom
left) persists during the following 48 hours. Thus, the
differences between persistence and forecast are weak
in most of the domain. The strongest differences are
observed at the eastern part of the domain, where the
trajectories obtained using the forecast show smaller
differences with their OMA counterparts. Persistence
fields generate smooth trajectories that tend to over-
estimate the net displacement of the particles in the
OMA fields.
The differences between real and simulated trajec-





) between real and simulated
trajectories. The mean separation distances obtained
using all of the comparison pairs (real trajectories vs
simulated trajectories with differently processed cur-
rent fields) have been plotted against time up to 48
hours (Figs. 4 and 5). The spatial distribution of lon-
gitude and latitude distances between real and simu-
lated trajectories has been also analyzed in order to
detect any anisotropy in the differences between them.
Then, the probability density distribution of the dis-
tances between real and simulated trajectories after 6,
12, 24, and 48 hours were computed. To have a robust
quantification of the main differences between trajec-
tories, a lognormal function was adjusted to the distri-
butions of distances. Then, the lognormal probability
density function can be obtained using





where m and s are the mean and the standard de-
viation (std dev), respectively, of the lognormal dis-
tribution for the fitted data. The mean and standard
deviation of each fit function, and the values of these
two parameters corresponding to the lower and upper
confidence bounds within a 95% confidence interval,
are summarized in Tables 1 and 2. Finally, the benefits
of using forecast currents instead of persistence cur-










where Dp is the mean distance obtained using persis-
tence and Df is the mean distance obtained using the
forecast model (Table 3).
3. Comparison between HF radar–derived and real
trajectories
The average separation velocity (km h21) of the
studied real drifters is 0.75 kmh21. The cumulative
separation distances between the real and the simu-
lated trajectories (Fig. 4) show a separation rate (i.e.,
the increase with time of the mean distances between
trajectories) of 0.5 kmh21, during the first six hours of
simulation. No difference in performance between
the differently processed HF radar data is observed at
shorter time lags (Fig. 4). After six hours of simula-
tion, the differences start to be visible, with the total
and OMA currents presenting the lowest separation
ratios, of 0.27 and 0.37 kmh21, respectively. The tra-
jectories obtained using forecast currents show a
separation ratio similar to the OMA trajectories
(0.33 kmh21), while the trajectories obtained assum-
ing the persistence of the initial OMA field show
FIG. 4. Time evolution of the mean separation distance between
real drifter trajectories and their simulated counterparts using to-
tal, OMA, and forecast currents.
FIG. 5. Time evolution of the mean separation distance between
trajectories (solid lines) generated using persistence currents and
forecast currents for summer and winter periods. Lines with
markers show the mean drift velocities of all the trajectories gen-
erated in OMA fields for each period (i.e., the separation from the
initial positions with time).
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higher errors (with a separation ratio of 0.4 km h21).
At the end of the simulation (48 hours), the trajec-
tories obtained using OMA and forecast currents
present separation distances over 10 km with respect
to the real ones, while those obtained using persis-
tence currents show separation distances over 15 km.
The values obtained by adjusting a lognormal curve
to the probability density distributions of the dis-
tances between all the trajectories at 6, 12, 24 and 48
hours are shown in Table 1. After six hours, the sep-
aration distance from real drifters is around 2.85 km
for total currents and 2.98 km for forecast currents,
while these values increase up to 6.59 and 7.93 km,
respectively, after 24 hours of simulation. The sepa-
ration distances obtained using OMA currents are
between these values. This means that the in-
accuracies in the OMA solution for total currents are
contributing to the differences observed using the
forecast model and the persistence fields, both ob-
tained using OMA currents. Persistence shows sepa-
ration values with respect to real trajectories over
10 km after 24 hours of simulation. The examination
of the zonal and meridional distances with time does
not show any anisotropy (not shown).
TABLE 1. Statistical parameters for lognormal distributions of distances between real and simulated trajectories in Fig. 5, after 6, 12, 24,
and 48 hours of simulations with total, OMA, persistence, and forecast currents. Values corresponding to the distributions within the 95th
percentile are given in square brackets.
Totals OMA Persistence Forecast
Time (h) Mean Std dev Mean Std dev Mean SD Mean Std dev
6 2.85 2.01 2.91 2.14 3.15 2.51 2.98 2.24
[2.61, 3.14] [1.69, 2.42] [2.65, 3.21] [1.081, 2.58] [2.85, 3.49] [2.09, 3.05] [2.69, 3.34] [1.85, 2.77]
12 4.07 3.19 4.47 3.61 6.05 5.08 5.29 4.12
[3.68, 4.54] [2.65, 3.91] [4.01, 4.96] [2.99, 4.43] [5.44, 6.77] [4.20, 6.24] [4.74, 5.95] [3.37, 5.14]
24 6.59 5.25 7.42 6.13 10.23 9.47 7.93 6.36
[5.92, 7.38] [4.32, 6.49] [6.66, 8.33] [5.03, 7.59] [9.08, 11.64] [7.68, 11.93] [7.06, 9.00] [5.13, 8.05]
48 10.29 7.51 12.16 11.16 17.65 14.74 12.59 10.87
[9.28, 11.51] [6.17, 9.31] [10.68, 14.01] [8.88, 14.37] [15.7, 20.04] [11.92, 18.62] [10.98, 14.65] [8.50, 14.31]
TABLE 2. Statistical parameters for lognormal distributions of distances (a) betweenOMAand persistence trajectories and (b) between
OMA and forecast trajectories, after 6, 12, 24, and 48 hours of simulation. Values corresponding to the distributions within the 95th
percentile are given in square brackets.
(a) Persistence (b) Forecast
Time (h) Mean Std dev Mean Std dev
All periods 6 2.68 2.27 2.69 2.21
[2.67, 2.7] [2.25, 2.29] [2.68, 2.71] [2.19, 2.23]
12 5.29 4.62 4.54 3.84
[5.26, 5.32] [4.58, 4.67] [4.51, 4.57] [3.8, 3.88]
24 8.68 7.32 6.87 5.54
[8.63, 8.73] [7.25, 7.4] [6.83, 6.91] [5.49,5.6]
48 16.2 13.55 11.62 9.35
[16.11, 16.29] [13.42, 13.69] [11.56, 11.68] [9.26, 9.44]
Summer 6 3.25 2.55 3.29 2.59
[3.21, 3.28] [2.5, 2.6] [3.25, 3.32] [2.54, 2.63]
12 6.27 4.86 5.42 4.29
[6.2, 6.33] [4.77, 4.95] [5.37, 5.48] [4.21, 4.37]
24 10.05 7.88 7.95 5.94
[9.95, 10.16] [7.74, 8.03] [7.88, 8.03] [5.84, 6.05]
48 18.36 13.83 13.37 10.14
[18.18, 18.54] [13.59, 14.09] [13.24, 13.5] [9.96, 10.33]
Winter 6 1.69 1.38 1.8 1.41
[1.67, 1.71] [1.35, 1.41] [1.78, 1.82] [1.38, 1.44]
12 3.21 2.55 3.08 2.56
[3.18, 3.25] [2.49, 2.6] [3.04, 3.12] [2.51, 2.62]
24 5.8 4.6 5.33 4.42
[5.73, 5.87] [4.5, 4.7] [5.27, 5.4] [4.32, 4.52]
48 11.25 9.28 9.01 7.78
[11.11, 11.39] [9.08, 9.49] [8.89, 9.12] [7.61, 7.96]
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4. Analysis of the forecast model spatiotemporal
performances
The cumulative separation distances between simu-
lated trajectories using OMA and those obtained using
persistence and forecast currents are examined for two
different seasons for the period 2009–12 (Fig. 5). The
separation between the simulated trajectories using
OMA and the ones using forecast and persistence cur-
rents are similar during the first six hours of simulation
(around 0.44 kmh21). The separation rates vary sea-
sonally from 0.54 kmh21 in summer to 0.3 kmh21 in
winter. In both cases, and for both datasets, the sepa-
ration rates for time horizons of 24–48 hours are lower:
around 0.41 and 0.33 kmh21 for persistence and fore-
cast, respectively, in summer, and 0.24 and 0.22 kmh21
for persistence and forecast, respectively, in winter. A
higher rate of separation between persistence andOMA
trajectories indicates a higher spatial–temporal vari-
ability in summer currents, despite the fact that they are
expected to be much less intense than the wintertime
currents. A higher rate of separation between persis-
tence and forecast trajectories suggests that the skills of
the forecast model to predict summer (much more var-
iable) current fields are lower. It is worth noting that the
skills of the forecast model in summer are lower than
those shown by persistence trajectories in winter.
However, Fig. 4 suggests that the benefits of the forecast
relative to persistence currents are higher in summer
than in winter. At the end of the simulation (48 hours),
the trajectories obtained using forecast currents present
distances around 7.5 and 10km in winter and summer,
respectively.
The values obtained by adjusting a lognormal curve
to the probability density distributions of the distances
between all the simulated trajectories for the different
seasons at 6, 12, 24, and 48 hours are shown in Table 2.
After six hours, the mean separation distance for
forecast currents is around 3.29 and 1.8 km in summer
and winter, respectively, while these values after 24
hours of simulation increase to 7.95 and 5.33 km in
summer and winter, respectively. Persistence shows
separation values with respect to OMA trajectories of
10 km in summer and 5.8 km in winter after 24 hours of
simulation. As for the comparison with real trajecto-
ries, no anisotropy was found in the distributions of the
zonal and meridional distances at any simulation time
(not shown).
When the results are analyzed, spatially significant dif-
ferences in the performance of the forecastmodel can also
be observed, which are in agreement with the spatial
variability of the persistence. In summer (Fig. 6), the area
where trajectories are reproduced with the lowest skills is
the northwestern part of the domain, with the distances
lower in the southern part of the domain and along the
shelf and slope. The differences between OMA trajecto-
ries and those in persistence and forecast are the highest
and can reach values in the northwestern part of the do-
main, over 12 and 20km, at 24 and 48 hours, respectively.
In summer the differences between trajectories using
OMA currents and persistence are high (.20km) in al-
most all the domain after 48 hours, while these are still
under 12km over the slope area for the forecast currents
(Fig. 6). The benefits of forecast in summer can be seen
mostly in this area of low persistence.
In winter (Fig. 7), an area with increased differences
between OMA and persistence and forecasts located in
the northwestern part of the domain can be still ob-
served, but it is much more reduced spatially. High dif-
ferences between trajectories are instead observed
along the shelf/slope. Globally, absolute differences are
lower in winter than in summer in the whole domain.
Values in the slope area over 6.5 and 12.7 km can be
observed for persistence at 24 and 48 hours, respectively
(Fig. 7). These are reduced by the forecast to values over
5.5 and 10km at 24 and 48 hours, respectively.
5. Discussion
The skills of different HF radar–derived products to
reproduce observed trajectories have been analyzed
using real drifter data available within the radar foot-
print area in 2009. Further analyses have been per-
formed using the complete HF radar dataset available
for the study area in order to investigate the temporal
and spatial variability of the performances of the fore-
cast products.
The differences between real trajectories and simu-
lated trajectories obtained using HF radar total currents
show values between 2.85 and 6.59 km after 6 and 24
hours of simulation, respectively. Similar to what was
discussed in Solabarrieta et al. (2014) and Rubio et al.
(2011) in terms of Eulerian differences, different aspects
can contribute to the differences between the real and
HF radar–derived trajectories obtained here. Since
TABLE 3. Benefit of STP compared to persistence for 6-, 12-, 24-,
and 48-h time lags in the different study periods: 2009 (using real
trajectories), summer (for summer months in the period 2009–12,
using OMA-derived trajectories) and winter (for winter months in
the period 2009–12, using OMA-derived trajectories). Benefit in
percent is calculated as detailed in section 2b.
Time (h) 2009 2009–12 Summer Winter
12 12.5% 15.1% 13.6% 4%
24 22.5% 20.9% 20.9% 8%
48 28.6% 28.4% 27.2% 19.9%
2592 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 33
FIG. 6. Spatial distribution of errors (separation distances in km) in summer for (a) persistence and (b) forecast
data products using trajectories from OMA currents as reference, in function of the initial position of the particle
used for the computation of the trajectories.
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vertical and horizontal current shears can be expected to
be high in the period when the drifters were deployed, it
can be expected that the skills of the HF radar–derived
total velocities to reproduce real trajectories will be
improved for periods with greater homogeneity in the
upper part of the water column. These differences can
also be expected to be reduced by the use of surface
drifters [e.g., Coastal Ocean Dynamics Experiment
(CODE) drifters; see Berta et al. 2014], with an equiv-
alent integration depth to that of the Basque Country
HF radar system (;1m), or by the use of drifter spatial
clusters, as discussed in Ohlmann et al. (2007).
The quality of OMA reconstruction has also been
proved by our results, since in the area covered by two
radials where total velocities reconstruction is possible,
this solution does significantly degrade the estimations.
Higher inaccuracies due to the reconstruction from ra-
dials to totals can be expected near the baseline area and
also in periods of short temporal (few hours) radial data
gaps when OMA can still be used to retrieve total cur-
rents. The use of OMA velocities when only one an-
tenna is working and the analysis of the results using
these velocities are out of the scope of this paper. Al-
though this possibility offers velocity fields with fewer
gaps, which is beneficial for operational use, it is also
expected to add to the uncertainties.
In terms of forecast currents, the comparisons be-
tween projected and real trajectories lead to mean dif-
ferences under 3 km at six hours (i.e., adding significant
error to the estimation provided by total currents) and
under 8 kmwithin a forecast horizon of 24 hours. During
all of the simulation periods, the forecasted trajectories
represent improvements over the estimations provided
by persistence fields (i.e., considering the last available
OMA field remains stationary for the entire simulation
period). The comparison results are similar and agree
with those obtained by Ullman et al. (2006) and Kohut
et al. (2012), using HF radar data and drifters. The
benefit of the forecast method with respect to persis-
tence is 12.5% after 12 hours of simulations, and it grows
to 28.6% after 48 hours (Table 3). These results are
similar to the benefits of forecast trajectories relative to
persistence-based trajectories obtained using all avail-
able HF radar observations from 2009 to 2012, which
show benefits around 15.0% after 12 hours and 28.4%
after 48 hours.
When analyzing projected trajectories based on the
forecast model and persistence for the period 2009–12,
spatial and seasonal variability of the performances are
observed. Seasonally, the benefits of forecast relative to
persistence range from 4% to 13.6% after 12 hours and
from 19.9% to 27.26% after 48 hours, with the highest
benefits observed during summer (Table 3). Indeed, in
summer the errors of the forecast are higher in absolute
values but since the surface current fields are more
variable (less persistent), the relative benefits of em-
ploying the forecast model are higher. If we compute the
average distances covered by the drifters simulated with
OMA fields (i.e., the separation with time along each
trajectory from its starting positions), a dispersion rate
of 0.2 kmh21 is observed in summer. By comparison, the
separation rate between OMA trajectories and forecast
trajectories is around 0.33 kmh21. Hence, we conclude
that the skill of the forecast product in summer needs to
be improved. The winter situation is slightly different.
Since there is a more persistent current regime, the es-
timation of projected trajectories can, in general, be
done with lower errors. At the same time, the benefits of
using forecast currents instead of persistence are also
lower. The average distance covered by winter drifters
in time gives a dispersion rate of 0.36 kmh21, while
forecasts provide trajectories with a mean separation
rate from OMA trajectories of 0.22 kmh21.
When looking to the spatial distribution of inaccura-
cies in the forecast of trajectories, a good correspon-
dence between the region of the highest forecast errors
and those of less persistence can be observed. This has a
straightforward interpretation: the method is learning
more easily the most predictable patterns. What is in-
teresting is that, in our study area, these regions are well
defined and clear relationships can be established with
the dynamical features identified in previous works,
particularly those usingHF radar data (e.g., Solabarrieta
et al. 2014). The best skills are observed during winter,
when persistence of current patterns is higher. Spatially,
during winter the highest forecast errors are concen-
trated in the most energetic area, where the seasonal
(and poleward) current is well established (Solabarrieta
et al. 2014). During summer, when the current regime is
much more variable (mostly linked to more variable
winds and a less intense and persistent slope in the
equatorward current), the persistence and forecast fields
present much lower skills compared to the OMA fields.
In both cases these are the lowest in the northwestern
area, where the contribution of high-frequency (mostly
inertial motions) processes can grow up to 40% of the
total kinetic energy (see Fig. 8 in Solabarrieta et al.
2014). These results point to a possible way to improve
the forecast by improving the learning strategy of the
model. Instead of using a multiyear period of historical
data, better results could be obtained by using season-
ally conditioned learning periods or by separating the
different contributions of the different physical pro-
cesses (which have both different spatial and temporal
variability scales) to the total variability before applying
EOF decomposition (and thus forcing EOFs to split
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FIG. 7. Spatial distribution of errors (separation distance in km) in winter for (a) persistence and (b) forecast data
products using trajectories from OMA currents as reference, in function of the initial position of the particle used
for the computation of the trajectories.
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correctly the different physical signals). Also, the use of
HF radar data in combination with other datasets, like
current fields derived from ocean forecast systems and
forecast wind fields, could help improve forecast skills in
the short term (after 12 hours of simulation). The benefits
of using wind fields are discussed in Frolov et al. (2012).
Better results could also be expected for a higher-
resolution dataset. The benefits of a long-range HF
radar system reside in extended footprints, but the res-
olution in space is reduced. For some operational needs
(i.e., search and rescue operations), higher-resolution
fields could be more appropriate. New analyses using
the data closer to the antennas, where refined grids for
total velocities can be obtained due to a denser coverage
of radials, are needed to evaluate further the possibility
of improved forecasts. In any case, it has to be high-
lighted that for all the analyses performed, the forecast
method is always equal to or better than the persistence
fields and very similar to those of the total fields. This
result confirms the utility of the forecast method for both
short time lags and for wide forecast windows up to 48
hours for which the observed errors are under 15 km.
The results obtained in our experiments prove the
adequacy of the HF radar used here to provide data for
operational monitoring of the coastal areas. Indeed, the
use of real-time HF radar data and derived products,
such as the short-term forecast, has proven to have sig-
nificant impact on the reduction of operational search
radii in real situations (e.g., Roarty et al. 2010; Breivik
et al. 2013). Other examples of the application of these
data to different issues have been detailed in several
publications (Paduan and Washburn 2013; Wyatt 2014).
It is worth noting that the computational requirements
to obtain forecast velocity fields are similar to those used
to compute OMA velocity fields, so they could be gen-
erated operationally.
Finally, the high correlation observed between HF
radar–derived surface currents and those along the wa-
ter column shown in Solabarrieta et al. (2014) opens new
research lines toward the estimation and forecast of
4D ocean transports using operational HF radar data
in combination with other observations to provide in-
formation about the dynamics at deeper levels. The
vertical coherence for surface patterns is expected to be
seasonally modulated. Thus, again, careful choices of
the data periods and analysis strategy should be made in
view of the physical processes characterizing the local
dynamics.
6. Conclusions
The skills to reproduce observed trajectories of real-
time and forecast HF radar–derived products have been
analyzed using a set of drifter data available in the ra-
dar footprint area in 2009. Then, the skills of the short-
term forecast model (Frolov et al. 2012) used to
obtain a forecast from hourly current fields are ana-
lyzed in terms of spatial and temporal distributions,
for a longer time period. This paper provides quanti-
tative evaluation of the capability of a coastal long-
range HF radar data system to generate trajectories for
real situations, with reasonable accuracy and low
computational costs. Besides, the forecast model used
here is proved to provide accurate forecast of real
trajectories within an operational window of 48 hours.
The benefits of the forecast methodology in absolute
terms and with respect to the persistence fields are
shown to be variable in time and space in relation to the
modulation of the different physical processes gov-
erning the local ocean circulation. New approaches for
improved forecasts are suggested in light of the ob-
tained results and deserve further research.
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