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Abstract
We introduce a novel approach for the investigation of spin-wave excita-
tions in itinerant ferromagnets. Our theory is based on a variational treat-
ment of general multi-band Hubbard models which describe elements and
compounds of transition metals. The magnon dispersion is derived approx-
imately as the energy of a variational spin-wave state in the limit of large
spatial dimensions. A numerical evaluation of our results is feasible for gen-
eral multi-band models. As a first application we consider a model with two
degenerate orbitals per lattice site. From our results we can conclude that
spin-wave excitations in strong itinerant ferromagnets are very similar to those
in ferromagnetic spin systems.
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I. INTRODUCTION
The most prominent examples for metals with a ferromagnetic order are the elements
of the iron group, namely iron, cobalt and nickel. Although the magnetic behaviour of
these materials is a well-known phenomenon, there are still many open questions in this
field (for a general introduction, see e.g., Refs. [1], [2] ). It is generally accepted that the
basic reason for ferromagnetic order is the interplay between the kinetic energy and the
Coulomb-interaction of the electrons. Nevertheless, it is still a matter of debate which kind
of minimal model must be used for the description of ferromagnetic materials. Whatever an
appropriate Hamilton may be, from a theoretical point of view one would expect that it will
be a hard analytical task to find even an approximate solution for such a real many-particle
problem.
The simplest theory, which gives an explanation for metallic ferromagnetism is the
Hartree-Fock-Stoner theory3. A surprising result of this theory is the statement that fer-
romagnetism occurs in any system provided that the product of Coulomb-interaction and
the electrons’ density of states exceeds a certain amount. This statement is the famous
Stoner criterion. This criterion usually leads to surprisingly small critical values of the
Coulomb-interaction for which ferromagnetism is predicted to occur. At first sight one may
consider this as an a posteriori justification of the Hartree-Fock theory, which certainly
fails for stronger Coulomb interactions. However, in some simpler model systems like the
one-band Hubbard model it is well known that ferromagnetism requires very large Coulomb-
interactions if it exists at all. This is a definite contradiction to Hartree-Fock theory, which
indicates that the whole Stoner picture may be inadequate for a thorough understanding of
itinerant ferromagnetism. Similar objections could be raised against spin-density functional
theory which, like Stoner-theory, is based on an effective one-particle description. Despite
their conceptual shortcomings, these theories quite successfully describe some properties of
the iron-group elements, i.e. the magnetic moment or the shapes of the multisheet Fermi
surfaces4. Therefore, a competitive strong-coupling theory must meet these apparent suc-
cesses of spin-density functional theory before it will be taken seriously.
To this end, we recently introduced a variational treatment of multi-band Hubbard mod-
els with a general class of Gutzwiller wave functions5,6. These models allow the description
of real materials, for example the elements of the iron group. As a first application we stud-
ied the ferromagnetic transition in a two-band model. In contradiction to the Hartree-Fock
theory we found that ferromagnetism requires quite large Coulomb interactions. In par-
ticular, we demonstrated the decisive role of the intra-atomic exchange interaction, which
is found to be irrelevant in the Hartree-Fock approach. The Gutzwiller theory shows that
finite values of this exchange interaction are essential for metallic ferromagnetism. Based on
these results, we suggested that the complex atomic Coulomb-interaction has to be taken
seriously in theories on itinerant ferromagnetism. In particular, it appears to be essential to
take into account exchange interactions which form local spins according to Hund’s rule. We
are presently calculating physical properties of the iron-group elements from our correlated
electron approach7. First results for Nickel show that our method is able to resolve all major
discrepancies between experiment and spin-density functional theory8.
Experiments not only provide information about ground-state physics, but also yield
insight into dynamical properties of materials. It is found that metallic and insulating fer-
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romagnets behave similar with respect to their low-energy spin excitations. In both cases,
inelastic neutron-scattering experiments show pronounced gapless spin-wave excitations9,10.
The understanding of these excitations is very important since they govern the magnetic
phase transition at finite temperatures12. Theoretical methods which allow the determi-
nation of spin-wave dispersions in Hubbard models are quite rare. It is obvious that a
convincing description of spin excitations can only be obtained starting from a qualified
theory for the ground-state. However, almost all earlier theories on spin-wave excitations
in ferromagnets are based on effective one-particle theories. Some of these theories lead to
surprisingly accurate results compared to experiments. For example, in Ref. [11] a random-
phase approximation for iron and nickel was introduced. In other approaches, the spin-wave
dispersion is determined via a mapping of the itinerant system to a ferromagnetic Heisenberg
model (see, e.g. Ref. [19]).
In this work, we present a theory for spin-wave excitations in itinerant ferromagnets
which is based on the variational ground states in Ref. [6]. Our paper is organized as
follows: In Sec. II we introduce the general class of multi-band Hubbard models and the
corresponding Gutzwiller wave functions. Our general approach on the spin-wave problem
is presented in Sec. III. In Sec. IV we evaluate the spin-wave dispersion for our general
class of multi-band Hubbard models. Finally, we apply our results to a model with two
degenerate bands in Sec. V. Short conclusions close our presentation. Technical details are
deferred to four appendices.
II. HAMILTONIAN AND VARIATIONAL WAVE FUNCTION
A. Multi-band Hamiltonian
In this paper we consider the following general class of multi-band Hubbard models,
Hˆ =
∑
i(6=)j
∑
σ,σ′
tσ,σ
′
i,j cˆ
+
i;σcˆj;σ′ +
∑
i
Hˆi;at ≡ Hˆ1 + Hˆat . (1)
Here, cˆ+i;σ creates an electron with combined spin-orbit index σ = 1, . . . , 2N (N = 5 for
3d electrons) at the lattice site i of a solid. For simplicity, we assume that the orbitals do
not belong to the same representation of the respective point-symmetry group. For example,
in cubic symmetry this means that there is only one set of s, p, eg and t2g-orbitals. In this
case, one-particle-states |Φ0〉, which respect the symmetry of the lattice, lead to vanishing
non-diagonal local hopping-terms, i.e.〈
Φ0
∣∣cˆ+i,σcˆi,σ′∣∣Φ0〉 ∼ δσ,σ′ . (2)
This relation simplifies the calculations in this paper, but there is no fundamental obstacle
to extend our method to a more general case.
We further assume that the atomic Hamiltonian
Hˆi;at =
∑
σ
ǫσnˆσ +
∑
σ1,σ2,σ3,σ4
Uσ1,σ2;σ3,σ4 cˆ+σ1 cˆ+σ2 cˆσ3 cˆσ4 . (3)
is site-independent and readily diagonalized,
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Hˆat =
∑
Γ
EΓmˆΓ , (4a)
mˆΓ = |Γ〉 〈Γ| . (4b)
Here, we introduced the eigenvalues EΓ and the eigenstates |Γ〉 of Hˆat. The diagonalization
of Hˆat is a standard exercise (see e.g., Ref. [13]). Knowledge of the states |Γ〉 means that
we found their expansion
|Γ〉 =
∑
I
TI,Γ|I〉 , (5)
in the basis of the configuration states |I〉. In these states, a definite set of spin-orbit states
σ is occupied
|I〉 = |σ1, σ2, ...〉 = cˆ+σ1 cˆ+σ2 · · · |vacuum〉 (σ1 < σ2 < ...). (6)
For details about the notation, see Ref. [6], Sec. II.
B. Gutzwiller-wave-function and diagrammatic evaluation
In Ref. [6] we proposed the following wave-function for a variational examination of the
Hamiltonian (1):
|ΨG〉 = PˆG|Φ0〉 =
∏
i
Pˆi;G|Φ0〉 . (7)
Here, |Φ0〉 is any normalized single-particle product state and the local Gutzwiller projector
Pˆi;G is defined as
Pˆi;G =
∏
Γ
λmˆΓΓ = 1 +
∑
Γ
(λΓ − 1) mˆΓ . (8)
To simplify our notation, we suppress the spatial indices wherever a misunderstanding is im-
possible, e.g., we omitted the index i on the rhs. of eq. (8). The real variational parameters
λΓ may have values between zero and one, where these two limits generate the ground-state
both in the uncorrelated (Hˆat = 0) and the atomic limit (Hˆ1 = 0) of our Hamiltonian (1).
In Ref. [6] we showed that the expectation value of the Hamiltonian (1) can be evaluated
for the wave-function (7) in the limit of infinite spatial dimensions. In this section we only
summarize the main ideas of the diagrammatic derivation which are important for our
treatment of the spin-wave-problem in the next chapters. For all details we refer the reader
to Ref. [6].
First, let us consider the norm of the wave-function (7),
〈ΨG |ΨG〉 =
∏
i
〈
Φ0
∣∣∣Pˆ 2i;G∣∣∣Φ0〉 . (9)
The square of the local Gutzwiller-projector can be written as
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Pˆ 2i;G = 1 +
∑
I,I′ (|I|,|I′|≥2)
xi;I,I′nˆ
HF
i;I,I′ , (10)
where we introduced the (local) Hartree-Fock-operators
nˆHFI,I =
∏
σ∈I
nˆHFσ , (11a)
nˆHFσ = nˆσ − n0σ (11b)
for I = I ′, and
nˆHFI,I′ =
[∏
σ∈J
nˆHFσ
]
nˆI1,I2 (J = I ∩ I ′; I = J ∪ I1; I ′ = J ∪ I2) (11c)
nˆI1,I2 =
∏
σ1∈I1
cˆ+σ1
∏
σ2∈I2
cˆσ2 (11d)
for I 6= I ′. The operators cˆ+σ1 (cˆσ2) in (11d) should be placed in an ascending (descending)
order. An explicit expression for the coefficients xi;I,I′ in (10) is derived in Appendix (B).
When we apply Wick’s-Theorem to the right-hand-side of eq. (9), all terms are repre-
sented by certain diagrams with lines
P σ,σ
′
i,j =
〈
Φ0
∣∣cˆ+i,σ cˆj,σ′∣∣Φ0〉 (12)
and local vertices xi;I,I′. The special form of the operator Pˆ
2
i;G in (10) has two essential
consequences for the structure of our diagrams. First, the definition of the Hartree-Fock
operators together with eq. (2) guarantees that there are no local lines, i.e.,
P σ,σ
′
i,i = 0 . (13)
Second, the constraint |I|, |I ′| ≥ 2 requires that at least four lines meet at every local vertex.
When we evaluate the expectation values in〈
Hˆi;at
〉
ΨG
=
∑
Γ
EΓ 〈mˆi;Γ〉ΨG and (14a)〈
Hˆ1
〉
ΨG
=
∑
i,j;σ,σ′
tσ,σ
′
i,j
〈
cˆ+i;σ cˆj;σ′
〉
ΨG
(14b)
we obtain diagrams, which contain one (for Hˆi;at) or two (for Hˆ1) external vertices for the
lattice sites i (and j). If such a diagram possesses at least one internal vertex, we have
lattice sites, which are connected by more than two lines. Such diagrams vanish in infinite
dimensions and therefore we concluded in Ref. [6] that the expectation values (14) only
include diagrams without any internal vertex. Thus, we can write the expectation values
〈mˆΓ〉ΨG = 〈mˆi;Γ〉ΨG in (14a) as
mΓ ≡ 〈mˆΓ〉ΨG = λ2Γm0Γ ≡ λ2Γ 〈mˆΓ〉0 (15)
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with uncorrelated expectation values 〈...〉0 ≡ 〈...〉Φ0 . This relation allows to replace the
original variational parameters λΓ by the new parameters mΓ. The expectation value for a
hopping term in (14b) becomes〈
cˆ+i;σcˆj;σ′
〉
ΨG
=
√
qσqσ′
〈
cˆ+i;σ cˆj;σ′
〉
0
(16a)
√
qσ ≡
√
1
n0σ(1− n0σ)
∑
Γ,Γ′
√
mΓmΓ′
m0Γm
0
Γ′
(16b)
×
∑
I,I′(σ/∈I,I′)
f Iσ f
I′
σ
√
m0(I′∪σ)m
0
I′T
+
Γ,(I∪σ)T(I′∪σ),ΓT
+
Γ′,I′TI,Γ′.
Here, the fermionic sign function
f Iσ ≡ 〈I ∪ σ|cˆ+σ |I〉 (17)
gives a minus (plus) sign if it takes an odd (even) number of anticommutations to shift the
operator cˆ+σ to its proper place in the sequence of electron creation operators in |I∪σ〉. Note
that the numbers qσ in (16a) are just the diagonal-elements of the matrix q
σ′
σ introduced in
Ref. [6], which is diagonal for our symmetry-restricted orbital basis (see Sec. IIA).
III. SPIN WAVES
The theoretical examination of spin-wave excitations requires the analysis of the imag-
inary part χT (~q, E) of the transversal susceptibility
14, which is given as the retarded two-
particle Greenfunction
GT (~q, E) =
1
L
〈〈Sˆ+~q ; Sˆ−~q 〉〉E (18a)
= − i
L
∫ ∞
0
dt eiEt
〈
Ψ0
∣∣∣[Sˆ+~q (t), Sˆ−~q (0)]∣∣∣Ψ0〉 . (18b)
Here, we introduced the ~q-dependent spin-flip operators
Sˆ+~q =
∑
l
ei~q
~RlSˆ+l =
∑
l,b
ei~q
~Rl cˆ+l,b,↑cˆl,b,↓ (19a)
Sˆ−~q = (Sˆ
+
~q )
+ =
∑
l,b
e−i~q
~Rl cˆ+l,b,↓cˆl,b,↑ (19b)
in the Heisenberg-picture, where the sum includes all (L) lattice sites l and orbitals b. The
magnetic excitations of the system are represented by poles of the Greenfunction GT (~q, E)
with energies E > 0. For our further analysis we expand the “spin-wave state”∣∣Ψ0~q〉 ≡ Sˆ−~q |Ψ0〉 (20)
in terms of exact energy-eigenstates
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∣∣Ψ0~q〉 =∑
n
Wn |Ψn〉 , (21)
Hˆ |Ψn〉 = En |Ψn〉 . (22)
The Lehmann-representation of (18a),
GT (~q, E) = − i
L
∑
n
[
| 〈Ψn | Sˆ−~q | Ψ0〉 |2
E − (En − E0) + iδ −
| 〈Ψn | Sˆ+~q | Ψ0〉 |2
E + (En − E0) + iδ
]
(23)
shows that there are poles in GT (~q, E) for the energies En −E0 > 0 with weights |Wn|2.
In a ferromagnetic system the state | Ψ0
~q=~0
〉 is also a ground state of Hˆ, since the operator
Sˆ−
~q=~0
just flips a spin in the spin-multiplet of the ground-state |Ψ0〉. Therefore, we can
conclude that GT (~0, E) has one isolated pole for E − E0 = 0. Now we consider finite,
but small values of ~q, and assume that the expansion (21) is still dominated by a narrow
distribution of low-energy states. This scenario explains the pronounced peak in χT (~q, E)
for small values of E and |~q |, which is seen in experiments and interpreted as a spin-wave
excitation (see, e.g., Ref. [10]). Then, the spin-wave dispersion E~q can be identified as
the position of this peak, and E~q is approximately determined by the first moment of the
distribution |Wn|2,
E~q =
∑
nEn |Wn|2∑
n |Wn|2
−
〈
Ψ0
∣∣∣Hˆ∣∣∣Ψ0〉
〈Ψ0 | Ψ0〉 (24a)
=
〈
Ψ0
∣∣∣Sˆ+~q HˆSˆ−~q ∣∣∣Ψ0〉〈
Ψ0
∣∣∣Sˆ+~q Sˆ−~q ∣∣∣Ψ0〉 −
〈
Ψ0
∣∣∣Hˆ∣∣∣Ψ0〉
〈Ψ0 | Ψ0〉 . (24b)
It is still impossible to derive the spin-wave dispersion E~q from eq. (24) since we do not
know the ground-state |Ψ0〉 of our multi-band Hamiltonian (1). If we assume, however, that
the variational wave function |ΨG〉 is a good approximation for the true ground-state |Ψ0〉
we may substitute |Ψ0〉 in eq. (24) by the variational wave function |ΨG〉.
In the next section we will evaluate the “variational” spin-wave dispersion
Evar~q =
〈
ΨG
∣∣∣Sˆ+~q HˆSˆ−~q ∣∣∣ΨG〉〈
ΨG
∣∣∣Sˆ+~q Sˆ−~q ∣∣∣ΨG〉 −
〈
ΨG
∣∣∣Hˆ∣∣∣ΨG〉
〈ΨG | ΨG〉 (25)
in the limit of large spatial dimensions. It should be noted that this quantity obviously obeys
no strict upper-bound properties. Nevertheless, we expect that Eexp~q < E
var
~q is fulfilled since
the expectation values (24) includes high-energy states which do not belong to the spin-wave
excitation seen in experiments.
In principle, transversal spin-excitations are given as peaks both in χT (~q, E) and
χT (~q, E0 − E) for energies E > E0. In other word, we also had to consider the contri-
butions from the Green function 〈〈Sˆ−~q ; Sˆ+~q 〉〉E in our calculation. These contributions are
identical to the second term in eq. (23) and we could include them by using the proper
spin-wave state
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∣∣∣Ψ˜0~q〉 ≡ (Sˆ−~q + Sˆ+~q ) |ΨG〉 (26)
in our variational approach. However, the contributions from the second operator in (26)
vanish for ~q = ~0 and may be neglected for small values of |~q |, where spin-wave excitations
are observed in experiments. Nevertheless, there is no fundamental obstacle to extend our
diagrammatic approach to the more general spin-wave state (26).
IV. VARIATIONAL SPIN-WAVE DISPERSION
A. General considerations
In order to determine the variational spin-wave dispersion (25) we need to examine the
norm of the state
∣∣ΨG~q 〉 ≡ Sˆ−~q |ΨG〉 ,
N~q ≡
〈
ΨG
∣∣∣Sˆ+~q Sˆ−~q ∣∣∣ΨG〉 , (27)
and the expectation values〈
ΨG~q
∣∣∣Hˆat∣∣∣ΨG~q 〉
N~q
=
∑
Γ
EΓ
∑
i,j,k
ei~q(
~Ri−~Rj)
〈
ΨG
∣∣∣Sˆ+i mˆk;ΓSˆ−j ∣∣∣ΨG〉
N~q
, (28a)
〈
ΨG~q
∣∣∣Hˆ1∣∣∣ΨG~q 〉
N~q
=
∑
i,j,k,l
ei~q(
~Ri−~Rj)
∑
σk,σl
tσk ,σlk,l
〈
ΨG
∣∣∣Sˆ+i cˆ+k;σk cˆl;σl Sˆ−j
∣∣∣ΨG〉
N~q
. (28b)
Before we start to evaluate these quantities, it is necessary to discuss two general problems.
First, let us consider the norm
N~q =
∑
i,j,b,b′
ei~q(
~Ri−~Rj)
〈
ΨG
∣∣cˆ+i,b,↑cˆi,b,↓cˆ+j,b′,↓cˆj,b′,↑∣∣ΨG〉 (29)
in the special case ~q = ~0, where Sˆ−
~q=~0
is just the total spin-flip operator Sˆ−. When we assume
that |ΨG〉 has the correct spin-symmetry, i.e. it is an eigenstate of
Sˆz =
∑
i
Sˆi,z and ~ˆS
2
=
(∑
i
~Si
)2
(30)
with eigenvalues SzG and S
z
G(S
z
G + 1), respectively, we obtain
N~q=~0 = 2S
z
G 〈ΨG | ΨG〉 . (31)
Here, we used the well-known equation
Sˆ+Sˆ− = ~S2 − Sˆz(Sˆz − 1) (32)
for spin operators. In general, however, the wave functions |ΨG〉, as defined in eq. (8), do
not fulfill this symmetry. Therefore, it is necessary to introduce some additional constraints
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on our variational parameters λΓ in (8) to guarantee that |ΨG〉 is an eigenstate of ~ˆS 2. In
Appendix (A) we explain how these relations may be chosen.
The second problem arises from the evaluation of ~q-dependent quantities in the limit
of large spatial dimensions D. For example, let us consider the Hartree-Fock case, where
|ΨG〉 = |Φ0〉 is a spin-polarized one-particle state with n↑ > n↓. We find
N0~q
L
=
1
L
∑
b,b′
∑
i,j
ei~q(
~Ri−~Rj)
〈
Φ0
∣∣cˆ+i,b,↑cˆi,b,↓cˆ+j,b′,↓cˆj,b′,↑∣∣Φ0〉 (33a)
=
∑
b
(
n0b,↑ − n0b,↑n0b,↓ +
1
L
∑
i 6=j
ei~q(
~Ri−~Rj)P
(b,↑),(b,↑)
i,j P
(b,↓),(b,↓)
j,i
)
, (33b)
where, for simplicity, we assumed that the expectation-values P σ,σ
′
i,j as defined in (12) are
diagonal with respect to the orbitals b, b′. For any finite value of ~q the sum in eq. (33b)
vanishes as 1/D. This means that the limits ~q → 0 and D →∞ do not commute, because
lim
~q→~0
lim
D→∞
N0~q
L
=
∑
b
n0b,↑
(
1− n0b,↓
) 6=∑
b
(
n0b,↑ − n0b,↓
)
= lim
D→∞
lim
~q→~0
N0~q
L
. (34)
To overcome this problem we will evaluate expressions like the sum in (33b) using the realistic
three dimensional band-structure of our Hamiltonian (1). This leads to results which are
continuous in ~q and, consequently, reproduce the limit ~q = ~0 correctly .
The norm of the state (27) for a correlated wave function |ΨG〉 6= |Φ0〉 will contain
diagrams of an arbitrary order 1/Dn. In this paper we will only consider diagrams up to
the leading order n = 1. At first sight one may wonder whether or not 1/D-terms need to
be included in the ground-state energy expression as well. Fortunately, to order 1/D, these
diagrams only lead to a constant shift of the energy expectation-values for |ΨG〉 and
∣∣ΨG~q 〉.
Thus, for our calculation we may neglect the 1/D-contributions to the ground-state energy
since we are only interested in the difference between these two energies.
In the next subsection we evaluate the norm (29). The derivation of the expectation
values (28a) and (28b) requires no additional techniques. The cumbersome calculations are
deferred to appendices C and D.
B. Evaluation of the norm
The norm of the state (27) can be written as
N~q =
∑
i
∏
l(6=i)
〈(
Pˆi;GSˆ
+
i Sˆ
−
i Pˆi;G
)
Pˆ 2l;G
〉
Φ0
(35)
+
∑
i 6=j
ei~q(
~Ri−~Rj)
∏
l(6=i,j)
〈(
Pˆi;GSˆ
+
i Pˆi;G
)(
Pˆj;GSˆ
−
j Pˆj;G
)
Pˆ 2l;G
〉
Φ0
.
When we use eq. (10) and apply Wick’s theorem, we obtain diagrams with external vertices
for the lattice sites i and j and internal vertices generated by the Hartree-Fock operators
xl;I,I′nˆ
HF
l;I,I′ in Pˆ
2
l;G. In Refs. [15,6] it was shown that we only have to evaluate the connected
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diagrams since the unconnected terms just give the norm of the Gutzwiller wave-function
NG ≡ 〈ΨG | ΨG〉. For the evaluation of the first line (35) we use the local relations
Sˆ+Sˆ− =
∑
Γ
S+(Γ)mˆΓ , (36a)
S±(Γ) ≡ S(Γ) [S(Γ) + 1]− Sz(Γ) [Sz(Γ)∓ 1] (36b)
which follow from eq. (32). Here, we introduced the total spin S(Γ) and the spin-component
Sz(Γ) of the atomic eigenstates |Γ〉. Hence, the expectation value of Sˆ+i Sˆ−i is given as a linear
function of the variational parameters mΓ and we may write (35) as
N~q
LNG
=
∑
Γ
S−(Γ)mΓ (37a)
+
1
L
∑
i 6=j
ei~q(
~Ri−~Rj)
∏
l(6=i,j)
{(
Pˆi;GSˆ
+
i Pˆi;G
)(
Pˆj;GSˆ
−
j Pˆj;G
)
Pˆ 2l;G
}c
Φ0
, (37b)
where {...}cΦ0 denotes the application of Wick’s theorem and taking into account only the
connected diagrams.
For a further analysis of (37b) we introduce indices D = (σ1σ2) for pairs of spin-orbit
states σi and the basic RPA-diagrams
P˜D
′
D (~q ) = P˜
(σ1σ2)
(σ3σ4)
(~q ) ≡ − 1
L
∑
i 6=j
ei~q(
~Ri−~Rj)P σ1σ4i,j P
σ3σ2
j,i . (38)
P˜D
′
D (~q ) can be evaluated in momentum space as
P˜D
′
D (~q ) = δ
σ4
σ1
δσ2σ3n
0
σ1
n0σ2 −
1
L
∑
~k
nσ1σ4~k n
σ3σ2
~k+~q
(39)
with expectation values
nσσ
′
~k
≡
〈
cˆ+~kσ cˆ~kσ′
〉
Φ0
(40)
and a modified Kronecker-symbol δσ
′
σ = δσ,σ′ . Note that, in contrast to the indices I, the
order of the two spin-orbit states in D = (σ1σ2) is significant. Here, its first and second
element specify a particle which enters or leaves a vertex, respectively.
For large spatial dimensions (i.e., up to the order 1/D), the only contributions in (37b)
are RPA-type diagrams as shown in Fig (1). The internal vertices x˜D
′
D are generated by the
operators Pˆ 2l;G, which can be expressed in terms of Hartree-Fock operators xl;I,I′nˆ
HF
l;I,I′ (see
eq. (10)). For our RPA-diagrams we only have to consider two-fermion-operators in nˆHFl;I,I′.
A general vertex with n incoming and outgoing lines is determined by the operator∑
I1,I2(I1∩I2=∅)
∑
J(I1,I2 /∈J)
xJ∪I1,J∪I2
{
...nˆHFJ∪I1,J∪I2...
}c
Φ0
(41)
→
∑
I1,I2(I1∩I2=∅)
∑
J(I1,I2 /∈J)
yJ∪I1,J∪I2 {...nˆJ∪I1,J∪I2...}cΦ0 ,
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with
yJ∪I1,J∪I2 = xJ∪I1,J∪I2f
J
I1
fJI2 .
Thus, the internal vertex x˜D
′
D = x˜
(σ1σ2)
(σ3σ4)
at lattice site l stems from the term
yl;(σ1,σ3)(σ2,σ4)
{
...
(
cˆ+l,σ1 cˆl,σ2
) (
cˆ+l,σ3 cˆl,σ4
)
...
}c
Φ0
fσ3σ1 f
σ4
σ2
. (42)
The round brackets indicate that Wick’s theorem may not be applied to operators in different
brackets. Thus, we can identify x˜D
′
D as
x˜D
′
D = x˜
(σ1σ2)
(σ3σ4)
= fσ4σ2 f
σ3
σ1
x(σ1,σ3),(σ2,σ4) . (43)
An explicit expression for xI,I′ is derived in Appendix B.
Our infinite RPA-sum (see Fig 1) for the second term in (37b) leads to the following
matrix-equation for Ω˜D
′
D (~q ),
Ω˜(~q ) ≡ P˜ (~q ) + P˜ (~q ) · x˜ · P˜ (~q ) + P˜ (~q ) · x˜ · P˜ (~q ) · x˜ · P˜ (~q ) + ... (44a)
= P˜ (~q ) + P˜ (~q ) · x˜ · Ω˜(~q ) , (44b)
which has the solution
Ω˜(~q ) = (1ˆ− P˜ (~q ) · x˜)−1 · P˜ (~q ) . (45)
Here, the dot “ · ”indicates the usual product between two matrices.
Finally, we have to examine the external vertices, generated by the spin-operators Sˆ+i
and Sˆ−j in (37b). First, we find for local operators
PˆGS
+PˆG =
∑
Γ′,Γ
λΓ′λΓ |Γ′〉 〈Γ′|S+ |Γ〉 〈Γ| (46a)
=
∑
Γ
λΓ+λΓ
√
S+(Γ) |Γ+〉 〈Γ| , (46b)
where the normalized spin-flip-state
|Γ+〉 ≡ 1√
S+(Γ)
Sˆ+ |Γ〉 (47)
was introduced. We may write eq. (46b) as
PˆGS
+PˆG =
∑
Γ
λΓ+λΓ
√
S+(Γ)
∑
I1,I2
TI1,Γ+T
+
Γ,I2
mˆI1,I2 (48)
with
mˆI1,I2 = f
J
I f
J
I′mˆ
I,I′
J nˆI,I′ , (49a)
mˆI,I
′
J ≡
∏
σ∈J
nˆσ
∏
σ∈J¯\(I∪I′)
(1− nˆσ) (49b)
11
and J = I1 ∩ I2, I1 = J ∪ I, I2 = J ∪ I ′.
The external vertices in our RPA-diagrams are met by just two lines. Therefore, we only
need the following one-particle contribution of the operator mˆI1,I2 in (48),
{...mˆI1,I2...}CΦ0 →
∑
σ1,σ2
V(σ1σ2)
I1,I2
{
...cˆ+σ1 cˆσ2 ...
}c
Φ0
(50)
V(σ1σ2)
I1,I2
≡
∑
J(σ1,σ2 /∈J)
fJσ1 f
J
σ2
m0J
( ∏
σ∈(σ1,σ2)
1
(1− n0σ)
) [
δJ∪σ1I1 δ
J∪σ2
I2,
− δσ2σ1δJI1δJI2
]
where we assumed that |I1| = |I2|. When we apply this result to the contribution of the
external vertex (37b), we only need to consider the first term with σ1 6= σ2, because σ1, σ2
must have different spins. Thus, the expression for the external vertex, which stems from
Sˆ+i becomes
S+(σ1σ2) =
∑
Γ
λΓ+λΓ
√
S+(Γ)
∑
I1,I2
TI1,Γ+T
+
Γ,I2
V(σ1σ2)
I1,I2
(51a)
=
∑
Γ
λΓ+λΓ
√
S+(Γ)
∑
J(σ1,σ2 /∈J)
TJ∪σ1,Γ+T
+
Γ,J∪σ2
fJσ1 f
J
σ2m
0
J
(1− n0σ1)(1− n0σ2)
. (51b)
The expansion{
...PˆGSˆ
−PˆG...
}C
Φ0
→
∑
σ1,σ2
[
S+(σ1σ2)
{
...
(
cˆ+σ1 cˆσ2
)
...
}c
Φ0
]∗
(52a)
=
∑
σ1,σ2
(
S+(σ1σ2)
)∗ {
...
(
cˆ+σ2 cˆσ1
)
...
}c
Φ0
, (52b)
shows that the vertex-factor for the operator Sˆ−j in (37b) is given as
S−(σ1σ2) =
(
S+(σ2σ1)
)∗
. (53)
When we consider S+D and S
−
D as components of vectors
~S+ and ~S− with respect to the
indices D we obtain the following final result for the norm N~q
N~q
LNG
=
∑
Γ
S−(Γ)mΓ +
∑
D1 ,D2
S+D1 Ω˜
D1
D2
(~q )S−D2 (54a)
=
∑
Γ
S−(Γ)mΓ + ~S
+ · Ω˜(~q ) · ~S− . (54b)
Note that the norm NG in (54a) will cancel out when we calculate the expectation values
(28).
A similar derivation gives us the expectation values (28) of the kinetic energy and the
Coulomb-interaction, see appendices C and D. There, the number of contributing diagrams
is much larger (e.g., 18 for the kinetic energy) since we have up to four external vertices.
Nevertheless, the numerical evaluation of these terms is a minor technical problem as soon as
the wave-function |ΨG〉 has been determined by the minimization of our variational energy
expression. First studies show that the application of our variational scheme to iron and
nickel represents a solvable numerical task7. Further work in this direction is in progress.
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V. APPLICATION TO A TWO-BAND MODEL
In this chapter we will present the results for the spin-wave properties in a system with
two degenerate eg-type orbitals per lattice site. The appearance of ferromagnetism in this
model has already been discussed in Ref. [6], both for the Hartree-Fock and the Gutzwiller
theory. Thus, we will only summarize these results here, before we start to consider the
spin-wave dispersion. For all details, we refer to Ref. [6].
A. Ferromagnetic properties
In a system with two degenerate orbitals the general atomic Hamiltonian (3) becomes
Hˆat = U
∑
b
nˆb,↑nˆb,↓ + U
′
∑
σ,σ′
nˆ1,σnˆ2,σ′ − J
∑
σ
nˆ1,σnˆ2,σ (55)
+J
∑
σ
cˆ+1,σ cˆ
+
2,−σcˆ1,−σ cˆ2,σ + JC
(
cˆ+1,↑cˆ
+
1,↓cˆ2,↓cˆ2,↑ + cˆ
+
2,↑cˆ
+
2,↓cˆ1,↓cˆ1,↑
)
.
In cubic symmetry the Coulomb- and exchange-integrals U , U ′, J and JC are not independent
from each other. Instead we have only two free parameters, because the relations J = JC
and U − U ′ = 2J hold. For the determination of the optimal variational wave function (7),
we need the 16 eigenstates of the atomic Hamiltonian. The latter can be found in table I of
Ref. [6].
In the one-particle Hamiltonian Hˆ1 we take into account first and second nearest neighbor
hopping matrix elements. Furthermore, we apply the two-center approximation for the
hopping matrix elements, which are chosen as t
(1)
ddσ = 1 eV, t
(2)
ddσ = 0.25 eV, and t
(1),(2)
ddσ : t
(1),(2)
ddπ :
t
(1),(2)
ddδ = 1 : (−0.3) : 0.1 (see Ref. [16] for the notation). The density of states for these
parameters (see fig. 1 of Ref. [6]) has a pronounced peak for the particle-density nσ ≈ 0.3.
For this band-filling we observe the strongest tendency to generate a ferromagnetic order,
in qualitative agreement with the simple Stoner criterion. Therefore, we consider the spin-
wave properties of our system only for this optimum band-filling. The numerical evaluation
in Ref. [6] did not respect the global spin-symmetry of the wave-function |ΨG〉. In this
work, we include the additional constraints on the variational-parameters λΓ as described
in Appendix A, and we obtain almost the same state as in Ref. [6]. In other words, in
the two-band-model even the general variational ground-state |ΨG〉, as defined in (7), is a
nearly perfect eigenstate of the global spin-operator. However, it is not clear so far, if this
statement also holds for a more general multi-band model.
In Ref. [6] we found significant differences between the Hartree-Fock and the Gutzwiller
theory. These differences have to be interpreted as a failure of the Hartree-Fock-theory since
the variational space of the Hartree-Fock theory is included in our general class of Gutzwiller
wave-functions. Although this statements holds for the corresponding RPA-theory as well,
this theory is generally considered as the standard method in the context of spin-waves in
itinerant ferromagnets.11
The ferromagnetic phase diagrams for our model is shown in Fig. 3. In the Hartree-Fock
theory ferromagnetism occurs for considerably smaller values of the correlation parame-
ters. The most important difference lies in the role of the interatomic exchange J . In the
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Gutzwiller theory a ferromagnetic ground-state exists only for finite values of J . This is
completely different in the Hartree-Fock theory. There, the only relevant quantities are the
Stoner-parameter I = U+J
2
and the density of states at the Fermi-level D0(EF ) which enter
the Stoner criterion
ID0(EF ) > 1 . (56)
This means that even for J = 0 finite values of U exist, where the system makes a transition
into a ferromagnetic state.
Another important difference between both theories occurs when we compare the con-
densation energies Econd, i.e., the differences between the energies in the paramagnetic and
the ferromagnetic ground states. This quantity should have the same order of magnitude
as the Curie-temperature TC in itinerant ferromagnets. In Stoner theory we observe that
Econd is typically of the order of U and therefore much larger than TC. This is in agreement
with the general observation that mean field methods overestimate the stability of magnetic
order. On the other hand, in our correlated electron approach we find relatively small values
for the condensation energy even for interaction parameters as large as twice the bandwidth.
B. Spin-waves
Fig. 2 shows the spin-wave dispersion in (100)-direction for four different magnetizations.
As the lattice constant of our simple-cubic lattice we chose a = 2.5A˚, the next neighbor
distance in Nickel. Our Gutzwiller theory shows that the dispersion strongly depends on
the magnetization, especially for small values of ~q. The line shows the respective fits for the
function
E~q = Dq
2(1− βq2) . (57)
Note that experimental results of the region where quartic corrections become dominant
are usually not very accurate, since Stoner excitations reduce the lifetime of spin-waves
significantly. The values for the spin-wave stiffness D = 1.4eVA˚2 and D = 1.2eVA˚2 in both
cases of almost fully polarized magnetizations, m = 0.26 and m = 0.28, respectively, are of
the right order of magnitude for Nickel where D = 0.43eV A˚2.
The spin-wave dispersion is almost isotropic, as can be seen for example in the inset of
Fig. 2, where the dispersion is shown in the directions (100) and (110). Such an isotropic
behaviour was also observed in experiments on iron and nickel and it is actually somewhat
surprising, since the band-structure in these materials is far from being isotropic. However,
we should have in mind that even in a metallic system local moments are formed due to the
electrons’ correlations. Therefore, spin-excitations may be interpreted as spin-fluctuations
in a system with localized spins. In such a system we have a generic isotropy when the
exchange coupling is dominated by terms between nearest neighbors.
Our results show that the magnetic excitations in strong itinerant ferromagnets behave
very similar to those in systems of localized spins. These low-energy excitations are respon-
sible for the magnetic phase transition which occurs for temperatures much smaller than
the typical Fermi energies in itinerant electron systems. This observation is consistent with
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the small condensation energy in our variational approach. To support this statement let us
consider a Heisenberg-model
HˆS = −J
∑
〈i,j〉
~Si~Sj
on a cubic lattice. In this system we have a spin-wave stiffness D = 2SJa2. The value of the
effective local moment in our itinerant system is given as S ≈ 0.6 (see Ref. [6]). Therefore
we obtain J = D
2Sa2
≈ 0.16eV. For an estimate of the Curie-temperature we use the results
from quantum Monte-Carlo calculations TC = 1.44JS
2.17 In this way we find TC ≈ 8 · 102K
which is the same order of magnitude as the condensation energy Econd ≈ 5 ·102K. Thus, we
can summarize that our variational approach gives a consistent picture of both of magnetic
excitations and ground-state properties in strong itinerant ferromagnets.
When the spin-waves are treated as non-interacting bosons, their contribution to the
specific heat and the magnetization M(T ) may be calculated from E~q. The first order
contribution stems from the quadratic term and is the well-known T 3/2-law.18 The next order
depends on the behaviour of E~q for larger values of q. It is still not clear, wether or not
the quartic term in (57) describes the generic feature in the experiments. Some experiments
indicate that the second term in M(T ) is αT 2, which could be explained with a linear
behaviour in E~q. Our dispersion E~q also allows to calculate such temperature-dependent
quantities numerically. However, we did not analyze this for our two-band model, because
these results could not be compared to experiments.
VI. SUMMARY AND CONCLUSION
In this paper we presented a variational method for the description of spin-wave excita-
tions in itinerant ferromagnets. Our starting point was a general multi-band Hubbard-model
which is an appropriate model for elements of the iron group. Earlier work showed that ferro-
magnetism in metals requires substantial interaction strengths even in systems with orbital
degeneracy. Therefore, we suspect that weak-coupling theories are not able to describe the
physics of itinerant ferromagnets correctly. Our method is based on a variational study of
multi-band Hubbard models with the help of generalized Gutzwiller wave functions. These
wave functions yield the exact ground-state both in the uncorrelated and the atomic limit
of the Hubbard model. Therefore, we expect them to describe reasonably the ground-state
properties for finite values of the correlation parameters.
From a theoretical point of view, spin waves are given as peaks in the imaginary part
χT (~q, E) of the transversal spin susceptibility . This quantity can be measured using inelastic
neutron scattering. For ~q = ~0 the spin-symmetry of the ferromagnetic ground-state leads
to an isolated peak δ(E) in χT . We assume that this peak is broadened only moderately
for finite values of ~q. Then, the position of the peak, which is interpreted as the spin-wave
dispersion E~q, can be calculated as a static expectation-value of spin-operators in the ground
state of the system. In our approximation we use the variational instead of the true ground
state and calculate all expectation values in the limit of large spatial dimensions.
Our results may be evaluated numerically for general multi-band models to describe iron
and nickel. However, the main numerical problem is the determination of the optimum
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variational wave-function for these realistic systems with a non-trivial atomic Hamiltonian.
Work in this direction is still in progress. In this work we applied our method to a two-band
model. Here, we found a behaviour which is in qualitative agreement with experimental re-
sults for strong ferromagnets. The spin-wave dispersion E~q is almost isotropic and quadratic
for small values of ~q. For larger ~q we found quartic corrections, which are also seen in some
of the experiments. The values of the spin-wave stiffness have the right order of magnitude
compared to experiments. We concluded that the low-lying magnetic excitations in our
correlated and itinerant electron system are similar to those in a localized spin systems.
When we estimate the Curie-temperature TC from our spin-wave properties and compare it
to the condensation energy we find a consistent picture in our variational approach. The
ferromagnetic phase transition is driven by spin-waves and the value for TC is therefore much
smaller than typical Fermi energies in itinerant electron systems.
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APPENDIX A: GLOBAL SPIN-SYMMETRY
The variational spin-wave dispersion (25) is gapless only if the variational wave-function
|ΨG〉 is an eigenstate of the global spin-operator (see eq. (30)). This symmetry is not fulfilled
for an arbitrary choice of the variational parameters λΓ in (8). In this appendix, we present
two ways to implement this symmetry.
The first way to guarantee the global spin symmetry of |ΨG〉 starts from the fact that the
one-particle product-state |Φ0〉 in (7) may in general be chosen as an eigenstate both of ~ˆS 2
and Sˆz. In this case, |ΨG〉 is an eigenstate of Sˆz if the states |Γ〉 are chosen as eigenstates of
the local spin-operator in z-direction. Then, the correct spin-symmetry of |ΨG〉 is ensured
if |ΨG〉 is an eigenstate of Sˆ+Sˆ−. It is equivalent to demand that〈
Sˆ+Sˆ−
〉
ΨG
=
2Sz
NG
, (A1)
since we may assume that the spin in |ΨG〉 has a maximal component in z-direction. The
left-hand-side of eq. (A1) is just the norm N~q for ~q = ~0 which was derived in (54a). Thus,
(A1) together with (54a) leads to one additional condition for the variational-parameters λΓ.
However, this condition is not very helpful, because equation (54a) includes the optimum
values λΓ. This means that (A1) has to be included in the minimization algorithm, which
determines the optimum wave-function |ΨG〉; numerically, this is a very difficult problem.
In the following we propose a second, more feasible strategy for the implementation of
the correct spin-symmetry. To this end, we arrange the orbitals on the atoms of our system
into groups which carry the index of the respective representation D of the point-symmetry
group. Then, we define the operators
Nˆ sD =
∑
i,b∈D
nˆi;(bs) , Mˆ
s
D =
∑
i,b∈D
mˆi;(bs) , (A2)
16
for the gross and net number of electrons in orbitals of the representation D and with spin s.
Again, we assume that each representation occurs only once. Under this condition, group
theoretical arguments show that the following relation holds∑
b∈D
mˆi;(bs) =
∑
b∈D
nˆi;(bs) −
∑
Γ(|Γ|≥2)
f sD(Γ)mˆi;Γ , (A3)
where
f sD(Γ) =
∑
b∈D
∑
I[(b,s)/∈I]
∣∣TΓ,I∪(b,s)∣∣2 . (A4)
Thus, we can write
MˆsD = Nˆ
s
D −
∑
Γ(|Γ|≥2)
f sD(Γ)MˆΓ , (A5a)
MˆΓ ≡
∑
i
mˆi;Γ , (A5b)
and the Gutzwiller-projector (8) becomes
PˆG =
∏
D,s
(λsD)
NˆsD
∏
Γ
λ˜MˆΓΓ . (A6)
Here, we already assumed that the parameters λ(b,s) (≡ λsD) are the same for all orbitals,
which belong to D. Further, we introduced
λ˜Γ = λΓ ·
∏
D,s
(λsD)
−fsD(Γ) . (A7)
Now, we postulate the following conditions which ensure that |ΨG〉 is an eigenstate of the
operator ~ˆS
2
:
(I): λsD = λ
s
D′ ≡ λs for all representations D,D′.
(II): For all states
∣∣ΓSzS 〉 , ∣∣∣ΓS′zS 〉, which belong to the same spin-multiplet (≡ ΓS) with spin
S, we have λ˜ΓSzS
= λ˜
Γ
S′z
S
≡ λ˜ΓS .
For the prove of this statement, we can first conclude from (I) that the state |Φ0〉 is an
eigenstate of ∏
D,s
(λsD)
NˆsD =
∏
s
λNˆss , (A8)
where Nˆs is the number-operator for electrons with spin s. Thus, we have
Sˆ+Sˆ−|ΨG〉 = Sˆ+Sˆ−
∏
s
λNˆss
∏
Γ
λ˜MˆΓΓ |Φ0〉 (A9a)
∼ Sˆ+Sˆ−
∏
Γ
λ˜MˆΓΓ |Φ0〉 , (A9b)
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since
[
Nˆs, MˆΓ
]
= 0 for all s,Γ. We introduce the operator
MˆΓS ≡
S∑
Sz=−S
MˆΓSzS
, (A10)
which has the property
[
Sˆ±, MˆΓS
]
= 0. Then, condition (II) finally gives
Sˆ+Sˆ−|ΨG〉 ∼ Sˆ+Sˆ−
∏
ΓS
λ˜
MˆΓS
ΓS
|Φ0〉 (A11)
∼
∏
ΓS
λ˜
MˆΓS
ΓS
Sˆ+Sˆ−|Φ0〉 ∼ |ΨG〉
such that |ΨG〉 is an eigenstate of ~ˆS 2.
Note, that condition (II) reduces the number of variational-parameters significantly, since
all parameters λΓ for states |Γ〉, which belong to the same spin-multiplet ΓS are now deter-
mined by just one parameter λ˜ΓS . However, this restriction still allows different occupations
of the several Sz components, since
mΓSzS
= λΓSm
0
ΓSzS
(A12)
also depends on the one-particle-state |Φ0〉.
The one-particle-occupations
m(bs) = λ(bs)m
0
(bs) = λsm
0
(bs) ≡ msD , (A13)
with b ∈ D depends on the quantities nsD ≡ n(bs) and mΓSzS (see eq. (A3)),
msD = n
s
D −
∑
ΓS(|ΓS |≥2)
S∑
Sz=−S
f sD(Γ
Sz
S )mΓSzS
. (A14)
However, the additional conditions (I) and (II) prevent us from the derivation of an analytical
expression for msD, since the parameters mΓSz
S
depend on msD via (A7) and (A12). Therefore,
the relation (A14) has to be implemented into our minimization algorithm with the help of
appropriate Lagrange parameters.
APPENDIX B: DIAGRAMS AND VERTICES
1. The vertices x˜D
′
D and ξ˜
D′D′′
D
In Section (IV) the vertices x˜D
′
D (see eqs. (43)) have been derived in terms of the coeffi-
cients xII′ , which occur in the expansion (10). Now we will derive an explicit expression for
these coefficients. The operator (49b) may be written as
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mI1,I2J ′ =
∏
σ∈J ′
(
n0σ + nˆ
HF
σ
) ∏
σ∈J¯ ′\(I1∪I2)
(
1− n0σ − nˆHFσ
)
(B1)
=
∑
J(I1,I2 /∈J)

(−1)|J∩J¯ ′| ∏
σ∈J ′8J
n0σ
∏
σ∈J¯ ′8{J∪I1∪I2}
(1− n0σ)

 nˆHFJ . (B2)
Thus, Pˆ 2G in (10) becomes
Pˆ 2G =
∑
Γ
λ2Γ
∑
I1,I2(I1∩I2=∅)
∑
J ′(I1,I2 /∈J ′)
TJ ′∪I1,ΓT
+
Γ,J ′∪I2
fJ
′
I1
fJ
′
I2
( ∏
σ∈I1∪I2
1
1− n0σ
)
(B3)
×
∑
J(I1,I2/∈J)

(−1)|J∩J¯ ′| ∏
σ∈J ′8J
n0σ
∏
σ∈J¯ ′8{J∪I1∪I2}
(1− n0σ)

 nˆHFJ∪I1,J∪I2 .
A comparison of the coefficients in (B3) and (10) gives
xJ∪I1,J∪I2 =
∑
J ′(I1,I2 /∈J ′)
TJ ′∪I1,ΓT
+
Γ,J ′∪I2
fJ
′
I1
fJ
′
I2
( ∏
σ∈I1∪I2
1
1− n0σ
)
(B4)
×

(−1)|J∩J¯ ′| ∏
σ∈J ′8J
n0σ
∏
σ∈J¯ ′8{J∪I1∪I2}
(1− n0σ)

 .
In Appendix (C) we need an expression for vertices
ξ˜D
′D′′
D = ξ˜
(σ3σ4)(σ5σ6)
(σ1σ2)
(B5)
with three incoming and outgoing lines, which stem from a term like
yl;(σ1,σ3,σ5)(σ2,σ4,σ6)
{
...
(
cˆ+l,σ1 cˆl,σ2
) (
cˆ+l,σ3 cˆl,σ4
) (
cˆ+l,σ5 cˆl,σ6
)
...
}c
Φ0
fσ3σ1 f
σ1∪σ3
σ5 f
σ4
σ2 f
σ2∪σ4
σ6 . (B6)
Hence, these vertices are given as
ξ˜
(σ3σ4)(σ5σ6)
(σ1σ2)
= fσ3σ1 f
σ1∪σ3
σ5
fσ4σ2 f
σ2∪σ4
σ6
x(σ1,σ3,σ5)(σ2,σ4,σ6) . (B7)
2. Diagrams
In Appendix (C) and (D) we need some diagrams, which can be evaluated in momentum-
space as follows:
1.
W
(σ1σ2)
(σ3σ4)(σ5σ6)
(~q ) ≡
∑
i 6=j 6=l
ei~q(
~Rj−~Rl)P σ1σ4i,j P
σ3σ6
j,l P
σ5σ2
l,i (B8a)
=
∑
~k
nσ1σ4~k n
σ3σ6
~k+~q
nσ5σ2~k − δ
σ6
σ3n
0
σ3 P˜
(σ1σ2)
(σ5σ4)
(~0 )− δσ5σ2n0σ2P˜ (σ1σ6)(σ3σ4) (~q )
−δσ4σ1n0σ1P˜ (σ3σ2)(σ5σ6) (~q ) + 2δσ4σ1δσ6σ3δσ5σ2n0σ1n0σ2n0σ3 (B8b)
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2.
E
(σ3σ4)
(σ1σ2)
(~q ) ≡
∑
i(6=)j
ei~q(
~Ri−~Rj)tσ3σ4i,j P
σ1σ2
i,j =
∑
~k
εσ3σ4~k n
σ1σ2
~k+~q
, (B9)
with
εσ3σ4~k ≡
∑
i 6=j
ei
~k(~Ri−~Rj)tσ3σ4i,j (B10)
3.
V
(σ1σ2)
(σ3σ4)(σ5σ6)
(~q ) ≡ −
∑
i 6=j 6=l
ei~q(
~Ri−~Rl)tσ5σ6i,j P
σ4σ2
i,l P
σ1σ3
l,j (B11a)
= −
∑
~k
εσ5σ6~k n
σ4σ2
~k+~q
nσ1σ3~k + δ
σ4
σ2
n0σ2E
(σ5σ6)
(σ1σ3)
(~0 ) + δσ3σ1n
0
σ1
E
(σ5σ6)
(σ4σ2)
(~q ) (B11b)
and
V¯
(σ1σ2)
(σ3σ4)(σ5σ6)
(~q ) ≡ −
∑
i 6=j 6=l
ei~q(
~Rl−~Rj)tσ5σ6i,j P
σ4σ2
i,l P
σ1σ3
l,j (B12a)
= −
∑
~k
εσ5σ6~k n
σ4σ2
~k
nσ1σ3~k+~q + δ
σ4
σ2n
0
σ2E
(σ5σ6)
(σ1σ3)
(~q ) + δσ3σ1n
0
σ1E
(σ5σ6)
(σ4σ2)
(~0 ) (B12b)
4.
U
(σ1σ2)
(σ3σ4)(σ5σ6)
(~q ) ≡
∑
i 6=j 6=l 6=m
ei~q(
~Rm−~Rl)tσ1σ2i,j P
σ1σ4
i,m P
σ3σ6
m,l P
σ5σ2
l,j (B13a)
=
∑
~k
εσ1σ2~k n
σ1σ4
~k
nσ3σ6~k+~q n
σ5σ2
~k
− δσ6σ3n0σ3 V¯ (σ5σ4)(σ1σ2)(σ1σ2)(~0 )− δσ4σ1n0σ1V
(σ5σ6)
(σ3σ2)(σ1σ2)
(~q ) + (B13b)
−δσ5σ2n0σ2 V¯ (σ3σ4)(σ1σ6)(σ1σ2)(~q )− δσ4σ1δσ5σ2n0σ1n0σ2E
(σ1σ2)
(σ3σ6)
(~q )− δσ4σ1δσ6σ3n0σ1n0σ3E(σ1σ2)(σ5σ2)(~0 ) +
−δσ5σ2δσ6σ3n0σ1n0σ3E(σ1σ2)(σ1σ4)(~0 )− P˜
(σ1σ6)
(σ3σ4)
(~q )E
(σ1σ2)
(σ5σ2)
(~q )− P˜ (σ5σ6)(σ3σ2) (~q )E
(σ1σ2)
(σ1σ4)
(~q )
APPENDIX C: EVALUATION OF THE ATOMIC INTERACTION
According to eq. (28a) we have to analyze the expectation values
1
N~q
∑
k
〈
ΨG~q |mˆk;Γ|ΨG~q
〉
=
1
N~q
∑
i,j,k
ei~q(
~Ri−~Rj)
〈
ΨG
∣∣∣Sˆ+i mˆk;ΓSˆ−j ∣∣∣ΨG〉 (C1a)
=
1
N~q
∑
k
[ ∑
i,j(6=k)
ei~q(
~Ri−~Rj)
〈
ΨG
∣∣∣Sˆ+i Sˆ−j mˆk;Γ∣∣∣ΨG〉 (C1b)
+
∑
j(6=k)
(
ei~q(
~Rk−~Rj)
〈
ΨG
∣∣∣Sˆ+k mˆk;ΓSˆ−j ∣∣∣ΨG〉+ c.c.) (C1c)
+
〈
ΨG
∣∣∣Sˆ+k mˆk;ΓSˆ−k ∣∣∣ΨG〉] (C1d)
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This evaluation will be done separately for the three terms (C1b)-(C1d).
In the first term (C1b), we have to distinguish connected and unconnected diagrams.
Here, the term “connected” means, that the lattice site k is connected to one of the lattice
sites i, j. This condition necessarily requires that k is connected to both lattice sites i and j,
because Sˆ+i or Sˆ
−
j generate a spin-flip. Such a process cannot be compensated in a diagram
with only one of these operators, neither by the external vertex-operator mˆk;Γ nor by one of
the internal vertex-operators nˆHFl;I,I′.
The unconnected terms can be written as
(C1b)uc =
1
N~q
∑
k
〈ΨG |mˆk;Γ|ΨG〉
NG
(C2)
×
[ ∑
i 6=j(6=k)
ei~q(
~Ri−~Rj)
∏
l(6=i,j,k)
〈(
Pˆi;GSˆ
+
i Pˆi;G
)(
Pˆj;GSˆ
−
j Pˆj;G
)
Pˆ 2l;G
〉
Φ0
+
∑
i
∏
l(6=i,k)
〈(
Pˆi;GSˆ
+
i Sˆ
−
i Pˆi;G
)
Pˆ 2l;G
〉
Φ0
]
.
When we ignore the restriction i, j, l 6= k, the sum over i and j gives just N~q. Thus, we
find the correct result for (C1b)uc by substracting all diagrams with i = k or j = k for an
external vertex, or l = k for one of the internal vertices. These contributions are given as
i = j = k : NG
∑
Γ′ S−(Γ
′)mΓ′
i = k or j = k : 2NG~S
+ · Ω˜(~q ) · ~S−
l = k : NG~S
+ · Ω˜(~q ) · x˜ · Ω˜(~q ) · ~S− .
Altogether, we obtain the following expression for the contribution of the unconnected dia-
grams:
(C1b)uc =
[
LmΓ −mΓLNG
N~q
(
2~S+ · Ω˜(~q ) · ~S− +
∑
Γ′
S−(Γ
′)mΓ′ + ~S
+ · Ω˜(~q ) · x˜ · Ω˜(~q ) · ~S−
)]
(C3a)
≡ LmΓ +m1Γ(~q) , (C3b)
where LNG
N~q
is given in (54a). Note that only the second term m1Γ(~q) is relevant for our spin-
wave-dispersion Evar~q , since the first term LmΓ is canceled by the respective ground-state
contribution in eq. (25).
For the connected diagrams in (C1b) we may distinguish between those diagrams with
two or four lines, which enter or leave the external vertex. The vertex-factors with two lines
can be evaluated from (50), whereas the respective factor with four lines stems from the
expansion
{...mˆI1,I2...}CΦ0 →
∑
σ1,σ2,σ3,σ4
V˜(σ1σ2)(σ3σ4)
I1,I2
{
...
(
cˆ+σ1 cˆσ2
) (
cˆ+σ3 cˆσ4
)
...
}c
Φ0
(C4)
V˜(σ1σ2)(σ3σ4)
I1,I2
=
∑
J(σ1,σ2,σ3,σ4 /∈I)
fJσ1 f
J
σ2 f
J
σ3 f
J
σ4m
0
J
( ∏
σ∈(σ1,σ2,σ3,σ4)
1
(1− n0σ)
)
(C5)
×
[
fσ3σ1 f
σ4
σ2
δI1J∪(σ1,σ3)δ
I2
J∪(σ2,σ4)
− δσ2σ1δI1J∪σ3δI2J∪σ4 − δσ4σ3δI1J∪σ1δI2J∪σ2+
−δσ4σ1 δI1J∪σ1δI2J∪σ2 − δσ3σ2δI1J∪σ1δI2J∪σ4 + (δσ2σ1δσ4σ3 − δσ4σ1δσ3σ2 )δI1J δI2J
]
,
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which is also derived for |I1| = |I2|. This expression together with eq. (48) leads to the
following external vertex
+
T D
′
D for the operator Sˆ
+
i
+
T
(σ3σ4)
(σ1σ2)
=
∑
Γ
λΓ+λΓ
√
S+(Γ)
∑
I1,I2
TI1,Γ+T
+
Γ,I2
V(σ1σ2)(σ3σ4)
I1,I2
, (C6)
whereas the corresponding factor
−
T D
′
D for the operator Sˆ
−
j is given as
−
T
(σ3σ4)
(σ1σ2)
=
(
+
T
(σ4σ3)
(σ2σ1)
)∗
. (C7)
Using eqs. (50), (C4), and
PˆGmˆΓPˆG =
∑
I1,I2
λ2ΓTΓ,I1T
+
I2,Γ
mˆI1,I2 (C8)
we obtain the following expression for the vertices of the external-operator in (C1b) with
one or two incoming and outgoing lines,
M(σ1σ2)(Γ) =
∑
I1,I2
λ2ΓTΓ,I1T
+
I2,Γ
V(σ1σ2)
I1,I2
, (C9a)
M˜
(σ3σ4)
(σ1σ2)
(Γ) =
∑
I1,I2
λ2ΓTΓ,I1T
+
I2,Γ
V˜(σ1σ2)(σ3σ4)
I1,I2
. (C9b)
When we define the vector ~M(Γ) of components MD(Γ), we may write the connected terms
(C1b) with i 6= j as
m2Γ(~q ) =
LNG
N~q
∑
D1 ,D2 ,D3
[
~M(Γ) ·
(
1ˆ− Ω˜(~0 ) · x˜
)]
D1
(
WD1D2 ,D3(~q ) +W
D1
D3 ,D2
(~q )
)
×
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S+
]
D2
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S−
]
D3
(C10a)
m3Γ(~q ) =
LNG
N~q
∑
D1 ,D2 ,D3
[
~M(Γ) · Ω˜(~0 )
]
D1
ξ˜
D2 ,D3
D1
[
Ω˜(~q ) · ~S+
]
D2
[
Ω˜(~q ) · ~S−
]
D3
(C10b)
m4Γ(~q ) =
LNG
N~q
~M(Γ) · Ω˜(~0 ) ·
(
+
T ·Ω˜(~q ) · ~S−+
−
T ·Ω˜(~q ) · ~S+
)
(C10c)
m5Γ(~q ) =
LNG
N~q
~S+ · Ω˜(~q ) · M˜(Γ) · Ω˜(~q ) · ~S− (C10d)
The tensors WD1D2 ,D3(~q ), ξ˜
D2 ,D3
D1
are defined in Appendix (B). In fig. (4) all diagrams, which
belong to the atomic interactions are presented.
The connected diagrams in (C1b) with i = j are determined by the external vertex-
operator
PˆGSˆ
+Sˆ−PˆG =
∑
Γ′
λ2Γ′S−(Γ
′)mˆΓ′ . (C11)
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This expression leads to the contribution
m6Γ(~q ) =
LNG
N~q
∑
Γ′
S−(Γ
′)
[
~M(Γ′) · Ω˜(~0 ) · ~M(Γ)
]
= m6Γ(~0 ) . (C12)
For the evaluation of (C1c), we need the external vertex for the operator PˆGSˆ
+mˆΓPˆG,
which is the same as the respective term in (51a) for fixed Γ,
A+(σ1σ2) ≡ λΓ+λΓ
√
S+(Γ)
∑
I1,I2
TI1,Γ+T
+
Γ,I2
V(σ1σ2)
I1,I2
. (C13)
The only connected diagram in (C1c) is therefore given as
m7Γ(~q ) =
LNG
N~q
(
~A+ · Ω˜(~q ) · ~S− + c.c.
)
. (C14)
Finally, we determine the contribution (C1d) as
m8Γ(~q ) =
LNG
N~q
S+(Γ)mΓ+ = m
8
Γ(~0 ) . (C15)
Here, we used the relation
Sˆ+mˆΓSˆ
− = S+(Γ)mˆΓ+ . (C16)
To summarize, the expectation value (C1d) for the atomic energy is given as〈
ΨG~q
∣∣∣Hˆat∣∣∣ΨG~q 〉
N~q
= L
∑
Γ
EΓmΓ +
∑
Γ
EΓ
8∑
c=1
mcΓ(~q ) . (C17)
APPENDIX D: EVALUATION OF THE ONE-PARTICLE ENERGY
For the diagrammatic evaluation of the one-particle-energy we write the expectation
value (28b) as〈
ΨG~q
∣∣∣Hˆ1∣∣∣ΨG~q 〉
N~q
=
1
N~q
∑
k(6=)l
∑
σk,σl
tσk ,σlk,l
{ ∑
i,j(6=k,l)
ei~q(
~Ri−~Rj)
〈
Sˆ+i cˆ
+
k;σk
cˆl;σlSˆ
−
j
〉
ΨG
+ (D1a)
+
∑
i(6=k,l)
(
ei~q(
~Ri−~Rl)
〈
Sˆ+i cˆ
+
k;σk
cˆl;σlSˆ
−
l
〉
ΨG
+ ei~q(
~Ri−~Rk)
〈
Sˆ+i cˆ
+
k;σk
cˆl;σlSˆ
−
k
〉
ΨG
)
+ c.c (D1b)
+
(
ei~q(
~Rk−~Rl)
〈
Sˆ+k cˆ
+
k;σk
cˆl;σlSˆ
−
l
〉
ΨG
+ ei~q(
~Rl−~Rk)
〈
cˆ+k;σkSˆ
−
k Sˆ
+
l cˆl;σl
〉
ΨG
)
+ c.c (D1c)
+
〈
Sˆ+k cˆ
+
k;σk
Sˆ−k cˆl;σl
〉
ΨG
+ c.c.
}
(D1d)
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Here, we already used the fact that the tight-binding parameters do not contain any lo-
cal terms. In (D1a) we have to distinguish connected and unconnected diagrams. The
unconnected contributions may be written as
(D1a)uc =
1
N~q
∑
k 6=l
∑
σk,σl
tσk,σlk,l
〈
Sˆ+i cˆ
+
k;σk
cˆl;σlSˆ
−
j
〉
ΨG
(D2)
×
[ ∑
i 6=j(6=k,l)
ei~q(
~Ri−~Rj)
∏
m(6=i,j,k,l)
〈(
Pˆi;GSˆ
+
i Pˆi;G
)(
Pˆj;GSˆ
−
j Pˆj;G
)
Pˆ 2m;G
〉
Φ0
+
∑
i
∏
m(6=i,k,l)
〈(
Pˆi;GSˆ
+
i Sˆ
−
i Pˆi;G
)
Pˆ 2m;G
〉
Φ0
]
.
Eq. (D2) can be evaluated, using the same arguments as discussed in connection with eq.
(C2). This evaluation leads to
(D1a)uc = Ekin − ε1(~q ) (D3a)
ε1(~q ) =
2Ekin
L
LNG
N~q
(
2~S+ · Ω˜(~q ) · ~S− +
∑
Γ′
S−(Γ
′)mΓ′ + ~S
+ · Ω˜(~q ) · x˜ · Ω˜(~q ) · ~S−
)
(D3b)
where
Ekin =
1
NG
∑
k 6=l
∑
σk,σl
tσk ,σlk,l
〈
cˆ+k;σk cˆl;σl
〉
ΨG
(D4)
Before we start to discuss the connected diagrams, we should first consider the general
structure of external vertices in (D1a) at lattice sites k and l, where electrons are created or
annihilated. For example, the vertex-function of the operator cˆ+σ leads to{
...PˆGcˆ
+
σ PˆG...
}C
Φ0
=
∑
Γ,Γ′
λΓλΓ′
∑
I(σ/∈I)
f IσT
+
Γ,ITI∪σ,Γ′
∑
I1,I2
TI1,ΓT
+
Γ′,I4
{...mˆI1,I2...}CΦ0 (D5)
Hence, our general problem is the calculation of vertex-contributions for operators mˆI1,I2
with |I1|− |I2| = 1. The first case is a vertex with only one incoming and no outgoing line,
{...mˆI1,I2...}CΦ0 →
∑
σ′
h
I1,I2
(σ′)
{
...cˆ+σ1 ...
}c
Φ0
(D6a)
hI1,I2(σ
′) =
1
1− n0σ′
∑
I′(σ′ /∈I′)
f I
′
σ′m
0
I′δ
I′∪σ′
I1
δI
′
I2
. (D6b)
Note that eq. (D5) together with (16b) yields directly the q-factor (16b), which occurs as
the renormalization factor for hopping-processes.
Furthermore we have the cases with two (three) incoming and one (two) outgoing lines.
This processes lead to the vertices
{...mˆI1,I2...}CΦ0 →
∑
σ′
∑
σ1,σ2
H
(σ1,σ2)
I1,I2
(σ′)
{
...
(
cˆ+σ′
) (
cˆ+σ1 cˆσ2
)
...
}c
Φ0
(D7a)
H
(σ1σ2)
I1,I2
(σ′) =
∑
I′(σ′,σ1,σ2 /∈I′)
f I
′
σ′f
I′
σ1
f I
′
σ2
m0I′
( ∏
σ˜∈(σ′,σ1,σ2)
1
(1− n0σ˜)
)
(D7b)
×
[
fσ1σ′ δ
I′∪(σ′,σ1)
I1,
δI
′∪σ2
I2
− δσ2σ1δI
′∪σ′
I1 δ
I′
I2 + δ
σ2
σ′ δ
I′∪σ1
I1
δI
′
I2
]
.
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and
{...mˆI1,I2...}CΦ0 →
∑
σ′
∑
σ1,σ2
H
(σ1σ2)(σ3σ4)
I1,I2
(σ′)
{
...
(
cˆ+σ′
) (
cˆ+σ1 cˆσ2
) (
cˆ+σ3 cˆσ4
)
...
}c
Φ0
(D8a)
H
(σ1σ2)(σ3σ4)
I1,I2
(σ′) =
∑
I(σ1,σ2,σ3,σ4,σ′ /∈I)
f Iσ1 f
I
σ2
f Iσ3 f
I
σ4
f Iσ′m
0
I
( ∏
σ∈(σ1,σ2,σ3,σ4,σ′)
1
(1− n0σ)
)
fσ1σ′ f
σ3
σ′ (D8b)
×
[
fσ3σ1 f
σ4
σ2
δI1I∪(σ1,σ3,σ′)δ
I2
I∪(σ2,σ4),
− fσ1σ′
(
δσ2σ1δ
I1
I∪(σ3,σ′)
δI2I∪σ4 − δσ4σ1δI1I∪(σ3,σ′)δI2I∪σ2
)
+fσ3σ′
(
δσ3σ2δ
I1
I∪(σ1,σ′)
δI2I∪σ4 − δσ4σ3δI1I∪(σ1,σ′)δI2I∪σ2
)
+ fσ1σ′ f
σ3
σ′ (δ
σ2
σ1δ
σ4
σ3 − δσ3σ2δσ4σ1 )δI1I∪σ′δI2I
]
+δσ2σ′ f
σ1
σ′ f
σ3
σ′
(
fσ3σ1 δ
I1
I∪(σ1,σ3)
δI2I∪σ4 + δ
σ4
σ3
δI1I∪σ1δ
I2
I − δσ4σ1δI1I∪σ3δI2I
)
+
−δσ4σ′ fσ1σ′ fσ3σ′
(
fσ3σ1 δ
I1
I∪(σ1,σ3)
δI2I∪σ2 + δ
σ2
σ3δ
I1
I∪σ1
δI2I − δσ2σ1δI1I∪σ3δI2I
)]
.
Using (D5) we may now define the following vertex-functions for a single creation-
operator as it occurs in (D1a)
Q+D(σ, σ
′) =
∑
Γ,Γ′
λΓλΓ′
∑
I(σ/∈I)
f IσT
+
Γ,ITI∪σ,Γ′
∑
I1,I2
TI1,ΓT
+
Γ′,I2
HDI1,I2(σ
′) , (D9a)
Q˜+
DD′
(σ, σ′) =
∑
Γ,Γ′
λΓλΓ′
∑
I(σ/∈I)
f IσT
+
Γ,ITI∪σ,Γ′
∑
I1,I2
TI1,ΓT
+
Γ′,I2
HDD
′
I1,I2(σ
′) (D9b)
The respective vertices QD(σ, σ
′), Q˜DD′(σ, σ
′) for annihilation-operators are given as
Q(σ1σ2)(σ, σ
′) =
[
Q+(σ2σ1)(σ, σ
′)
]∗
, (D10a)
Q˜(σ1σ2)(σ3σ4)(σ, σ
′) =
[
Q˜+(σ2σ1)(σ4σ3)(σ, σ
′)
]∗
. (D10b)
Now we can determine the connected diagrams in (D1a). First, we have the following
terms for i 6= j
ε2(~q ) =
NG
N~q
∑
σ1,σ2
√
qσ1qσ2
∑
D1 ,D2
(
U˜σ1,σ2D1 ,D2 (~q ) + U˜
σ1,σ2
D2 ,D1
(~q )
)
(D11a)
×
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S+
]
D1
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S−
]
D2
,
ε3(~q ) =
NG
N~q
∑
σ1,σ2
√
qσ1qσ2
∑
D1 ,D2 ,D3 ,D4
V D1(σ1σ2)(σ1σ2)(
~0 )
[
x˜ ·
(
1ˆ + Ω˜(~0 ) · x˜
)]
D1 ,D2
×
(
W˜D2D3 ,D4(~q ) + W˜
D2
D4 ,D3
(~q )
)
×
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S+
]
D3
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S−
]
D4
, (D11b)
ε4(~q ) =
NG
N~q
∑
σ1,σ2
√
qσ1qσ2
∑
D1 ,D2 ,D3 ,D4
V D1(σ1σ2)(σ1σ2)(
~0 )
[
1ˆ + x˜ · Ω˜(~0 )
]
D1 ,D2
×ξ˜D3 ,D4D2
[
Ω˜(~q ) · ~S+
]
D3
[
Ω˜(~q ) · ~S−
]
D4
, (D11c)
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ε5(~q ) =
NG
N~q
∑
σ1,σ2,σ′1,σ
′
2
∑
D1 ,D2
(
Q+D1 (σ1, σ
′
1)QD2 (σ2, σ
′
2) +Q
+
D2
(σ1, σ
′
1)QD1 (σ2, σ
′
2)
)
×Eσ1,σ2σ′
1
,σ′
2
(~q )
[
Ω˜(~q ) · ~S+
]
D1
[
Ω˜(~q ) · ~S−
]
D2
, (D11d)
ε6(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1 ,D2
(
Q+D1 (σ1, σ
′
1)V¯
D2
(σ′1σ2)(σ1σ2)
(~q ) +QD1 (σ1, σ
′
1)V
D2
(σ2σ′1)(σ2σ1)
(~q )
)
×
{[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S+
]
D2
[
Ω˜(~q ) · ~S−
]
D1
+
[
Ω˜(~q ) · ~S+
]
D1
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S−
]
D2
}
, (D11e)
ε7(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1 ,D2 ,D3 ,D4
(
Q+D1 (σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) +QD1 (σ1, σ
′
1)E
(σ2σ1)
(σ2σ′1)
(~0 )
)
×
[
1ˆ + Ω˜(~0 ) · x˜
]
D1 ,D2
(
WD2D3 ,D4 (~q ) +W
D2
D4 ,D3
(~q )
)
×
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S+
]
D3
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S−
]
D4
, (D11f)
ε8(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1 ,D2 ,D3 ,D4
(
Q+D1 (σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) +QD1 (σ1, σ
′
1)E
(σ2σ1)
(σ2σ′1)
(~0 )
)
×Ω˜D2D1 (~q )ξ˜
D3 ,D4
D2
[
Ω˜(~q ) · ~S+
]
D3
[
Ω˜(~q ) · ~S−
]
D4
, (D11g)
ε9(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1 ,D2
(
Q˜+D1D2(σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) + Q˜D1D2 (σ1, σ
′
1)E
(σ2σ1)
(σ2σ′1)
(~0 )
)
×
[
Ω˜(~q ) · ~S+
]
D1
[
Ω˜(~q ) · ~S−
]
D2
, (D11h)
ε10(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1
(
Q+D1 (σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) +QD1 (σ1, σ
′
1)E
(σ2σ1)
(σ2σ′1)
(~0 )
)
×
[
Ω˜(~q ) ·
(
+
T ·Ω˜(~q ) · ~S−+
−
T ·Ω˜(~q ) · ~S+
)]
D1
, (D11i)
ε11(~q ) =
NG
N~q
∑
σ1,σ2
√
qσ1qσ2
∑
D1
V D1(σ1σ2)(σ1σ2)(
~0 )
×
[(
1ˆ + x˜ · Ω˜(~q )
)
·
(
+
T ·Ω˜(~q ) · ~S−+
−
T ·Ω˜(~q ) · ~S+
)]
D1
. (D11j)
Expressions for the diagrams ED1D2 , U
D1
D2D3
, V D1D2D3 , and V¯
D1
D2D3
can be found in Appendix (B).
Using eq. (C11) we derive the connected diagrams in (D1a) with i = j as
ε12(~q ) =
NG
N~q
∑
σ1,σ2
√
qσ1qσ2
∑
D1
∑
Γ′
λ2Γ′S−(Γ
′)V D1(σ1σ2)(σ1σ2)(
~0 )
[(
1ˆ + x˜ · Ω˜(~0 )
)
· ~M(Γ′)
]
, (D12a)
ε13(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1
∑
Γ′
λ2Γ′S−(Γ
′)
(
Q+D1 (σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) +QD1 (σ1, σ
′
1)E
(σ2σ1)
(σ2σ′1)
(~0 )
)
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×
[
Ω˜(~0 ) · ~M(Γ′)
]
D1
. (D12b)
For the evaluation of (D1b) we need the vertex-function for the operators
PˆGcˆσSˆ
−PˆG =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)
∑
I(σ/∈I)
f IσT
+
Γ,ITI∪σ,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
mˆI1,I2 , (D13a)
PˆGcˆ
+
σ Sˆ
−PˆG =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)
∑
I(σ/∈I)
f IσT
+
Γ,I∪σTI,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
mˆI1,I2 (D13b)
with one (or two) incoming or outgoing lines. These functions follow directly from eqs.
(D7a) and (D8a)
r(σ, σ′) =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)
∑
I(σ/∈I)
f IσT
+
Γ,ITI∪σ,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
hI2,I1(σ
′) , (D14a)
r+(σ, σ′) =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)
∑
I(σ/∈I)
f IσT
+
Γ,I∪σTI,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
hI1,I2(σ
′) , (D14b)
Rσ1,σ2(σ, σ
′) =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)
∑
I(σ/∈I)
f IσT
+
Γ,ITI∪σ,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
H
(σ2σ1)
I2,I1
(σ′) , (D14c)
R+(σ1σ2)(σ, σ
′) =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)
∑
I(σ/∈I)
f IσT
+
Γ,I∪σTI,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
H
(σ1σ2)
I1,I2
(σ′) . (D14d)
Note that for the vertices of the remaining operators PˆGSˆ
+cˆσPˆG and PˆGSˆ
+cˆ+σ PˆG the rules
(D10) apply. Now we are able to summarize the contributions (D1b) as
ε14(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1
(
r+(σ1, σ
′
1)V¯
D1
(σ′1σ2)(σ1σ2)
(~q ) + r(σ1, σ
′
1)V
D1
(σ2σ′1)(σ2σ1)
(~q )
)
×
[(
1ˆ + x˜ · Ω˜(~q )
)
· ~S−
]
D1
+ c.c. , (D15a)
ε15(~q ) =
NG
N~q
∑
σ1,σ2,σ′1
√
qσ2
∑
D1
(
R+D1 (σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) +RD1 (σ1, σ
′
1)E
(σ2σ1)
(σ2σ′1)
(~0 )
)
×
[
Ω˜(~q ) · ~S−
]
D1
+ c.c , (D15b)
ε16(~q ) =
NG
N~q
∑
σ1,σ2,σ′1,σ
′
2
∑
D1
(
r+(σ1, σ
′
1)QD1 (σ2, σ
′
2) + r(σ2, σ
′
2)Q
+
D1
(σ1, σ
′
1)
)
E
(σ1σ2)
(σ′1σ′2)
(~q )
×
[
Ω˜(~q ) · ~S−
]
D1
+ c.c. . (D15c)
The contributions from eq. (D1c) are
ε17(~q ) =
NG
N~q
∑
σ1,σ2,σ′1,σ
′
2
(
r+(σ1, σ
′
1)
(
r+(σ2, σ
′
2)
)∗
+ (r(σ1, σ
′
1))
∗
r(σ2, σ
′
2)
)
E
(σ1σ2)
(σ′1σ′2)
(~q ) . (D16)
Finally, we need the vertex-function for the operator PˆGSˆ
+cˆ+σ Sˆ
−PˆG in (D1d) with one out-
going line
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l(σ, σ′) =
∑
Γ,Γ′
λΓλΓ′
√
S−(Γ′)S−(Γ)
∑
I(σ/∈I)
f IσT
+
Γ−,I
TI∪σ,Γ′
−
∑
I1,I2
TI1,ΓT
+
Γ′,I2
hI1,I2(σ
′) . (D17)
in (D1d). This gives us the contribution from eq. (D1d),
ε18(~q ) =
∑
σ1,σ2,σ′1
√
qσ2l(σ1, σ
′
1)E
(σ1σ2)
(σ′1σ2)
(~0 ) + c.c. (D18)
Altogether we may write the expectation value for the kinetic energy (D1) as〈
ΨG~q
∣∣∣Hˆ1∣∣∣ΨG~q 〉
N~q
= Ekin +
18∑
c=1
εc(~q ) . (D19)
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FIGURES
FIG. 1. Multi-orbital RPA-diagrams for the matrix Ω˜.
FIG. 2. Phase diagram as a function of U and J for the Hartree-Fock-Stoner theory (HF) and
the Gutzwiller wave function (GW) for (a) nσ = 0.29 and (b) nσ = 0.35; PM: paramagnet, FM:
ferromagnet.
FIG. 3. Variational spin wave dispersion in (100)-direction, for the two-band model; nσ = 0.29,
J = 0.2U , and the values U/eV = 7.8, 10, 12, 13.6 correspond to m = 0.12, 0.20, 0.26, 0.28. The
inset shows the Variational spin wave dispersion in (100) and (110)-direction for m = 0.2 and
m = 0.28
FIG. 4. All contributing diagrams in the evaluation of the atomic energy. The diagrams Φ˜(~q)
and Ψ˜(~q) are defined as Φ˜ = 1ˆ− Ω˜ · x˜, Ψ˜ = 1ˆ+ x˜ · Ω˜. Dotted and solid lines indicate the arguments
~0 and ~q, respectively.
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