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Abstract
It is always an attractive task to discover knowledge
for various learning problems; however, this knowl-
edge discovery and maintenance process usually
suffers from noise, incompleteness or knowledge
domain mismatch. Thus, robust knowledge dis-
covery by removing the noisy features or samples,
complementing incomplete data, and mitigating the
distribution difference becomes the key. Along this
line of research, low-rank modeling is widely-used
to solve these challenges. This survey covers the
topic of: (1) robust knowledge recovery, (2) robust
knowledge transfer, (3) robust knowledge fusion,
centered around several major applications. First
of all, we deliver a unified formulation for robust
knowledge discovery based on a given dataset. Sec-
ond, we discuss robust knowledge transfer and fu-
sion given multiple datasets with different knowl-
edge flows, followed by practical challenges, model
variations, and remarks. Finally, we highlight fu-
ture research of robust knowledge discovery for
incomplete, unbalance, large-scale data analysis.
This would benefit AI community from literature
review to future direction.
1 Introduction
In machine learning tasks, knowledge recovery from given
datasets usually refers to identifying discriminant features, or
labels through supervised or unsupervised approaches. The
data itself may come from a single knowledge domain, or
multiple domains. In addition, data would suffer from sev-
eral issues, e.g., noises, outliers, missing data, and domain
divergences for multi-domain data analysis. How to deal
with those challenges while still be able to discover mean-
ingful knowledge is the key issue. It is well-known that low-
rank modeling is one such robust knowledge discovery tool
widely-used in the variety of vision, data mining, and ma-
chine learning problems. Basically, based on the number of
knowledge domain and knowledge flow, we summarize ro-
bust knowledge discovery problems into three groups: (1) ro-
bust knowledge recovery for single domain, (2) robust knowl-
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Figure 1: Illustration of our robust knowledge discovery in
three fashions including knowledge recovery for single do-
main/view (dash line for discriminant representation and grey
samples for outliers and noises), knowledge transfer for mul-
tiple views/domains (arrow withT) and knowledge fusion for
multiple views/domains (arrows with F).
edge transfer and (3) robust knowledge fusion for multiple
domains. Their meanings and connections are illustrated in
Figure 1.
First, robust knowledge recovery aims to recover the
knowledge from single-domain data assuming the data is gen-
erated from some unknown support(s) while suffered from
corruption and noises. Such an assumption allows us to re-
cover the knowledge by decomposing the data into a low-
rank and sparse component [Cande`s et al., 2011; Liu et al.,
2013], which will help in many high demanding applications
such as data clustering, outlier detection, image segmentation
and classification, etc. The low-rank modeling is usually in-
tegrated with embedding, representation learning [Li and Fu,
2016; Ding and Fu, 2016; Ding et al., 2016], and able to work
with vector data or graph [Shao et al., 2016b].
Second, robust knowledge transfer targets at adapting
knowledge from a well-labeled external domain to a target
domain through coupling the distribution mismatch. The
key is to align different domains through low-rank modeling
and thus smoothly transit knowledge to the target domain,
regardless of noises, outliers, or irrelevant knowledge from
both domains. Normally, low-rank reconstruction [Shao et
al., 2014; Ding et al., 2014; Jhuo et al., 2012] and com-
mon low-rank coding [Ding et al., 2015; Shao et al., 2014;
Ding and Fu, 2018a] are two kinds of popular strategies in
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knowledge transfer.
Third, robust knowledge fusion is different from knowl-
edge transfer in the sense that it concentrates on common
knowledge across multiple domains for new learning tasks.
The key is to recover the consistent knowledge by exploit-
ing low-rank modeling across different domains. There
are various fusion schemes, e.g., early fusion, late fusion
[Xia et al., 2014], decision fusion [Luo et al., 2018; Tao
et al., 2017], and transferable fusion [Ding et al., 2017;
Ding et al., 2018a], which essentially places low-rank con-
straints on features, dicriminant models, and learning out-
comes.
In this work, we provide a comprehensive review on ro-
bust knowledge discovery via low-rank modeling. To our best
knowledge, this is the first work to discuss low-rank modeling
in such a unified knowledge discovery perspective. A unified
modeling will be introduced to cover most existing models,
followed by detailed introduction of methods in each line. In
addition, extensive discussions and remarks will be provided
to inspire the readers.
2 A Unified Perspective
Given a data set X = {X,Y }, where data X or label Y
would have noise, incompleteness, and X could contain v
subsets with different distributions {X1, · · · , Xv}, we aim
to discover robust knowledge from the data by dealing with
these challenges based on the specific tasks. The core idea
of those methods is to explore low-rank modeling to recover,
transfer, and fuse knowledge (See Figure 1). We will embody
them in two categories: single data domain w/o label infor-
mation; multiple domains w/o label information.
For the first category, the goal is to recover robust knowl-
edge with low-rank constraint, which can be roughly formu-
lated into one unified framework as follows:
min
φ1/2(·),Z,E
rank(Z) + λ‖E‖p + γR
(
φ1/2(X), Z
)
s.t. φ1(X) = φ2(X)Z + E,
(1)
where φ1/2(·) are general mapping functions, e.g., iden-
tity function, linear projections, or non-linear functions.
R(φ1/2(X), Z) denotes a regularizer on the data or low-rank
representation, or label information. In Section 3, we will dis-
cuss it more specifically in four lines including low-rank rep-
resentation learning in original space or transformed space,
missing data completion and graph reconstruction.
For the second category, we need either to fuse the knowl-
edge or transfer knowledge or both. For knowledge trans-
fer, we can roughly extend the low-rank representation in Eq.
(1) as φ1(X1/2) = φ2(X2/1)Z + E. The core idea is to
align two domains under low-rank constraint to transfer the
intrinsic locality knowledge. For knowledge fusion, we can
also roughly explore low-rank representation per domain as
φ(Xi) = φ(Xi)Zi + Ei, then either separately fuse knowl-
edge or jointly fuse knowledge by building different strategies
over all Zi. In Sections 4 and 5, we will present knowledge
transfer and fusion more specifically.
For clarity, Table 1 lists the frequently used notations if
there is no specific definitions in the main manuscript.
Notation Description
‖ · ‖F Frobenius norm of a matrix
rank(·) rank operator of a matrix
‖ · ‖p the lp-norm of a matrix
φ(·), φ1/2(·) General mapping functions
P/W Linear projection/rotation
F1/2(·) Non-linear functions
Zi The new representation for the i-th domain
Z The Low-rank Representation
E The Residual
Ei The Residual for the the i-th domain
λ, γ balance parameters
Table 1: Notations and Descriptions.
3 Robust Knowledge Recovery
In the learning tasks, we always confront that the real-world
data contains noise or incomplete values due the collected
devices, human wrong annotation. All these issues hinder us
to recover the structure of the data, which intrinsically have a
very low rankness. Thus, it is essential to recover its low-rank
structure by benefiting the learning tasks.
3.1 Robust Representation Learning
In the recent research, robust representation learning has been
widely explored when the data contains noise or outliers.
Among them, Robust Principal Component Analysis (RPCA)
[Cande`s et al., 2011] is a well-known algorithm, which as-
sumes the data is drawn from one single subspace. Specif-
ically, RPCA decomposes X with X = Z + E, where
Z is constrained with rank operator and E is the residual
with sparse constraint. In this sense, a clean basis could
be obtained. Since the real-world data is generally lying in
multiple subspaces, Low-Rank Representation (LRR) [Liu
et al., 2013] is developed to uncover the global class struc-
tures within the data meanwhile detecting sparse noise or
outliers. To be specific, LRR learns the low-rank represen-
tation Z in the following equation X = XZ + E. RPCA
has been successfully applied to background modeling, while
LRR achieves impressive performance on subspace clus-
tering. When data is more complex or incomplete, dual
low-rank structures are explored to handle this issue. Nor-
mally, X will be decomposed to two low-rank components
[Liu and Yan, 2011; Bao et al., 2013; Zhang et al., 2015;
Panagakis et al., 2016]. Specifically, latent low-rank repre-
sentation [Liu and Yan, 2011] is designed as X = XZ +
WX + E → (I −W )X = XZ + E, where Z is to recover
the structure in sample level and W is to capture the struc-
ture in feature level. In this viewpoint, W is considered as a
rotation in the feature level. To further preserve the intrinsic
structure of the original data, a graph regularizer would be
explored to guide the learning of Z and W [Yin et al., 2015].
3.2 Robust Knowledge Embedding
The previous robust representation recoveries knowledge in
the original data space by digging out the noise or outliers. A
more effective way to remove the redundancy within the data
is to jointly learn a transformation or a series of functions
[Zhang et al., 2017]. There are also many other research ef-
forts to explore the robust knowledge discovery jointly with
embedding techniques, e.g., subspace learning, linear regres-
sion, and auto-encoder as well as their variants.
First of all, robust subspace learning attempts to jointly
seek an effective low-dimensional projection P by recovering
the intrinsic structure of the noisy data with low-rank con-
straint [Li and Fu, 2016]. Among them, Li et al. explored
a supervised learning regularizer R(P>XZ) based on the
idea of Fisher criterion to guide the new representation learn-
ing, which still exploited the low-rank representation learn-
ing in the original space. Differently, we previously explored
the low-rank representation under the low-dimensional space,
i.e., P>X = P>XZ +E, and a graph regularizerR(P>X)
is adopted to preserve more discirminative information. Fur-
thermore, we proposed a dual low-rank decomposition for
cross-modal data analysis by considering two kinds of mani-
folds existed within the original data [Ding and Fu, 2016].
Secondly, robust regression aims to trigger a disriminative
regression model based on the low-rank representation of the
input data, that is, ‖X − Z‖p + λrank(Z). Simultaneously,
a robust linear regression model Y = P>Z is built to re-
cover more discrimintive knowledge [Huang et al., 2016],
where Y is the label information and P is the regression
model. A tensor-based regression was also proposed by seek-
ing a low-rank tensor transformation [Rabusseau and Kadri,
2016]. Other kinds of disriminative pre-defined matrices are
also adopted as masks for the specific variables in the opti-
mization formula. To sum up, the key idea of this strategy is
to enhance the robustness of regression model by exploring
the low-rank representation.
Thirdly, we previously proposed a robust denoising auto-
encoder to reconstruct the clean data with rank constraint
[Ding et al., 2016]. The idea behind is that a clean ba-
sis will be recovered with low-rank constraint through a se-
ries of encoders and decoders with the corrupted data as in-
put. Suppose F1(·) and F2(·) are the encoder and decoder,
a basic version of robust denoising auto-encoder is like that
‖Z − F2(F1(X))‖2F. To integrate more intrinsic structure
or discrimiantive information, we design a graph regular-
izer to guide the encoder learning, i.e., R(F1(X)). Follow-
ing this, we explore a robust metric learning by connect-
ing with marginalized desnoising auto-encoder, which aims
to seek one linear feature transformation in a marginalized
fashion to replace the encoder and decoder of original auto-
encoder. To be specific, a robust metric W ∈ Sd+ is sought
by constraining the reconstructed output to be low-rank as
‖Z −WX‖2F = ‖Z − PP>X‖2F [Ding et al., 2018c].
3.3 Robust Knowledge Completion
Since information missing is a very common challenge for
data analysis, which is caused by the partial observation on
the data. When data has missing values and incomplete-
ness, we need to recover the missing values by borrowing
the knowledge from the existing values. Specifically, it is es-
sential to capture the structure of the data, then we are more
possible to recover those missing values. Normally, we will
have the following formulation as:
min
Z
‖PΩ(X − Z)‖2F + λrank(Z), (2)
where we define the projection PΩ(X) to be the matrix with
the observed elements of X preserved, and the missing en-
tries replaced [Hastie et al., 2015].
Another very common case is the annotation of the data
is incomplete, e.g., the labels per each instance are always
not well annotated in multi-label learning. That is, to deal
with fully understanding what knowledge contained within
the data, it is essential to recover the missing labels for each
instance by exploring the label relationship across different
instances. Normally, the knowledge completion would be
constrained on feature-label mapping [Jing et al., 2015] as,
min
P
‖P>X − Y ‖2F + λrank(P>X),
or directly on multi-label matrix [Zhao and Guo, 2015] as,
min
P,Yˆ
‖P>X − Yˆ ‖2F + λrank(Yˆ ) + γ‖Yˆ − Y ‖2F,
where those kinds of methods could be treated as the exten-
sions of data completion and robust regression.
3.4 Robust Graph Representation
Graphs play increasingly important roles in learning prob-
lems. Sparse graph has attracted more attention due to its us-
age in graph Laplacian and social networks recently. While
it seems memory-efficient due to sparsity, the memory con-
sumption will become extremely large given a large number
of nodes. And most importantly, sparse graph compression
and approximation has not been well discussed yet, which
needs a robust representation to identify the gist of the graph
and key topological structure. We recently proposed a divide-
and-conquer based low-rank approximation framework for
sparse graph approximation [Shao et al., 2016b]. Given a
sparse graph G¸(V,E) where V andE represents the node and
edge sets, respectively, the basic idea is to divide the entire
graph into intra-graph G¸w (low-rank component) and inter-
graph G¸b (sparse component) such that G¸ = G¸w + G¸b, based
on the graph topology and the feature distribution. An illus-
tration of intra- and inter-graph concepts after the divide step
is shown in Figure 2.
For intra-graph G¸w, we developed a dedicated graph ap-
proximation method through random projection with rank-
k approximation where the cohesive intra-graph information
can be well preserved. Specifically, for each intra-graph G¸(i)w
and random projection matrix Pi on the block diagonal of G¸,
we aim at minimizing and bounding the following objective:
‖G¸w − G¸ˆw‖2F =
∑
i ‖(Ii − PiP>i )G¸(i)w ‖2F ≤ ε1. For inter-
graph G¸b, a sparsified low-rank approximation is developed
to represent the inter-graph connections. A single similar-
ity sij between i- and j-th cluster will replace all similari-
ties within G¸(ij)b , which may significantly reduce the memory
cost. The learning objective would become minimizing the
Figure 2: An illustration of robust graph representation [Shao
et al., 2016b]. The pixel value indicates the similarity be-
tween two nodes with edges in the graph. “Ours” means
the approximated one by our method. Intuitively, the block
diagonal indicates the low-rank intra-graph, while the off-
diagonal blocks indicate the sparse inter-graph.
following error: ‖G¸b−G¸ˆb‖2F =
∑
ij,i 6=j ‖(G¸(ij)b −sijΛij‖2F ≤
ε2, where Λij is the binary index matrix of the inter-graph
G¸(ij)b . From the Theorem 2 in [Shao et al., 2016b], we learned
that the approximation error will be primarily affected by the
sparsity of the graph, and coherence of each inter-graph G¸(ij)b .
In the conquer step, an approximation is achieved through
the ensemble of two approximate graphs: G¸ˆ = G¸ˆw + G¸ˆb,
and it can be proved that the expected approximation error is
bounded by E[‖G¸− G¸ˆ‖2F] ≤ ε1 + ε2.
Remarks. The four lines we discussed previously mainly aim
to seek low-rank representations by removing the noise or
outliers, reducing the redundant features, and completing the
missing elements. They assume data has a sample-wise low-
rank or feature-wise low-rank structure. Specifically, robust
representation and completion are two fundamental spirits
of robust knowledge discovery. Then, other techniques like
subspace learning and linear regression are integrated cap-
ture the robust knowledge in an inductive fashion for conve-
nient knowledge extension. The low-rank knowledge recov-
ery can also be applied to scalable robust graph representation
to account for intra- and inter-graph structures in a large-scale
graph through divide-and-conquer.
4 Robust Knowledge Transfer
In learning problems, we are faced with limited training data,
leading to poor performance and generalization capability.
One feasible solution is to reuse knowledge from relevant
filed, so called “domain”. Transfer learning is such a method
that uses knowledge from source domain to assist learning
tasks in the target domain, where a good alignment between
source and target domains is requested.
4.1 Robust Domain Alignment
In our recent research, we explore a few ways of using low-
rank representation together with subspace learning for do-
main alignment called “Low-rank Transfer Subspace Learn-
ing (LSTL)”[Shao et al., 2014]. Assume the source domain
data is Xs and target domain data is Xt, the proposed LSTL
aims to find a subspace P and a low-rank alignment matrix
Z, such that the following mapping is valid:
min
Z,E
rank(Z) + λ‖E‖2,1 + γf(P,Xs, Xt),
s.t. P>Xs = P>XtZ + E.
(3)
The model above not only allows knowledge transfer but
also discovers a suitable subspace at the same time. The term
E aims to account for the “outliers” that cannot be well incor-
porated into the knowledge transfer, which leads to a robust
and explainable learning process. The optimization problem
here is not jointly convex over all unknown variables. Thus,
ADMM method is applied to update each unknown variable
at a time by fixing others until all converged.
It should be noted that the model in Eq. (3) is generic in
the sense that it accounts for many existing subspace learn-
ing. By adjusting the learning function f(P,XS , Xt), it will
adapt to supervised or unsupervised subspace learning, and
address the source domain with or without labels. In addi-
tion, it deserves further exploration of using kernel or tensor
structure which may explain the non-linear or multilinear data
well. This method has been thoroughly evaluated on various
tasks including domain adaptation, heterogeneous face recog-
nition, and visual kinship verification [Shao et al., 2014].
There are three typical model variations similar to LSTL.
The first model simplifies LSTL and degenerate to keeping a
rotation function only instead of enforcing subspace projec-
tion P on both sides of Eq. (3). Specifically, they use the
constraint: WXs = XtZ + E where W represents the rota-
tion matrix [Jhuo et al., 2012]. Second, a more challenging
yet valuable problem recently draws our attention that the tar-
get domain is completely missing in training period, in which
conventional transfer learning model fails. To compensate for
the missing target, we will borrow the knowledge from a com-
plete source-target transfer learning scenario as a complement
for the original LSTL [Ding et al., 2014]. Third, inspired by
the recent deep learning model and layer-wise training philos-
ophy, we bring the Eq. (3) into each layer of source and target
deep networks, and conduct a layer-wise knowledge transfer
formulated as: WX = WXsZ+E whereW is the deep low-
rank coding weight [Ding et al., 2015]. Two extensions are
further proposed under the low-rank coding formulation. One
is to first organize the source-target pairs using decision tree
then seek low-rank coding [Shao et al., 2016a]. The second
extension is to jointly seek multi-layer low-rank coding and
utilizing matrix factorization at the top layer [Ding and Fu,
2018a]. The learned representation in each layer is able to
progressively capture the domain invariant features, and pro-
vide better performance in general compared to the shallow
approaches like LSTL.
4.2 Weak Supervision
In knowledge transfer, it may occur that the source data is
weakly labeled, which we refer as “transfer learning with par-
tially labeled source” (TL-PLS). Still these partially labeled
data are of great value if propagated properly. Note this is
different from the semi-supervised learning problem, where
many unlabeled training data is accessible, and the test data
is distributed in the same space. In transfer learning, how-
ever, the target data has different distribution compared to the
source data. Thus, a reasonable approach would be grouping
“labeled source data”, “unlabeled source data”, and “target
data” in a common feature space through samples’ topologi-
cal information. In our recent work [Shao, 2016], we propose
an efficient method for TL-PLS, including (1) low-rank co-
clustering and (2) efficient subspace learning.
We may propagate labels in source domain to unlabeled
source and target data through clustering. To avoid the clus-
ter collapse within the same domain, we introduce a bipartite
graph to model cross-domain links only. In this way, data
from different domains, but same class, or of same concepts
may possibly be grouped together. For the best practice, we
only group the source data and propagate the “pseudo” la-
bels to the target through nearest neighbor criterion such that
source and target clusters have similar semantics. In addition,
this will render a pre-defined low-rank decomposition on the
graph which leads to a highly efficient graph clustering for
pseudo labels in source data. In this way, we can achieve
pseudo labels Yˆs and Yˆt for both domains based only on a
few ground truth source label Ys.
A challenge in the previous problem is feature space gap
between Xs and Xt which may reside on very different
spaces. Similar to LTSL, a common subspace can be intro-
duced to mitigate the domain divergence. A probabilistic
measurement D¸ can be introduced to minimize domain dif-
ference in the new space φ(·), which uses low-rank clustering
with the pre-defined low-rank decomposition.
Remarks. The approaches discussed above refer to a com-
mon subspace and thus work fairly well in various vision
tasks, i.e., visual domain adaptation. It may serve as a fea-
ture extraction module at the same time, if the input is the
raw feature, e.g., pixel values of a face image. But its per-
formance can be significantly improved if using recently de-
veloped deep features such as VGG-Net, ResNet. We re-
alized that some recent methods integrate knowledge trans-
fer into deep learning, and formulate an end-to-end learning
paradigm for better performance [Ding and Fu, 2018a]. We
believe this learning strategy performs well given sufficient
target domain data, and may require labeled target similar to
fine-tuning. In the case of limited target data given and large
domain divergence, end-to-end training may not work well.
Differently, our model is able to handle both labeled and unla-
beled source/target data (depending on the subspace learning
function) and only focuses on representation learning. Sec-
ond, it should point out the computational cost in Eq. (3) and
its variations is usually heavy due to matrix multiplications
and SVD decomposition, and method such like proximal gra-
dient decent, or random projection may help. In addition, our
speedup framework would be another.
5 Robust Knowledge Fusion
A great deal of attention, as of recent, has been focused on
multi-source or multi-view learning, as these data is of abun-
dance in reality. When data is collected from different view-
points, or captured by different sensors, the data of the same
class will render very differently in terms of appearance, or
mid-level representation. Thus, conventional way of data fu-
sion by simply concatenating multi-view or multi-source data
will not work well, let alone the heterogeneous knowledge
that are compatible with each other by nature. Finding con-
sistent yet discriminant representations for these multi-view
data motives an interesting yet challenging problem called
knowledge fusion. According to the stage in the knowledge
fusion, we may briefly categorize into: early fusion, deci-
sion fusion, and late fusion, corresponding to different AI
problems including clustering, outlier detection, classifica-
tion, etc. Next, we will discuss how to integrate low-rank
modeling with knowledge fusion.
In knowledge fusion, the misalignment in multi-view or
heterogeneous features would significantly affect the perfor-
mance in learning tasks. The first feasible attempt would be
finding a common representation. Canonical correlation anal-
ysis (CCA) and related coupled project methods have been
dominant in this field, and their variations including kernel
or tensor extension achieve promising performance in com-
plex data. Here we will illustrate robust knowledge fusion
through rank minimization. Two straight-forward ways to
explore previous robust knowledge representation are early
fusion and late fusion. Early fusion attempts to discovery the
knowledge after we concatenate all-view data together. Late
fusion aims to fuse the multi-view knowledge after some pre-
process steps, as the name suggests. Different applications
would first learn multiple outputs based on various tasks, then
a common low-rank output is obtained through low-rank and
sparse decomposition by digging out the view-specific sparse
residual per view [Xia et al., 2014].
5.1 Decision Fusion
Another main-stream fusion strategy is decision fusion,
which has been widely explored in robust knowledge fusion.
This fusion strategy jointly explore the representation learn-
ing and multi-view fusion in a unified framework. Thus,
we have more flexibility to fuse knowledge across different
views, but will suffer from higher complexity during the op-
timization. Similar to single-view data analysis, multi-view
learning aims to fuse the knowledge across different views by
jointly seeking common low-rank representation, robust em-
bedding and completion. Thus, multi-view knowledge fusion
is an extension of single-view knowledge discovery. The key
is how to deliver the fusion strategy to capture the consistent
knowledge across multiple views.
First of all, there are mainly three strategies to recover a
consistent representation, where we formulate it into a unified
learning model:
min
Zi,Ei
v∑
i=1
F(Zi) + λ‖Ei‖p,
s.t. Xi = XiZi + Ei,
(4)
where
∑v
i=1 F(Zi) is to deliver the knowledge fusion for v
views or domains. The first is to further explore low-rank de-
composition to seek a common low-rank representation and
minimize the residuals of each view-specific representation
and common one [Luo et al., 2018; Li et al., 2018], i.e.,
v∑
i=1
F(Zi) = rank(Z) + γ
v∑
i=1
‖Zi − Z‖p
The second is to explore matrix factorization to further fac-
torize the view-specific representation into one common part
and another view-specific one [Wang et al., 2018], i.e.,
v∑
i=1
F(Zi) =
v∑
i=1
(
‖Zi − UiV ‖2F +
1
2
‖Ui‖2F
)
+
1
2
‖V ‖2F,
where UiV is a rank approximation of Zi and V is the com-
mon knowledge across different views. Following this, we
proposed multi-view clustering algorithm in ensemble strat-
egy, adopting multiple co-association matrices as the input to
seek a low-rank common representation [Tao et al., 2017].
The third is to explore some regualarizers to merge each low-
rank view-specific representation as a whole into the opti-
mization [Cheng et al., 2011], e.g.,
v∑
i=1
F(Zi) =
v∑
i=1
rank(Zi) + γM(Z),
whereM(Z) is the knowledge fusion term over multiple Zi.
Second, embedding techniques are always exploited in
knowledge fusion, since given multi-view data are always
lying in different feature spaces. In other word, multiple
view-specific transformations are able to project the data into
a common space, where knowledge could be fused through
low-rank representation simultaneously. Along this strategy,
we proposed a low-rank collective subspace by capturing
feature-level and sample-level consistent knowledge across
multiple views [Ding and Fu, 2018b].
Third, data missing issue is much more common within
multi-view data than single-view data. In this sense, there ere
two tasks going together, i.e., knowledge fusion and comple-
tion. Along this line, Zhang et al. explored CCA to fuse the
cross-view knowledge while low-rank matrix to recover the
missing knowledge [Zhang et al., 2018]. While Liu et al. di-
rectly explored a multi-view regression model to recover the
consistent knowledge for multi-view multi-label image clas-
sification [Liu et al., 2015].
5.2 Transferable Fusion
In more complex learning problems, we would consider
knowledge transfer and fusion simultaneously. Here, we
would discuss low-rank modeling applied to three highly re-
lated learning tasks, e.g., zero-shot learning, multi-source do-
main adaptation and domain generalization.
Zero-shot learning (ZSL), as a special case of multi-view
learning and transfer learning, is inspired by the learning
mechanism of human brain. The goal is to classify new cate-
gories which are unobserved during the training process. For
instance, one is able to predict a new species of animal after
being informed what it looks like and how it is different from
or similar to other known animals. Generally, there will be
two views in ZSL, i.e., visual features and semantic features
that are highly coupled. Due to the uniqueness of ZSL, two
aspects need to be considered, i.e., knowledge fusion across
two views and knowledge transfer from seen data to unseen
one. Low-rank representation has also been explored in ZSL
to equip a low-rank embedding with highlighting the shared
semantics across different seen categories [Ding et al., 2017;
Ding et al., 2018a]. Low-rank constraint will help collect
such visual features which underlie the embedding space. In
this way, discriminative and descriptive features from seen
categories could be adapted to unseen ones.
Different with zero-shot learning, multi-source adaptation
and domain generalization include the data from multiple do-
mains but without pair-wise correlation. In this sense, the
fusion strategy would target at coupling the category-wise
knowledge across multiple domains. Previous robust domain
alignment is still valid for each pair of source and target [Ding
et al., 2018b] or a shared dictionary [Ding and Fu, 2018b],
which assumes to carry the shared knowledge to target do-
main. Beyond that, discriminative cross-source regularizers
are designed to fuse the knowledge from multiple sources
[Ding et al., 2018b; Ding and Fu, 2018b], since the cross-
source samples are lying in similar generic space.
Remarks. The previous sections mainly discuss how to ro-
bustly fuse the knowledge in multi-view/multi-domain data
analysis. We emphasize on the decision fusion and trans-
ferable fusion, which are much more popular in the real-
world applications. When deploying deep neural networks to
extract the features of multi-view/multi-domain data, robust
knowledge fusion is still needed to assist the feature learning
in a whole mechanism.
6 Conclusion & Future Direction
In this paper, we presented a comprehensive survey on ro-
bust knowledge discovery via low-rank modeling, where we
mainly covered single-domain knowledge and multi-domain
knowledge discovery. We identified the shared and distinct
terms across them, and lead a detailed discussion including
our recently proposed algorithms for robust knowledge recov-
ery, robust knowledge transfer and robust knowledge fusion.
This would benefit the AI community in both industry and
academia from literature review to future directions. Despite
the recent advances, in future research, we will focus on ro-
bust knowledge fusion and transfer with the following factors
as:
First, large-scale multi-view image retrieval needs many
image pairs across views to learn correspondence. But both
the probe and reference images are not under control in terms
of both quality and quantity. For example, in forensic face
recognition, we have a single sketch face as reference to re-
trieve RGB faces from surveillance cameras, and enrolled
face images from police department. The sketch needs to be
converted to common feature first and then compared against
RGB faces. The single sketch and many other RGB faces
from different persons, with varied quality and numbers pose
an extreme unbalanced learning.
Second, how to adapt the knowledge from existing large-
scale public datasets to new domains or problems where train-
ing samples are few? This is extremely critical for prob-
lems that need knowledge extrapolation. This is essentially
a “compound” of few-shot learning and domain adaptation.
We still take face recognition as an example, where we intend
to extend the well-trained face recognition algorithms for day
time to night light under poor illuminations. We may only
given few images per person in night time, which accounts
for the extremely incomplete multi-view data.
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