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Motivation for Improving Current Concentrated Solar Power 
With the threat of climate change becoming an ever more pressing concern
[1]
, 
carbon-neutral energy solutions are becoming an increasingly critical means of electricity 
production. Concentrated solar power (CSP) is a method of solar to electrical power 
conversion that uses concentrated sunlight to heat a material and then produce energy 
from that heat. Of the various CSP plant configurations, power-tower plants have the best 
potential for cost reduction, as these plants can reach higher operating temperatures than 
other configurations, thereby improving their efficiency
[2]
. 
Power-tower plants are composed of either three or four main components: 
heliostats, a tower based receiver, in some cases thermal storage, and a power block. The 
tower, storage tanks, and power block are generally located in close proximity and are 
surrounded by a field of 2-axis, sun-tracking mirrors termed heliostats. These four 





Figure 1. View of the Crescent Dunes plant
[3]
. The tower is visible at the center of the heliostat field. 
At the tower’s base are two thermal storage tanks and the power block.  
To convert sunlight to electricity, the heliostats first concentrate sunlight onto a 
solar receiver located at the top of the tower. The receiver absorbs the sunlight, 
converting it to heat, and the heat is transferred to a heat transfer fluid (HTF). The HTF is 
then either passed directly through the power block or through a heat exchanger, which in 
turn heats a working fluid that flows through the power block, converting the heat to 
work. The power block typically consists of steam based Rankine cycle turbines, similar 
to those used in coal or nuclear plants. The primary HTF can also be stored in thermal 
storage tanks and used at a later time, allowing the plant to produce electricity even if no 
sunlight is currently available. 
Over the past few year, photovoltaics (PV) have proliferated due to the rapidly 
decreasing cost of manufacturing panels and the increase in panel efficiency
[4,5]
. As PV 
becomes cheaper and more efficient, CSP has become a less cost competitive means of 




CSP with integrated thermal energy storage (TES) allows for easily dispatchable 
production of energy, i.e. electricity generation even when the sun is not shining. PV can 
incorporate storage by using electrochemical batteries, but these batteries increase the 
system cost of PV to the point where it is no longer cost-competitive with CSP + TES
[6,7]
. 
However, once PV starts to comprise a significant percentage of a utility’s generation 
portfolio, if storage is not incorporated, the utility cannot fully utilize the energy 
produced by PV
[8,9]
. Given a constant baseload from electricity sources such as coal and 
nuclear power, during the daytime, solar panels can produce additional electricity to the 
point that supply temporarily exceeds demand. In this case, utilities must curtail some of 
the electricity the solar panels have produced. On the other hand, even at high market 
penetration, significant reduction in solar curtailment rates can be realized when CSP 
with TES is used alongside PV to generate electricity as compared to when solar energy 
is harvested without TES
[10]
. These reductions in curtailment rates result in a higher 
fraction of useable solar energy for a given energy production capacity, thereby reducing 
the levelized cost of electricity (LCOE) of both PV and CSP. However, within the United 
States, even subsidized CSP is only cost competitive with traditional fuel sources in 
regions with high direct normal insolation (DNI)
[11,12]
, typically located in the southwest 
portion of the country
[13]
. Thus, reducing the cost of CSP could potentially alter the 
energy sector, not only because it would result in CSP reaching cost-parity with other 
sources of energy, but also because it would allow further market penetration of 
intermittent energy sources such as PV. 
There exist several avenues to reduce CSP costs
[2]
, but one of the most effective 




system efficiency. Producing more electricity for the same capital cost is one of the most 
effective approaches to reducing LCOE, because it reduces every component’s cost. 
When comparing the efficiency of different components in the plant, the biggest source 
of inefficiency in a CSP plant is the conversion of heat to electricity in the power block, 
which is limited by the second law of thermodynamics
[14]
. Thus, one of the only ways to 
dramatically improve the system efficiency is to operate at higher temperatures, so that 
the heat engine can operate more efficiently. The work in this thesis is focused 
specifically on the goal of raising the operating temperature of a CSP plant to 
temperatures in excess of 1,000°C. Doing so leads to a marked increase in 
thermodynamic efficiency of the power block, as operating temperatures above 1,000°C 
allow for a combined Brayton-Rankine cycle to be employed 
[15]
. Current CSP plants are 
limited to 565°C and must therefore operate using a less efficient Rankine power cycle
[16-
19]
. The thermal to electric efficiency of a Rankine cycle at these temperatures is limited 
to ~40%
[20,21]
, while the efficiency of a Brayton-Rankine cycle run at temperatures in 
excess of 1,000°C can be as high as 60.1%
[22]
. The current limitation on operating 
temperature is due primarily to two issues: (1) stability limitations of the HTF and 
chemical compatibility issues with associated containment materials, and (2) limitations 
due to increased heat loss from the system, particularly from the receiver. Avenues for 
addressing both issues are discussed in the following chapters. 
Ongoing Attempts to Achieve Higher Operating Temperatures 
Finding a suitable HTF to use in a CSP plant operating at extreme temperatures 
(>1,000°C) is difficult for a number of reasons. Several media are being researched as 
high-temperature HTF’s, such as molten salt, air, steam, and solid particles
[15]




all have drawbacks that constrain the maximum temperatures to well below 1,000°C. In 
the few instances where a temperature in excess of 1,000°C is obtained, the receiver 
efficiency is so low that it offset any gains that would be realized in the power block, or 
the receiver relies on expensive, exotic materials. 
Molten salt, typically a mixture of NaNO3, KNO3, and other nitrates
[23,24]
, has 
been adopted as a HTF for use in CSP, particularly for plants with thermal storage such 
as Crescent Dunes and Gemasolar
[25]
. However, these salts are quickly corrode stainless 
steels above 565°C
[23]
 at which point chromium diffuses from the surface of the steel to 
grain boundaries, no longer protecting the steel from attack by the salt. The salts 
themselves are also only stable up to 600°C before they begin to convert from nitrates to 
nitrites
[26]
, though ongoing efforts exist to develop salts that can be used at 700°C
[16]
. 
Fluoride salts are another option, but they are corrosive to almost all metals, other than 
relatively expensive nickel alloys
[27-29]
. These salts can be used at temperatures up to 
1,000°C
[30]
, but the cost of the containment materials, as well as the salts themselves, 
make them impractical for use at a utility scale
[31]
. 
Direct steam generation is another option for power production and is well known 
as the technology used by the Ivanpah plant, which is currently the largest power tower 
CSP plant in the world
[32]
. However, steam is a poor candidate for reaching temperatures 
above ~600°C
[33,34]
; at such temperatures, supercritical steam requires expensive nickel 
alloys
[35]
 due to significant corrosion/erosion of steel turbine blades
[36]
. Furthermore, 
thermal storage of a gas phase requires unreasonably large volumes, due to its 10-1,000 x 




Though it suffers from the same issue of low energy density as steam, air has also 
been considered as another option for a high temperature HTF. In addition to its low 
density, air has the lowest thermal conductivity of any of the aforementioned HTF’s. This 
low conductivity in combination with air’s increase in viscosity at higher temperatures 
can lead to stagnation zones, which in turn results in regions of the receiver that are 
significantly hotter than the bulk of the receiver, i.e. “hot spots”
[37,38]
. Simulations of 
these receivers have demonstrated that, if not appropriately addressed, such hot spots can 
potentially lead to runaway temperatures and failure of the receiver
[39-41]
. Nonetheless, air 
based receivers have attained some of the highest temperatures of any CSP receiver so 
far. Karni et al.
[42]
 designed a receiver termed the “DIAPR” which was able to reach 
efficiencies of 79% with an exit temperature of ~1,200°C. However, this receiver relied 
on a design that used a secondary concentrator to increase concentration from 300 to 
10,000 suns
[43]
. Achieving such high concentrations requires highly columnated light 
with a maximum angular spread of 12°
[43]
. Furthermore, the secondary concentrator is 
itself only ~90% efficient
[43]
, leading to an overall receiver efficiency of 71%. In a 
separate set of experiments, Karni et al.
[44]
 created a “Porcupine” receiver, which reached 
outlet temperatures of 830°C with 87% efficiency. Though these results are promising, 
the peak temperature was still below 1,000°C. Kribus et al.
[40]
 were able to reach a 
temperature of 1,000°C using an air-based receiver, but they were unable to measure the 
receiver efficiency. More recently, Hischier et al.
[45]
 simulated an air-based receiver that 
operates with 78% efficiency at 1,000°C. Nonetheless, such receivers fail to attain a 





Falling particle receivers are currently one of the most promising options for 
exceeding 1,000°C. In these designs, ceramic particles are heated as they fall down a 
tower. The use of ceramics allows extreme temperatures to be reached without 
decomposition or chemical incompatibility of the HTF. Furthermore, the fact that the 
particles are solid allows for efficient thermal storage compared to gaseous HTFs. 
However, there do exist drawbacks to falling particle receivers. In particular, convective 
and radiative losses tend to be high in falling particle receivers, due to the high surface 
area to volume ratios of the particles, which is in turn due to their small size. For this 
reason, heat transfer to the particles at concentrations necessary to achieve extreme 
temperatures has proven to be difficult
[37]
. Furthermore, since the particles are typically 
not actively driven to flow at a certain speed and instead gravity is used, it may be 
difficult to achieve high receiver efficiencies below the peak solar input (e.g., low 
efficiency upon high turn-down ratio). For fluid based receivers, driven by a pump, such 
a penalty is much less significant, because one can simply flow the fluid at a slower rate 
to match the reduced incident light, while maintaining high receiver efficiency. However, 
for a solid particle based system with only a single constant driving force for the flow 
(e.g., gravity), achieving such flexibility may become problematic.  Nonetheless, Siegel 
et al. tested a falling particle receiver in situ, but it was not optimized for the solar 
receiver used, and efficiencies were <70% at an exit temperature below 900°C
[46]
. One 
very promising result was obtained by Bertocchi et al.
[47]
, who attained an operating 
temperature of 1,483°C with an efficiency of 88.5%. However, the particles used in the 
receiver were high-purity (99.8%), carbon nanoparticles with a diameter less than 600 
nm
[47]




properties of commercially available forms of carbon black were unacceptable
[48]
. 
Furthermore, these particles were gradually oxidized by the CO2 in which they were 
suspended to form CO, which lead to a loss of particle mass over time
[47]
. Thus, at 
present there does not appear to be a simultaneously cost effective and high performance 
pathway to reaching temperatures of 1,000°C and beyond. 
To address these problems, we have proposed using a liquid metal heat transfer 
fluid (LMHTF) for a power tower receiver. A LMHTF offers three main benefits: (1) It is 
a condensed phase with a thermal conductivity more than an order of magnitude greater 
than non-electrically conductive HTFs (typically 10-100 W/m-K vs. ~ 0.1-1 W/m-K for 
non-electrically conductive fluids, such as molten salt
[49]
), which reduces the chances of 
developing hot spots that could cause failure due to thermal stresses. (2) Liquid metal 
viscosities are typically on the order of 1 mPa-s, similar to that of water. In combination 
with the high thermal conductivity of the LMHTF, these properties greatly reduce 
parasitic losses
[50]
. High thermal conductivity enhances heat transfer to the liquid to such 
an extent that conduction, rather than convection, is the dominant mode of heat transfer, 
eliminating the need to flow the fluid at a high velocity to create turbulence for higher 
heat transfer, as is typically required for non-electrically conductive fluids. This high 
thermal conductivity also makes molten metals a good candidate for use at the laboratory 
scale, as no other single phase HTF can achieve a convective coefficient similar to that of 
a liquid metal in the laminar regime. At the same time, losses due to flowing the fluid are 
further minimized, because of low the viscosity necessary when flowing the LMHTF. (3) 
Certain liquid metals have boiling points above 2,000°C, rendering them stable at the 




allows for more geometries than a falling particle receiver, as the movement of particles 
is constrained by gravity, and flowrates cannot be altered as easily and instantaneously as 
with a pumped fluid. 
In spite of the advantages offered by LMHTF’s, their potential use for CSP has 
been largely absent from the literature. What few papers do discuss LMHTF’s often focus 
on sodium
[51,52]
, which is limited to operating below its boiling point of 883°C. The lack 
of discussion of LMHTF’s is primarily because they are more expensive than traditional 
HTF’s
[53]
 and have much lower specific heats, on a per unit mass basis, than many other 
HTF’s
[54]
. Furthermore, they are in general extremely corrosive of metal containment 
materials
[55-61]
 and have therefore been considered impractical. Because of the high cost 
of LMHTF’s, their use can only be justified through higher efficiencies of the solar plant. 
Singer et al.
[62]
 have demonstrated through simulations that using LMHTF’s to reach 
operating temperatures of 700°C and running an ultra-supercritical (USC) steam Rankine 
cycle can potentially improve efficiency to ~55%. However, efforts to develop such an 
efficient USC cycle are still years away due to the requisite high temperatures and 
pressures, which in turn necessitate the use of expensive nickel alloys
[33]
. Alternatively, 
combined cycles operating at efficiencies approaching 60% have already been built and 
successfully demonstrated. Thus, the ability to attain temperatures >1,000°C could 
significantly and more immediately improve the efficiency of power cycles used in CSP 
plants. 
Because of the operating temperatures at which such a plant would operate, 
radiation can quickly become the dominant source of heat loss, due to its scaling with the 








where 𝑇1 is the temperature of the receiver, and 𝑇2 is the ambient temperature of the 
environment. Thus any design intended to achieve temperatures in excess of 1,000°C 
must be careful to manage radiative losses, particularly when designing the solar receiver, 
which is directly exposed to the environment. 
Solar Receivers 
There are two primary classes of receivers: external receivers and cavity 
receivers. The difference between these two receivers can be seen in Figure 2.  Broadly 
speaking, an external receiver is any receiver in which the optically absorbing surface of 
the receiver is exposed directly to the environment, with no insulation between to prevent 
heat from escaping the receiver. Often, this setup consists of several panels arranged 
cylindrically, where each panel is comprised of a bank of vertical tubes through which a 
HTF flows (see Figure 3). These panels are directly exposed to the environment, and are 
illuminated by light reflected off of heliostat mirrors. Cavity receivers, on the other hand, 
are designed to mimic a blackbody cavity. There is a small aperture through which light 
enters the cavity, and it heats a HTF as the HTF is flowed through/behind the cavity 
walls. Because the fluid is in a cavity, rather than being exposed directly to the 






Figure 2. Illustration of the difference between an external (left) and cavity (right) receiver. Incident 
and reflected/reradiated light shown using red arrows. Blue lines are surfaces that would potentially 
be composed of tubes through which a HTF would flow, while black lines depict surfaces through 
which a HTF would not flow. 
 
Figure 3. A solar panel being installed at the Crescent Dunes plant
[63]
. 
Some investigation into the performance of cavity receivers has been performed 
in the past; however much of the work has been focused on cavity receivers that use a 
gaseous (i.e. air or steam) HTF
[39,40,42,44,45,64-67]
. Other work has investigated cavities 
using salt as the HTF
[68,69]
, but temperatures in this case are limited to well below 





Amongst existing plants, only external receivers are used, because they greatly 
reduce spillage
[15,70-72]
. (Spillage occurs when light strikes an area adjacent to a target; in 
the case of a cavity receiver, this issue would occur if the spot size were larger than the 
aperture or if the spot was not aligned with the receiver aperture.) At the extreme 
temperatures at which LMHTF’s are candidates for use however, external receivers 
would lose too much heat through reradiation to be practical (see Figure 4). Thus a cavity 
design is necessary to reduce losses due to reradiation. 
 
Figure 4. Comparison between the flux incident on a receiver vs. the reradiative flux coming off a 
receiver at different temperatures. Incident flux (typically ~1,000 kW/m
2
) is fixed by the heliostat 
field, while reradiative flux is proportional to temperature to the fourth power. 
Receiver Efficiency 
Before addressing proposed solutions to the materials and efficiency issues, it is 































where 𝑇𝑖𝑛𝑙𝑒𝑡 is the inlet temperature of the HTF, 𝑇𝑜𝑢𝑡𝑙𝑒𝑡 is the average outlet temperature 
of the HTF, ?̇? is the mass flow rate of the HTF, 𝐶𝑝(𝑇) is the specific heat of the HTF as 
a function of temperature, 𝜙(𝑟, 𝜃) is the spatially dependent radiant flux coming into the 
cavity through an aperture, given in kW/m
2
, and 𝐴 is the area of the aperture. Thus, the 
efficiency measures the amount of heat transferred to the working fluid (measured as an 
increase in its enthalpy) divided by the total incident solar energy. 
The maximum theoretical efficiency for a receiver is given by Steinfeld as 
 





where 𝜎 is the Stefan-Boltzmann constant, 𝑇 is the blackbody temperature of the 
receiver, and 𝜙 is the average flux of light coming through the receiver aperture[73]. This 
value assumes conductive losses through the receiver walls and convective losses from 
the receiver are zero; thus IT is often seen as an upper limit. However, this simple 
expression also assumes the entire cavity is at a single temperature, which is often the 
case in thermochemical applications, but not in CSP. Instead, the flowing HTF is sensibly 
heated from a lower to higher temperature and does not exist at a constant temperature in 
the receiver. The fact that the temperature is lower in some locations within the receiver 
can potentially be exploited to reduce reradiation. This and other potential routes to 
achieving high efficiency at high temperature will be explored in subsequent chapters.  
Outline of Remaining Chapters 
Having identified issues with existing receiver technologies, and having defined a 
figure of merit by which to evaluate various receiver designs, we can begin to design a 




scale receiver that is capable of converting incident radiation to heat with an efficiency 
≥80% and a HTF outlet temperature of ≥1,350°C. Testing using a small scale receiver 
allows the effectiveness of a receiver design to be determined before a full scale design 
attempted. The remaining chapters of this thesis will discuss the modeling used to design 
the receiver and will also discuss much of the ancillary work necessary to test a small 
scale receiver. 
Chapter 2 considers design constraints for both small scale and large scale 
receivers. Chapters 3 and 4 discuss the methods we used to model small scale receivers, 
and the results of that modeling, respectively. Chapter 5 describes the setup of several 
components of the system used to test a small scale receiver, and it presents the results 
we have obtained so far from our experimental setup, including data used to validate the 
modeling discussed in Chapters 3 and 4. Chapter 6 lists several considerations to account 
for when designing a large scale receiver. Finally, some concluding remarks are 




CHAPTER 2: RECEIVER DESIGN CONSIDERATIONS 
There are two regimes in which we are interested in testing a solar receiver. The 
first regime is the 5-10 kW range, where the high flux solar simulator (HFSS) at Georgia 
Tech operates. The HFSS at Georgia Tech consists of an array of xenon arc lamps that 
focuses highly concentrated light onto a small region. A typical HFSS (such as that 
shown in Figure 5) consists of seven lamps, each contributing roughly 1 kW of light, 
concentrated to a spot size of approximately 6 cm, with a peak flux at the center >5,000 
kW/m
2[74]





Figure 5. Picture of the HFSS at the University of Minnesota
[76]
. 
The second regime of interest for receiver operation is at a utility scale. Here, the 
receiver power input is on the order of 1-100 MW. Additionally, the sun provides an 




and transient effects become more important; transient effects are further discussed in 
Chapter 6. 
The design of such a receiver differs greatly depending on the scale involved due 
primarily to two considerations: cost and performance. To minimize costs, a large scale 
receiver should be made of pre-existing products (such as tubes), rather than custom 
machined geometries. However, for a small scale experimental receiver, a design 
consisting of hundreds, or even dozens, of tubes is impractical to manufacture. In our 
experience, using such a number of tubes requires an extensive number of bonds between 
parts, each of which becomes a potential point of failure within the receiver. At small 
scales, constructing the receiver from a few continuous pieces is simpler and requires 
fewer joints between parts, which in turn means a lower chance of a liquid metal leak 
forming. Because the design of the receiver in this case is less motivated by economics, a 
more complex custom design can be constructed with thicker walls, yielding a more 
robust final part that will survive during handling.  
Small Scale Receiver Considerations 
At the laboratory scale, constraints on the design of a receiver depend largely on 
what is easiest to implement and fabricate. Although there is some motivation to make 
components in a cheap and efficient manner, this concern is secondary to designing a 
proof of concept high temperature, high efficiency receiver. Several other factors can 
greatly affect receiver performance, and determining which factors matter and to what 
extent is critical to design a high efficiency receiver. In the following sections, we 
introduce factors we hypothesized may be critical to the performance of the receiver, then 





The first factor to consider is what materials will be used in the system, which 
does not present an immediately obvious solution. For reasons detailed previously, we 
believe a liquid metal is the best option to use as a HTF. However, there are numerous 
liquid metals available for use as a HTF, each with various benefits and drawbacks. At a 
laboratory scale, the liquid metal we select should ideally be a single element. This 
requirement limits the number of possible chemical reactions that can occur, as compared 
to a substance such as a eutectic salt mixture, which is not only composed of several 
elements, but also different compounds. When using a single element, the configurational 
entropy of the system is more limited, because there exist fewer total chemical species 
available to form compounds, as compared to using a compound composed of several 
elements. This reduction in the total entropy of the system reduces, and potentially 
eliminates, any driving force for a reaction to occur. Apart from being a single element, 
the HTF should have a low melting point (as close to room temperature as possible if not 
below it) and a high boiling point to allow for a large range of operating temperatures. 
Because the liquid metal will be used in a laboratory environment, it is also preferable 
that it be non-toxic and that it not react violently with common materials such as air, 
water, other metals, etc. 
For these reasons, we have selected tin as our HTF. Tin has a melting point of 
232°C, which is low compared to most other metals, and it boils at 2602°C (at 1500°C, 
its vapor pressure is <10
-4
 atm). Tin’s unusually low melting temperature makes it much 
easier to work with compared to other potential liquid metal candidates, such as 




and it does not react violently when in contact with water or oxygen at elevated 
temperatures, unlike alkali metals such as sodium. 
There are three main disadvantages to using tin. One is its high density (~6900 
kg/m
3
) and the resultant large hydrostatic pressures that occur, particularly within a tower 
configuration. However, at laboratory scales, this issue is less problematic. Second is its 
low specific heat (~0.2 kJ/kg), which necessitates a comparatively larger amount of 
material required on a per-mass basis for thermal storage. Again, this is not an issue at 
laboratory scales, but at the utility scale, the increase in tank weight, in combination with 
tin’s cost of $7-9/kg
[77]
 (compared to $0.5-1 kg for nitrate salts
[78]
) makes tin 
uneconomical as a thermal storage fluid. Finally, tin corrodes nearly all other metals, 
including stainless steel, which is largely why it has not been pursued previously; thus 
selecting an appropriate containment material is critical. 
Because steel and most other metals are incompatible with tin, the materials 
selection process for containment materials focused on alternatives to metals. Any 
material selected must be stable at all temperatures < 1,400°C and ideally should be 
completely inert with respect to tin. Furthermore a material with a high thermal 
conductivity is desirable to enhance the rate of heat transfer to tin in the receiver. High 
thermal conductivity also reduces temperature gradients within the material, which in 
turn reduces thermal stresses in the receiver. Furthermore, it is preferable if the material 
has high machinability, as it allows for easier fabrication of custom parts. 
The material that we determined best fits these criteria is graphite, for a number of 
reasons. First, graphite does not form any known compounds with tin, and it does not 




sublimation temperature, we are ensured that we are not limited by the materials we are 
using when attempting to reach elevated temperatures. Additionally, unlike many oxide 
refractories, graphite has a high thermal conductivity (100-150 W/m-K) and is easily 
machined. 
The kinetics of both graphite and tin oxidation are sufficiently fast that they 
would cause the system to fail at elevated temperatures. Tin will oxidize significantly 
above its melting point
[79-81]
, while graphite oxidation kinetics become significant above 
~500°C
[82]
. Therefore, the entire experiment must be contained within an inert 
environment. While inert containment could be a significant issue when designing a full 
scale power plant, we believe that a structure could be built similar to a containment 
building used in nuclear power plants, shown in Figure 6. 
 








With the material of both the HTF and the receiver itself determined, the next 
design parameter to consider was the receiver geometry. Several questions arose when 
considering geometry, many of which did not have an obvious answer prior to building 
the full 3D model discussed later. 
Chief among these questions is how to trap light in such a manner that the heat 
from the incident light is transmitted to the HTF, rather than simply being reflected or 
reradiated back to the environment. The distribution of light from the HFSS on the inner 
surfaces of the cavity receiver can significantly affect the temperature profile of the 
receiver, and this distribution is in turn affected by the geometry and reflectivity of 
various surfaces within the receiver. Thus, the shape of the receiver, as well as its optical 
properties, must be studied carefully to determine what aspects of the geometry have a 
significant effect on receiver performance. 
Furthermore, fabrication (i.e. designing parts from which to make the receiver and 
determining how they fit together) is a critical issue to address before a final design is 
settled upon. We determined that, due to the small size of the receiver, it should be 
composed of as few pieces of graphite as possible, while still allowing for an assembly 
that could be performed with reliable joints. Using fewer graphite pieces means fewer 
bonded joints, which reduces the risk that molten tin will leak between the assembled 
components. (This concept is covered extensively in Appendix D.) An addendum to this 
constraint is that only geometries that can be fabricated are worth considering. For 
example, a geometry that incorporates a hollow sphere would require a process such as 




consideration effectively precludes the use of a single monolithic piece of graphite for the 
receiver. 
Thermal Stresses 
An additional factor to consider is the expected thermal stresses in the receiver. 
As compared to a utility scale receiver, a laboratory scale receiver is on the order of 
30x30x30 cm, and the temperature increase is quite large (about 1,000°C). Because 
thermal stresses are a function of factors such as stress concentrators and the temperature 
distribution within the receiver, the geometry of the receiver has the potential to 
significantly alter the magnitude of these stresses. Furthermore, stresses scale with the 
magnitude of thermal gradients, i.e. the difference in temperature between two locations 
divided by the distance between them. For both large and small scale applications, the 
temperature difference is essentially the same, but the length scale over which the 
temperature difference occurs differs by more than an order of magnitude. Thus, thermal 
stresses in the small scale receiver are expected to be an order or magnitude larger than in 
the full utility scale implementation. However, without further study, it is not clear if any 
geometry would allow for thermal stresses below the material’s fracture strength whereby 
it would immediately fail. 
Thermal stresses are worth emphasizing, because of the relatively small scale and 
the large difference in temperature experienced by graphite. Additionally, graphite is a 
brittle material and has critical stress intensity factor, 𝐾𝑐, of only ~1 MPa-√m
[84]
 and a 
tensile strength of around 50 MPa (though the tensile strength does increase between 
room temperature and 1,350°C by 20-40%, depending on the grade of graphite
[85]
). 




little susceptibility to fatigue under normal circumstances
[86]
, it is ideal to remain well 
below the tensile strength of graphite to avoid thermal stress fracture. In our case, we 
elected to design our receiver with a minimum factor of safety of 3. 
Cavity Convection 
Taking into account the above considerations, we can design a receiver with 
appropriate materials and optimize it to minimize radiative losses and thermal stresses. 
However, even once a receiver geometry has been finalized to address all these 
constraints, the question of losses due to natural convection from the cavity remains. The 
extent of convection from the cavity is an important one to quantify, as losses due to 
convection through the aperture of the receiver will reduce the receiver efficiency. Not 
only do these losses negatively impact the performance of the receiver, but hot gases 
escaping the receiver could be potentially problematic if allowed to escape to parts of the 
system that should remain cool, such as the hermetic seals on the window immediately in 
front of the receiver. While some studies regarding natural convection within cavities do 
exist in the literature
[87,88]
, they generally cover very particular situations, oftentimes 
involving a two-dimensional rectangular cavity
[89,90]
. Thus, they are not expected to 
provide accurate estimations of the convection through the aperture of our cavity 
receiver. To predict the convection from the cavity requires computational fluid dynamics 
(CFD) simulations to determine the velocity profile. This profile can then be used to 





Large Scale Receiver Considerations 
When constructing a full scale receiver, cost and performance become the 
dominant design constraints. The entire design process is ultimately determined by each 
sub-system’s impact on the LCOE, as it is the metric used to determine the minimum 
price at which electricity can be sold; reducing the LCOE of a technology makes it more 
competitive with other technologies. Thus, while many considerations remain the same 
between small and large scale receivers, other factors come into play that significantly 
affect the design process of the receiver. 
Materials Selection 
At the utility scale, the criteria for selecting materials from which to construct the 
receiver differ somewhat as compared to materials requirements at a smaller scale. At the 
utility scale, it is necessary that receiver components are simple geometries that are easy 
to machine, or geometries that are already mass produced, which minimizes cost. The 
receiver material should also be resistant to thermal fatigue, as it will be cycled thousands 
of times over its ~30 year lifetime. Furthermore, the material should be resistant to 
thermal shock. This resistance is particularly important in the case that the receiver is 
operating at its maximum temperature and a cloud suddenly passes overhead. In this 
scenario, the receiver will cool quickly and in a non-uniform manner. 
Many performance related requirements for material selection do remain similar 
to those at laboratory scale, such as high thermal conductivity and a high absorptivity in 
the visible and near-infrared region of the EM spectrum
[91]
. The material must also be 




For the same reasons listed in the preceding section, we have identified tin as a 
HTF candidate for a full scale industrial receiver. While tin is prohibitively expensive to 
use as a medium for thermal storage, the amount required to use in the receiver is 
minimal and would not have a substantial effect on the overall plant cost
[50]
. To 
incorporate TES, a cheaper, more energy dense aluminum-silicon alloy could be used for 
thermal storage. However, aluminum is not compatible with graphite, which is desirable 
to use for the receiver, since aluminum quickly corrodes graphite to form Al4C3
[92,93]
, so 
tin remains a necessary component of the full scale design. Alternatively, however, the 
receiver could be constructed from a material such as silicon carbide, or graphite that has 
been coated so that it is compatible with an aluminum-silicon alloy. Doing so would 
simplify the overall plant design, but would not drastically reduce costs, as the need for a 





As mentioned previously, the primary factor to consider when determining the 
geometry of the receiver is whether or not the design is possible to construct using 
predominantly prefabricated parts. In the event that a part is not readily available on the 
market, it should be simple and straightforward to produce to keep fabrication costs to a 
minimum. Furthermore, all parts, whether prefabricated or custom, should be 
appropriately sized, as unnecessarily large parts will quickly drive up costs. For instance, 
from our experiences contacting suppliers, a cluster of several small diameter tubes is 




As with small scale receivers, thermal stresses are an important factor to consider, 
as they not only affect material selection, but the geometry of the receiver as well. A 
utility scale receiver is much larger than a small scale prototype, so it is expected that 
thermal stresses will be approximately an order of magnitude lower. Nevertheless, 
because the receiver will undergo several thousand thermal cycles, it is best to keep any 
thermal stresses in the receiver to a minimum. Thus, a design that eliminates severe 
temperature gradients and complex geometric features that can act as stress concentrators 
is highly preferable. 
As with the small scale receiver, the cavity should be designed to limit re-
radiation. Because of the extreme temperatures (>1,350°C) at which the receiver will be 
operating, reradiation can cause efficiency to drop significantly. Thus, it is beneficial to 
minimize the view factor between the hottest portions of the receiver and the ambient 
environment. 
Summary 
Several parameters affect the design of receivers at both small and large scales. 
While material selection is limited due to the extreme temperatures involved in this 
application, we have nevertheless identified tin as a HTF and graphite as a containment 
material suitable to use in both small and large scale applications. Also common to both 
small and large scale receivers is the consideration that must be given to thermal stresses, 
particularly because graphite is brittle and has a critical stress intensity factor and tensile 
strength that are 1-2 orders of magnitude lower than metals. Fatigue life and resistance to 
thermal shock are factors that are particularly important at utility scale, as the receiver 




the sun) is more variable than a solar simulator. Furthermore, natural convection from the 
cavity is of particular concern at the laboratory scale, because not only does convection 
lead to further losses, but hot gases escaping the cavity could potentially overheat other 




CHAPTER 3: MODELING METHODS 
With the primary constraints laid out, we began to design the receiver, first 
through modeling, then through experimental testing. Our first step was to determine 
what factors most affect the performance of the receiver. Here, we present five cavity 
receiver designs and describe the effect altering parameters such as geometry and 
material properties have on the efficiency of the receiver. To quantify these effects, the 
receivers were simulated using a three-step method: (1) Monte Carlo ray tracing (MCRT) 
was used to model the incident light from the HFSS and determine the flux of incident 
light on the inner walls of the receiver for a given geometry; (2) thermal modeling 
combined the results of the MCRT with heat transfer simulations to determine the 
efficiency of the receiver; (3) the results of the thermal modeling were used to determine 
the thermal stresses within the receiver to evaluate the risk of failure. MCRT was 
performed using LightTools software, in collaboration with researchers at the Institute for 
Optics at the University of Rochester, while the thermal and structural modeling was 
performed using finite element modeling in COMSOL Multiphysics. The results from 
LightTools were then imported into COMSOL using an in-house code written in 
MATLAB, and the COMSOL heat transfer and stress analyses were subsequently used to 
evaluate the performance. 
Receiver Models 
This section details the progression of five LMHTF receiver designs we 
considered, starting with the “U-tube receiver”, then progressing to the “cone receiver”, 




which we settled upon as our final receiver geometry. These designs attempt to satisfy 
three primary design criteria: (1) minimize the chance of receiver failure due to effects 
such as thermal shock, thermal fatigue, or undesired reactions between materials, (2) 
maximize the conversion efficiency from sunlight to thermal energy, and (3) maintain a 
liquid metal outflow temperature of at least 1,350°C. The target temperature 1,350°C was 
a nominal target based on milestones negotiated with ARPA-E. In reality there exists an 
optimal peak operating temperature that maximizes the performance and reliability of a 
CSP plant and minimizes cost. Several considerations that would determine the optimal 
peak temperature are the cost/performance tradeoffs associated with reaching higher 
optical concentrations and the performance/reliability tradeoffs associated with operating 
the heat engine at higher temperatures. There is no particular reason 1,350°C must be the 
target temperature; the receiver could conceivably operate at lower or higher outlet 
temperatures. However, this nominal temperature was initially chosen, because it allows 
for the use of SiC fabricated with residual solid silicon that would not melt until 1,414°C. 
Thus, for such a material the maximum operating temperature would be about 1,350°C, 
so as to avoid the melting of silicon. In the end, however, SiC was not used in the 
experiments, but the nominal target of 1,350°C was carried forward since there was little 
justification to change it. 
The basic operating principles of the five receiver designs presented here are the 
same. Surfaces in the receiver are heated by incident radiant energy. Tin is heated by 
flowing across the opposite side of these surfaces (the side not heated directly by 
radiation). Knowing the temperature change between the inlets and outlets in 




using Equation (2). Cross-sections of each receiver geometry, as well as color map 
temperature profiles of these cross-sections, are presented in the following sections. 
At one point, mullite was considered as an option to use alongside graphite, and 
many simulations were carried out with this option in mind. However, we ultimately 
elected not to use mullite in the receiver, as we found no benefit in its use. 
For every receiver discussed here, light enters through the aperture at the top of 
the cavity. Another trait common to each of the five receivers is the two types of 
insulation that surround the receiver. The inner layer is a high temperature zirconia 
insulation capable of withstanding temperatures in excess of 1,500°C. The zirconia  is 
surrounded by a low temperature microporous insulation that can only tolerate 
temperatures up to 1,000°C but has a thermal conductivity roughly one order of 
magnitude lower than that of zirconia (0.01-0.05 W/m-K
[94]








Figure 7. Cross section of the U-shaped tube receiver. Outer insulation is shown in dark gray, inner 
insulation in light gray, mullite in beige, graphite in black, and tin in blue. Direction of tin flow 
shown with red arrows. 
The U-tube receiver consists of a cylindrical cavity with a U-shaped pipe within 
the cavity through which tin is flowed. This geometry was the first and simplest choice 
we considered, though it was not expected to be particularly efficient, since it does not 
provide sufficient surface area over which to heat the tin. However, the computational 
time required to simulate this receiver is low due to the simplicity of the fluid flow 
profile. For this reason, we used this receiver geometry as a base case to conduct 
parametric sweeps over different parameters (described in further detail in Chapter 4), 






Figure 8. Cross section of the cone receiver. Outer insulation is shown in dark gray, inner insulation 
in light gray, mullite in beige, graphite in black, and tin in blue. Direction of tin flow shown with red 
arrows. 
The cone receiver consists of two concentric cones with tin flowing between 
them; the outer cone is heated directly by radiation. In the original design, cold tin flows 
up through the center of the inner cone from the base to the apex, then down the face of 
the cone, until it reached the outer edge of the base of the cone, where it exits the 
receiver. The first design iteration was developed in an attempt to keep the tip of the 
outer cone cool by rapidly flowing the tin up through the center of the inner cone. The 
reasoning for cooling the tip was its close proximity to the receiver aperture. Because of 
its proximity, the view factor of the cone tip to the aperture, and therefore to the 
environment, is high. If the tip can be sufficiently cooled, it could potentially lead to a 
reduction in reradiative losses. However, we were unable to cool the tip sufficiently and 
instead created a temperature gradient of ~1,000°C/cm, which in turn leads to extreme 
thermal stresses. We eventually elected to reverse the path along which the tin flowed, 




Inverted Cone Receiver 
 
Figure 9. Cross section of the inverted cone receiver. Outer insulation is shown in dark gray, inner 
insulation in light gray, mullite (or another refractory) in beige, graphite in black, and tin in blue. 
Direction of tin flow shown with red arrows. 
The inverted cone receiver was developed to address problems presented by the 
cone receiver. In particular, the inverted design was created to reduce the large thermal 
stresses developed in the cone receiver that persisted even after reversing the direction of 
flow. 
The inside of the inverted cone receiver is a cone-shaped bowl. Similar to the 
original cone design, the bowl is nested within another bowl of the same shape, and tin is 
flowed between the two. Tin enters the receiver at its base near the outer cavity walls and 
flows up the sides of the receiver before flowing down between the “faces” of the 
inverted cones. The inner cone is heated directly by radiation, and heat is conducted 




Ultimately, we elected to abandon the inverted cone design, because it, along with 




Figure 10. Cross section of the cup receiver. Outer insulation is shown in dark gray, inner insulation 
in light gray, mullite in beige, graphite in black, and tin in blue. Direction of tin flow shown with red 
arrows. 
The cup receiver consists of two nested cups, with tin flowing between the two. 
Light enters an aperture through the “lid” of the cup and is absorbed by the inner cavity. 
Tin flows into the receiver at its base and up the side walls, exiting at the top of the walls, 
near the lid. This general design is the one we elected to construct, though we modified 






Figure 11. Cross section of the cup-cone receiver. Outer insulation is shown in dark gray, inner 
insulation in light gray, graphite in black, and tin in blue. Direction of tin flow shown with red 
arrows. 
There are three primary differences between the cup and cup-cone designs. The 
first difference is that the entire receiver is made of graphite. This decision was made to 
keep the design as simple as possible, and because we realized there is no real benefit to 
using a ceramic other than graphite. Mullite has a thermal conductivity of approximately 
5 W/m-K, which we believed may be useful to limit conduction of heat within the 
receiver. However, we found that the effect of using mullite was rather minimal. The 
second difference between the cup and cup-cone designs is a taper added to the inlet 
region of the receiver. This taper leads to a longer flow path, which in turn decreases the 
thermal stresses in the receiver, due to the lower temperature gradient. Without the 
tapered inlet, the thermal stresses developed are in excess of graphite’s tensile strength, 
which would cause the graphite to fail. The third difference is the elimination of a “lid” to 




considerable, as light that spills onto the aperture surfaces causes a local hot spot, and the 
heat cannot be easily dissipated. The cup-cone design eliminates this lid, instead using 
only insulation to keep light trapped in the receiver cavity. The cup-cone receiver is the 
design that was ultimately fabricated for testing, and we believe it is optimally designed 
for the experimental conditions to which the receiver will be subjected.  
Monte Carlo Ray Tracing Methods 
The first step necessary to accurately determine the receiver efficiency is to 
perform MCRT. Ray-tracing simulations were performed by the Moore Group under Dr. 
Duncan Moore at the University of Rochester in Rochester, NY. A CAD file of both the 
receiver and of the HFSS at the University of Minnesota was created in the CAD 
software SolidWorks and then imported into the MCRT program LightTools. The HFSS 
consists of six XBO® 6500W/HSLA OFR OSRAM lamps arranged in a hexagonal 
pattern around a seventh central lamp. As noted previously, these lamps deliver 
approximately 6.25 kW to a spot roughly 6 cm in diameter. The flux at the center of this 
spot is in excess of 5,000 kW/m
2
, with an average flux of about 2,500 kW/m
2
 over the 
full 6 cm diameter. Although the HFSS at the University of Minnesota is not being used 
for this project, it is very similar to the HFSS at Georgia Tech, and the geometry and 
performance of both is quite similar. Furthermore because a model for the HFSS (see 
Figure 12) at Minnesota had been published previously and was easily accessible, it was 





Figure 12. Typical LightTools MCRT model. The receiver is shown on the left as a red, semi-
transparent cylinder (partially obscured by arrows), while the HFSS lamps are shown on the right. 
Due to how LightTools is coded, the MCRT described here accounted for the 
absorptivity of the receiver surfaces by using probabilistic attenuation, rather than 
probabilistic absorption. That is, if a ray struck an opaque surface with a reflectivity of 
0.4, the ray would reflect off the surface 100% of the time, but with only 40% of its 
incident energy. If probabilistic absorption were instead used, the ray would reflect off 
the surface 40% of the time, but with 100% of its incident energy. If a sufficient number 
of rays are traced, the result of either method is expected to be identical. 
Once the MCRT was performed, the results were output from LightTools as a 
lookup table tabulating flux (in kW/m
2
) at an array of coordinates. For any given 
simulation, the flux at approximately 10,000 unique coordinates would be generated. On 
average, a given point corresponds to a surface area approximately 3.4 mm
2




was written to a Microsoft Excel file. After some manipulation of the data (described in 
the next section), it was written to several text files that could be read into COMSOL. 
Data Conversion from LightTools to COMSOL 
Due to the manner by which data was generated in LightTools, a custom 
MATLAB code was written to convert data from the format generated by LightTools to a 
format that could be read by COMSOL. A typical data file generated by LightTools is an 
m x n array of flux values. Because the receiver geometries are rotationally symmetric, 
the locations are given in cylindrical coordinates; the z-coordinate is described by the row 
number of the array, and the angular coordinate is described by the column number. In 
every case, the radius as a function of the z-coordinate is known. These values allow a 3-
component Cartesian coordinate to be generated from the 2-component cylindrical 
coordinates. Once this coordinate is determined within the MATLAB code, the flux at the 
specified location is read from the Excel file, and then the Cartesian coordinates as well 
as the flux are written to a second file. 
The data generated from MATLAB is then imported into COMSOL, and mapped 
onto a two-dimensional surface of the receiver that exists in three-dimensional space. The 
locations of element mesh nodes in COMSOL do not align perfectly with the coordinates 
generated using the MATLAB code. A 3-D linear interpolation is therefore used within 
COMSOL to determine the flux at coordinates not specified exactly by the MATLAB 
output. The interpolated flux is converted in COMSOL to a heat flux acting normal to the 
given surface. 
In many cases, the input radiation was modeled as a hemispherical source located 




cases, this simplification eliminated the need to preform MCRT, allowing for faster 
iteration using a single computer program. Comparing receivers modeled in this manner 
to those that used a flux map developed using MCRT models generally resulted in 
roughly a ±10% difference in receiver performance. We determined this level of error 
was acceptable in cases when we were only interested in the general trends in receiver 
performance due to altering a specific parameter. For example, we used this 
hemispherical source when sweeping across different values of insulation emissivity, as 
we expect our results to be quite insensitive to the exact temperature profile in the 
receiver. On the other hand, when determining the efficiency of a receiver, we use the 
MCRT, as an accurate temperature profile is necessary to obtain the most accurate 
results. 
Thermal-Fluid Modeling 
Apart from the heat flux present on the cavity surfaces due to incident light from 
the HFSS, several governing equations were used to calculate the flow of liquid tin and 
the heat transfer within the receiver, using finite element analysis. The fluid flow and heat 










= 0 (4) 




































(Equations for the y and z directions are identical, with the exception that the first partial 
derivative on the right hand side of the equation is taken with respect to either y or z, and 
derivatives of v or w are taken, respectively, rather than the derivative of u.) 




































where 𝑈 is the magnitude of the fluid velocity, 𝑘 is the thermal conductivity of the fluid, 
and 𝛥𝑇 is the temperature difference between the wall and the bulk fluid. This value 
describes the ratio of heat generated due to viscous dissipation to heat conducted through 
the fluid. For the simulations detailed in this thesis, 5x10
-7
 is a typical value for the 
Brinkman number. This value is exceptionally low, due to the low viscosity and velocity 
of the tin and its high thermal conductivity.  Because the Brinkman number is so low, 
viscous dissipation is negligible in the energy conservation equation. 
At the walls, the no-slip condition was used: 
 𝑢 = 𝑣 = 𝑤 = 0 (8) 


















) + 𝑞′′ = 0 (9) 




Radiative heat transfer was modeled according to the Stefan-Boltzmann law 
(Equation (3)). In both LightTools and COMSOL, all surfaces were modeled using the 
gray-diffuse approximation. Reradiation from the cavity was included in COMSOL 
simulations using the hemicube radiation method: each element was able to exchange 
radiation with other elements in the simulation domain, based on their respective view 
factors. 
The convective coefficient off the surface of the insulation was calculated based 
on the relation provided by Incropera for a horizontal cylinder
[96]
. From this relation, the 
external surface of the insulation was prescribed a convective coefficient of 5.8 W/m
2
-K. 
The emissivity of the insulation was prescribed a nominal value of 0.6, and the ambient 
temperature was set to 25°C. As will be shown later, the performance of the receivers is 
highly insensitive to either the convective coefficient or the emissivity.  
Because the fluid in question is a liquid metal with a high thermal conductivity 
that is flowed at a low velocity, the tin temperature at the wall was set equal to the wall 
surface temperature. Using this boundary condition ensures no discontinuity in the 
temperature profile and is consistent with how the thermal boundary layer in a fluid is 
treated at low to moderate Reynolds values. Tin at the inlet was prescribed a uniform 
velocity profile, while the outlet condition set the pressure of the tin equal to ambient 
pressure and the shear stress equal to zero. We found that simulation results are identical 
if a quadratic velocity profile at the inlet is used instead; this result is unsurprising, 





All COMSOL models included temperature dependent properties, including 
thermal conductivity, heat capacity, thermal expansion coefficient, viscosity, etc. Solving 
these governing equations using the finite element method generated a temperature 
profile, which in turn was used to calculate receiver efficiency and the thermal stresses in 
the receiver. 
Structural Modeling 
To calculate stress, thermal strain is first found from 
 𝜀𝑡ℎ = 𝛼𝛥𝑇 (10) 
where 𝛼 is the coefficient of thermal expansion, and 𝛥𝑇 is temperature of the material 
minus the reference temperature, which in this case is 25°C. 


















 are components of the displacement gradient. 
The elastic strain, εel is simply the difference between the total strain and the 
thermal strain: 
  𝜀𝑒𝑙 = 𝜀 − 𝜀𝑡ℎ = 𝐶𝜎 (12) 
where 𝐶 is the compliance of the material and 𝜎 is the stress experienced by the material. 
From here, it can be seen that stress in the material is given by 
 









) − 𝛼(𝑇 − 𝑇𝑟𝑒𝑓)] (13) 





A number of receiver geometries were designed, each with a particular purpose. 
The U-tube receiver design was created as a simple, easy-to-simulate geometry intended 
to be used in several studies in which the value of a single parameter was varied. The 
cone receiver and inverted cone receiver were designed with the intention of shifting the 
location of the hot spot in the receiver, in order to reduce losses due to reradiation from 
the cavity. The cup and cup-cone receivers were designed based on what we learned from 
the first three receivers, and were created to be high performance, low thermal stress 
receivers. 
We also developed a method to run detailed, accurate simulations of our 
receivers. We first run a MCRT simulation to obtain the flux profile of light on the inner 
surfaces of the receiver. Converting that profile to a heat flux, we then run a conjugate 
heat transfer simulation to determine the fluid flow and temperature profiles within the 
receiver. The temperature profile allows us to calculate the efficiency of a receiver, as 




CHAPTER 4: MODELING RESULTS 
The modeling described in Chapter 3 comprised two primary analyses. The first 
was a sensitivity analysis, which determined the factors that were most critical to 
achieving high receiver efficiency. This analysis was performed using only the U-tube 
receiver, because the simplicity of the geometry leads to the flow of the tin through the 
receiver converging roughly ten times faster than through the other geometries. Once 
these critical factors had been determined, the knowledge gained from the sensitivity 
analysis was used to perform an analysis of the receiver geometry, which allowed us to 
design a receiver that was not only thermally efficient, but could withstand the thermal 
stresses developed within the receiver. 
Mesh Convergence 
Mesh convergence was the first test performed. Using the U-tube model, the 
coarseness of the mesh within COMSOL was set to “fine” (67,764 elements), “finer” 
(288,474 elements), and “extra fine” (736,263 elements). Values obtained for the finer 
and extra fine meshes were within 1%; thus a finer mesh was used for subsequent 
simulations. 
Table 1. Values of parameters examined for different mesh densities. Percent difference between 
parameters evaluated for finer and extra fine meshes included. 
 Fine Finer Extra Fine % Difference 
Average Fluid Velocity (m/s) 0.0916 0.0885 0.0885 0.500 
Outlet Temperature (°C) 1768.7 1806.1 1815.5 0.452 





A number of parameters were examined for the U-tube sensitivity analysis. To 
determine what factors could affect the receiver performance, our first step was creating a 
basic thermal resistance network to understand how heat flows in the system. Figures 13 
and 14 depict the different paths heat can follow within the receiver assembly and 
possible thermal loss mechanisms. 
 
Figure 13. Thermal resistor network for the receiver. The subscript 1 denotes losses from the cavity 
through the receiver aperture, while a subscript of 2 denotes losses off the surface of the insulation. 
From this network, it can be seen that several parameters could potentially dictate 
how heat is transferred within the receiver. These parameters include the conductivity of 
various materials, those materials’ emissivities, the geometry of the cavity (both 
dimensions and general shape), which affects how heat is lost through the aperture due to 
radiation and convection, and the effective convective coefficient off both the surface of 
the insulation and the surfaces within the cavity. Additionally, by examining Equation 
(2), it can be seen that both the mass flowrate and the outlet temperature of the receiver 
can affect the efficiency as well. However, due to conservation of energy, it is evident 
that the flowrate and outlet temperature are directly coupled, and altering one therefore 


















Figure 14. Illustration of potential loss mechanisms in a receiver: cavity reradiation (shown with red 
arrows), convection from the cavity (shown with blue arrows), and convective and radiative losses off 
the surface of the insulation (shown with purple arrows). 
Tin Flowrate 
The tin flowrate through the receiver has a straightforward effect on receiver 
efficiency. When tin flows faster through the receiver, it keeps the receiver at a lower 
temperature, thereby reducing the average temperature of the receiver and the associated 
thermal losses. In this way, more heat is transferred to the tin, and efficiency of the 
receiver increases. This increase in efficiency can be seen in Figure 15. However, this 
increase in flowrate (and thus, decrease in the outlet temperature of the tin), negatively 
impacts the thermodynamic efficiency of any power cycle that uses heat from the tin as 
its thermal input. Thus, for a given system, the outlet temperature of the receiver should 
be adjusted to maximize the overall system efficiency, rather than the efficiency of a 
single component (i.e. the receiver or the power block). 
Because the receiver designed for this project is not providing heat to a power 




target values we have established, receiver efficiency is maximized when the flowrate is 
such that the outlet temperature is at exactly 1,350°C. A higher outlet temperature would 
reduce the overall efficiency due to a higher rate of heat loss from the receiver. 
 
Figure 15. Receiver efficiency and outlet temperature vs. tin flowrate. 
Dimensions 
Three dimensions were altered for the sensitivity analysis –cavity height, cavity 
width, and insulation thickness. In every case, when one dimension was altered, every 
other dimension was held constant. For instance, when the receiver cavity height was 
increased, the tube portion of the U-tube receiver remained the same size. Thus, in this 
case, altering the cavity height effectively moved the tube towards or away from the top 
of the cavity. 
Mass Flowrate (kg/s)







































Figure 16. Receiver efficiency vs. cavity width, cavity height, and insulation thickness. 
It can be seen in Figure 16 that significantly altering the width or height of the 
receiver did have some effect on receiver efficiency, but the effect is not pronounced. The 
drop in efficiency with increasing receiver dimensions is due primarily to the fact that 
increasing the dimensions of the cavity increases the surface area through which heat can 
escape to the environment. Furthermore, because increasing the height of the walls moves 
the tube portion of the receiver further from the aperture the amount of light striking the 
tube decreases. Instead, the light strikes the walls of the receiver, heating them up and 
causing them to reradiate more heat back to the environment. 
A more surprising result of this parametric sweep is the fact that the performance 
of the receiver is only weakly dependent on the thickness of the insulation. It would be 
reasonable to expect that a large amount of insulation is needed to prevent the receiver 
from losing much of its heat through the walls of the cavity. But beyond a few 
Length (cm)






















centimeters of insulation, there is little benefit to using more insulation. The reason for 
this is two-fold. First, even when very little insulation is used, its thermal resistance is 
such that heat lost to reradiation from the cavity is still the dominant loss mechanism; 
even given an insulation thickness of only of 2 cm, for a 7 kW radiant input, losses from 
the surface of the insulation were 483 W while losses due to reradiation were 973 W. 
Second, the effective resistance of the insulation asymptotically approaches a finite value 
as its thickness approaches infinity. This behavior can be observed by approximating the 
receiver as a sphere, surrounded by a hollow sphere of insulation. In this case, the thermal 











where 𝑟1 is the inner radius of the sphere, 𝑟2 is the outer radius, and 𝑘 is the sphere’s 
thermal conductivity. Because the size of the receiver is fixed, 𝑟1 remains constant, and 
only 𝑟2 changes in Equation (14). As the insulation thickness approaches infinity, the 
thermal resistance approaches (4𝜋𝑟1𝑘)
−1 and no longer depends on 𝑟2. This asymptotic 
behavior is supported by results from the parametric sweep; past a thickness of 8 cm, the 
losses through the insulation vary by less than 3 W (0.043% of the input power). 
We elected to use insulation with a thickness of approximately 20 cm. Such a 
thickness is sufficient to provide the maximum insulation possible for the receiver, and 
additional insulation leads to space constraints in the experiment. Furthermore, at 20 cm 
thick, the insulation has a surface temperature of ~50°C on average. Lower thicknesses of 
insulation lead to unacceptably high surface temperatures (e.g. 130°C average 




– heat from the surface of the insulation could convect or radiate to other components 
within the experiment that should remain at ambient temperatures. While the total heat 
loss through the receiver insulation is effectively the same regardless of the thickness, 
ensuring components near the receiver can be heated at maximum to a few degrees above 
ambient can be critical, particularly in the case of components such as the seal around the 
window or the motor used to run the liquid metal pump. 
Thermal Conductivity 
Prior to our performing a sensitivity analysis, it was not clear whether the thermal 
conductivities of materials available were sufficiently high to enable a high (i.e. >80%) 
efficiency receiver. In the case of the receiver itself, a material with a low thermal 
conductivity would not transfer heat efficiently from the irradiated surface to the HTF. 
Instead, the heat would simply be reradiated or convected from the irradiated surface. On 
the other hand, if the thermal conductivity of the insulation is too high, heat lost through 
it would not be sufficiently reduced. 
To alter the conductivity of materials within our simulations, the temperature 
dependent thermal conductivity was multiplied by a scaling factor. In this way, we 
preserved the temperature dependence of the conductivity while changing its magnitude. 
Values presented in Figure 17 are conductivities at room temperature. For reference, the 
effective composite thermal conductivity of the zirconia and microporous insulations is 
approximately 0.05 W/m-K
[94,95]
, while the conductivity of the graphite we are using is 
102 W/m-K
[97]





Figure 17. Receiver efficiency vs. insulation conductivity and graphite conductivity. Actual values for 
each material being used shown using arrows. 
From Equation (14), it can be seen that while increasing insulation thickness has 
diminishing returns, the conductivity of the insulation can drastically affect how much 
heat is lost from the receiver. This finding is supported by the data in Figure 17. As the 
thermal conductivity increases above ~0.1 W/m-K, receiver efficiency drops 
considerably. In the case that the conductivity significantly exceeds this value, heat losses 
through the insulation become the primary loss mechanism in the receiver. 
Conversely, the efficiency of the receiver drops off appreciably when the thermal 
conductivity of the graphite decreases below ~100 W/m-K. In this case, the thermal 
resistance between the irradiated surface of the receiver and the surface in contact with 
tin becomes comparable to the thermal resistance. The radiative heat transfer coefficient 
is 
Thermal Conductivity at Room Temperature (W/m-K)





















 ℎ𝑟𝑎𝑑 = 𝜀𝜎(𝑇ℎ𝑜𝑡
2 + 𝑇𝑎𝑚𝑏
2 )(𝑇ℎ𝑜𝑡 + 𝑇𝑎𝑚𝑏) (15) 
Assuming an emissivity of 0.8 for graphite, a hot temperature of 1,350°C, and an 
ambient temperature of 25°C, the resultant effective value of ℎ𝑟𝑎𝑑 is 237 W/m
2
-K. For 






For all the receiver geometries we designed, the thickness of the graphite, 𝐿, is 1 
cm. At 1,350°C, the conductivity of graphite is approximately 50 W/m-K
[98]
, so the value 
of ℎ𝑐𝑜𝑛𝑑 is therefore ~5000 W/m
2
-K. In this case, the thermal resistance due to 
conduction is 4.7% of that due to radiation, leading to the vast majority of heat flowing 
into the tin, rather than back out the cavity. However, if the thermal conductivity of 
graphite were an order of magnitude lower, the thermal resistance due to conduction 
would be 47% of the radiative resistance. This fact is worth noting because many 
refractory materials have conductivities closer to 5 W/m-K than 50 W/m-K, especially at 
such extreme temperatures. The difference in conductivity between different materials 
underscores graphite’s importance in this design. Very few refractory materials have a 
sufficiently high thermal conductivity to make an efficient receiver material while also 
being chemically compatible with molten tin. 
Emissivity 
The effects due to the emissivity of the surfaces within the cavity were somewhat 
unexpected. Emissivity values were altered for both the tube itself and the cavity walls, as 
depicted in Figure 18. One of four values was prescribed for each surface independently: 




values selected are based on the extreme cases for emissivity (0 or 1), as well as 
approximate emissivity values for both graphite (0.8) and mullite (0.45). 
  
Figure 18. Illustration of the two different groups of surfaces whose emissivities were altered. The 
“tube” surfaces are shown in red, while the “cavity walls” surfaces are shown in blue.  
In these simulations, the emissivity value listed was used for both the MCRT in 
LightTools as wells as the reradiation in COMSOL. Because a gray approximation was 
used in the simulations detailed here, absorptivity and emissivity are identical. Thus in 
this particular case, the decision to use the term “emissivity” rather than “absorptivity” is 
entirely arbitrary. 
Table 2. Receiver efficiency vs. emissivity of the tube and cavity walls. Cell color is based on 
efficiency, with higher values in green and lower values in red. 
εwallsi 
εtube 
1 0.8 0.45 0 
1 66.8 67.0 67.6 69.2 
0.8 67.5 67.1 67.5 69.4 
0.45 66.5 66.5 66.6 67.9 




Table 2  gives the efficiency of the U-tube receiver for each of the 16 different 
emissivity scenarios. It can be seen that the efficiency of the receiver is negative in the 
case that the emissivities of both the cavity and the tube are zero. The reason for this is 
straightforward: when both emissivities are set to exactly zero, no light is absorbed by 
any surface in the receiver, which means the receiver is never heated. In this case, the tin, 
which flows into the receiver at a temperature above ambient, cools off slightly as it 
flows through the receiver. 
Examining cases where the emissivity of the tube itself is equal to zero, the 
efficiency of the receiver drops by only a few percent. Though this result is initially 
surprising, upon inspection, the reason for this behavior becomes apparent. Light entering 
the receiver will for the most part be absorbed by the walls. A small fraction is lost 
immediately due to reflecting off the tube, but the amount is only about 1% of the 
incident light. Once light is absorbed by the cavity walls, the walls to heat up and the heat 
is in turn conducted to the tube within the receiver. The thermal resistance of the 
insulation is such that the heat lost through the insulation is within a factor of 2 of the 
heat lost when the tube is prescribed a non-zero emissivity. Furthermore, because the 
tube, which has a large view factor to the aperture (and thus, the environment), has an 
emissivity of zero, it does not radiate heat, thereby reducing losses due to reradiation. 
However, because there must be a temperature gradient to drive heat from the cavity 
walls to the tube, the average temperature within the cavity is higher than if the tube had 
a non-zero emissivity. This higher temperature causes heat to be lost from the receiver 
more rapidly. The overall effect of these competing trends is that the receiver efficiency 




On the other hand, reducing the emissivity of the walls to zero improves the 
receiver performance slightly. When the emissivity of the walls is zero, heat cannot be 
transferred as effectively from the tube, which is being heated directly by light, to the 
cavity walls, as conduction is the only means by which the heat is transferred. Thus, the 
cavity walls are at a slightly lower temperature than they would be otherwise, which 
reduces the amount of heat lost through insulation to the environment. 
When the emissivities of all surfaces are non-zero, the receiver efficiency is 
affected by only about 1%. In this case, all surfaces can absorb thermal radiation, to the 
extent that the temperature profile in every case is virtually identical. 
The optical absorption of an ideal blackbody cavity is independent of emissivity. 
Because the receiver is a cavity intended to mimic a blackbody cavity, the chance that a 
ray of light that has entered the cavity will be reflected back out is small; the surface area 
of the aperture is small compared to the surface area of the cavity itself, so light is much 
more likely to be absorbed by the receiver than to travel back out the aperture. A rough 
approximation for the effective emissivity of a cavity can be obtained using 
 






where 𝐴𝑐𝑎𝑣𝑖𝑡𝑦 is the surface area of the cavity, and 𝐴𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒 is the area of the aperture. 
The derivation of this equation can be found in Appendix B. The ratio of 𝐴𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒 +
𝐴𝑐𝑎𝑣𝑖𝑡𝑦 to 𝐴𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒 is around 28 for the U-tube receiver, so even for a real emissivity of 
only 0.1, the effective cavity emissivity is estimated as 0.948, according to Equation (17). 
For a real emissivity of 0.2, the effective emissivity is approximately 0.998. Thus it is 
reasonable to assume that the ability of a cavity to absorb light is only very slightly 




results support this conclusion, as for any geometry, the amount of light reflected back to 
the environment, regardless of emissivity, was found to be < 5% of the light entering the 
cavity. The one exception is the obvious case where all surfaces in the U-tube receiver 
were prescribed an emissivity of zero. 
Additional studies were performed on the cone, inverted cone, and cup receivers, 
in which surfaces in contact with tin and those not in contact with tin had their 
emissivities varied independently. The efficiency of each receiver in each particular case 
can be found tabulated in Appendix C. We found that the performance of the receiver in 
each case was only weakly dependent on emissivity of either set of surfaces. 
The effect of the insulation emissivity at the surface of the insulation was also 
considered, but, as can be seen in Figure 19, it was found that efficiency is highly 
insensitive to insulation emissivity. Even for an emissivity of zero (and therefore an 
effectively infinite thermal resistance), heat is removed from the surface of the insulation 
by natural convection. On the other hand, if the emissivity is set to one, this resistance is 
still in series with heat conduction through the insulation. From Equation (14), the 
thermal resistance of the insulation is approximately 2 K/W. For comparison, the thermal 
resistance of natural convection or radiation near ambient temperatures is about 0.2 K/W. 
The effect of altering the emissivity, and in turn the radiative resistance, is therefore 
negligible, because even if radiation off the surface of the insulation is eliminated, the 
thermal resistance at the surface of the insulation is an order of magnitude lower than the 
thermal resistance of heat conducted through the insulation. Thus, conduction through the 




dominant thermal resistance. A similar effect can be observed when the convective 
coefficient off the surface of the insulation is altered. 
 
Figure 19. Receiver efficiency vs. emissivity of the insulation. 
Convection 
Although radiation is the primary concern in this sensitivity analysis due to the 
manner by which it scales with temperature, convection is still an important effect to 
consider. The effects of convection both off the surface of the insulation and from the 
cavity itself lead to additional heat leakage from the receiver. 
Insulation Emssivity




















Figure 20. Receiver efficiency vs. convective coefficient of the cavity surface and the insulation 
surface. 
The effect of altering the convective coefficient off the surface of the insulation is 
minimal, for the same reasons changing the emissivity of the insulation had virtually no 
effect – namely because the convection off the surface of the insulation is not a limiting 
thermal resistance, since it is in series with conduction through the insulation. No matter 
how high the convective coefficient off the insulation surface is, there exists a limit to 
how much heat will escape through the insulation. In the limit that the convective 
coefficient approaches zero, radiation off the surface of the insulation still exists, but is an 
order of magnitude lower thermal resistance than is conduction through the insulation. 
Thus, the temperature at the surface of the insulation remains more or less constant, and 
the heat lost through the insulation is essentially unchanged. 
The convective coefficient off the surface of the insulation is expected to be 
approximately 5 W/m
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if gas were being blown over the insulation leading to forced convection, the change in 
the performance of the receiver can be seen to be negligible. 
Though understanding the effect of convection off the surface of the insulation is 
straightforward, the effects of convection within the cavity are some of the most difficult 
to accurately assess. For this sensitivity analysis, we swept across values of an effective 
heat transfer coefficient, ℎ, to determine the point at which its value would have a 
significant effect on the receiver performance. It is clear from Figure 20 that even for 
convective coefficients typical of natural convection (5-10 W/m
2
-K), convection from the 
cavity can lead to a significant drop in the efficiency of the receiver. At higher 
coefficients, convection causes the efficiency to decrease drastically. However, because 
gas will not be externally forced in or out of the cavity, this discussion will be limited to 
ℎ values <10 W/m2-K, a value which is on the higher side of natural convective 
coefficients for a gas; it is worth noting however that to avoid effecting a larger 
convective coefficient, flowing gases near the receiver aperture should be done with care. 
The behavior of gases within the cavity differs from typical cases discussed in the 
literature. Firstly, the temperature difference between the hottest gases in the cavity and 
ambient gas outside the cavity is in excess of 1300°C. To even obtain a value for the 
effective Grashoff number within the cavity is difficult to do with any degree of certainty, 
as the Grashoff number depends on the gas coefficient of thermal expansion and the 
kinematic viscosity, both of which exhibit large temperature dependences. For example, 
nitrogen’s thermal expansion decreases by 81%, and its viscosity increases by 300% 
between room temperature and 1,350°C. Therefore the local Grashoff number will vary 




essentially guaranteed to introduce a significant degree of error in any values being 
calculated. Secondly, the geometry in question is a horizontal cylinder with a small hole 
in one end, and the heating load on the cavity walls is neither constant temperature nor 
constant heat flux. Due to these irregularities, the case presented here differs significantly 
from cases in which simple approximations can be applied to determine an effective 
convective coefficient. 
Due to the uniqueness of the problem, accurately determining the heat transported 
by gas flowing out the receiver aperture in such a situation necessitates the use of CFD. 
Because of the difficulty in converging CFD simulations in COMSOL, cavity convection 
was not simulated until the receiver design had been finalized. Once the cup-cone 
geometry was identified as the receiver we plan to test experimentally, the flow of gas 
occupying both the volume within cavity and the space immediately outside the cavity 
was simulated using COMSOL. Boundary conditions were prescribed by setting the 
temperature at each surface equal to the temperature generated by previous thermal 
modeling of the receiver. This temperature profile was obtained when simulating effects 
such as tin flowing through the receiver, radiation, conduction through the insulation, 
etc., but neglecting cavity convection. At the boundary open to the environment (see 
Figure 21), the gauge pressure of the gas was set equal to zero, and the temperature to 
25°C. A downward volume force equal to the local density times the gravitational 






Figure 21. Depiction of boundary conditions used when simulating convection in the cavity. 
Temperature is prescribed at all surfaces outlined in red, while the dashed green line represents an 
open boundary condition. A volume force equal to that of gravity is applied acting downwards. 
From the CFD simulations, the resultant convective heat flux is approximately 
370 W, which corresponds to an effective heat transfer coefficient of 4.47 W/m
2
-K on the 
inner surfaces of the receiver. Cross-sections of the gas temperature and velocity can be 





Figure 22. Temperature map of the gas within the receiver as well as solid bodies with which it is in 
direct contact (left) and velocity profile of gas within the cavity (right). Velocity magnitude shown 
using red arrows, and streamlines in blue. Gravity acts downwards. 
Hot Spot Location 
Because radiation scales with the fourth power of temperature, minimizing the 
view factor between the hottest portions of the receiver and the aperture will significantly 
reduce reradiative losses. However, the hottest portions are generally also those with a 
high view factor back to the aperture. This is because the portion of the receiver with a 
high view factor to the aperture will likely also absorb a high fraction of the incoming 
light. Thus, minimizing reradiation losses is non-trivial. Indeed, a significant amount of 
the design work on the receiver was focused around this particular task, and once we 
completed a sensitivity analysis of the U-tube receiver, every subsequent design was 
motivated at least in part by attempting to shift the hot spot location. The illustrations of 












Figure 23. Illustrations of the four initial receiver designs. 
We first realized the significance of hot spots when working on the U-tube 
receiver. Due to its geometry, a high percentage of the light incident upon the cavity 
heated the portion of the tube near the aperture, creating a hot spot at this location, which 
can be seen clearly in Figure 24. The hot spot in turn resulted in a significant amount of 
energy reradiating from the cavity. 
 
Figure 24. Temperature distribution of the U-tube receiver. Note the portion of the receiver near the 












The motivation for the design of the cone receiver was eliminating such a hot 
spot. Our intent was to cool the tip of the cone by rapidly flowing cold tin towards the tip, 
then letting it flow down the sides of the cone away from the aperture. Keeping the tip 
cool would in theory minimize reradiation, because the tip has a high view factor to the 
aperture. However, after running several simulations of the cone model it was found that 
the receiver would not work for two reasons: (1) the tin did not sufficiently cool the tip of 
the outer cone, and reradiative losses were not decreased significantly, and (2) the cold 
tin created a temperature gradient on the order of 1,000°C/cm near the tip, which we 
expect would cause failure due to the thermal stresses that would develop. 
The design of the cone receiver was revised by reversing the direction of the tin 
flow. Doing so mitigated thermal stresses to a degree, because the tin is preheated as it 
flows up the sides of the inner cone. Once the tin reaches the tip of the cone, it is at a 
temperature close enough to the temperature of the outer tip that thermal gradients are not 
as extreme (see Figure 25 for the temperature profile). Additionally, a hot spot at the tip 
of the cone was actually found to be beneficial. This hot spot heats the tin further than in 
the original design, because it is closer to the tin exit point. In the initial design, for a 
given flowrate, the temperature of the outer cone near the exit point of the tin was 
~1300°C, which limited the exit temperature of the tin to approximately the same 
temperature. Changing the flow of the tin so it exits the cone near a hot spot of ~1450°C 
allows the tin to reach temperatures in excess of 1,350°C. Once we discovered this effect, 
we determined there was an additional principle that should guide the design of the 
receiver: not only should hot spots have a small view factor to the aperture, but hot spots 




stark contrast to external receivers used in molten salt CSP plants, which operate at lower 
temperatures and attempt to keep the flux profile as uniform as possible to minimize 
thermal stresses. Furthermore, the highest intensity flux should be located near tin exit 
points, so the tin leaves at the peak temperature. 
 
Figure 25. Temperature distribution of the cone receiver after the direction of flow was reversed. 
The inverted cone design we developed was intended to reflect these general 
design principles. In this design, the hot spot of the receiver is near the apex of the cone, 
which is now far from the aperture. Because of the location of this hot spot (see Figure 
26), the view factor is lower than for the standard cone design, and thus heat loss due to 
reradiation is decreased. However, as in the previous cone design, this design places the 
hot spot near the exit point of the tin, allowing the tin to reach higher temperatures than it 
would otherwise. While this receiver was able to achieve an efficiency of 82%, due to the 
geometry of the receiver, thermal stresses in excess of graphite’s tensile strength 
developed in the receiver, necessitating a different design that manages to locate the hot 













Figure 26. Temperature distribution of the inverted cone receiver. 
The solution we developed was the cup receiver. In this design, a hot spot exists 
on the inner walls close to the lid (see Figure 27). This hot spot lies almost directly on top 
of the exit point of the tin, allowing the tin to be further heated. However, because the hot 
spot is so close to the lid but at an almost 90° angle to the aperture, the view factor to the 
aperture is small, reducing reradiation. The base of the receiver, which has a high view 
factor to the aperture, is kept cool by the tin flowing into the receiver. Tin is able to cool 
the base in this case because unlike the tip of the cone receiver, the base is sufficiently far 
from the aperture. Radiation from the aperture is diffuse enough that the base is not 












Figure 27. Temperature distribution of the cup receiver. 
Cup-Cone Performance 
The temperature profile of the cup-cone receiver, provided in Figure 28, is similar 
to that of the cup receiver and takes advantage of the temperature distribution observed in 
the cup receiver. The hot spot of the receiver is near the outlets of the receiver, and 
similar to the cup receiver, this hot spot is located in a location that has a small view 












Figure 28. Temperature profile of the cup-cone receiver. The direction of flow through the receiver is 
provided here again for reference. 
Results from cup-cone simulations are tabulated in Tables 3-5 below. 
Table 3. Energy balance for the cup-cone receiver based on COMSOL models. 
Parameter Value (W) % of Total Input 
Total heat input  6,250  100 
Increase in tin sensible heat   5,357  83.3 
Cavity reradiation losses  483.2  7.73 
Cavity convection losses  429.7  6.88 
Conduction through insulation losses  373.1  5.97 
Error (|total input – other values|)  144.1  2.31 
Table 4. Temperature of various locations in the cup-cone receiver based on COMSOL models. 
Location Temperature (°C) 
Inlet  300 
Outlets (average)  1,350 
Cavity peak temperature  1,494 
Cavity average temperature  1,243 
Average insulation outer surface  76.6 
Table 5. Other relevant values for the cup-cone receiver based on COMSOL models. 
Parameter Value 
Mass flowrate (kg/s)  2.18 x 10
-5
 
Average tin heat capacity (kJ/kg-K)  0.236 
Effective insulation thickness (cm)  20 











The discrepancy in Table 3 of 144.1 W between the total power input and the 
increase in tin enthalpy plus losses is due to the coarseness of the mesh used. Based on 
the results presented in Table 3, we estimated the efficiency of the receiver when tested at 
1,350°C will be 83.3±2.3%. However, if we can successfully eliminate convection from 
the cavity, (i.e. drop the value of “cavity convection losses” to zero), the efficiency is 
expected to climb to 90.2±2.3%. Assuming the discrepancy of 144.1 W is due entirely to 
an over prediction of the temperature increase of the tin, we still estimate the receiver 
efficiency to be 81.0%, which is above our benchmark of 80%. 
It is worth noting that little can be done to further minimize losses through the 
insulation. As has been shown already, increasing insulation thickness has virtually no 
effect. There is also little opportunity to reduce the thermal conductivity of the insulation 
further, since the zirconia insulation being used is one of the few insulations that can 
withstand the temperatures achieved by the receiver (>1,350°C), and the insulation’s 
thermal conductivity is very low already (0.2 W/m-K). To the best of our knowledge, 
there is no other commercially available insulation that would outperform zirconia at 
1,350°C. Similarly, the microporous insulation used here has one of the lowest thermal 
conductivities of any insulation currently available (0.01 W/m-K) for this temperature 
range, and it can be used up to 1,000°C. Thus, there is no straightforward manner to 
reduce the effective thermal conductivity of the insulation. Finally, we could attempt to 
reduce losses off the surface of the insulation. However, as we have demonstrated, doing 
so would require reducing both the convective coefficient and emissivity of the insulation 




design, to the point where we do not believe that a significant decrease in cavity 
reradiation can be realized. 
The most effective way of further improving the efficiency would then be to 
somehow reduce the convection from the cavity, which could be accomplished by using a 
forced-convective wall, often termed an air curtain, which limits the ability for the hot 
gas to flow out of the receiver aperture. Additionally, there is the option of using a lower 
thermal conductivity inert gas, such as krypton or xenon, though such gases are quite 
expensive compared to gases like nitrogen or argon. 
Thermal Stresses 
As mentioned previously, thermal stresses are one of the most important factors to 
consider when developing a receiver geometry. The receiver dimensions are on the order 
of 30 cm and the temperature change within the receiver is around 1,000°C; thus 
temperature gradients in the receiver are expected to be 50-100°C/cm. Such gradients 
may result in stresses in excess of graphite’s tensile strength. Furthermore, in many of the 
initial geometries, this temperature gradient is compounded by the existence of sharp 
features that can act as stress concentrators. 
Due to the number of other factors we investigated, thermal stresses were not 
initially considered when designing the receiver. Although the receiver must be designed 
so it is not overstressed when heated, initially we solely considered the thermal 
performance of the receiver to determine which heat loss mechanisms were most 
impactful on its efficiency. Once these factors had been quantified, we examined stress 




receivers. Stress profiles for several different receiver geometries can be found in Figure 
29 below. 
 
Figure 29. First principle stress profiles of the U-tube, cone, inverted cone, and cup receiver. Positive 
values indicate tensile stresses, while negative values indicate compressive stresses. 
The maximum stress developed in each receiver is tabulated below. 
Table 6. Maximum stress developed in each receiver geometry. Efficiency of each receiver is also 
provided. 
Geometry Maximum Stress (MPa) Efficiency (%) 
U-Tube  325 67.10 
Cone  254 82.07 
Inverted Cone  110 82.48 
Cup  89 82.26 
While successive iterations of the receiver resulted in lower maximum thermal 
stresses, even in the best case, i.e. the cup receiver, the stresses developed are still well in 
excess of graphite’s tensile strength (43.0 MPa
[97]


























two locations: the inlet, where cold tin flows into the receiver, and the aperture, where 
some light spills onto the aperture rather than passing through it. This localization of 
stresses can be seen clearly in the cup receiver. To address these issues, we modified the 
cup receiver, leading to the cup-cone receiver. 
 
Figure 30 First principle stress profile of the cup-cone receiver. Positive values indicate tensile 
stresses, while negative values indicate compressive stresses. Note here the difference between the 
range in stresses for this receiver as compared to those in Figure 29. 
The primary difference between the cup and cup-cone designs is the tapered inlet. 
As seen in Figure 30, this taper reduces thermal stresses near the inlet by an order of 
magnitude. Additionally, to address the thermal stresses near the aperture, we removed 
the graphite “lid” on the receiver, electing instead to use rigid insulation as the receiver 
lid to prevent reradiation. 
The maximum stress expected in the cup-cone design is only 10.8 MPa. The 
tensile strength of the AR-14 graphite from which we fabricated the receiver is 43 MPa, 
which is 4.0 times the maximum stress developed in the cup-cone receiver, so the 
receiver is not expected to fail during testing. Furthermore, fatigue is generally not a 
















, and graphite generally does not creep at elevated temperatures
[100]
; thus, 
these two issues are not a concern in the planned experiments. 
Summary 
Several factors were found to have a significant effect on the performance of 
cavity receivers, while others had little to no effect. Neither the cavity dimensions nor the 
thickness of the insulation significantly affects the performance of the receiver. 
Additionally, modes of heat loss transfer at the surface of the insulation (i.e. convection 
and reradiation) are not limiting resistances, and the receiver efficiency is highly 
insensitive to either of these loss mechanisms. Finally, because the ratio of the aperture 
area to inner receiver surface area is so small, receiver performance is highly insensitive 
to the emissivity of the inner cavity surface. The exception is the case in which portions 
of a surface can be made with a reflectivity > 0.9, but doing so poses substantial 
challenges, particularly at 1,350°C. 
While the emissivities of the insulation and cavity material are unimportant, the 
thermal conductivity of these materials can greatly affect the efficiency of the receiver. 
Our proposed combination of zirconia and microporous insulation is, to our knowledge, 
one of the best-performing insulating methods for extreme temperatures. The effective 
conductivity of these insulations in series minimizes thermal losses through the 
insulation, so the efficiency penalty is only 5-10%. Electing to construct the receiver out 
of graphite reduces the receiver efficiency by approximately 6% as compared to using a 
perfectly thermally conducting material. However, very few other refractory materials 




graphite is one of the best commercially available and easily machinable materials from 
which to construct the receiver, particularly at small scales. 
Two other factors that were found to significantly affect the performance of the 
receiver are convection from the receiver cavity and the location of hot spots within the 
receiver. Depending on the effective convective coefficient off the inner cavity surfaces, 
the receiver performance could either be virtually unaffected (if ℎ < ~1 W/m2-K) or 
impacted to the point that the receiver could not possibly achieve an acceptably high 
efficiency (if ℎ > ~10 W/m2-K). From CFD simulations, the effective convective 
coefficient is 4.47 W/m
2
-K; in this case, convection from the cavity reduces the 
efficiency of the receiver by ~6%. The location of hot spots within the receiver dictates 
the performance of the receiver for two reasons. First, a hot spot with a high view factor 
to the aperture will result in increased losses due to reradiation from the cavity. Second, a 
hotspot close to the exit point of the tin allows the tin to be heated locally above 
temperatures achieved in the rest of the receiver. Thus, an optimal receiver geometry 
should be designed in such a way that hot spots form near the tin outlets but with a low 
view factor to the receiver aperture. 
One final factor to consider is the thermal stresses developed in the receiver, 
though they do not directly affect the receiver efficiency. Many designs we considered 
result in stresses that are in excess of graphite’s tensile strength. From this, we realized 
the receiver must be carefully designed to minimize thermal stresses. Various strategies 
can be employed to do so, including the elimination of sharp features, tapering the inlet 





Taking into account all the considerations listed here, we developed the cup-cone 
receiver geometry, which addresses all the aforementioned issue, particularly locating hot 




CHAPTER 5: EXPERIMENTAL SETUP AND PRELIMINARY 
RESULTS 
A number of additional components are necessary to allow us to test the receiver. 
Once these elements were designed, we could perform initial tests on the receiver to 
validate the COMSOL simulations described in the preceding chapters and begin to 
assemble an experiment to test the receiver at high temperatures. 
Receiver Setup 
Although the geometry of the receiver itself has been determined, other 
challenges posed by the receiver must be addressed. Recombining flow from the receiver, 
rigidly supporting the receiver, and preheating the receiver so that tin flowing through the 
receiver remains molten are all factors to consider. 
Outlet Recombination 
After flowing through the annular space within the receiver, tin flows out of four 
separate outlets. It is desirable to maximize the symmetry of flow out of the outlets to 
keep the angular temperature distribution as uniform as possible. If the outlets are 
oriented to form a “+” shape, asymmetry would exist between the top, middle, and 
bottom outlets due to gravity, so instead, these outlets are oriented in an “x” shape (see 
Figure 31). Using an “x” orientation, a higher degree of symmetry out of the four outlets 






Figure 31. Cross section of the cup-cone receiver outlet network. Graphite is shown in black and tin 
in gray. Gravity acts downward. Direction of flow shown with red arrows. The recombined yin flows 
out of the receiver through a pipe located at the dashed red circle. 
Once the tin has flowed out of the four outlets, it follows a circular path until it 
reaches an outlet pipe located at the top of the receiver. The outlet pipe is at the top of the 
receiver to ensure the receiver will fill entirely with tin, and no gas bubbles remain within 
the receiver. 
Receiver Support 
 Structurally supporting the receiver is not a trivial matter. The support material 
should be highly insulating, as a less thermally resistive material will conduct a 
significant amount of heat away from the receiver, in turn decreasing the receiver 
efficiency. The material should also be chemically stable with respect to graphite. Any 
material used should be machinable, as it must be formed to hold the receiver. However, 




must be located precisely with respect to the focal point of the HFSS. Materials that creep 
below 1,350°C, such as steel, would lead to the receiver losing alignment with the HFSS. 
At best, such misalignment would lead to a lower efficiency; at worst, misalignment 
could lead to a component of the experiment overheating and failing. 
The material we selected to support the receiver is a rigid, machinable, yttria-
stabilized zirconia (YSZ) insulation board. The board can be cut using any number of 
methods, included a CNC mill or a water jet, allowing for precise shapes to be easily 
machined. To support the receiver, we cut a semicircle from two pieces of rectangular 
board; the receiver sits in this semicircle (see Figure 32). Because the material is 
insulating, the supporting insulation located far from the receiver is near room 
temperature and can therefore be supported with conventional steel brackets. 
Receiver Aperture 
The “lid” for the receiver is subjected to several constraints, many of them similar 
to those of the receiver supports. The material is in contact with the portion of the 
receiver that reaches ~1,400°C and is subjected to the high intensity light that spills onto 
the surface of the lid near the aperture. It must keep its shape even at extreme 
temperatures. The material should also be easily machined, as the aperture dimensions 
must be precise. Too large an aperture will allow an unacceptable level of reradiation to 
escape from the cavity, while too small an aperture will not allow a sufficient amount of 
light to enter the cavity. Additionally, an aperture with too steep a taper will lead to some 
shading effects, because light comes in at an angle from the HFSS. For these reasons, we 




The lid was designed to sit on an additional zirconia board that served as a 
support in a manner identical to the receiver. 
 
Figure 32. Schematic of the receiver with insulation support and aperture insulation, as well as inlet 
and outlet pipes. 
Preheating the Receiver 
When starting the experiment, it is desirable to flow tin through the receiver 
before turning on the HFSS, in order to prevent portions of the receiver from overheating. 
However, in this case the receiver must be preheated, or the tin inside it will not be liquid 
and cannot be pumped. Preheating is challenging, because most heat tapes are encased in 
a flexible fiberglass covering that becomes glassy above 480°C, beyond which the heat 
tape usually becomes unusable. Because of this temperature limitation, the heat tape 
would likely be a one-time use; however it is preferable be able to run multiple receiver 
tests, while allowing the receiver the cool between tests. To allow for multiple tests, we 








wrapped in a Nextel (composed of Al2O3, SiO2, & B2O3) fabric covering that is rated up 
to 1,370°C. The cartridge heaters are not located at the hottest part of the receiver, so it is 
expected that neither the Nextel covers nor the cartridge heaters will exceed their 
recommended use temperatures. The coils we selected were sized appropriately so they 
are long enough to wrap around the receiver without being so long as to overlap ends. By 
packing soft alumina insulation around the receiver, the coils are held in place next to the 
receiver.  
Compound Parabolic Concentrator Considerations 
A compound parabolic concentrator (CPC) is a type of non-imaging optical 
concentrator. A typical CPC, such as the one depicted in Figure 33, is a reflective, hollow 
3-D truncated parabola
[101]
. Light enters the wider end of the parabola and exits the 
smaller end. The light entering the CPC is more columnated (i.e. has a lower angular 
spread) than the light leaving the CPC. However, the concentration of the light is higher 
at the exit of the aperture. Referring back to Equation (3), more highly concentrated light 





Figure 33. Illustration of a typical CPC. Light rays (shown in red) enter the left side of the 
concentrator and exit the right side. The path of one such ray within the CPC is shown using a 
dashed line. 
It should be noted a CPC is the optimal geometry to increase optical 
concentration. Altering the geometry of the CPC by making it, e.g. hexagonal rather than 
circular, or making the taper straight rather than parabolic, can significantly reduce the 
maximum attainable increase in concentration
[101]
. 
In our application, the CPC is designed so its inlet diameter is equal to the 
diameter of the receiver aperture when a CPC is not used (4.7 cm). Because the outlet of 
the CPC is smaller than the inlet however, the effective aperture of the receiver can be 
reduced, which in turn leads to less reradiation escaping from the receiver and an 
improved efficiency. It is evident then that, all else being equal, using a CPC is desirable. 
However, due to thermal management and loss issues that are detailed below, we elected 
not to use a CPC. 
Reflective Compound Parabolic Concentrator Design 
Working with our colleagues at the University of Rochester, we designed a 
reflective CPC specifically for the HFSS detailed in the Monte Carlo Ray Tracing 




from the seven lamps. This acceptance angle determines the maximum theoretical 







where 𝐶𝑚𝑎𝑥 is the concentration ratio and 𝜃 is the half angle of the acceptance angle of 
incident light. For the case where all seven lamps are turned on, the acceptance angle is 
48.4°, so the maximum concentration ratio is 1.8. Using a CPC to achieve the maximum 
concentration 𝐶𝑚𝑎𝑥, light rays reflect on the surface of the CPC an average of 0.986 
times. If the CPC is made from a polished aluminum or silver reflector, and assuming no 
manufacturing related losses (e.g. imperfections in the surface of the CPC), the optical 
absorption in the CPC is approximately 5%, and losses due to reflection off the CPC are 
therefore equal to 1 – (0.95 x 0.986) = 3.65%. 
The HFSS creates 6.25 kW of light within a disc with a radius of 2.35 cm. 
Approximating T in Equation (3) as the fluid exit temperature, Figure 34 shows the 
theoretical maximum receiver efficiency that can be achieved in this case, with and 





Figure 34. Maximum theoretical efficiency vs. maximum fluid temperature with and without a CPC, 
assuming perfect reflection. 
It can be seen in Figure 34 that at 1,350°C (our target outlet temperature), using a 
CPC equates to a nearly 5% increase in the maximum theoretical efficiency. However, 
this value neglects several important considerations. First, the CPC is not perfectly 
reflective, and would not be entirely free of imperfections. Because the reflectivity of the 
CPC is only at most ~95%, the light lost due to the CPC would almost certainly exceed 
5% of the total light entering the CPC, resulting in a negative impact on receiver 
efficiency. Second, from Figure 28, it can be seen that the hottest portion of the receiver 
assembly is the insulation around the aperture. To keep the CPC cool enough to prevent it 
from melting would require active cooling. Even assuming that a CPC would be feasible 
to implement, this active cooling would pull away additional heat such that even with a 
perfect CPC, the efficiency would suffer. For these reasons, we decided not to use a 
reflective CPC. 
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It is also worth noting that the estimated increase in efficiency using a CPC is 
based on the blackbody temperature of the cavity, which is estimated as the HTF exit 
temperature. However, based on COMSOL simulations, the actual blackbody 
temperature of the cavity was found be significantly lower, as the exit temperature is the 
hottest temperature within the cavity, and the flux of reradiated light from the cavity is 
lower than calculated for Figure 34. According to our modeling, reradiation from the 
cavity is only 35.6% that of a cavity that is uniformly at 1,350°C, corresponding to an 
effective cavity blackbody temperature of 981°C. In this case, the disparity between the 
performance with and without a CPC is even smaller, and the predicted improvement in 
efficiency is closer to 3.5%. 
Refractive Compound Parabolic Concentrator Design 
To address the issues presented by a reflective CPC, we considered using a 
refractive CPC. Refractive CPC’s have the same geometry as reflective CPC’s, but utilize 
total internal reflection (TIR) rather than reflection to concentrate light. Whereas a 
reflective CPC is hollow with reflective walls, a refractive CPC is a monolithic piece of a 
transparent dielectric material. This material is shaped in such a way that it would fill the 
empty space within a reflective CPC. By taking advantage of the difference in refractive 
index between the dielectric and the gaseous atmosphere, the refractive CPC mimics the 
manner in which a reflective CPC concentrates light with one major difference: because 
light entering the CPC undergoes refraction, a refractive CPC can achieve the same 
concentration ratio as can a reflective CPC with a larger acceptance angle than that of a 




can a reflective CPC for a given acceptance angle. In the case of a refractive CPC, the 







where 𝑛 is the refractive index of the dielectric.  Here, it is assumed the CPC is held in a 
gaseous environment with a refractive index of 1. 
When considering a refractive CPC, there are few materials that can be used at the 
temperatures at which we plan to operate. One option we considered is quartz, with a 
refractive index of approximately 1.55. However, above 870°C, quartz becomes opaque, 
as it undergoes a phase transition from α-quartz to either α-tridymite or cristobalite 
depending on the conditions to which it is subjected
[102]
. Even assuming we actively 
cooled the quartz, if the active cooling were to fail in some manner and the quartz began 
to turn opaque, the incident light would lead to a runaway effect; as the quartz heats and 
becomes opaque, it would absorb more light, causing it to heat further above 900°C. For 
this reason, we instead considered making a CPC out of sapphire. Sapphire, the pure, 
crystalline form of α-alumina, has a refractive index of approximately 1.77, a melting 
point of 2040°C, and does not undergo a phase transition that causes it to become opaque. 
Furthermore, sapphire’s conductivity of 30 W/m-K at room temperature is much higher 
than that of quartz. Such a high conductivity would help prevent the sapphire from 
forming hot spots and would potentially eliminate the need to actively cool it. 
While sapphire does possess many ideal properties, it also presents several 
problems. Sapphire is at most only about 90% transmissive, and adding an anti-reflective 
coating to the CPC is not feasible, as the CPC would be extremely hot; active cooling is 




much heat from the system. At a transmittance of 90%, even the boost in performance 
afforded by the difference in refractive index (an improvement in concentration by about 
a factor of 3), is not enough to justify sapphire’s use. We estimated that at best, the 
efficiency of the receiver would improve on the order of 1%. Furthermore, sapphire is 
costly to manufacture, especially because its surface must be polished to a very smooth 
finish. Between the monetary cost and the time necessary to find a way to incorporate the 
CPC into the system, we determined that there was too little potential benefit to justify 
the use of the CPC. 
Another material worth considering is aluminum oxynitride (AlON). AlON is a 
transparent crystalline solid with a thermal conductivity of 12 W/m-K, a melting 
temperature of 2,150°C, and is stable in inert atmospheres. However, we did not look into 
using AlON for experiments at the laboratory scale, because the transmission losses are 
expected to be approximately equal to those of sapphire, so the CPC would still provide 
little to no benefit.  
Gas Curtain 
Our entire experiment is contained within a hermetically sealed box, so a window 
is necessary to allow light to cross the boundary of the box to reach the receiver. Due to 
the size of the window and the fact that light from the HFSS comes in at a wide angle, the 
receiver must be located in close proximity to the window, which could allow hot gases 
to escape the receiver cavity and directly convect to the window or the window seals. 
This in turn raises concerns about overheating the window’s seals, which are not 
designed to exceed 200°C. Furthermore, because the window is silica, its thermal 




gradient could develop within the window, leading to it cracking. In both cases, a failure 
would mean a breach in the hermetic seal keeping oxygen out of the experiment, which 
would be problematic for a number of reasons, such as graphite and tin oxidation. To 
prevent the window from overheating, we constructed manifolds to create a gas curtain 
between the window and the receiver. The gas curtain consists of a blower, tubing, two 
manifolds (one output and one intake), and an intercooler. The manifolds, shown in 
Figure 35, are machined from a large hollow steel bar. Three tubes lead into each 
manifold, which helps keep flow along the entire curtain uniform. A slot was cut into 
each manifold to create a long, thin gas curtain. 
 
Figure 35. Manifold for the gas curtain. The three connections to the manifold can be seen in the left 
image, while the slot for gas output/intake can be seen in the right image. 
These manifolds are mounted above and below the front face of the receiver. By 
blowing nitrogen out one manifold and pulling it into the other, a gas curtain can be 





Figure 36. Illustration of how the gas curtain operates. Nitrogen flows from the outflow manifold to 
the intake manifold to create a streamline (shown in blue) that traps hot gases, preventing them from 
escaping the receiver. 
Receiver Results 
While we have yet to test the receiver using the HFSS, we have validated the 
COMSOL model of the cup-cone receiver subassembly. This validation was obtained 
using the heating coils that encircle the receiver. By controlling the coils (i.e. determining 
when and for how long they are turned on), then using COMSOL to reproduced the same 
heating conditions as the coils, we confirmed that the thermal behavior of the receiver is 
in good agreement with our models. Because these tests were performed in air, 
temperatures we kept well below 300°C, to eliminate any possibility of oxidation. 
Heat-Up Procedure 
Our first validation entailed heating the receiver from ambient temperature to 
approximately 220°C. During the heat-up procedure, the heating coils were set to 
independently maintain a temperature of 300°C, as measured by a thermocouple located 







maintained a temperature of exactly 300°C. Factors such as overshoot and poor thermal 
contact between the thermocouples and the coils could very easily lead to a temperature 
reading not indicative of the actual temperature of the coil. 
For this reason, we did not use a temperature boundary condition for the coils 
when modeling the receiver assembly in COMSOL. Instead, we used the output file 
generated by LabVIEW to determine each instance when a heating coil was turned on. 
Because we know the power of each heating coil (500 W), we created a simple input 
function that approximates the amount of heat generated by a coil at any given instant. 
Once we had determined this input function, we ran a transient simulation and compared 
the results with those obtained experimentally, as shown in Figure 37. 
 
Figure 37. Experimental and simulation results of the heat-up procedure. 
The discrepancy in final temperature between experimental and simulation results 
is 3.9%, which corresponds to a temperature difference of approximately 8°C. For 
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comparison, the margin of error of the thermocouples used 5°C, which alone could 
explain most of the discrepancy in the system. Even assuming the thermocouples are 
perfectly accurate, the discrepancy could be attributed to one or several other factors. The 
heat capacity of graphite was not measured and is not provided for the AR-14 grade of 
graphite we used for the receiver. Instead, we used approximated the heat capacity of the 
graphite based upon the heat capacity of fully dense graphite and the porosity of AR-14, 
so there is some potential for error due to this approximation. While we assume that the 
heating coils provide exactly 500 W of power, it is possible that the actual power 
provided is lower due to e.g. manufacturing imperfections, oxidation of the coils, or 
variations in the supplied voltage. In this case, if the coils provided 20 W (4%) less than 
they are supposed to, the entire discrepancy in temperature can be accounted for. 
Alternatively, it is possible that the effective convective coefficient estimated within the 
cavity is inaccurate. To approximate the convective coefficient, we scaled the convective 
coefficient at 1,350°C (4.5 W/m
2
-K) by the difference in temperature to the ¼ power. As 








-K. It is worth noting the initial value of 4.5 W/m
2
-K is itself an estimate based 
on fluid dynamics simulations, as described in Chapter 4. Finally, it is possible that the 
insulation allowed more heat to leak from the receiver than expected. It is also likely that 
more than one of these sources of error contributes to the discrepancy presented here. 
However, the agreement is sufficient and thus further quantification of these sources of 





Once the heat-up procedure was completed, we held the receiver at steady-state 
for approximately 48 hours. After this time, the aperture to the receiver was plugged with 
insulation to eliminate any effects due to natural convection through the aperture, and the 
receiver was allowed to cool. By plugging the aperture and allowing the receiver to cool, 
we eliminated the two most likely sources of error in our simulation of the receiver 
heating up. Natural convection within the cavity no longer has an effect on the overall 
temperature of the receiver, and because the receiver is cooling, at no point are the 
heating coils turned on. As can be seen in Figure 38, the results obtained for the cool-
down procedure agree quite well with those generated using COMSOL. 
 
Figure 38. Experimental and simulation results of the cool-down procedure. 
At the end of the simulation (~13.5 hours), the difference in predicted and 
measured temperature was less than 3°C, which is within the margin of error of the 
thermocouples used. Such agreement, both from the heat-up and the cool-down 
procedures, provides strong evidence that our simulations accurately model the physics 
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within the receiver. However, there is one portion of the physics that we modeled that 
was not tested using either transient simulation, namely reradiation from the cavity. To 
validate our treatment of the cavity reradiation, we performed additional validation while 
the receiver temperature was at steady state. 
Cavity Reradiation Validation 
To validate our modeling of cavity reradiation, while the receiver was at its 
steady-state temperature of approximately 220°C, we inserted a thermocouple into the 
cavity and allowed it to reach thermal equilibrium. We also measured the depth of 
insertion of the probe. The aperture was not plugged with insulation during this portion of 
the experiment, nor was it modeled as such when comparing to simulations. Our results 
were compared with those obtained from a COMSOL simulation, the results of which are 
shown in Figure 39. 
 
Figure 39. Experimental measurements and simulation results of cavity temperature at various 
locations. 
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We have included the error bars due to the uncertainty in the readings generated 
by the thermocouples (± 5°C). The discrepancy between measured and predicted results 
can also be ascribed in part to neglecting convection within the simulation. We expect 
convection from the receiver cavity would further heat the thermocouple slightly, which 
is consistent with the observed error in Figure 39. Furthermore, ensuring the 
thermocouple was perfectly aligned with the receiver proved difficult, so it is possible the 
location of the thermocouple tip was up to ~5 mm from where we expected it to be. 
While the temperature does not match perfectly, the degree of accuracy displayed 
here is sufficient to validate how we treated reradiation within the cavity. Not only are the 
temperature measurements within 10°C of the predicted temperature, but the trend in 
temperature as a function of insertion depth is consistent between the simulated and 
experimental data. That this data matches up so well with COMSOL simulations is quite 
encouraging; at 1,350°C, radiation is generally the dominant mode of heat transfer, so our 
ability to accurately model radiation is critical to obtaining meaningful results. 
Summary 
Many components have been designed to create a full receiver sub-assembly. An 
outlet network was created to recombine flow from four individual outlets into a single 
stream. The recombination scheme maximizes the symmetry of the design, and 
eliminates gas bubbles within the receiver. Both the receiver support material and the 
receiver “lid” are constructed from rigid, insulating yttria-stabilized zirconia. This 
material minimizes heat losses without deforming at high temperatures. The receiver is 




coils can used to preheat the receiver, which allows us to flow tin through the receiver 
before the HFSS is turned on. 
Though we initially planned to use a CPC to further increase the concentration of 
light entering the receiver, after extensive analysis, we determined a CPC, whether 
reflective or refractive, would at best lead to a ~1% improvement in receiver efficiency, 
though it is very possible it would have a negative impact on the efficiency. 
We have designed a gas curtain to reduce the flow of hot gases from the receiver 
cavity. By employing the gas curtain to reduce these convective losses, we expect to 
improve the efficiency of the receiver. Even in the case that the gas curtain does not 
improve the receiver efficiency, it may be necessary to reduce the amount of heat 
transferred from the receiver to the window, which is in close proximity to the receiver.  
Several tests have been performed at temperatures below 300°C that validate our 
COMSOL modeling. Transient results from both heating and cooling the receiver are in 
close agreement between simulation and experiment, which indicates the effective 
thermal resistances within the COMSOL model are very close to the actual thermal 
resistances in our assembly. Furthermore, the temperature within the cavity due to 
reradiation from the inner cavity surfaces matches closely with the temperature profile 




CHAPTER 6: UTILITY SCALE CONSIDERATIONS 
While many of the findings presented here are useful for designing a receiver to 
test using a HFSS, several significant differences exist between design criteria for a small 
scale receiver and a utility scale receiver. Factors such as thermal stresses, optical 
concentration, and material selection must be reconsidered, as the effects at large scale 
are considerably different than those at small scales. However, the analysis presented for 
a small scale receiver was instrumental in determining what factors must be considered at 
large scales in the first place. 
Here, we present some initial concepts of what a high temperature solar thermal 
receiver might look like at utility scale. Many of these concepts are still being refined, 
and there are several issues which have yet to be resolved. However, the ideas are 
provided here in their current state, with the intention to continue to improve their 
feasibility.  
Heliostat Field Considerations 
While concentrations in the range of 3,000-5,000 suns are attainable with a HFSS, 
reaching such concentrations when using a heliostat field is considerably more difficult. 
Current CSP plants operate at concentrations of approximately 800-1,000 suns, and there 
is not much that can be done to the heliostat field to increase concentrations further, due 
to limitations on tracking accuracy at reasonable costs. However, secondary 
concentration can be used to attain higher concentrations of sunlight. 
Concentrations cannot be increased much beyond 1,000 suns primarily due to the 
fact that the sun subtends a solid angle of 6.7×10
−5




disc is non-zero, any image of the sun spreads in size after reflecting off a mirror. In the 
case of a flat mirror, the image increases in size by approximately 1 m per 100 m 
traveled
[103]
. Thus, a heliostat 1 m in diameter located 200 m away from the tower would 
create an image 3 m in diameter on the tower. For the largest CSP plants, the furthest 
heliostats are approximately 1 km from the tower, and the heliostats themselves are 
approximately 10x10 m. In this case, the minimum spot size of the heliostats on the 
receiver is about 20 m. 
Such a large spot can quickly become an issue when attempting to reach extreme 
temperatures, since it decreases the concentration of incident light. Referring back to 
Equation (3), it is evident that achieving a high efficiency at extreme temperatures 
necessitates extremely high fluxes. In the limit that the weighted average blackbody 
temperature of the cavity is 1,350°C, a flux of approximately 4,000 suns is necessary to 
reach 90% efficiency. 
By using an arguably optimistic estimate on the other hand, the temperature of the 
receiver could instead be assumed to vary linearly between the inlet and outlet 
temperatures. The average energy emitted by such a receiver, 𝑞𝑟𝑎𝑑
′′  can be found using the 










Assuming 𝑇𝑖𝑛𝑙𝑒𝑡=300°C and 𝑇𝑜𝑢𝑡𝑙𝑒𝑡=1,350°C, then 𝑞𝑟𝑎𝑑
′′ =121 kW/m
2
, so 90% efficiency 




for losses due to reradiation, and a DNI equal to 1,000 W/m
2
. Factoring in other losses, 
efficiency will drop further, necessitating higher fluxes on the receiver. 
It is not inconceivable that a receiver could be designed to reach temperatures of 
around 1,200°C with an efficiency of 85-90%. However, such analysis is outside the 
scope of this thesis. The remainder of this chapter will limit itself to discussing how to 
improve what may be broadly interpreted as a cavity receiver, with the intention of 
reaching temperatures of ~1,400°C. 
To achieve the extreme concentrations necessary to efficiently operate at 
>1,200°C, both a smaller spot size and secondary concentration are necessary. We have 
determined that a spot size no greater than 3 m in diameter is best to achieve 
concentrations of ~5,000 suns; reaching such concentrations with a larger spot size is 
impractical, as sunlight in this case becomes too diffuse. Additionally, due to the 
spreading of the sun’s image as it travels from heliostats to the tower, a small diameter 
heliostat field is necessary, as well as heliostats which themselves are much smaller than 
the current 10x10 m heliostats used in current CSP plants. We have developed an initial 
concept for a heliostat field capable of achieving higher concentrations and small spot 
sizes. The design of this field relies on Otherlab’s Sunfolding heliostat design
[104,105]
. 
These heliostats are approximately 20x20 cm, which creates a much smaller spot size. In 
addition, for the proposed LMHTF based infrastructure, we propose a 500 m diameter 
field, which means the maximum spot size on the tower is approximately 3 m in 





Figure 40. Sunfolding heliostat
[106]
. 
Compound Parabolic Concentrator Analysis 
Before designing a receiver, we first wanted to ensure it is possible to reach a 
concentration of ~5,000 suns by using Equation (19). First, some simplifying 
assumptions are made about the heliostat field. We assume there are several “panels” of 
CPC’s, with each panel subtended by a sector of the field. It is also assumed that in 
addition to a maximum radius for the heliostat field of 250 m, there is a minimum radius 
of 25 m. This ratio of maximum to minimum radius is determined heuristically, based on 
existing heliostat field designs. Using data from the System Advisor Model
[107]
, we 
estimate the tower should be approximately 25 m tall, which results in an acceptance 
angle of at least 39° (shown as θmin in Figure 41) subtended by the tower, no matter how 





Figure 41. Illustration of the minimum angle achievable, for a given heliostat field and tower 
dimensions. 
From this analysis, we determined the heliostat field should be divided into six 
sectors, each of which subtends a 60° wedge of the field. Subdividing the field in this 
manner means the maximum concentration attainable with existing heliostat technology 
and a reflective CPC is ~4,000 suns, and is ~12,500 suns with a refractive CPC, based on 
Equation (19). Using Sunfolding heliostats rather than existing heliostats, we expect 
attainable concentrations to increase by 50%. 
While acceptably high concentrations can be achieved using only a reflective 
CPC, thermal management of the concentrators poses a problem. If a reflective CPC is in 
direct radiative “contact” with the receiver, a thermal management issues exist similar to 
those at the laboratory scale: the CPC can overheat, causing it to warp or melt. For this 
reason, a refractive CPC, made from a refractory material would be preferable. However, 
a refractive CPC is not without its drawbacks, as discussed in Chapter 5. Because the 
CPC accepts light from such a wide angle, the reflective losses off the surface of the CPC 
are considerable. Adding an AR coating necessitates keeping the front face of the CPC 
below of a temperature of ~200°C, and sapphire has a high thermal conductivity 
compared to most high-temperature materials. Furthermore, the CPC’s will be directly 





high concentrations of light. Thus, the issue of keeping the AR coating cool becomes 
substantial. We are still working to develop a solution to this problem but do not believe 
it to be insurmountable. Potential solutions include forgoing an AR coating and reducing 
the acceptance angle, or actively cooling the CPC’s by blowing nitrogen over them. 
One potential design employing CPC’s is similar to that proposed by Schmitz et 
al.
[108]
, who demonstrated the feasibility of a design using a panel of reflective CPC’s to 
achieve concentrations of 1,300-1,600 suns.  We have developed an initial design, which 
relies on hexagonal reflective CPC’s to provide a small amount of initial concentration 
before light reaches the refractive CPC. These reflective CPC’s are necessary because 
circles do not tessellate, and there is a considerable fraction of light (at least 9.3%) that 
would strike the area between CPC’s and would essentially be lost. Because insulated 
refractive CPC’s are located between the reflective CPC’s and the receiver, keeping the 
reflective CPC’s cool becomes a much simpler task. The ideal means by which to cool 
the CPC’s is as-yet undetermined. 
To reduce heat lost from the receiver, the refractive CPC is encircled with a layer 
of insulation. However, a small gap must be left between the insulation and the CPC. 
Because the index of refraction of the insulation is greater than 1, if the gap were not 
present, much of the light within the CPC would not undergo TIR, and would instead 
heat the insulation. The CPC is held in place by supports that have minimal contact with 
the CPC, because these supports are another location light could potentially be coupled 
out of the CPC, rather than undergoing TIR. An image of this multi-stage CPC can be 





Figure 42. CPC assembly. The reflective stage is on the right, while the refractive stage can be seen 
on the left. The brown material surrounding a portion of the refractive CPC is insulation. Note the 
slight gap between the insulation and the refractive CPC. 
Receiver Concepts 
There exist many possible geometries for a utility scale cavity receiver. We have 
performed some design work on a few different potential receiver design concepts, which 
are presented here. Every concept relies on secondary concentration, achieved by a panel 
of the CPC’s shown in Figure 42. The panels are placed around the receiver in a circular 
manner, as depicted in Figure 43. All light from a sector of the heliostat field would strike 
a single panel. The cluster of CPC’s on that panel is designed to be larger than the spot 
size created by the heliostat fields, so all the light striking the tower can be collected. 
 
Figure 43. Depiction of a possible configuration for a cavity receiver (left), with a single CPC panel 
shown (right). Graphite pipes carrying tin are located at the center of the receiver and are heated by 




One concept for a receiver is simply to surround several graphite pipes with these 
panels, which is the design shown in Figure 43. Another possible configuration for the 
receiver is to design several actual cavities, each of which absorbs light from a single 
panel. These cavities would be composed of banks of tubes, as creating the receivers 
from a single piece of graphite would be prohibitively expensive. This design is depicted 
in Figure 44 below. The advantage to this design is that the cavities would be modular, so 
in the event that a receiver were to fail, the plant could continue operation (albeit not at 
full capacity) until a scheduled shutdown. 
 
Figure 44. Modular receiver geometry. Graphite is shown in black, and the semi-transparent 
material surrounding the graphite is zirconia insulation. 
Transient Considerations 
One of the primary concerns regarding receiver performance is thermal stresses 
that develop due to transient effects. The most abrupt of these effects would be due to 
clouds passing overhead during a bright summer day. In this case, the radiative flux 
incident upon the receiver would effectively drop from 5,000+ suns to 0 in as little as 1-2 




create a large thermal shock in the receiver, leading to its failure. To test whether thermal 
shock would be problematic at scale, we performed transient simulations of the receiver 
depicted in Figure 44. The dimensions of the receiver are approximately 1.2 m in 
diameter x 1.3 m in height. 
In this receiver design, tin enters the base of the receiver at 400°C and exits 
through six pipes, each with an outlet temperature of 1,350°C. To simulate a cloud 
coverage event, we first ran a COMSOL simulation to determine the temperature profile 
when the receiver operates at steady-state. Using these results as initial conditions, we 
then ran a transient simulation in which we instantly set the heat input to zero. Following 
this simulation, we ran a second simulation to determine the stresses at each point in time 
of the transient simulation. The maximum stress experienced by the receiver at any point 
was found to be only 7.33 MPa, considerably below the tensile strength of graphite. We 
therefore do not anticipate the receiver to fail due to thermal shock, issues with graphite 
fatigue, or creep, for reasons outlined in Chapter 2. 
Structural Considerations 
Not only does graphite have a low tensile strength (40-60 MPa) compared to 
many structural materials, but it is a brittle material, and very small displacements can 
cause components to fail catastrophically. For this reason, there are somewhat unique 
constraints placed on our system design. We generally want to avoid any design that 
includes large aspect ratio parts that have to support their own weight, as well as any 
features that can act as stress concentrators. Thus, long, slender tubes should be avoided 




We have not yet performed extensive structural analysis of any of the designs presented 
here. 
Summary 
A utility scale receiver is still constrained by many of the same requirements as a 
laboratory scale receiver, but additional factors must be considered as well. Heliostat 
fields must be optimized for a given receiver, though we have not yet performed such an 
optimization. However, we have identified Otherlab’s Sunfolding heliostat concept as a 
promising candidate to allow us to use secondary concentrators to achieve fluxes in 
excess of 5,000 suns. These fluxes can be achieved using a refractive CPC subtended by 
a 60° sector of the heliostat field. Two-stage CPC’s, which first use a reflective then 
refractive stage, allow CPC’s to be tessellated to reduce light spillage, while still 
achieving sufficiently high fluxes. Various geometries, including a bank of tubes or a 
modular design, are potential candidates for a utility scale receiver. Based on results 
obtained from COMSOL simulations, we believe even the largest thermal stresses due to 




CHAPTER 7: CONCLUSIONS 
CSP with integrated TES delivers dispatchable electricity similar to coal and 
natural gas but with no greenhouse gas emissions. Unfortunately, current molten salt CSP 
TES plants operating at 565°C with a 40% efficient power block cost approximately 
twice as much to produce electricity as do fossil fuel-based plants. Increasing operating 
temperatures to 1,350°C by using molten metal enables a 60% combined cycle efficiency 
and can potentially lead to significant cost reductions. The two main technical challenges 
with molten metal CSP are material compatibility and receiver efficiency.  
We have developed a detailed model of a lab scale cavity solar receiver and 
performed a sensitivity analysis to determine what factors most affect its performance. 
The receiver performance is fundamentally limited by the concentration of light being 
emitted into the receiver. Receiver performance can be improved by using geometries 
that reduce the amount of reradiation emitted from the receiver cavity, as well as by 
locating hot spots near the exit point of the HTF. Furthermore, thermal conductivity is a 
critical parameter to consider. Both the receiver walls and the HTF should have a high 
(>10 W/m-K) conductivity to effectively transfer heat from the surface of the cavity to 
the HTF. Additionally, the insulation surrounding the receiver should have a low (<0.3 
W/m-K) conductivity to prevent heat loss through the walls of the receiver. Convection 
from the cavity can also be a significant loss mechanism, though its effects are difficult to 
accurately quantify. There is however potential to reduce convection from the cavity by 




Thermal stresses within the receiver can be substantial; indeed, they can easily 
exceed levels the receiver can tolerate by a factor of 5 or more. For this reason, the 
receiver geometry should minimize stress concentrators, and the receiver should be 
designed to minimize thermal gradients. 
The receiver geometry we selected locates hot spots near the exit path of the tin, 
which allows the tin to be heated an additional ~50°C. These hot spots have a relatively 
small view factor back to the aperture of the receiver, which minimizes radiative losses. 
The aperture itself is constructed from a rigid foam-like insulation, rather than a stiff, 
rigid ceramic like graphite, and the inlet region of the receiver is tapered; both of these 
features reduce the thermal stresses developed in the receiver by an order of magnitude, 
ensuring the receiver will not fail due to thermal stresses. 
Our COMSOL simulations indicate that an efficiency of 83% can be achieved 
with our cup-cone receiver with acceptably low thermal stresses. Work is under way to 
experimentally validate these predictions. Thermal experiments at lower temperatures 
match simulation data well, indicating that our models are accurate. In particular, we 
have demonstrated accurate estimation of the effective thermal resistance of the 
insulation surrounding the receiver, and our treatment of reradiation within the receiver 
cavity matches closely with experimental data. 
When extending the results of this analysis to the design of a utility scale receiver, 
several differences are worth noting. Among these is the fact that the design of the 
receiver is now strongly dependent upon the cost of the materials being used. 
Furthermore, achieving concentrations of sunlight high enough to reach 1,350°C with an 




stresses in a large scale receiver are still important to consider, but because the length 





APPENDIX A: ADDITIONAL HIGH FLUX SOLAR SIMULATOR 
DETAILS 
The HFSS consists of seven identical xenon arc lamps and elliptical mirrors that 
are placed within the disc created by a 48.4° field of view of the CPC. Since each 
mirror’s aperture is circular in shape, there is dead space in between the mirrors from 
which no light radiates. The 48.4° field of view is equivalent to 2.11 sr. One lamp spans 
an angle of 15.28° which is equivalent to 0.222 sr; in total, the seven lamps span 1.56 sr – 
only 73.5% of the total 2.11 sr solid angle a CPC designed for the HFSS could accept. 
Thus, if the same CPC and thermal system were to be used in the sunlight, a parabolic 
mirror could be designed to fit within the 48.4° field of view of the CPC and the system 
would be able to accept light from the total 2.11 sr solid angle, creating a higher 
performing system. 
The angular spread of the sun is 0.5°. The maximum angular spread of the xenon 
arc when the light reaches the elliptical primary is 1.77°. This discrepancy is 
compounded when the light passes through the CPC; due to the law of conservation of 
étendue, the area of light is compressed to a small size while the angular range of light is 
spread out by a factor equal to the geometrical concentration. The difference in radiance 
between the HFSS’s Osram xenon arc lamps and the actual sun leads to a variation in 
performance. 
The distribution of flux is determined by the HFSS, and has been modeled in 
LightTools to match the HFSS’s flux profile at both the University of Florida and the 




ray data as measured by Zemax in their Radiant Source Model, with corresponding 
elliptical mirrors, a secondary CPC, and the cavity and receiver. 
The spectrum of the xenon arc lamps must also be taken into consideration, 
because each wavelength interacts with materials differently. Each material examined in 
this report has specific reflection, absorption, and transmission properties that vary with 
wavelength. For the model in LightTools, the Radiant Source model used was a 6,000 W 
xenon bulb used, and the xenon arc lamp spectrum was applied to some of the 
simulations. For other simulations in which total power was the variable of interest, we 
used a gray approximation. The integral of these weighted values results in a percent 




APPENDIX B: DERIVATION OF THE APPROXIMATE 
EFFECTIVE EMISSIVITY FOR A BLACKBODY CAVITY 
Consider a single ray of light that passes through an aperture into a blackbody 
cavity. Upon striking a surface, the probability of the ray being reflected, rather than 
absorbed, is 𝑃 =  (1 − 𝜀). As a simplification, assume that when the ray is reflected 
inside the cavity, it has an equal chance of striking any other location inside the cavity, 
regardless of cavity geometry. In this case, the probability of the ray “striking” the 




average then, the number of reflections that will occur before a ray is reflected out of the 
cavity is 1/ 𝑄. In this case, the total probability a ray is reflected out of the cavity, rather 
than being absorbed, becomes 𝑃1/𝑄. To calculate the probability a ray is not reflected out 






. This value (the probability the ray is not reflected out of the cavity, 




APPENDIX C: FULL DATA FOR THE RECEIVER GEOMETRY 
ANALYSIS 
Below are tables for each of the cases simulated in which flux was imported from 
the University of Rochester. Receiver material (shown as graphite in Figures 7-10) for 
each case is the same across rows in the following tables, while cavity material (shown as 
mullite in Figures 7-10) for each case is the same across columns. The effective 
emissivity of ZrC-W was modeled as 0.45, while the effective emissivity of graphite was 
modeled as 0.8. 
U-tube Data 
Table 7. Efficiency of the U-tube receiver with a CPC at 7,000 W incident light concentrated to 
10,000 suns.  
 
cavity ε=1 graphite ZrC-W ε=0 
receiver  
ε=1 66.76 67.03 67.57 69.18 
graphite 67.51 67.10 67.51 69.41 
ZrC-W 66.47 66.49 66.60 67.87 
ε=0 65.36 65.14 64.37 -0.22 
Note that when both the receiver and cavity are entirely reflective (ε=0), 
efficiency drops to a negative value, as no heat is absorbed from the sun, and a small 
amount of heat is lost through conduction from the cavity to the environment. 
Receivers other than the U-tube receiver were tested in four different: the input 






Table 8. Efficiency of the cone receiver with a CPC at 7,000 W incident light concentrated to 10,000 
suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 84.96 85.74 
ZrC-W 83.52 83.98 
Table 9. Efficiency of the cone receiver without a CPC at 7,000 W incident light concentrated to 
5,500 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 82.07 84.90 
ZrC-W 81.69 82.25 
Table 10. Efficiency of the cone receiver with a CPC at 9,000 W incident light concentrated to 5,200 
suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 81.53 81.88 
ZrC-W 80.42 82.57 
Table 11. Efficiency of the cone receiver without a CPC at 9,000 W incident light concentrated to 
3,200 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 61.74 84.43 




Inverted Cone Data 
Table 12. Efficiency of the inverted cone receiver with a CPC at 7,000 W incident light concentrated 
to 10,000 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 85.24 85.51 
ZrC-W 81.52 82.15 
Table 13. Efficiency of the inverted cone receiver without a CPC at 7,000 W incident light 
concentrated to 5,500 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 82.48 82.84 
ZrC-W 77.77 78.24 
Table 14. Efficiency of the inverted cone receiver with a CPC at 9,000 W incident light concentrated 
to 5,200 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 53.12 53.08 
ZrC-W 71.26 71.65 
Table 15. Efficiency of the inverted cone receiver without a CPC at 9,000 W incident light 
concentrated to 3,200 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 76.30 76.44 






Table 16. Efficiency of the cup receiver with a CPC at 7,000 W incident light concentrated to 10,000 
suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 75.66 75.37 
ZrC-W 76.94 77.50 
Table 17. Efficiency of the cup receiver without a CPC at 7,000 W incident light concentrated to 
5,500 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 68.86 72.69 
ZrC-W 73.59 74.16 
Table 18. Efficiency of the cup receiver with a CPC at 9,000 W incident light concentrated to 5,200 
suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 71.94 71.90 
ZrC-W 71.37 71.22 
Table 19. Efficiency of the cup receiver without a CPC at 9,000 W incident light concentrated to 
3,200 suns. 
 
cavity graphite ZrC-W 
receiver  
graphite 66.45 66.64 





While much attention has been given to the various aspects of designing the 
receiver, a large amount of ancillary equipment is necessary to test the receiver. This 
appendix will discuss these ancillary components, and the experimental challenges 
associated with their design. 
There are a number of such ancillary components.  We have included a 
description of many of these components. The details of several other components can be 
found in reference 
[50]
, but they are briefly described here. 
Additional Experimental Components 
Because tin is being flowed in a closed-loop, one of the most obviously necessary 
components of our system is a series of heat sinks to continuously remove the heat added 
to the system by the HFSS. If tin is to consistently enter the receiver between 300-400°C, 
it must be cooled at a rate of approximately 6 kW (equal to the increase in sensible heat 
of the tin as it flows through the receiver). The goal of the heat sinks is simply to cool the 
tin, and unlike a heat exchanger, exergy preservation is of no importance. Thus to 
enhance the rate of heat transfer, the cold side of the heat sinks is kept close to ambient 
temperature (~25°). We designed two separate heat sinks – one to cool tin from 1,350°C 
to ~800°C, and a second to cool tin from ~800°C to 300°C. To avoid thermally stressing 
the high temperature heat sink, it was designed to radiate heat from the hot side to the 
cold side. The low temperature heat sink consists of a graphite plenum through which tin 




heat sinks also include cartridge heaters, which can be used to add heat back to the tin in 
the case that the heat sinks over perform. 
When gluing together graphite pipes, it is critical to ensure that the pipes are not 
blocked by excess glue. To accomplish this, cylinders of tin are created to “plug” the 
pipes. Using these plugs prevented glue from filling the pipes, and the tin plugs simply 
melt when it is time to pump tin through the pipes. 
To address possible tin leaks from our system, we used a galvanized steel 
collection pan. This pan is a large flat sheet of steel with the edges bent upwards. Tin that 
hits the steel solidifies, both because it is cooled by the pan and because it alloys with the 
zinc coating the steel to form a Sn-Zn compound with a higher melting point. 
Layout of Full Experimental Setup 
Because the experiment takes place in a sealed box, the tin used must be 
constantly recirculated through the experiment. Additionally, the experiment is entirely 
self-contained, so any components to be used with the experiment must be located within 
the box and operate without direct human contact. Figure 45 below shows all the main 
components within the box. The flow path of the tin is as follows: reservoir → pump → 






Figure 45. Layout of all major components of the experiment. Components are (1) the receiver, (2) 
high temperature heat sink, (3) low temperature heat sink, (4) flowmeter, (5) tin reservoir, (6) pump, 
(7) pump motor, (8) nitrogen fan cooler, (9) scales upon which the flowmeter sits. The entire 
experiment is housed inside a large, hermetically sealed steel box. Some structural members have 
been removed to avoid obscuring components listed here. 
These components serve various purposes within the experiment. The reservoir is 
necessary because when the pump is stopped, some tin will drain from the highest 
locations in the loop, and the reservoir can hold this additional tin. It also supplies extra 
tin, in case some tin is lost through a slow leak. The purpose of the pump and the motor is 
to move tin continuously through the system at a controllable flow rate. As mentioned 












and prevent a thermal runaway. The flowmeter allows us to determine the rate at which 
tin flows; this flowrate is measured indirectly using scales. More information about the 
method by which flowrate is measured can be found in the section “Flowmeter Design” 
later in this chapter. One additional component necessary for the experiment is a fan 
cooler. This cooler has cold oil flowing through it, which is pumped in from outside the 
box and cools nitrogen within the box. The fan cooler is necessary, because despite our 
best efforts, some heat will escape into the gas atmosphere within the box. The fan cooler 
allows us to prevent components within the box (such as the scales, motor, and box seals) 
from overheating due to convection of nitrogen from high temperature components. 
Mechanical Support Frame 
In addition to constructing many system components from graphite, the piping 
network connecting these components was constructed from graphite. However, because 
graphite is a very stiff, brittle material, even slightly displacing a pipe could potentially 
crack either the graphite or the glue connecting pieces of graphite, which would in turn 
lead to tin leaking from the system. To address this issue, we wrapped graphite pipes in 
heat tape and insulation, then lashed them to aluminum structural supports. The insulation 
prevented the aluminum from overheating, and attaching the pipes to the aluminum 
prevented them from moving. 
The aluminum supports used are extruded 80/20 structural aluminum. We did not 
attach these supports directly to the nitrogen containment box, because doing so would 
require punching holes in the walls of the box, which is a potential location for a nitrogen 
leak to form. Instead, we constructed a mechanical support frame (MSF) from 80/20 




45.) Not only does this MSF allow us to attach rigid support for various pipes in our 
experiment, but it also serves as a support structure for the “hot table”, upon which the 
reservoir, pump/motor, receiver, and high temperature heat sink sit. An image of the MSF 
can be found in Figure 46. 
 
Figure 46. MSF design.  
The orientation of the MSF is the same as in Figure 45. 
Window Coatings 
The HFSS at Georgia Tech delivers approximately 6.25 kW of heat, 
predominantly in the visible and infrared regions of the EM spectrum (see Figure 47). 




absorb or reflect 5-10% of the incident light, which amounts to 300-600 W of heat. These 
losses impact the performance of the receiver negatively, as less heat goes in to heating 
the tin.  
  
Figure 47 Emitted power from a xenon arc lamp as a function of wavelength. Power is given in 
arbitrary units. 
To reduce the fraction of light absorbed and reflected by the window, we coated it 
with #289EX 400-1700 nm anti-reflection (AR) coating from Evaporated Coating Inc. 
(ECI). The coating is a broadband AR coating that significantly reduces the light 
reflected in the most critical region of the spectrum, as seen in Figure 48. 
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To determine the optimal coating for our system, we compared the reflectance of 
several coatings to the emission of the xenon arc lamps provided in Figure 47. By 
multiplying 1-𝜌 (where 𝜌 is reflectance) by the intensity at each wavelength and 
integrating the result from 400-1700 nm (the range specified for the coating), the total 
power transmitted through the window can be obtained. Following this procedure, over 
the range from 400-1700 nm, the average power transmitted through the coating we 
selected is 98.63%. 
This analysis assumes the absorptance of the coating to be zero in every case. 
Regardless, the analysis presented here will select the best coating so long as absorptance 
is constant among the different coatings being considered. Absorptance was not 
considered because data was not provided for any of the coatings considered. In any case, 
we expect the absorptance to be low and to therefore have a minimal impact on the 
performance of the coating. 
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Because the flowrate of the tin appears in the expression for receiver efficiency, it 
is crucial to know the mass flowrate as accurately as possible.  But making this 
measurement turned out to be one of the more difficult design challenges in the 
experiment, because of the extremely low flowrates at which we will be operating and the 
high molten metal temperature. Knowing the inlet and outlet temperatures of the tin to 
and from the receiver and the input power from the HFSS, a simple energy balance can 
be used to show that the mass flowrate of the tin must be approximately 0.022 kg/s. With 
liquid tin’s density of 6950 kg/m
3
, this flowrate corresponds to an average linear velocity 
of approximately 8 cm/s. At such low speeds, a typical magnetic metal flowmeter would 
not be able to accurately measure the flowrate of the tin. (In any case, the magnets would 
also likely be heated to well over their Curie temperature and cease to work).  
We also avoided a flowmeter design that requires moving parts. Because of the 
temperatures and conditions at which we are operating, we determined that moving parts 
were too likely to fail. Flowmeters based on momentum conservation were also ruled out, 
again because the flowrate of tin was low enough that obtaining an accurate signal would 
be virtually impossible. 
Our solution to these issues was a flowmeter that operates based on Torricelli’s 
law. The flowmeter (shown in Figure 49) is a block of graphite with a large cylinder 
bored out of it. At the bottom of the block is a small hole through which tin can flow. The 
higher the flowrate of tin, the higher the steady state height of tin in the flowmeter. An 
overflow outlet is included as well, so the flowmeter can drain quickly if it gets too full at 




can be determined, which in turn allows us to calculate the tin flowrate. The calculations 
necessary to do make this determination are described in detail in the following section. 
 
Figure 49. Trimetric cross sectional view with depiction of the flow path of tin through the flowmeter 
(left) and cross section showing the overflow outlet (right). The large cylindrical cutout is intended to 
partially fill with tin, while the small cylindrical cutout allows tin to drain from the flowmeter. 
Analytical Determination of Flowrate 
We initially modeled the flowmeter using Bernoulli’s equation and a few simple 
relations. The derivation relating the mass of tin in the flowmeter to the flowrate is 
presented here. 
Bernoulli’s equation, written in terms of pressure head, is given as 
 








) = 0 
(21) 
The difference between ℎ2 and ℎ1 is the total height of tin in the flowmeter, measured 
from the bottom of the outlet hole to the top surface of the tin. The two pressures are 
equal, as both surfaces are free surfaces. Because the cross sectional area at the top 
surface of the tin is several orders of magnitude larger than the cross sectional area at the 











where ℎ is the total height of the tin in the flowmeter and 𝑣1 is the velocity of the tin at 
the outlet. This relation is commonly referred to as Torricelli’s law. Outlet velocity can 
be related to the mass flowrate with knowledge of the density of tin and the cross 
sectional area of the outlet. Knowing the geometry of the flowmeter, the height of the tin 
can be related to the total mass of tin in the flowmeter. Using simple substitutions, an 






where ?̇? is the mass flowrate of the tin, 𝑟 is the radius of the outlet, 𝐷 is the diameter of 
the cylindrical bore, 𝑚 is the mass of the tin in the flowmeter, and 𝜌 is the density of tin. 
It should be noted that this expression assumes the bottom of the flowmeter is thin, i.e. 
the height of tin in the outlet region of the flowmeter is negligible when solving for the 
flowrate. However, Equation (23) can be easily modified to include the outlet region if 
the thickness is non-negligible. 
To test the validity of Equation (23), which relates the flowrate of tin to the mass 
of the flowmeter, we solved the equation as a differential equation for m. The solution 
assumes that the flowmeter starts with some initial mass of liquid, m0, and once the 
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2) 
(24) 




Once we derived Equation (24), it was a simple matter to validate it 




to drain. We then compared the data we obtained with the drain curve predicted by 
Equation (24). The results can be found in Figure 50 below. 
 
Figure 50. Experimental and predicted drain curves created using water. 
It is evident from Figure 50 that the predicted behavior of the drain curve is not in 
good agreement with the experimental data. For the data presented in Figure 50, the 
analytically predicted value of C in Equation (24) is 8,050 s
2
/kg, while the value obtained 
from curve fitting is 18,180 s
2
/kg. From the Navier-Stokes equation, we can eliminate 
water’s viscosity as an explanation for this discrepancy – the effect due to hydrostatic 
pressure at the flowmeter outlet is about 20 times as strong as the viscous effects. (See 
Appendix E for this derivation.) We hypothesize the discrepancy is due to surface tension 
effects. Due to the diameter of the outlet hole (2.8 mm), the effects of surface tension are 
expected to be significant and cause water to drain more slowly than expected from the 
outlet. Furthermore, since tin has a comparable surface tension to density ratio at 300-
400°C to water does at 25°C, this effect is not unique to water and cannot be neglected. 
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Empirical Determination of Flowrate 
After some consideration, we developed a simpler, more accurate empirical 
method using the same flowmeter design, which allows us to ignore any compounding 
effects such as surface tension or viscosity that may invalidate Bernoulli’s law.  If fluid 
flow in the system ceases (i.e. if the pump is turned off), fluid still within the flowmeter 
will continue to drain. In this case a “drain curve” can be obtained by plotting the mass of 
fluid within the flowmeter as a function of time. When examining a drain curve, the 
flowrate at any instant is equal to the slope of the curve at that instant. Thus, an 
expression relating mass to mass flowrate can easily be derived. By fitting to empirical 
data to a second order polynomial and taking the derivative of the resultant expression 
with respect to time, we now have a simple way to relate the mass and the mass flowrate 
of any given fluid. 
We used this method to measure the mass flowrate at steady state with water 
flowing into the flowmeter. The flowrate was also found by draining the flowmeter into a 
bucket, and measuring the difference in mass of the buck over a given interval of time. 
This method afforded us a simple but reliable and accurate method of determining the 
actual flowrate of the water. Comparing values measured in this manner to those 
predicted by empirically relating mass to mass flowrate, we found that our method 
typically underpredicts the flowrate of water by 2-4%. 
By switching our mass vs. flowrate relation from an analytically derived 
expression to one that has been empirically determined, we were able to greatly reduce 
the error of our measurements. Figure 51 shows the instantaneous flowrate of water 




determined relation. Also shown is the average flowrate over the same span of time; this 
flowrate was determined by measuring the total water that passed through the flowmeter 
over the course of the measurement, then dividing by 75 seconds. 
  
Figure 51. Experimental and predicted drain curves created using water. The dashed line shows the 
average flowrate determined by dividing the total mass of water that was flowed through the 
flowmeter by the amount of time it took for that water to flow. The dots show the predicted flowrate 
at any given instant based on the relation obtained from drain curves. 
Comparing the results of these two methods yields an error of 3.4%. While a 
smaller error would be preferable, given the constraints of our experiment, this method is 
acceptably accurate. 
Pump Characterization 
We are using a metal mechanical pump with a ceramic coating to pump tin in our 
experiment, since the maximum temperature seen by the pump is 400°C. We 
characterized the pump to determine how precisely our controls allow us to flow tin at 
low flowrates. For this characterization, we constructed a simple setup, illustrated in 
Figure 52, in which we pumped tin up a vertical standpipe, which had a horizontal 
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section at the top to drain the tin into a container placed on a scale. We determined the 
mass flowrate of tin in the same manner as when we validated the water flowmeter; by 
measuring the mass at several instances and dividing by the amount of time between 
measurements, a simple and accurate determination of the mass flowrate could be 
obtained. 
 
Figure 52. System setup to test pumping capabilities. The direction of flow for the tin is shown with 
blue arrows. 
The raw data was processed to determine a relation between the flowrate and the 
electrical signal controlling the motor. 
 
Figure 53. Flowrate vs. signal to motor. The graph on the right is a zoomed-in version of the data in 
the lower-left portion of the graph on the left. 
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Figure 53 shows the results obtained from post-processing the data. From the left 
graph, it is evident that we can pump tin well in excess of our target flowrate (0.022 
kg/s); values more than ten times the target flowrate were achieved at the highest motor 
signal. From the graph on the right, it is apparent that while we have control over the 
flowrate of our system, the accuracy with which we can flow tin is questionable. 
However, the thermal mass of the receiver is quite large, so as long as the average 
flowrate is equal to the target flowrate, the flowrate at any given instant can deviate by 
values of 50% or more. This is because the flowrate through the annular region of the 
receiver is approximately 1 mm/s. Any deviation in the velocity of the tin over the course 
of a few seconds will have a minimal impact on the temperature profile of the receiver, so 
long as the flowrate is adjusted to compensate for this error. Because of the large thermal 
mass of the receiver and the fact that the dwell time of the tin in the receiver is so large, a 
deviation in the flow of the tin over the course of a few seconds will have little effect on 
the temperature of the receiver. 
Graphite Reaction Bonding Procedure 
Over the course of several months, we refined our procedure for gluing graphite 
components together. This refinement was necessary for two reasons. Firstly, in some 
cases, too much glue would be used, resulting in blockages forming. Secondly, in other 
cases the glue would not form a bond of sufficiently high quality, and the joint formed 
would leak. To address the issue of a blockage, we developed a method to create “plugs” 
of tin that would prevent glue from filling the cross section of the graphite pipes. More 






To ensure we can form bonds that do not leak, we have modified the process for 
gluing joints. The glue used is Cotronics 931 Graphite Adhesive, which consists of two 
components: a black powder and a liquid binding agent. While the suggested mixing ratio 
is 100:35 powder to binder by weight, we have reduced this ratio slightly, in an attempt to 
compensate for the high humidity of the air in our lab. We also ensure that the surfaces to 
be glued are roughened, because of the manner in which the glue bonds to graphite. By 
roughening the surface, the total surface area to which the glue may adhere is increased 
substantially. Furthermore, doing so creates features on the surface of the graphite, such 
as grooves and ridges, to which the glue will more easily adhere. 
When gluing components, we have determined that a gap between graphite parts 
of approximately 0.5 mm is optimal. This gap is sized so the glue does not have to span 
such a large distance that it forms voids, but there exists enough of a gap that the glue is 
not simply forced out of the gap, because the two components being glued are in direct 
contact with no room between them for the glue. 
Repairing Leaking Joints 
Despite the detailed procedure we follow when bonding graphite parts together, 
components do occasionally leak. To patch leaks, we developed a straightforward 
procedure to repair any areas where glue is not dense enough to stop the flow of tin. The 
glue around the leak is first removed with a dental pick, leaving a small groove to be 
filled with glue. We then add more glue to the area where the original glue was picked 
away. When picking away the glue, we make the groove as deep as our tools allow, 






Much of the insulation in our system is zirconia and/or alumina fiber, which has a 
consistency similar to unwoven cotton. While we initially assumed that leaving the 
insulation uncompressed would lead to the lowest possible thermal conductivity, this is 
not in fact the case. Data provided by Zircar Zirconia
[95]
 indicates that compressing the 
insulation actually decreases its thermal conductivity. This effect is particularly 
pronounced at elevated temperatures. 
It is our understanding that the reason for this decrease in thermal conductivity is 
due to the reduction in the size of gas pockets. The Rayleigh number of gas in a pocket 
decreases with the third power of pocket size, so convective transport of heat through the 
insulation is greatly reduced. 
When preparing components of the system, we pack the insulation so its density is 
2-4 x that of unpacked insulation. Doing so ensures that the thermal conductivity is 
reduced, particularly at higher temperatures where thermal losses are largest. When 
wrapping pipes in insulation, our procedure is as follows. We first wrap the length of the 
pipe with heat tape, making sure the electrical leads are sufficiently far from the heat tape 
so as to ensure they do not overheat and fail. Next, we affix thermocouples to the pipe to 
allow us to monitor the pipe’s temperature. We then take a sheet of insulation and wrap it 
around the pipe, compressing the insulation as we do so. Finally, we take a long braided 
piece of fiberglass and wrap it around the insulation to hold everything in place. The ends 
of the pipe, as well as the electrical and thermocouple leads, protrude from the insulation, 
so that the heat tape and thermocouples can be plugged in and the pipe glued to other 




Nitrogen Containment System 
As mentioned previously, we must conduct our experiment in an inert 
environment. For simplicity, we selected nitrogen as the inert gas to use in our system. 
We then constructed a large steel box to house our experiment in a nitrogen environment. 
The box footprint is 4x4 ft and the height is 5 ft. The exterior of the box consists of 
evenly-spaced steel ribs, with a sheet of steel lining the inside of these ribs. The ribs 
provide structural support, while the steel sheet allows us to form a hermetic seal. At the 
edges of the box, we used a combination of vacuum grease and silicone-based RTV-blue 
gasket maker. One “wall” of the box is actually a door to the box as well, which is sealed 
using a similar strategy. We added several pull-action toggle clamps to the door, and both 
the door and the door frame were lined with a rubber strip coated in vacuum grease. 
Pictures of these various sealing methods are included in Figure 54 below. 
 
Figure 54. Various methods used to seal the nitrogen containment box: RTV coating on the edge of 
the box (left). RTV coating around the window frame (center). Toggle clamp to seal the door, with a 




To pass wires, such as those used for power cords and thermocouples, through the 
steel walls, we installed cord grips and sealed the cord grips using RTV. A similar 
strategy was employed to transport fluids such as nitrogen and cooling oil across the 
boundary. Both these methods can be seen in Figure 55 below. 
  
Figure 55. Methods for bringing cords and pipes across the nitrogen barrier without compromising 
the seal. RTV is used extensively to ensure the seal is hermetic. 
When we remove oxygen from the box we are able to achieve partial oxygen 
pressures 𝑃𝑂2 < 10
-18
 atm. Given the dimensions of the box and the partial pressure, this 
corresponds to a total of approximately 5 x 10
7
 atoms of oxygen in the nitrogen box. The 
𝑃𝑂2 is so low that it prevents any significant oxidation of the components in the system, 
which can be seen by considering the limiting case in which all of the O2 in the box 
oxidizes a single portion of one component. With so few atoms, available, 5 x 10
7
 atoms 
corresponds to about 10
-14
 g of tin or about 10
-15
 g of graphite oxidizing. Thus, 
suppressing the 𝑃𝑂2 below 10
-18
 atm ensures that the system integrity will be maintained 




Purging Oxygen from the Nitrogen Containment Box 
While we designed the nitrogen containment box to keep the 𝑃𝑂2 at extremely low 
values, we still needed to devise a method to displace existing oxygen in the box with 
nitrogen. We accomplish this reduction in 𝑃𝑂2in two steps. In the first step, we pump pure 
nitrogen into the box, while opening a small conduit for gas to escape. In this manner, we 
slowly replace oxygen in the box with nitrogen. This procedure reduces the 𝑃𝑂2to 
approximately 10
-4
 atm over the course of a few hours. However, past this point, adding 
more nitrogen does very little to reduce 𝑃𝑂2. The procedure described here causes the 𝑃𝑂2 
to drop asymptotically, and the rate of reduction in 𝑃𝑂2 at 10
-4
 atm is so low as to be 
essentially negligible. At this point, we employ the second stage of our strategy, and use a 
tin getter, shown in Figure 56, to consume the remaining oxygen in the box. The getter is 
a simple device, consisting of a crucible of solid tin with a stir rod protruding from it that 
is in turn attached to a motor. Once the 𝑃𝑂2 reaches 10
-4
 atm, we melt the tin in the 
crucible and activate the stir rod. The getter tin is quickly oxidized (see Figure 57), which 







Figure 56. Picture of the getter. Insulation around the crucible is visible, as is the crucible itself, the 
stir rod, and the motor. Oxidized tin can be seen inside the crucible. 
 
Figure 57. 𝑷𝑶𝟐  in the nitrogen containment box during a purge, in which nitrogen is continually 
being flowed into the box to remove oxygen. At ~10
-4
 atm, the getter is turned on, and the result is the 
𝑷𝑶𝟐  in the box dropping precipitously. 
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Our initial design of the flowmeter assembly placed the scale in much closer 
proximity to the graphite flowmeter. Because of this close proximity, the temperature of 
the scale increased substantially above the ambient temperature of 25°C. When this 
increase happened, we observed that, holding everything else constant, the weight 
measured by the scale decreased, indicating that the scale’s reading was affected by 
temperature. This tendency was replicated several times, which resulted in redesigning 
the flowmeter to locate the scale far from anything that would be heated above ambient 
temperatures. 
Control System 
To monitor and record all the data in our experiment and to control active 
components of the experiment such as the pump and heat tapes, we created a control 
system using National Instrument’s software LabVIEW. The specific capabilities of this 
system are described here. 
Thermocouple Readings 
The largest portion by far of the control system is its ability to convert 
thermocouple voltages to a temperature reading. Because our experiment is sealed within 
a box, it is difficult to visually monitor what is happening. However, we have dozens of 
thermocouples affixed to various components to monitor temperatures. The 
thermocouples we are using are primarily K-type, with a maximum service temperature 
of 1,260°C. However, if the thermocouples are not hermetically sealed, their maximum 






. To measure temperatures in excess of 1,260°C, we used B-type 
thermocouples. 
Thermostat Controllers 
To preheat our system, we use both heat tapes and heating coils. To ensure these 
heaters do no overheat the system, we created thermostats within LabVIEW. These 
thermostats are very simple to operate, and each individual thermostat controls either a 
single or a group of heat tapes or heating coils. Each thermostat is controlled by a specific 
thermocouple. If the temperature reading of that thermocouple is below the setpoint 
specified by the user, power will be supplied to the heat tape(s)/heating coil(s) until the 
temperature exceeds that of the setpoint. 
Miscellaneous Capabilities 
We added several other capabilities to the control system, which allow us to 
collect data and control various aspects of the experiment. The control system is designed 
to record every piece of data to a string, which is outputted to a text file along with a 
timestamp. As described in “Flowmeter Design” earlier in this appendix, a weight 
measurement must be recorded to determine a flowrate for the tin. We have configured 
our system to work with two different scales, the Ohaus Ranger 3000- R31P15, and the 
Detecto APS10, both of which have a resolution of 0.5 g and a maximum weight capacity 
of 15 kg. The control system is also used to control the pump motor, by sending a 4-20 
mA signal to a variable speed drive, which in turn communicates with the motor. We also 
configured the control system to read a conditioned signal from a pulse flowmeter, 




APPENDIX E: APPROXIMATION OF VISCOUS EFFECTS IN THE 
WATER-BASED FLOWMETER 
Near the outlet of the flowmeter, fluid flow is expected to be rotationally 
symmetric, and the flowmeter operates at steady state, so terms with a 𝜃 dependency or a 
time dependency are equal to zero. The Navier-Stokes can then be written in cylindrical 






















] + 𝜌𝑔𝑧 (25) 
where 𝜌 is the fluid density, 𝑢𝑟 is the fluid velocity in the r-direction, 𝑢𝑧 is the fluid 
velocity in the z-direction, 𝑃 is the pressure of the fluid, 𝜇 is the dynamic viscosity of the 
fluid, and 𝑔𝑧 is the force of gravity in the z-direction. Examining this equation, 𝑢𝑟 is 
approximately zero at the outlet. Similarly, 
𝜕𝑢𝑧
𝜕𝑧
 (and consequently,  
𝜕2𝑢𝑧
𝜕𝑧2
) is approximately 
zero, because mass continuity must hold within the exit region of the fluid. Thus, the 











) + 𝜌𝑔𝑧 (26) 
and the two terms that affect the change in pressure (and therefore the flow of the fluid 








) and 𝜌𝑔𝑧. As a simple approximation, the fluid can be 
assumed to flow through the outlet with the same velocity profile as through a pipe: 





] where 𝑣0 is twice the average velocity of fluid flowing through 
the flowmeter outlet. Using this approximation, the first term on the right hand side of 
Equation (26) can be simplified to 
−4𝜇𝑣0
𝑟02








≈500 Pa/m, while 𝜌𝑔𝑧≈10,000 Pa/m. Thus the hydrostatic pressure term 




APPENDIX F: DESIGN OF A WATER-BASED CALORIMETER 
While much attention has been given to the receiver and the auxiliary components 
designed to allow for testing the receiver, we also designed a calorimeter intended to 
characterize the HFSS. While the calorimeter has not been tested, a large amount of work 
has gone into its design, and it was fabricated for testing. 
We created a calorimeter for two purposes. Most importantly, it was intended to 
be used to determine the total power of the light emitted by the HFSS. The second 
purpose was validating simulations we had performed in COMSOL. To this end, we 
designed the calorimeter as a cavity “receiver” made of aluminum that uses water as the 
working fluid.  The design of the receiver is virtually identical to the graphite “cup” 
receiver design (see Figure 58). Water is flowed at a sufficiently high flowrate that we do 
not risk it boiling. 
 
Figure 58. Calorimeter schematic. Direction of water flow is shown with blue arrows, and light 




Here, the aperture of the calorimeter is much larger than that of the graphite 
receiver (5 cm vs. 2.35 cm). We elected to make the aperture so large because we wanted 
to determine the total amount of energy emitted by the HFSS. This amount includes any 
spillage that would strike the area around the aperture of the graphite receiver. We 
determined that if desired, we could also put a plate with a smaller hole in it over the 
aperture to effectively reduce the size of the aperture. Because the cavity of the receiver 
must remain below 100°C to avoid boiling water anyway, reradiation is not a concern; at 
such temperatures, its effect is completely negligible. We painted the inside of the cavity 
black as well, to minimize reflection losses. 
While the total radiant energy entering the cavity can be determined with relative 
ease, we devised several additional experiments that would allow us validate many of our 
simulations. We determined the best means to accomplish this validation would be to 
place thermocouples at several locations along the receiver. By moving the receiver 
towards or away from the HFSS, we could effectively change how light from the HFSS is 
distributed in the receiver cavity, leading to a difference in local temperature readings. 
We ran several simulations, with the receiver located in different positions relative to the 
focal point of the HFSS. By selecting specific points on the calorimeter and plotting the 
temperature at that point versus the location of the calorimeter with respect to the HFSS, 
trends emerge in the temperature distribution. The difference in predicted temperature 




    
Figure 59. Temperature cross section of one-half of the calorimeter. The temperature map on the left 
is the predicted temperature distribution when the aperture is located at the focal plan. The profile 
on the right is the prediction when the aperture is located 5 cm towards the HFSS from the focal 
plane. 
 
Figure 60. Predicted temperature of various locations on the calorimeter as a function of calorimeter 
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It can be seen in Figure 60 that some very clear, predictable trends emerge in the 
temperature distribution of the calorimeter. For instance, the hottest portion of the 
receiver (represented by the light blue, dark blue, and gray curves) can be seen to have a 
distinct maximum temperature that is dependent on the location of the calorimeter. Based 
on how closely the results align with these predictions, we can determine the degree of 
accuracy of our simulations. 
We built the calorimeter, to the point that it was ready to be tested using the 
HFSS. To create the cavity of our calorimeter, we used two aluminum pots in a 
configuration similar to that used with the two pieces of the graphite receiver. We affixed 
waterproof thermocouples to the outer surface of the inner pot using JB Weld SteelStik, 
as shown in Figure 61. A small hole was cut in the large pot so the leads of the 
thermocouples could be attached to a DAQ. At the exit port for the thermocouple wires, 
the wires passed through a 90° brass elbow, which was filled with RTV silicone blue to 
prevent water from leaking through the port. A lid was fabricated for the two pots from a 
thick piece of aluminum. The pots were each screwed to the lid, which held the two pots 
in place with respect to each other. Four holes were cut in the lid as outlets for the water, 
and a hole was cut in the base of the larger pot to serve as an inlet for the water. The 
inside of the smaller pot was also painted with a high temperature black paint, which 
increased its effective absorptivity. Additional silicon blue was used to seal all 
connections to ensure the assembly was watertight. The assembled calorimeter can be 





Figure 61. Aluminum pot used as the inner surface of the calorimeter with thermocouples attached. 
The pot is connected to the lid, and two of the outlets in the lid can be seen at the bottom of the 
picture. 
 
Figure 62. Completed assembly of the calorimeter. The connections on the four outlets can be seen on 
the right side of the image, as well as part of the piping that recombines the outlet flow back into a 




Unfortunately, when we attempted to test the calorimeter, the water pressure 
within the calorimeter became too high, causing the entire assembly to fail 
catastrophically (see Figure 63). Due to the length of time it took to construct the 
calorimeter, we determined it would be better not to reconstruct the calorimeter. This 
decision was also because Dr. Loutzenheiser’s group has characterized the HFSS, and we 
have validated our simulations, as detailed in Chapter 5. 
 
Figure 63. Image of two points of failure of the calorimeter. The two screws shown were screwed 
through the outer pot and into the calorimeter lid. In the image on the left, the screw can be seen to 
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