Abstract. Let F q be a finite field and let χ 1 , . . . , χ r be multiplicative characters on F q . Suppose there are homogeneous polynomials f 1 , . . . , f r of de-
Introduction
Suppose f 1 , . . . , f r are homogeneous polynomials in n variables with coefficients in By a theorem of Katz [11] , if (p, d j ) = 1 for each j and r 1 f j = 0 defines a normal crossing divisor (each f j defines a smooth hypersurface in P n−1 and the normal vectors are linearly independent at any point where subsets of {f 1 , . . . , f r } intersect), then L(f, χ, P n−1 ; t)
n is a polynomial.
We also define the associated character sums in affine space In Chapter 4 we compute the Hilbert series associated to the non-vanishing cohomology space (equation (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) ), and also generate a formula for the degree of the above L-function (see (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) ). The dimensions that occur as coefficients of the Hilbert series are used in Chapter 5 to estimate a lower bound for the p-adic Newton polygon of the polynomial L(f, χ, P n−1 ; t) (see Theorem 5.1). Examples are contained in Chapter 6 for the values n = 1, 2 and 3. A brief history of the study of the sums of type (1-2) is given in [2] . Character sums of type (1) (2) (3) (4) (5) (6) are studied in [4] . In certain cases these sums can be used to count points on an associated variety and are therefore used to study the zeta function. For example, using the normal crossing divisor in P n−1 defined by f 1 (x, z) = x, f 2 (x, z) = x − z, f 3 (x, z) = x − λz and f 4 (x, z) = z we can analyze the elliptic curve defined by the equation y 2 = (x)(x−1)(x−λ) for some λ = 0, 1 in F q , as the number of F q m -rational points on this curve is N m = q m + x∈F q m χ (m) (x(x − 1)(x − λ)), where χ (m) is the quadratic character on F q m . We note that in this particular case the cohomology can be computed explicitly and agrees with the formulas of Chapters 4 and 5.
The Dwork complex
Let p be a prime number and let q = p a for any positive integer a. Denote the field of characteristic p and cardinality q by F q . The multiplicative norm map from F q to F p will be denoted by N F q /F p , and the additive trace map from F q to F p is denoted by Tr F q /F p . We let Q p denote the field of p-adic numbers, with ring of integers Z p . The p-adic absolute value on Q p will be denoted by | · | p and the p-ordinal will be denoted by ord p .
Define K = Q p (ζ q−1 ), the unramified extension of Q p of degree a with residue field F q . Let ζ p denote a pth root of unity and define Γ 1 = Q p (ζ p ), a totally ramified extension of Q p of degree p − 1. If we take π satisfying π p−1 = −p, then π generates the maximal ideal in O Γ 1 with residue field O Γ 1 /(π)O Γ 1 = F p . We let Γ 0 = K(π). For extensions using fractional powers of π, we let b be a positive rational number and write . Denoteπ = π 1/r 2 and define the extensions Γ 1 = Γ 1 (π) and
We denote the Teichmüller character on F q by χ. The Teichmüller representative of the element of F × q with least positive residue i will be denoted T eich(i) orî. On the other hand, the reduction of an element x ∈ Q p (ζ p−1 )
× to the corresponding element of F × q will be denotedx. For a multiplicative character χ on F q we can get a character on F q m by composing χ with the norm map from F q m to F q . In this case we will denote such a character by χ (m) . Similarly, for each m > 1 we can get an additive character ψ (m) on F q m by composing the additive trace map Tr F q m /F q with an additive character ψ on F q .
Consider the following infinite dimensional spaces of power series in several variables. We abbreviate a monomial in n + r variables as
where
For a positive rational number b and a positive integer d define
This space is complete with respect to the norm sup u,v |A(u, v)| p and we take as an orthonormal basis {π
We will actually work in some subspaces of C (b, d) given by the following direct product decomposition. Let δ = (δ 1 , . . . , δ r ), with 0 ≤ δ j < d. For each such δ we define
The r-tuple δ will be associated to the orginal multiplicative characters in the following way. If χ(z) =ẑ, then we define δ j using the relation χ j = χ δ j , for each j = 1, . . . , r. 
is a primitive pth root of unity. Writing f j = u∈U j a u,j x u we define the series
. . ) and is therefore completely continuous in the sense of [17] .
If δ is the least non-negative residue of pδ modulo d, then for any element
We now define the Frobenius morphism α = Ψ a • H as the composition
where the map on the left is inclusion and the map in the center is multiplication by H. From the definition of Θ and since
We define the related operator β, an ath root of α, for which p-adic information on the coefficients is much easier to obtain. Let τ ∈ Gal(Γ 0 /Γ 1 ) such that τ (π) = π and let β = Ψ • τ −1 • G, which satisfies β a = α. The Dwork trace formula gives an equality between the trace of α and twisted exponential sums. 
From [17] , the classification of the operator α as completely continuous allows the application of
This determinant is a p-adic entire function. We can analyze α further by extending its action onto a de Rham-type complex of differential forms with the space C(b, d, δ) as coefficients. Let (2) (3) (4) (5) (6) (7) (8) (9) which yields the complex
Extending the Frobenius morphism α we can define a map of complexes
A straightforward computation shows that Δ • α = α • Δ so that α • is a chain map on the complex (2-10). Also note that β induces a similar map of complexes given by
Now since α is a chain map, it will induce a map on the cohomology of the complex (2-10). Moreover from [17] , since each morphism α k is completely continuous we have the relation
Combining the above with Theorem 2.1 we can apply the following version of the trace formula due to Robba [15] :
Computation of cohomology
Before analyzing the action of α and the determinants in (2-14), we compute the cohomology of the Dwork complex. In this chapter we prove the following. 
Reduction to characteristic p. We first simplify the computation, with a reduction, using the fact that the operator α is built from homogeneous elements. 
we can extend this grading to Ω 
Therefore we can reduce the computation of cohomology to that of the subcomplex (Ω
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The space C(b, q − 1, δ) has a natural decreasing filtration by s ∈ Z given by coefficients in the principal idealsπ
We can extend this filtration to the Dwork complex by defining , we can define a homomorphism of modules from
The kernel of this homomorphism is
and therefore we have an isomorphism
), so that we have an isomorphism of complexes:
It will suffice to compute the cohomology of this associated graded complex (see Section 3.5). Now, since each v j satisfies v j ≡ δ j (mod q −1), we can work with integer powers of the y's if we remove a factor of y
and work over the space
For the rest of this chapter we will remove this factor and work on the corresponding spaces Ω
without affecting the action of α on cohomology.
We write (3-7), adjusted for D, as a double complex
, where
In this double complex there are n+1 columns indexed by and r+1 rows indexed by m and the orginal complex is recovered by summing down the diagonals. The oper-
We first consider the cohomology of each of the columns.
Proof. To verify the elements {y j f j } r j=1 form a regular sequence on
, we check that the following multiplication is injective for each k = 1, . . . , r:
.
Separating out the powers of the y j 's we can write
generated by the f i for which 1 ≤ i ≤ k − 1 and v i is strictly greater than zero. Suppose first that the set {i : 1 ≤ i ≤ k − 1 and v i > 0} has cardinality < n.
It follows that {f
by the normal crossing divisor hypothesis on f 1 , . . . , f r . Therefore the multiplication in (3-9) is injective.
On the other hand suppose the set {i : 1 ≤ i ≤ k − 1 and v i > 0} has cardinality ≥ n. Without loss of generality, we can assume that {1, . . . , n} is in this set. The normal crossing divisor hypothesis on f 1 , . . . , f r implies that f 1 , . . . , f n form a regular sequence in F q [x 1 , . . . , x n ]. Since the Hilbert series for the quotient space
(k) is zero. Therefore the multiplication is trivially injective.
Vanishing theorems and division lemmas for differential forms.
In this section we compile various results from commutative algebra involving the vanishing of differential forms which are used in the computation of the cohomology along the top horizontal row of the double complex (
and let I denote the ideal of F q [x] generated by the g i 1 ,...,i s .
We first recall the Saito-de Rham division lemma.
Proof. See the main theorem of [16] .
The next result is a generalization of Proposition 3.2 due to Adolphson and Sperber.
s. (a) There exists an integer M ≥ 0 with the property that if g ∈ I
M , then
Proof. See [5] , Proposition 2.2. Now consider the spaces
In [5] , Proposition 3.2 and Proposition 3.3 are used to deduce the following: 
Proof. See [5] , Proposition 2.10.
The last few results involve the vanishing of logarithmic forms. 
Proof. 
The main result of this section is a generalization of Proposition 3.6, which will be used in the computation of the cohomology of the double complex. 
Proof. The proof proceeds by an induction on S. As a basis step the case S = 0 is Proposition 3.6. Suppose now that the proposition is true for some S > 0 and also suppose that
To show that the proposition is true for S + 1 we use induction on s − (S + 1), the number of factors in h S+2 . . . h s . For the basis step let s = S + 2,
which proves the proposition for s − (S + 1) = 1 and verifies the basis step of the induction (on s − (S + 1)).
For the induction step, we assume that the proposition is true for S + 1 and s − 1. In this case we may write
We also assume that
for j = S + 2, . . . , s. We want to show that the proposition is now true for s.
In order to do this we let N be the largest integer such that η i 1 ...i t = 0 for any t ≥ N + 1 in (3-11) and proceed by induction on N . Suppose N = 0. Then we can write (3-11) as
Since we are trying to verify the proposition for S + 1, we are using the hypothesis
The normal crossing divisor hypothesis assures that any sequence of h i 's of length less than n is a regular sequence, so in particular any sequence of length S +3 will be a regular sequence. It follows that the sequence (h S+2 , h s , h 1 , . . . , h S+1 ) is regular and therefore in the above relation we can make the substitution 
. Now by applying Proposition 3.5, it will follow that η 0 is congruent to 0 in the ideal ( 
Therefore η is of the form
and also suppose for S + 2 ≤ j ≤ s that
For simplicity we consider the index (j 1 , . . . , j N ) = (S + 2, . . . , S + N + 1) in the last term of (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) . In this case, (h s , h 1 , . . . , h S+N +1 ) ).
Multiplying both sides by dh
We can remove the factor h S+N +2 . . . h s−1 using the same method as above. Now, it follows by Proposition 3.5 that there exist γ i and ξ i for i = 1, . . . , S+N +1 and i = s, such that
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Similarly for any index (j 1 , . . . , j N ) of length N we can write
we see that ρ satisfies the induction hypothesis and can therefore be written as
for some γ j , ξ j and ρ 0 , . . . , ρ j 1 ,...,j N −1 . Substituting this back into (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) it follows that η is of the form
..,j N +1 which closes the triple induction and proves the proposition.
Computation of horizontal cohomology.
From the results of Section 3.1, we have that the cohomology of the double complex (3-8) is equal to the cohomology of the complex across the top row (after the vertical cohomology has been computed),
Along with (3-1) and (3-2), let deg 2 be the second half of a bigrading (
From (3) (4) (5) (6) (7) (8) and the definition of ∂ v , we have in the top position of each column (separating out powers of the y j 's)
where I is the ideal of F q [x] generated by the f j for which v j > 0.
Since ∂ h shifts the bidegree by (0, 1), we compute the cohomology of sequences of the form
We can now state the main result of this section. 
. , x n ] satisfy the definition of a divisor with normal crossings in
Proof. We break up the proof into cases based on the value of and the value of J. Case 1. J = 0 and 0 ≤ ≤ n − 2. Consider the sequence
It is clear that the negative value in deg 2 implies that the left most space is zero, so we compute the kernel of the map , where the sum is over all indices 1 ≤ i 1 < · · · < i ≤ n. Now ω is in the kernel of ∂ h if and only if df j ∧ ω ≡ 0 (mod f j ) for every j. Since we are assuming that ≤ n−2, we can apply Proposition 3.6 and we can write ω as (dropping the dy/y's)
where ω 0 is an -form, each of the ω j 's is an ( − 1)-form and each ω j 1 ,j 2 is an ( − 2)-form, and so on. Moreover, these are the only such ω. The first summand (f 1 . . . f r )ω 0 has a value of deg 1 that is too large, as
∧ ω j , we have for any j,
Similarly, in each of the remaining terms we have
which is a contradiction of the choice of coefficients in
. By this contradiction, if any such form is in the kernel of ∂ h it is necessarily zero. Therefore
Case 2. 1 ≤ J and 0 ≤ ≤ n − 2. We are considering forms with one or more factors of the y j raised to varying powers v j . As before J = r j=1 v j . We let κ be an integer, 1 ≤ κ ≤ r, that represents the number of factors of y j in a given form with non-zero exponents. For each of these products as y y j J ω(0, . . . , 1, . . . , 0, . . . 1) .
The forms in (3-25) will satisfy (again dropping the factor of
Suppose now that for a differential form ω as in (3-25) we have ω ∈ ker(∂ h ). Consider first the summand of ω where κ = 1. If we fix one of the indices j such that ω(J) = ω(0, . . . , J, . . . , 0) = 0 and apply ∂ h we get (
As in the first case, for each j = 1, . . . , r, the resulting ( + 1)-form associated to the factor y J+1 j satisfies df j ∧ ω(J) ≡ 0 (mod f j ). Hence, by Proposition 3.6, there exists
Making this substitution for each j = 1, . . . , r, we conclude that summands of the type (the first sum on the right-hand side of (3-25)) are in the image of ∂ h and that ω can be reduced to the form ω = 
If J ≤ n − 2 we can apply Proposition 3.4 to find forms η(v j 1 , . . . , v j κ ) such that
where the sum is over the set of all monomials containing only y j 1 , . . . , y j κ having
will all be zero. The degree of the Hilbert polynomial of the quotient is
If we now let
then ω − r j=1 y j df j ∧ η has no terms involving exactly the variables y j 1 , . . . , y j κ . This argument can be repeated for any terms in (3-25) involving fewer than κ different y j 's, so by induction on κ, we can reduce to the case where
where any remaining terms contain J distinct y j 's all of exponent 1.
Here we will no longer index by the exponent v j , since they are either 0 or 1, but rather by the subscript j for which there is a factor of y j .
We will reduce ω further by using induction on the number of terms of the form y j 1 . . . y j J ω(j 1 , . . . , j J ). Suppose that ω has one term, say ω = y 1 . . . y J ω(1, . . . , J) .
. . , J).
If ω ∈ ker(∂ h ) we can deduce from the top sum on the right in (f 1 , . . . , f J )) and therefore by Proposition 3.3 there exists
Now substituting this into the lower sum on the right in (3-26) we have
Using Proposition 3.7 we can write
For the induction step, we first put an ordering on the differential forms y j 1 7, η(t 1 , . . . , t J ) is of the form
In the above, if we let (t 1 , . . . , t J )) will contain only monomials that are smaller in the ordering than the maximal y t 1 . . . y t J . The terms in the first row on the righthand side of the equation are congruent to 0 modulo (f k , f t 2 , . . . , f t J ). The second row is y t 1 . . . y t J ω(t 1 , . . . , t J ) and in the third row all of the terms are less than y t 1 . . . y t J ω(t 1 , . . . , t J ) in the ordering. Therefore the maximal term is in the image of ∂ h and won't contribute to the cohomology. This completes the induction step and finishes Case 2. Therefore
3.4. Dimensions n + r − 1 and n + r. In this section we establish an isomorphism between the two remaining non-zero cohomology spaces. If f 1 , . . . , f r form a normal crossing divisor, then
and in particular, for each J,
Proof. Abbreviate the notation by letting Ω
. Following the method of Section 4 of [5] define the map Υ :
and by the formula
where dx i and dy j s y j s are terms to be omitted. Since Υ 2 = 0 we can define the complex
which is isomorphic to the Koszul complex on F q [x, y] defined by the elements
It is a straightforward computation to show for any differential forms ω 1 , ω 2 ,
will be exact and therefore we have for
for any k ≥ 1 and for k = 0 (using the bigrading) set ( Ω 0 Y ) (D,J) = 0. The boundary map defining this complex φ is given by φ(ω) = −d Y F ∧ω for k ≥ 1 and φ = 0 for k = 0.
We get a short exact sequence of complexes
where the arrow on the left is the inclusion and on the right we define Υ = Υ for k > 0, and for k = 0, Υ is the zero map. Letting Ξ denote the connecting homomorphism we consider the corresponding long exact sequence in cohomology:
. . .
Notice that since Ξ is defined in terms of φ that it will shift the bidegree by (0, 1). We can now substitute
Therefore for each J the long exact cohomology sequence reduces to
Since Υ(Ω n+r−1 ) ⊆ Ω n+r−2 and H n+r−2 (Ω • ) = 0, we have that the space
. For the proof of the last assertion we take a form in H n+r (Ω Y (D,J) ) which will be a sum of elements from spaces
. The degree of the Hilbert polynomial of this space uses the degrees in the quotient for which the corresponding v j 's are not zero, that is,
Now we need to find J so that
Any quotient space with such a degree would be zero. Moving the sum on the right and combining with the left leaves
which is true whenever D + J > n, that is, whenever J ≥ n.
Bases for cohomology spaces.
In this section we show that the computations in characteristic p, from the previous sections, completely determine the cohomology of the original complex Ω
of each cohomology class can be given by the monomial forms
to be the lifting of thē
into characteristic zero. With the factor of π (p−1)bJ these elements will be in
. Also these monomials will be the coefficients in the preimage
under the map (3) (4) (5) . 
Multiplying by an appropriate power of π if needed, we can further assume that the a k,J ∈ O Γ 0 with at least one a k,J ∈ πO Γ 0 .
If
. We can repeat this process inductively and reduce s to 0, so that we may assume the above relation with
It follows using (3) (4) (5) 
with at least onē a k,J = 0. Therefore the set of elements Υ(ξ
). However, the set ofξ
) and Υ is an isomorphism, which gives a contradiction. This contradiction shows that the set of Υ([ξ
To show that the set {[ξ
and show that it must be of the form
. Using the isomorphism in (3-5) we can write
where c i,j,1 ∈ Γ 0 , and c i,j,1 x
and
. Suppose we can also write
where each c i,j,s ∈ Γ 0 , and c i,j,s x
. We can also write for any s ≥ 1,
with c i,j ∈ Γ 0 , and c i,j x
If we set c i,j,s+1 = c i,j,s + π s c i,j and ζ s+1 = ζ s + π s ζ s , then substituting into (3-31) we have
which completes the proof.
If we now put the factor of 
Hilbert series
Grading by deg 2 = J, we can use combinatorial methods to get a formula for the Hilbert series of the Dwork complex Ω
• Y (D,•) , which we use to then deduce a formula for the Hilbert series of the non-zero cohomology space of dimension n + r. This formula (4-15) depends on q, the degrees d j and the original choice of multiplicative characters.
We fix a choice of characters, that is, we fix a δ, and we denote the Hilbert series for the (n + r)-dimensional cohomology by H δ (t). It will follow from our formula that H δ (t) is a polynomial of degree n − 1, and we write H δ (t) =
as the sum of complexes
, the dimension of the kth element in the Jth row in (4-1) .
is a sum of spaces of the form
Therefore, we start by counting elements in a canonical basis for such spaces given by forms of the type x
Fixing v 1 , . . . , v r and , we have that the number of sets {u 1 , . . . , u n } satisfying the condition on deg 1 is given by the binomial coefficient
Defining the polynomial it is clear that
Now consider the series in r variables, generated by P (v 1 , . . . , v r ), associated to the index j 1 , . . . , j m ,
Therefore for fixed and fixed j 1 , . . . , j m , by setting each t j = t we have
Summing down the columns of (4-1) we can now use (4-5) to write (4) (5) (6) (7) (8) for some rational coefficients A (e 1 , . . . , e r ). If we set E = e 1 + · · · + e r and let S i (z 1 , . . . , z n−1 ) denote the ith elementary symmetric function in n − 1 variables, then one can prove (by induction on r) that these coefficients satisfy A (e 1 , . . . , e r ) = (4-9)
Making this substitution we can now write 
Now from vanishing of the cohomology except for dimensions n + r − 1 and n + r, we have In order to illustrate the effect of the original choice of multiplicative characters, we will set q = 81 and r = 3. We first take δ j = δ j for each j, and in the second case we suppose that δj = δ j but δ j = δ j .
Taking the quadratic character χ on F 81 and setting χ = χ j for each j will satisfy the conditions of the first case. If we assume for this example that d j = 2 for each j the quadratic character also satisfies the necessary condition that 3 j=1 χ 2 j = χ 0 . Therefore setting each δ j = (q − 1)/2 it follows that D = 3. This results in the polynomial (1 − t)(1 − qt) 7 (1 − q 2 t). This polynomial has Newton polygon defined by the vertices (0,0), (1,0), (8, 7) and (9, 9) No consider the multiplicative characters The result is the polynomial (1 − q We compute a few for small values of d. If d = 2, then H δ (1) = 3 and H δ (t) = 3t. This gives a lower bound for the Newton polygon of the L-function of (0,0) and (3, 3) , which has only one segment of length 3 and slope 1. If d = 3, then H(1) = 12 and H(t) = 1+10t+t 2 , which results in the polynomial (1 − t)(1 − qt) 10 (1 − q 2 t). The lower bound is then given by a polygon that has one segment of length 1 and slope 0, a segment of length 10 and slope 1, and a segment of length 1 and slope 2 defined by the vertices (0,0), (1,0), (11, 10) , (12, 12) .
