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ABSTRAKT 
 
Tato diplomová práce se zabývá síťovým provozem a analýzou jeho vlastností. V této 
práci jsou rozebrány možnosti predikce síťového provozu pomocí FARIMA modelu, 
teorii chaosu s Lyapunovým exponentem a pomocí neuronových sítí. Největší pozornost 
byla věnována predikci síťového provozu pomocí neuronových sítí. V prostředí Matlab 
s využitím Neural Network Toolbox byly vytvořeny, natrénovány a otestovány 
rekurentní sítě pro predikci konkrétních druhů síťového provozu, který byl odchycen na 
lokální síti. K testování predikce síťového provozu byla vybrána Elmanova síť, LRN 
a NARX síť, dosažené výsledky byly diskutovány. Dále je v práci uvedena oblast 
využití schopnosti predikce síťového provozu, je zde uveden návrh systému pro 
dynamickou alokaci šířky pásma s konkrétním popisem jeho predikční části. V práci je 
také uvedeno možné využití navrhnutého systému pro dynamickou alokaci šířky pásma.   
 
Klíčová slova: Síťový provoz, predikce, rekurentní neuronová síť, Neural Network 
Toolbox,  dynamická alokace šířky pásma.  
ABSTRACT 
 
This thesis deal with an analysis of network traffic and its properties. In this thesis are 
discussed possibilities of prediction network traffic by FARIMA model, theory of chaos 
with Lyapunov exponent and by neural networks. The biggest attention was dedicated 
to prediction network traffic by neural networks. In Matlab with using Neural Network 
Toolbox were created, trained and tested recurrent networks for prediction specific 
types of network traffics, which was captured on local network. There were choosed 
Elman network, LRN and NARX network to test the prediction of network traffic, 
results were discussed. Thesis also introduce area of application ability prediction of 
network traffic, there is introduce design of system for dynamic allocation bandwidth 
with particular description of its prediction part. Thesis also states possible use designed 
system for dynamic allocation of bandwidth.  
 
Keywords: Network traffic, prediction, recurrent neural network, Neural Network 
Toolbox, dynamic bandwidth allocation.  
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ÚVOD 
V této diplomové práci je v první kapitole věnována pozornost síťovému provozu. Jsou 
zde vysvětleny pojmy přenosová rychlost a šířka pásma. Dále je zde nastíněn princip 
frekvenčního, časové a kódového multiplexu. Poslední část první kapitoly je věnována 
možnosti alokace šířky pásma. 
V druhé kapitole je rozebrán pojem samopodobnost. Na příkladu síťového provozu, 
který obecně vykazuje samopodobné charakteristiky je uvedeno matematické vyjádření 
samopodobnosti. 
Další kapitola se věnuje možnostem predikce síťového provozu. Jsou zde uvedeny 
a popsány tři hlavní metody pomocích kterých lze predikovat síťový provoz. Jedná se 
o FARIMA model, Teorii chaosu s Lyapunovým exponentem a Neuronové sítě, kterým 
je věnována větší pozornost v následující kapitole. 
Ve čtvrté kapitole jsou popsány základní Neuronové sítě, jako je Vícevrstvá 
perceptronová síť, Hopfieldova síť, Kohenova síť a ART síť. Jsou zde uvedeny jejich  
schémata, vlastnosti a možné využití. 
V následující kapitole je zmíněno, že ne každá neuronová síť je vhodná k predikci 
síťového provozu. V této kapitole je proto hledána vhodná neuronová síť hodící se pro 
tuto oblast. Jsou zde uvedeny vhodné typy neuronových sítí pro predikci 
samopodobných řad. Dále je zde rozebrána rekurentní Elmanova síť. 
Šestá kapitola je věnována návrhu systému pro dynamickou alokaci šířky pásma 
s využitím predikce pomocí neuronových sítí. Je zde popsána fronta typu WFQ 
využívána na směrovačích a její možné dynamické alokování šířky pásma  pomocí 
navrhnutého systému. Dále je v této kapitole uvedeno možné využití a nasazení 
navrhnutého systému pro dynamickou alokaci šířky pásma. 
Praktické části, tj. samotnému testování schopnosti neuronových sítí predikovat 
síťový provoz se věnuje sedmá kapitola. V této kapitole je uvedeno na jakých datech 
bylo testování jednotlivých sítí prováděno, dále je zde detailně popsán způsob testování 
a je zde provedeno vyhodnocení jednotlivých testovaných sítí. Tato kapitola je pak 
ukončena návrhem predikční části, která je obsažena v systému pro dynamickou alokaci 
šířky pásma. 
V závěru je provedeno zhodnocení nelineární predikce síťového provozu. Jsou zde 
uvedeny výsledky predikce pomocí neuronových sítí. Stručně je zde popsán navrhnutý 
systém pro dynamickou alokaci šířky pásma a jeho možné využití v praxi.            
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1 SÍŤOVÝ PROVOZ 
Tato kapitola se zabývá vlastnostmi síťového provozu a to konkrétně přenosovou 
rychlostí, přenosovým kanálem a jeho šířkou pásma. Dále je zde rozebráno dělení šířky 
pásma a její možná alokace. 
1.1 Přenosová rychlost 
Při přenášení informací po síti je jedním z nejdůležitějších pojmů přenosová rychlost. 
Ta udává jaký objem dat je schopen zvolený přenosový kanál přenést za určitý čas, 
konkrétně se jedná o bity za sekundu.  
S velikostí přenosové rychlosti souvisí modulační rychlost měřená v Baudech, ta 
vyjadřuje počet změn signálu za jednotku času (sekundu), udává tedy počet signálových 
prvků přenesených za sekundu. Modulační rychlost je dána vztahem (1.1) [12]: 
a
M 1=  [Bd],                                                      (1.1)                                   
kde a je šířka impulzu (doba jeho trvání). 
Čím je menší doba trvání signálového prvku, tím je větší modulační rychlost. 
Z Nyquistova kritéria pak vyplývá, že maximální modulační rychlost je dána vztahem 
(1.2) [12]: 
BM ⋅= 2 [Bd],                                                     (1.2) 
kde B je šířka pásma. Modulační rychlost M je s přenosovou rychlostí R svázána 
vztahem (1.3) [12]: 
 QMR 2log⋅= [b/s],                                                 (1.3) 
kde Q je počet možných stavů signálu (jeden signál může teoreticky nabývat 2n stavů), 
poté hovoříme o více stavovém signálu [12].  
 
Z uvedených vztahů (1.1) až (1.3) vyplývá, že přenosovou rychlost lze zvyšovat 
pouze zvýšením šířky pásma a zvýšením počtu stavů signálu, přičemž oba tyto 
parametry mají své limity. Následující kapitola je věnována šířce pásma, jejímu 
efektivnímu využití, respektive rozdělení. 
1.2 Šířka pásma a její sdílení 
Šířka pásma (bandwidth) určuje šířku intervalu frekvencí, které je přenosový kanál 
schopen přenést. Jednotka šířky pásma je logicky stejná jako jednotka frekvence, tedy 
Hz. 
Pokud by byl přenosový kanál s velkou šířkou pásma využíván pouze ke 
komunikaci dvou uživatelů, daný postup by nebyl vůbec efektivní. Proto existují 
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metody, které umožňují sdílení daného kanálu a je tedy možné tento kanál využívat více 
uživateli. V této souvislosti je zaváděn pojem multiplexování a demultiplexování.  
Multiplexování je proces sdružování signálů z několika samostatných zdrojů do 
jednoho výsledného signálu, vhodného k dalšímu přenosu komunikačním kanálem [5]. 
Opačným procesem je demultiplexování, při kterém jsou ze signálu vzniklého 
multiplexováním získány jednotlivé původní signály [5]. Existují tři základní metody 
multiplexování a to frekvenční (FDM), časové (TDM) a kódové (CDM). Uvedené 
metody se velmi často používají ve vzájemných kombinacích. Vytvářejí se tak 
kombinované systémy typu např. FDM-TDM, FDM-CDM. 
1.2.1 FDM 
Princip FDM (Frequency Division Multiplex), tedy kmitočtového multiplexu je 
následující, šířka pásma přenosového kanálu je rozdělena na dílčí kmitočtová pásma. 
Z jednoho přenosového kanálu vznikne několik na sobě nezávislých kanálů, z toho 
vyplývá, že jednotlivý uživatelé mohou komunikovat ve stejném čase. Popsaný princip 
je pomocí kvádru znázorněn na obr. 1.1. 
 
Obr. 1.1: Princip kmitočtového multiplexu. [5] 
 
Každý takto vzniklý kanál je definován šířkou kmitočtového pásma, středním 
kmitočtem a svým číslem. Jeden z takto vytvořených kanálů může být zvolen pro řídící 
účely, pomocí něj se pak přenáší např. informace o volných kanálech a jiné 
informace [5]. 
1.2.2 TDM 
Pokud je přenosový kanál sdílen mezi uživateli tak, že všichni uživatelé mají k dispozici 
celou šířku pásma, avšak každý uživatel má pro komunikaci vyhrazen pouze jistý 
časový interval (který se může periodicky opakovat) jedná se o časový multiplex (Time 
Division Multiplex). Na obr. 1.2 je znázorněn popsaný princip.  
 
 
Obr. 1.2: Princip časového multiplexu. [5] 
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1.2.3 CDM 
Při kódovém multiplexu CDM (Code Division Multiplex) všichni uživatelé sdílejí 
stejné kmitočtové pásmo, komunikují ve stejném čase. Rozlišení jednotlivých uživatelů 
probíhá pomocí speciálních pseudonáhodných kódů [5]. Popsaný princip je pomocí 
kvádru znázorněn na obr. 1.3. 
 
Obr. 1.3: Princip kódového multiplexu. [5] 
1.3 Alokace šířky pásma 
Z kapitoly 1.2 je jasné jak probíhá sdílení šířky pásma mezi uživateli. Z popsaných 
metod je pro alokaci šířky pásma nejvhodnější frekvenční multiplex, protože ten jako 
jediný rozdělí šířku pásma na požadovaný počet menších kanálu o menších šířkách 
pásma. TDM i CDM s šířkou pásma nic nedělají, pouze využívají její kapacitu takovým 
způsobem, že ji může využívat více uživatelů. 
Z principu existují dvě metody alokace šířky pásma a to statická a dynamická. 
U statické alokace šířky pásma probíhá dělení tak, že podle určitých předpokladů je 
jednomu přenosovému kanálu přiřazena větší šířka pásma a jinému menší šířka pásma. 
Problém je v tom, že v některých případech je těžké odhadnout, který přenosový kanál 
bude hodně zatížen, tedy si zaslouží větší šířku pásma a který bude méně zatížen, jemuž 
by mu stačila menší šířka pásma. Při špatném odhadu pak dochází k situacím, kdy je 
jeden přenosový kanál maximálně vytížen, zatímco jiný není zatížen třeba vůbec. 
A když se do hry vloží čas, je situace volby šířky pásma pro zvolené kanály ještě těžší. 
Může totiž nastat, že jeden den v určitý čas bude kanál maximálně zatížen a druhý den 
ve stejný čas bude zatížen jen minimálně.  
Možným řešením popsaného problému by mohla být dynamická alokace šířky 
pásma. Zde však vyvstává jiný problém, podle čeho přiřazovat šířku pásma? Tedy spíše 
na základě čeho a jak často ji měnit, když nevidíme do budoucnosti a nevíme jak bude 
i nadále přenosový kanál zatížen. 
Možné řešení jak „nahlídnout“ do budoucnosti tu však je. Síťový provoz je možné 
totiž krátkodobě predikovat. K tomu slouží metody, kterým je věnována kapitola 3.  
V praxi však dynamická alokace šířky pásma pro konkrétní uživatele by nebyla 
moc výhodná, uživatelé jsou totiž schopni přidělenou šířku pásma maximálně využít 
i při opakovaným navýšení přidělené šířky pásma a jelikož celková šířka pásma, která je 
sdílena mezi uživateli je přenosovými vlastnostmi použitého média omezena, tak by po 
určitém čase došlo k jejímu maximálnímu vytížení několika uživateli na úkor ostatních 
uživatelů. Dynamická alokace šířky pásma by se však mohla uplatnit na směrovačích 
v přenosové cestě, které by zajišťovaly potřebnou kvalitu služeb u realtimových 
aplikací. 
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2  SAMOPODOBNOST 
Definici samopodobnosti je možné hledat ve fraktální geometrii. Útvar je samopodobný 
pokud tento útvar vypadá stejně v jakýmkoliv měřítku či zvětšení [7]. Obecným 
příkladem samopodobného útvaru může být čtverec. Tento útvar je možné rozdělit na 
konečný počet částí podobajících se původnímu tvaru. Síťový provoz má 
charakteristiky samopodobnosti, časový průběh datového toku totiž vykazuje podobné 
charakteristiky v různých časový měřítkách [7].  
Klasickými matematickými modely jako jsou Poissonovy, Markovy či ARMA je 
velmi obtížné modelovat či předpovídat samopodobné charakteristiky. K tomuto účelu 
je však možné použít FARIMA model, neuronové sítě, nebo je možné jej předikovat 
pomocí teorie chaosu [6].   
2.1 Matematické vyjádření samopodobnosti 
Představme si stacionární stochastický proces příchodů paketů vyjádřený časovou řadou 
[3] X = (Xt : t = 0,1,2, …), která má střední hodnotou µ = E(Xt), směrodatnou odchylku 
σ2 =Var(Xt). Kde Xt udává velikost příchozích paketů v t-ém časovém slotu. Dále je 
definována  autokorelační funkcí γ (k) = cov(Xt, X(t+n))/σ2, pro k = 0, 1, 2,…, .  
Průměrováním vzorků původní série X lze získat novou kovarianční stacionární 
časovou posloupnost, která je dána vztahem (2.1) [3]: 
 ...)3,2,1:( )()( == kXX mkm                                               (2.1) 
kde m = 1, 2, 3, …, .  
Takto vzniklá posloupnost nepřesahuje velikost m. Pro m = 1, 2, 3, …, je Xk dáno  
vztahem (2.2) [3]: 
),...(1 1)( kmmkmmk XX
m
X ++= +−  1≥k                                      (2.2) 
Časová posloupnost X(m) pro všechny m = 1, 2, 3, … je stejný kovarianční 
stacionární stochastický proces jako časová posloupnost X. Pro výpočet střední hodnoty, 
směrodatné odchylky a autokorelační funkce je možné použít vztahy (2.3) až (2.5) [3]: 
 
 µ=)( )(mXE ,                                                        (2.3) 
 
)()(2)( 2)( jyjm
mm
XVAR m −+= σσ ,                                      (2.4) 
 







+⋅−+⋅= ∑
−
=
1
1
)(2
2
)( )()(2)()()(
m
j
m
m jkmjmkmm
XVARm
k γγσγ .               (2.5) 
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Pokud samopodobná struktura X(m) je stejná jako u X pak platí rovnice (2.6) a (2.7) 
[3]: 
 )()()( kkm γγ = ,                                                     (2.6) 
 
 
βγ −= mXVAR m 2)( )( .                                               (2.7) 
 
V tomto případě nazýváme proces jako samopodobnost 2. řádu s Hurstovým 
parametrem [3] 
 
2
1 β−=H .                                                     (2.8) 
 
Pomocí Hurstova parametru lze určit míru samopodobnosti časové řady. Pokud je 
Hurstův parametr H = 0,5 mají procesy malou nezávislost na měřítku. 
U samopodobných procesů pro H platí 0,5 < H < 1.  U síťové provozu bylo zjištěno, že 
H > 0,6 [3]. Nejvýznamnější metody pro výpočet Hurstova parametru jsou Variance 
Time Plot (VPT) analýza a Rescaled Range (R/S) analýza. 
Pokud by bylo m dostatečně velké je možné definovat asymptotickou 
samopodobnost, která je v teorii síťového provozu velmi často využívána. Pro tento 
případ je samopodobnost definována podle vztahu (2.9) [3]: 
 
β−
⋅≈ mcXVAR m )( )( ,                                              (2.9) 
kde m → ∞, c = konst. 
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3  MOŽNOSTI PREDIKCE SÍŤOVÉHO 
PROVOZU 
Klasickými matematickými modely (Poissonovy, Markovi či ARMA) je velmi obtížné 
predikovat samopodobný síťový provoz. Naštěstí existují modely (metody), pomocí 
kterých lze síťový provoz predikovat. K predikci je možné využít FARIMA model, dále 
je možné využít Teorii chasu či Neuronové sítě [6]. Jednotlivým metodám jsou 
věnovány následující podkapitoly.   
3.1 FARIMA model 
Tento model vychází z modelu ARIMA, který se skládá z autoregresního procesu 
a klouzavého průměru. FARIMA proces patří do skupiny velkorozsahových 
samopodobných procesů [15]. FARIMA je zkratka celého názvu Fractional 
Autoregressive Integrated Moving Average. FARIMA (p, d, q) model, kde p je 
autoregresivní řád, d je  rozdílový řád a q je řád klouzavého průměru je reprezentován 
vztahem (3.1) [15]: 
tt
d aBXB )()( Θ=∆Φ ,                                                (3.1) 
kde )(BΦ je komplexní proměnná reprezentující autoregresivní proces, který odpovídá 
rovnici (3.2) [15]: 
p
pBBBB Φ−−Φ−Φ−=Φ ...1)( 221 ,                                    (3.2) 
)(BΘ je komplexní proměnná klouzavého průměru [15]: 
q
qBBBB Θ−−Θ−Θ−=Θ ...1)( 221 ,                                    (3.3) 
B je zpětnovazební operátor pro který platí BXt = Xt-1, B2Xt = Xt-2, at je sekvence bílého 
šumu (at : t = ...,-1,0,1,...) s nulovou průměrnou hodnotu a rozptylem rovným σ2. 
d∆  reprezentuje rozdílovou část [15]: 
k
k
d
k
dd BB )()1(
0
−=−=∆ ∑
∞
=
,                                          (3.4) 
)1(
)1(
+−Γ
+Γ
=
kd
dd
k
,                                                   (3.5) 
kde Γ je definováno jako ∫
∞
−−
=Γ
0
1)( dttex xt , x > 0. 
Rovnice (3.1) je stejná pro FARIMA i ARIMA model, jediný rozdíl v nich je, že 
pro každý model nabývá diferenciální parametr d jiných hodnot. U ARIMA modelu 
může nabývat pouze celočíselných hodnot. Jestliže d = 0, jedná se o klasický ARIMA 
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model. U FARIMA modelu se hodnoty parametru d mohou pohybovat v rozsahu 
0 < d < 0,5 [15]. Potom hodnota Hurstova parametru je rovna [15]: 
2
1
+= dH .                                                         (3.6) 
Jistou nevýhodu FARIMA modelu je, že aby byly výsledky co nejlepší musí se 
vhodně zvolit počáteční parametry modelu. Tato volba je zásadní a velmi obtížná. 
Nevýhodou FARIMA modelu také je, že nedokáže zachytit nelinearitu síťového 
provozu [15].   
3.2 Teorie chaosu 
Teorie chaosu popisuje chování nelineárních systémů, které mají nějaký skrytý řád, ale 
přesto se jeví jako systémy řízené náhodnými jevy. Tyto systémy jsou velmi citlivé na 
počáteční podmínky, mála změna v současnosti může představovat velkou změnu 
v budoucnosti.  
Chaotické časové řady je možné vyzualizovat pomocí abstraktního prostoru stavů 
zvaného fázový prostor. V němž každá osa představuje jednu dimenzi stavů a čas je zde 
implicitní [11]. Po určitém čase vyvíjení systému vznikne ve fázovém prostoru křivka, 
tato křivka po dostatečně dlouhé době začne zvýrazňovat strukturu, které se říká 
atraktor. Pod tímto slovem si lze představit konečný stav nějakého systému.  
Charakteristickou vlastností chaotických atraktorů je jejich veliká citlivost na 
počáteční podmínky (na jejich parametry). Stupeň chaotičnosti lze číselně vyjádřit 
pomocí parametru, který nese název Lyapunovův exponent. Tento exponent je 
základním nástrojem pro popis dynamického systému [11]. 
Výpočet Lyapunova exponentu je poměrně obtížně numericky zvládnutelný, avšak 
získané informace tento nelehký úkol vyvažují, totiž Lyapunovy exponenty svými 
hodnotami přímo popisují jak se systém chová [11]. Jiné způsoby popisu systému jsou 
ještě obtížnější.  
Lyapunovův exponent určuje vlastnosti blízkých drah a to tak, jestli k sobě blízké 
dráhy atraktoru konvergují nebo divergují. Na obr. 3.1 jsou vidět konvergující dráhy 
atraktoru. Pro každý systém existuje několik Lyapunových exponentů, přesně tolik 
kolik má dimenzí. Chování systému ovlivňuje nejvíce ten největší exponent ze všech 
Lyapunových exponentů.  
 
Obr. 3.1: Konvergující dráhy atraktoru. [11] 
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Jestliže je Lyapunovův exponent záporný, poté dráhy v čase konvergují, jak je 
vidět na obr. 3.1, takový dynamický systém není citlivý vůči počátečním podmínkám. 
V případě, že je daný exponent kladný, pak dráhy atraktoru mezi sebou divergují a daný 
systém je citlivý na počáteční podmínky. U chaotického systému se musí alespoň 
v jednom případě trajektorie drah atraktoru exponenciálně vzdalovat (musí divergovat), 
tedy musí mít alespoň jeden Lyapunovův exponent kladný [11].  
Lyapunovův exponent lze vypočítat pomocí Wolfova algoritmu. Jeho princip je 
následující. Zvolí se několik blízkých bodů, které se nechají v čase rozvíjet a přitom je 
sledována rychlost růstu jejich vzájemné vzdálenosti [7].  
Pomocí Lyapunova exponentu lze také určit horizont predikce, tedy maximum 
budoucích bodů, které je možné predikovat. Tento horizont lze vypočítat pomocí 
rovnice (3.7) [7]: 
0max
max ln
1
δλ
∆
=T ,                                                     (3.7) 
kde maxλ  je maximální Lyapunovův exponent, ∆  je požadovaná maximální chyba a 0δ  
je neurčitost v měření počátečních podmínek. 
3.2.1 Výpočet Lyapunova exponentu 
Je dán rekonstruovaný fázový prostor, pro jeho bod Xi je třeba najít jeho nejbližšího 
souseda Xnear, který splňuje podmínku [7]: 
ijinear XXXX −=− min ,                                           (3.8) 
kde ττ )1()1( −<−<− dRijd , přičemž d je dimenze vložení, τ  je časové zpoždění 
a R je heuristická hranice pro kterou musí platit 1<R<10.  
Z rovnice (3.9) [7] lze vypočítat Lyapunovův exponent )(iλ : 








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−
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=
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=
++++
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hihnear
inear
jhijhnear
t XX
XX
thXX
XX
jhi
1
maxlog1)( δλ ,             (3.9) 
kde t∆  je vzorkovací perioda časové řady. Pro hodnotu parametru h musí platit 
τ)1(1 −<< dh .  
Výsledná hodnota Lyapunova exponentu se vypočítá ze vztahu (3.10) [7]: 
 
 ∑
=
=
N
i
i
N 1
)(1 λλ .                                                      (3.10) 
3.3 Neuronové sítě 
Třetí možností jak predikovat síťový provoz je pomocí neuronových sítí. Touto 
možností se nadále bude tato práce zabývat. 
h 
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Neuronová síť se skládá z výpočetních jednotek – neuronů, které jsou mezi sebou 
vzájemně propojeny spoji, které jsou ohodnoceny váhami. Schopností adaptovat tyto 
váhy (učit se) na základě trénovacích vzorů umožňují realizovat kvalitativně novou 
funkci implicitně obsaženou v trénovacích datech [8].  
Hlavní výhoda neuronové sítě tedy je, že je schopna automatického učení 
z naměřených dat, ke kterým není nutné doplňovat další informace, jako například 
charakter závislosti u regrese [6]. Po natrénování dat z minulosti je schopná určit data 
v budoucnosti.  
Další důležitou vlastností neuronových sítí je schopnost zevšeobecňování 
(generalizace) získaných poznatků. Neuronová síť tedy dokáže správně reagovat i na 
neznámé vstupy, na které nebyla naučena [8]. Na obrázku 3.2 je znázorněn obecný 
princip predikce pomocí neuronových sítí. 
 
 
Obr. 3.2: Predikce pomocí neuronové sítě. 
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4  ZÁKLADNÍ NEURONOVÉ SÍTĚ 
Obecně lze neuronové sítě dělit do dvou skupin a to podle způsobu toku dat sítí. První 
skupinu tvoří Dopředné sítě (Feed-forward networks). V těchto sítích jde tok dat 
striktně od vstupu k výstupu, může postupovat sítí po vrstvách, avšak síť nikdy 
neobsahuje zpětnou vazbu.  
Druhou skupinu tvoří Rekurentní sítě (Recurrent networks). Tyto sítě obsahují 
zpětné vazby z výstupních bodů zpět na vstup sítě či vrstvy. U těchto sítí výstupní data 
nezávisí jen na vstupních datech, ale také na stavu, ve kterém se systém nachází. Tyto 
zpětné vazby způsobují dynamické chování sítě. 
V kapitolách 4.1 až 4.5 jsou stručně zmíněny hlavní vlastnosti vybraných 
základních neuronových sítí.  
4.1 Vícevrstvá perceptronová síť 
Vícevrstvá perceptronová síť patří do skupiny dopředných neuronových sítí. Obecně lze 
říci, že patří mezi nejpoužívanější a nejznámější neuronové sítě. Jejím základním prvek 
je perceptron. Vícevrstvá perceptronová síť je síť s učitelem, to znamená že trénovací 
vzory musí kromě vstupních hodnot obsahovat i hodnoty příslušných odpovídajících 
výstupů [8].  
Z hlediska struktury tato síť obsahuje neurony – perceptrony propojené mezi sebou 
tak, že vytváří vrstevnatou síť. Perceptron je speciálním případem formálního neutronu 
představující obecný výpočetní prvek všech neuronových sítí [8]. 
Jak už je z názvu patrné, vícevrstvá perceptronová síť se skládá z několika vrstev 
perceptronů. Propojení jednotlivých perceptronů sousedních vrstev je realizováno tak, 
že tvoří úplný bipartitní graf , to znamená že do vstupů perceptronů následující vrstvy 
jsou distribuovány výstupy perceptronů z předcházející vrstvy [8]. Na obrázku 4.1 je 
vidět příklad vícevrstvé neuronové sítě. 
 
 
Obr. 4.1: Příklad uspořádání třívrstvé neuronové sítě se třemi vstupy a dvěma výstupy. [8] 
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Vrstvy umístěné mezi první a poslední vrstvou se nazývají skryté vrstvy (hidden 
layers). Poslední vrstva se nazývá výstupní vrstva (output layer). Tyto označení lze 
aplikovat i pro perceptrony obsažené ve vrstvách, vrstva tedy může mít výstupní, popř. 
skryté perceptrony. To kolik bude mít neuronová síť vrstev a perceptronů závisí na 
konkrétní aplikaci dané neuronové sítě, v praxi se tento počet volí na základě heuristik.  
Volba počtu perceptronů ve vrstvách je velmi důležitá. Čím více bude ve vrstvě 
perceptronů, tím více se bude zvyšovat doba učení a s rostoucím počtem trénovacích dat 
bude klesat schopnost generalizace sítě, to je způsobené přeučením (overfittingem). 
Naopak při málem počtu perceptronů nedokáže síť postihnout všechny závislosti 
v trénovacích datech [8].  
Pro správné fungování sítě musí být vhodně nastaveny váhy sítě. Způsob nastavení 
vah je předmětem učení sítě, které se snaží dosáhnout takového nastavení vah, aby 
odchylka (chyba) mezi aktuálními a požadovanými výstupy sítě byla minimální 
vzhledem k předloženým trénovacím vzorům. Ke svému učení používá vícevrstvá 
perceptronová síť algoritmus zpětného šíření (Backpropagation). Tato síť pracuje 
s reálnými hodnotami, to znamená všechny váhy, potenciály, ale i vstupy, stavy 
a výstupy jsou obecně reálnými čísly.  
Vícevrstvé perceptronové sítě jsou vhodné ke klasifikaci (rozpoznávání), 
k predikci, řízení a kompresi dat [8].    
4.2 Hopfieldova síť 
Jedná se o jednovrstvou síť. Počet vstupů, popřípadě výstupů určuje kolik bude mít 
Hopfieldova síť neuronů, protože každý neuron je zároveň vstupní i výstupní, tedy má 
jeden externí vstup a výstup. Pro každý neuron platí, že jeho výstup je veden zpět na 
vstup ostatních neuronů přes jednotlivé váhy, tím se vytváří uzavřená smyčka. Tímto 
vzájemným uspořádáním vzniká symetrická cyklická síť a tím i diagonálně symetrická 
matice vah [8]. Na obrázku 4.2 je vidět možné uspořádání Hopfieldovy sítě. Vstupy sítě 
jsou znázorněny x1, x2 až xn, výstupy jsou značeny y1, y2 až yn. Propojení jednoho 
neuronu s druhým je uskutečněno pomocí vah, tyto váhy jsou v obou směrech stejné, 
váhová matice je tedy diagonálně symetrická. Na vstupy neuronů nejsou nikdy 
přivedeny jejich vlastní výstupy.  
 
 
Obr. 4.2: Uspořádání Hopfieldovy sítě. [8] 
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U Hopfieldovy sítě hodnoty vstupů, stavů a výstupů nabývají hodnoty z množiny 
{-1; 1}, jsou tedy bipolární [8]. Každý neuron Hopfieldovy sítě, podobně jako jiné 
druhy neuronů počítá svůj vlastní potenciál ξ a aktivuje svůj výstup pomocí aktivační 
funkce f, nejčastěji podle ostré nelinearity ve tvaru 



−
+
=
1
1)(ξf  pokud  
0
0
<
≥
ξ
ξ
 [8]. 
Potenciál neuronu je počítán jako vážený součet vstupů. Protože jsou jeho váhy 
celočíselné je i jeho hodnota je celočíselná. 
Hopfieldova síť může být použita jako autoasociativní paměť a k řešení 
optimalizačních problémů [8]. Je vhodná například k rozpoznávání znaků nebo k řešení 
problému postupným opakováním a postupnému přibližování k výsledku.   
4.3 Kohenova síť 
Kohenova síť, někdy také nazývána Kohenova samoorganizační mapa patří mezi sítě 
nepotřebující k učení učitele. Tato síť se snaží aproximovat pravděpodobnostní 
rozdělení v předkládaných  trénovacích datech, provádí tedy vektorovou kvantizaci [8]. 
Kohenova síť obsahuje pouze jednu vrstvu neuronů, tato vrstva bývá nazývána 
Kohenova (kompetiční) vrstva. 
Každý neuron v této síti dostává informace od všech vstupů, tzn. vstupy sítě jsou 
plně propojeny s neurony. Na obrázku 4.3 je vidět struktura Kohenovy sítě. Na váhy 
příslušející každému neuronu (váhový vektor neuronu) lze nahlížet jako na souřadnice, 
které udávají umístění neuronu v prostoru [8]. 
V Kohenově vrstvě mají neurony mezi sebou navíc i postranní vazby, které jsou 
uspořádány do zvolené topologické mřížky. Nejčastější tvar topologické mřížky je 
čtvercový. Na obrázku 4.4 je vidět příklad uspořádání Kohenovy sítě se dvěma vstupy 
a čtvercovou topologickou mřížkou s devíti neurony. 
 
 
Obr. 4.3: Struktura Kohenovy sítě. [8] 
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Obr. 4.4: Uspořádání Kohenovy sítě se dvěma vstupy a čtvercovou topologickou 
mřížkou s devíti neurony. [8] 
 
V Kohenově síti vycházejí použité neurony z formálních neuronů, tyto neurony 
nemají práh a jejich výstupy nejčastěji nabývají dvou hodnot, přičemž aktivní je vždy 
pouze jedna. To kolik bude mít síť neuronů je volitelné, tento počet je parametrem sítě. 
Počet neuronů se v praxi pohybuje řádově v desítkách až stovkách. 
Kohenova síť je do jisté míry odolná vůči náhodnému šumu, který bývá obsažen 
v trénovacích datech. Jistou nevýhodu je, že k natrénování potřebuje značně velký počet 
trénovacích kroků a navíc v každém kroku je zapotřebí upravovat i váhy v lokálním 
okolí příslušného vítězného neuronu [8]. Tato síť bývá nejčastěji využívána 
k rozpoznávání vzoru nebo v robotice.   
4.4 ART síť 
Hlavní výhodou ART (Adaptive Resonance Theory) sítě oproti ostatním neuronovým 
sítím je, že dokáže řešit problém proměnné stability [8]. ART síť je schopna se naučit 
novou informaci bez poškození již dříve uložené informace. Problém proměnné stability 
nedokáže řešit např. vícevrstvá perceptronová síť, pokud je tato síť trénována na novém 
vzoru může dojít ke zhroucení celé sítě, tedy dojde ke ztrátě veškeré informace, kterou 
již síť uschovala. Tento jev je způsoben změnami vah. Pro naučení nové informace je 
často potřebné začít s učením od znova. 
ART síť je asociativní síť bez učitele. Hlavní předností této sítě je schopnost 
přepínat mezi trvárným a stabilním módem a to tak, že nedochází k poškození naučené 
informace [8]. Stabilní mód je stav, kdy je síť pevně nastavena a chová se jako hotový 
klasifikátor. Tvárný mód představuje stav, kdy mohou být modifikovány parametry 
(váhy) sítě, jedná se tedy o učící stav. Další výhodou ART sítě je její citlivost na 
kontextní informace obsažené v trénovacích datech, také dokáže přiměřeně eliminovat 
špatné informace. 
ART síť se skládá ze dvou vrstev vstupní a výstupní. Vstupní vrstva se označuje 
jako porovnávací vrstva a výstupní jako rozpoznávací vrstva. Toto pojmenování 
usnadňuje popis sítě, totiž během činnosti ART sítě se často mění funkce vstupní vrstvy 
za výstupní a naopak. V ART síti je využit princip zpětného šíření signálu od výstupní 
vrstvy ke vstupní a také šíření signálu mezi neurony v porovnávací vrstvě. ART síť 
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obsahuje také vnější řídící část nazývanou test bělosti (vigilance test), tato část řídí tok 
dat v síti [8]. 
Váhy mezi vrstvami v ART síti jdoucí od porovnávací k rozpoznávací vrstvě jsou 
označovány jako dopředné váhy a váhy jdoucí od rozpoznávací k porovnávací vrstvě 
jsou označovány jako zpětné váhy [8]. ART síť je plně propojena, všechny neurony ve 
vstupní vrstvě jsou spojeny se všemi neurony ve výstupní vrstvě přes oba typy vah. 
Každá vrstva má své logické řídící signály ovlivňující tok dat vrstvami během 
operačního cyklu.   
Na obr. 4.5 je vidět struktura ART sítě, jsou zde také vidět řídící signály 1 a 2. 
Mezi vstupní a výstupní vrstvou se nachází tzv. nulovací člen (reset) [8]. Funkce tohoto 
členu je velmi důležitá, je zodpovědný za porovnávání vstupů s prahem bdělosti, 
rozhoduje jestli bude pro předložený vzor vytvořena nová třída (shluk), nebo zda již 
patří do nějaké známé třídy. 
 
Obr. 4.5: Struktura ART sítě. [8] 
     
Adaptivní rezonanční teorie (ART) byla vyvinuta k rozpoznávání obrazců pro 
modelování mohutné paralelní architektury [8]. Je také vhodná k rozpoznávání řeči. 
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5  VHODNÁ NEURONOVÁ SÍŤ PRO 
PREDIKCI SÍŤOVÉHO PROVOZU 
Existuje mnoho typu neuronových sítí, které se od sebe liší svými vlastnostmi, např. 
topologií, způsobem učení atd., každá neuronová síť jak je patrné z kapitol 4.1 až 4.4 je 
vhodná k různému použití. Nelze tedy říct, že všechny neuronové sítě jsou vhodné např. 
k rozpoznávání obrazců, predikci časových řad nebo samopodobných charakteristik. 
Každá neuronová síť je vhodná více k nějaké určité oblasti a méně zase k jiné určité 
oblasti. Tím která je vhodná k predikci samopodobných charakteristik (k predikci 
síťovému provozu) se zabývají následující podkapitoly. 
5.1 Kritéria výběru vhodné neuronové sítě 
Neuronová síť vhodná k predikci síťového provozu musí být schopna analyzovat  
nelineární chování síťového provozu, musí umět predikovat samopodobné jevy popsané 
v kapitole 2. Jelikož se vlastnosti síťového provozu neustále mění, tak by vybraná 
neuronová síť  měla být dynamickým systémem. Dalšími důležitými parametry vhodné 
neuronové sítě jsou rychlost učení, střední chyba predikovaných dat a taky to, jestli lze 
určitou modifikací sítě zlepšit její predikci. 
Pomocí neuronových sítí lze u síťového provozu předpovídat konkrétní hodnotu 
(případně hodnoty) z blízké budoucnosti. Dále je také možné předpovídat trend vývoje. 
Předpovídání trendu je obecně těžší než předpovídání blízké hodnoty [6].  
Pro predikci samopodobného síťového provozu lze využít rekurentní neuronové 
sítě s posílením (boosting recurrent neural network), perceptronové neuronové sítě 
s algoritmem zpětného šíření chyby a neuronové sítě s radiální bázovou funkcí, ostatní 
druhy sítí v oblasti predikce síťového provozu zatím nenašli vhodné uplatnění [6]. 
Z rekurentních neuronových sítí je možné k predikci síťového provozu použít síť 
NARX, Elmanovu síť a obecnou rekurentní síť (LRN), která vychází z Elmanovy sítě. 
Z dopředných neuronových sítí je možné použít vícevrstvou perceptronovou síť 
a neuronovou síť s radiální bázovou funkcí (RBF) [6].  
Jako nejvíce vhodné neuronové sítě k predikci síťového provozu se jeví rekurentní 
neuronové sítě s dynamickým chováním systému. Proto se tato diplomová práce 
v kapitole 7  zabývá možností predikce síťového provozu právě pomocí rekurentních 
sítí.    
5.2 Elmanova síť 
Elmanova rekurentní síť obsahuje kromě dopředných vazeb i zpětné vazby  mezi 
neurony. Takovýhle systémy mají určité setrvačné paměti, které si pamatují předchozí 
vývoje. Tyto paměti pak ovlivňují budoucí výstup. V Elmanově síti se kromě 
klasických neuronů nacházejí i neurony stavové, obsažené ve stavové vrstvě [14].  
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Výstup ze skryté vrstvy je veden nejen na výstupní vrstvu, ale také na vstup 
stavové vrstvy. Výstup ze stavové vrstvy je pak veden na vstup skryté vrstvy, tedy 
skrytá vrstva má na svůj vstup přiveden výstup ze vstupní a stavové vrstvy. Skryté 
neurony jsou propojené se stavovými neurony přes váhy s hodnotou 1. Popsaný způsob 
zajistí, že výstupy skryté vrstvy v čase t ovlivňují své výstupy v čase t + 1 [14]. Počet 
neuronů ve stavové vrstvě je stejný jako počet neuronů ve skryté vrstvě, tyto stavové 
neurony jsou propojeny se všemi neurony ve skryté vrstvě. Na obrázku 5.1 je zobrazena 
struktura Elmanovy sítě. 
 
Obr. 5.1: Struktura Elmanovy sítě. [14] 
 
 Pro trénování Elmanovy sítě se využívá především Algoritmus zpětného šíření 
chyby v čase, zjednodušeně lze říci, že se jedná o modifikaci algoritmu 
Backpropagation, kde se prvně provede rozvinutí rekurentní sítě v čase do sítě 
s dopředným šířením [14]. Poté lze využít klasický algoritmus zpětného šíření chyby.    
 
Princip zpětného šíření chyby  –  dopředná fáze: 
Pro zjednodušení situace je prvně uvažována pouze dopředná síť. Na vstup této sítě je 
předložen vstupní vektor x = (x1, …, xn), neuronová síť zprostředkuje jeho přenos skrz 
váhový vektor v do vnitřní (skryté) vrstvy. Vstupní hodnoty vnitřních neuronů (Zj, 
j = 1, …, p) lze vypočítat z rovnice (5.1) [14]: 
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= ,                                                (5.1) 
dále výstupní hodnoty vnitřních neuronů je možné určit z rovnice (5.2) [14]: 
))(_()( tinzftz jj = .                                                 (5.2) 
Signál je poté šířen do výstupní vrstvy, zde obdobně jako v předchozím případě lze 
určit skutečné výstupní hodnoty signálu sítě (Yk, k=1, …, m) [14]:  
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 ))(_()( tinzfty kk = ,                                                 (5.4) 
kde w je váhový vektor mezi vnitřní a výstupní vrstvou.  
Vztahy uvedené výše vyjadřují odezvu neuronové sítě na předložený vstup. Nyní 
bude uvažována jednoduchá rekurentní síť, která bude obsahovat zpětnou vazbu, která 
bude vedena z výstupu skryté vrstvy zpět přes váhový vektor u na vstup skryté vrstvy. 
Skrytá vrstva je nyní ovlivněna vstupem (výstupem ze vstupní vrstvy), ale i zpožděnou 
zpětnou vazbou ze skrytých neuronů. Vstupní hodnoty skrytých neuronů poté budou 
rovny [14]: 
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Zpětné šíření chyby: 
Chyba klasifikace sítě je pro q vzorů a m výstupních neuronů nejčastěji definována 
vztahem (5.6) [14]: 
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kde y znázorňuje skutečné výstupy sítě a t požadované výstupy sítě, definované 
v trénovací množině. Dále je snahou tuto chybovou funkci minimalizovat metodou 
gradientního sestupu. Toho lze dosáhnout modifikací vah podle vztahu (5.7) [14]: 
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kde α vyjadřuje rychlost adaptace vah a 
weight
E
∂
∂
 je Gradientní chybová složka pro 
neurony ve výstupní vrstvě, kterou lze vyjádřit pomocí vztahu (5.8) [14]:  
)_('][ KKKK inyfyt −=δ .                                             (5.8) 
Obdobně lze vyjádřit gradientní chybovou složku pro neurony ve skryté vrstvě [14]: 
)_(' J
k
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Váhové přírůstky pak lze zapsat následujícími způsoby [14]: 
jkjkkkjk zzinyfytw αδα =−=∆ )_('][ ,                                (5.10) 
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Pro rekurentní váhový vektor u, který byl pro zjednodušení na počátku vynechán platí 
[14]:  
∑ −=∆
p
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Zpětné šíření chyby v čase: 
Tento algoritmus byl poprvé použit pro trénování právě Elmanovy sítě (obr. 5.1). 
Algoritmus zpětného šíření chyby v čase vychází z poznatku, že rekurentní neuronovou 
síť lze převést na neuronovou síť nerekurentní se stejným chováním, pokud je rozvinuta 
v čase [14]. Na obrázku 5.2 je naznačeno rozvinutí rekurentní sítě v čase. Z tohoto 
obrázku je vidět, že dochází k replikacím neuronů i vazeb v prostoru. Na obr 5.2 jsou 
vidět tři časové kroky odpovídající předloženým vzorům časové posloupnosti o délce 
tři. Teprve po předložení všech tří vzorů síti je znám výstup sítě a tedy je známa 
i chyba, kterou je možné šířit sítí zpět [14]: 
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kde h označuje neuron do kterého vchází vazba a j označuje neuron ze kterého vazba 
vychází. 
Výhodou Elmanovy sítě, ale i obecně ostatních dynamických sítí je, že nabízejí 
větší výkonnost než statické sítě. Jistou nevýhodu však je, že vyžadují poměrně velký 
výpočetní výkon a paměťový prostor, aby pracovaly s uspokojujícími parametry. 
Obecně dynamické sítě umožňují pracovat s časově závislými vzory, což je pro mnoho 
praktických aplikací důležité. Této vlastnosti se využívá při predikci síťového provozu, 
ale i obecně pro predikci časových řad. Dále také pro rozpoznávání vzorů či řízení 
robotů [14]. 
 
Obr. 5.2: Rekurentní síť rozvinutá v čase. [14] 
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5.3 Způsob testování neuronových sítí 
Samotné praktické testování schopnosti neuronových sítí predikovat síťový provoz bude 
záležitostí sedmé kapitoly. V této kapitole bude pouze popsán způsob jakým se bude 
v praktické části postupovat. 
Pomocí síťového analyzátoru Wireshark bude v dostatečně dlouhém časovém 
intervalu odchycen síťový provoz na lokální síti, který bude sloužit k natrénovaní 
vybrané neuronové sítě.  
Trénovací množina bude vytvořena tak, že na vstup neuronové sítě bude přiveden 
určitý počet naměřených hodnot, těmito hodnotami bude síť naučena a bude schopna 
predikovat budoucí hodnoty. Budoucí hodnoty budou výstupem výstupní vrstvy. 
K ověření přesnosti predikce poslouží hodnota, případně hodnoty v určité vzdálenosti 
od naměřených vstupních (trénovacích) hodnot. Tyto hodnoty časové řady je vhodné 
nepředkládat při učení sítě a použít je pouze k testování naučenosti sítě [6]. 
Naměřená data se často dělí na řadu učící, validační a testovací, u všech těchto tří 
řad může dojít k částečnému překrytí (viz obr. 5.3) a nemusí být souvislé [6]. Učící 
řadou se rozumí posloupnost, která je předkládána na vstup sítě a dle které je síť 
upravována. Odchylka v odpovědích na validační řadu je použita jako kritérium pro 
ukončení učení sítě. Testovací řada pak slouží k testu naučenosti sítě pro hodnoty 
v budoucnosti. Lze tedy říci, že pro hledání modelu slouží učící řada, pro ověření 
modelu validační řada a pro testování použitelnosti modelu slouží testovací řada.  
 
 
Obr. 5.3: Rozvržení validační, učící a testovací řady. 
 
Pokud je možné detekovat v naměřených datech složky jako je trend, náhodné 
chyby měření a další složky např. sezónní je vhodné tyto složky z časové řady odstranit 
[6]. 
  Pro testování predikce síťového provozu bude využito prostředí MATLAB 
s Toolboxem Neural Network. V tomto prostředí bude testována schopnost predikce 
síťového provozu pomocí Elmanovy sítě, popřípadě dalších rekurentních sítí jako je 
NARX, či obecná rekurentní síť LRN. Z naměřených výsledků se určí vhodnost zvolené 
neuronové sítě k predikci síťového provozu. Pokud bude zvolená neuronová síť 
dostatečně kvalitní, bude možné ji nasadit v systému pro dynamickou alokaci šířky 
pásma. 
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6  NÁVRH SYSTÉMU PRO DYMAMICKOU 
ALOKACI ŠÍŘKY PÁSMA 
Schopnosti predikovat síťový provoz by bylo možné využít v oblasti kvality služeb pro 
dynamickou alokaci šířky pásma u front na směrovačích, které se vyskytují v přenosové 
cestě. Fronta představuje paměť, která se na směrovačích uplatní ve chvíli, kdy je 
rychlost příchozích paketů větší než rychlost odcházejících paketů. V tu chvíli se do 
fronty začnou ukládat pakety, které se posléze začnou podle algoritmu zvolené fronty 
odebírat a odesílat na výstup. Pokud by fronty na směrovačích nebyly, docházelo by 
rovnou k zahazování paketů. Existuje několik typů front jako je např. FIFO, PQ, WFQ 
či CBWFQ [10]. Přitom každá má své specifické vlastnosti. V dalším textu bude 
věnována pozornost frontě typu WFQ. 
U metody WFQ (Weighted Fair Queuing), obr. 6.1, je vytvořen určitý počet front 
se stejnou prioritou, které jsou obsluhovány průběžně. Každá vytvořená fronta má svou 
váhu, podle které je frontě přidělena odpovídající část šířky pásma výstupního kanálu 
[10]. Do každé fronty probíhá řazení paketů na základě zvoleného principu. Velikosti 
jednotlivých front mohou být různé. 
Váhy front jsou přímo úměrné přidělené části šířky pásma. Celková šířka pásma je 
pak rovna vztahu (6.1) [10]: 
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kde m je celkový počet front a wi je váha přiřazená i-té frontě. 
 
 
Obr. 6.1: Princip metody WFQ. [10] 
 
Tím že je provoz podle svého charakteru rozdělen do jednotlivých front je 
zajištěno, že například aplikace VoIP dostane pro svůj provoz požadovanou šířku pásma 
i navzdory např. již už probíhajícímu stahování dat z internetu (každý provoz má svou 
frontu zajišťujícímu požadované vlastnosti). Popsaným způsobem se zajišťuje QoS 
(Quality of Service) z hlediska přidělení požadované šířky pásma na směrovači. 
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Jelikož není dopředu známo, jak moc který druh síťového provozu bude v síti 
nejvíce zastoupen, může se stát, že některé fronty budou přeplněny (z důvodu 
neschopnosti odesílat pakety, kvůli malé přidělené šířce pásma) a jiné budou využity jen 
z několika málo procent. Řešením této situace by mohlo být dynamické přidělování 
šířky pásma (vah) jednotlivým frontám, přičemž by byla u každé fronty definována 
minimální šířka pásma (váha). 
6.1 Obecný návrh 
Systém pro dynamickou alokaci šířky pásma by měl obsahovat frontovací systém např. 
WFQ, ve kterém by se do jednotlivých front řadily pakety podle zvolených pravidel. 
Jednotlivým frontám by byla nastavena požadovaná šířka pásma (váha) a velikost, např. 
pro aplikaci VoIP by bylo vhodné zvolit vyšší šířku pásma (váhu) a nižší velikost 
fronty, tím bude zaručeno, že dojde k jejímu přednostnímu odbavení, zmenší se 
zpoždění, jitter a tím pádem se zvýší hodnota parametru MOS (Mean Opinion Score), 
který hodnotí kvalitu hovoru.  
Dále by měl systém obsahovat predikční část, která by např. pomocí vhodné 
neuronové sítě predikovala síťový provoz, respektive budoucí vytížení jednotlivých 
front. Dalším blokem by byl vyhodnocovací systém, který by na základě 
předpověděného budoucího síťového provozu a aktuálního vytížení fronty poslal pokyn 
frontě ke zvýšení, nebo snížení šířky pásma (váhy) dané fronty, aby nedocházelo 
k jejímu přeplnění, nebo aby daná fronta nezabírala zbytečně velkou šířku pásma, 
kterou by mohly využít jiné fronty. 
V důsledku přeplnění fronty by docházelo k zahazování paketů. Další možností by 
mohlo být zvýšení velikosti fronty, ale v tomto případě by docházelo ke 
zvýšení zpoždění, které je důležité např. pro realtimové aplikace. V případě kdyby 
fronta disponovala velkou šířkou pásma, kterou ani nevyužije, docházelo by 
k neefektivnímu přidělování šířky pásma mezi jednotlivé fronty. 
Obecný návrh systému pro dynamickou alokaci šířky pásma je znázorněn na 
obrázku 6.2. Konkrétnímu možnému využití navrhnutého systému se věnuje následující 
kapitola.  
  
 
Obr. 6.2: Systém pro dynamickou alokaci šířky pásma.   
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Nejužším místem navrhnutého systému je predikční část. To jak bude predikce 
síťového provozu přesná a rychlá ovlivňuje efektivnost celého navrhnutého systému. 
Hlavním požadavkem při testování neuronových sítí tedy bude jejich přesnost a rychlost 
predikce. 
6.2 Využití a nasazení systému 
Navrhnutý systém by bylo možné využít pro dynamickou alokaci šířky pásma 
jednotlivých front v DiffServ (Differentiated Services) doméně, která zajišťuje QoS na 
směrovačích. Dalším mechanismem pro zajištění QoS je IntServ (Integrated Services), 
ten však není tak používán, protože vyžaduje podporu u aplikací a všech směrovačů po 
cestě.   
Mechanismus DiffServ pro zajištění QoS je v dnešní době nejpoužívanější. Ke 
klasifikaci příchozích paketů dochází na hranici sítě, kde se nastavuje Differentiated 
Services Code Point (DSCP značka). Při zajištění QoS pomocí technologie DiffServ 
může dojít k neucelenému QoS a to v případě, že v síti existuje směrovač, který 
nepodporuje QoS. Sice takový stav není ideální, ale v celkovém měřítku je tato varianta 
lepší, než když by v síti nebyl žádný mechanismus pro zajištění QoS, např. Best-Effort 
services. 
QoS se řeší především na hranicích sítě. V lokální síti se používají relativně rychlé 
linky (100Mb/s, 1Gb/s), proto zde nebývá problém s dostupnou šířkou pásma. Data sem 
většinou přicházejí pomaleji než je možné je odsud odesílat. Problém nastává v místě, 
kde data vystupují z lokální sítě ven, např. do WAN. Zde často data přicházejí mnohem 
rychleji, než je možné je odesílat, proto se zde řeší QoS. 
Nastavení DiffServ pro zajištění QoS se tedy provádí na směrovačích, v DiffServ 
lze na směrovači využít několik typů front, např. WFQ, popsaný v kapitole 6, další 
hojně využívaný typ fronty je CBWFQ, který vychází z WFQ. Navržený systém by bylo 
možné implementovat na směrovačích pro dynamickou alokaci šířky pásma 
jednotlivých front. 
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7 PRAKTICKÁ ČÁST 
Při predikci intenzity síťového provozu je nutné se zaměřit na velikost příchozích nebo 
odcházejících paketů v čase. Míst kde je možné příchozí a odcházející pakety v síti 
sledovat je víc, analýzu lze provádět na směrovačích, přepínačích nebo na koncových 
prvcích sítě. Testování predikce síťového provozu pomocí neuronových sítí bylo 
prováděno na datech, který byly odchyceny na počítači na lokální síti.  
7.1 Testovaná data 
Pomocí programu Wireshark byl odchycen síťový provoz na PC v lokání sítí o délce 
45 minut. V programu Wireshark jsou zachycené pakety řazeny do řádků pod sebe, 
v jednotlivých řádcích je možné zvolit zobrazované hodnoty a ty pak vyexportovat do 
souboru, který lze načíst v programu Matlab. Při predikci síťového provozu je zapotřebí 
vědět velikost a čas příchodu/odchodu paketu, proto byly vyexportovány právě tyto 
hodnoty. Pomocí síťového analyzátoru byl odchycen následující síťový provoz. 
 
Download: 
 - DVD ISO obrazu 64-bitového Debianu 6.0.4  
(http://cdimage.debian.org/debian-cd/current/amd64/iso-dvd/)  
Upload:  
- fotek na úložiště SkyDrive (https://skydrive.live.com/) 
- ISO obrazu Xubuntu na školní FTP server (des.feec.vutbr.cz) 
Download + upload: 
- hovor pomocí aplikace Skype 
 
Jako většina síťových analyzátorů, tak i Wireshark umožňuje filtrovat zachycený 
provoz podle zvolených pravidel. A protože při možném využití neuronových sítí  
k predikci síťového provozu a následným dynamickým upravování velikosti 
jednotlivých front na směrovači nás nezajímá celkový síťový provoz, ale provoz 
konkrétní, upload/download celkový, nebo upload/download konkrétní aplikace 
(Skype), tak je zapotřebí konkrétní provoz vyfiltrovat.  Celkový upload byl filtrován 
tak, že byly zobrazeny pakety jen se zdrojovou IP adresou lokálního PC, download pak 
naopak, tedy s cílovou IP adresou lokálního PC. Upload a download paketů hovoru 
pomocí programu Skype byl filtrován podle zdrojového/cílového portu, tomto případě 
56013. Na obrázku 7.1 je vidět okno programu Wireshark, kde je použit filtr, díky 
němuž jsou zobrazeny pouze pakety se zdrojovou IP adresou lokálního PC 
192.168.1.20, jedná se tedy o celkový upload. Na obrázku jsou vidět dva sloupce, čas 
a velikost paketu v Bytech.  
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Obr. 7.1: Okno programu Wireshark. 
 
Ze zachyceného síťového provozu byly vyfiltrovány čtyři druhy provozu, celkový 
upload, celkový download, download aplikace Skype a upload aplikace Skype. 
Jednotlivé provozy byly vyexportovány/vytisknuty (ctr + p, obr. 7.2) do souborů 
celkovy_down.txt, celkovy_up.txt, skype_down.txt, skype_up.txt, viz. 
soubory na přiloženém médiu. Tyto druhy provozu posloužily k testování vhodnosti 
predikce síťového provozu pomocí neuronových sítí v prostředí Matlab. 
 
 
Obr. 7.2: Tisk provozu do souboru celkovy_upload.txt. 
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7.2 Předzpracování dat 
V druhé kapitole byl vysvětlen pojem samopodobnost, bylo řečeno, že útvar je 
samopodobný pokud vypadá stejně v jakýmkoliv měřítku či zvětšení. Síťový provoz 
vykazuje charakteristiky samopodobnosti, jeho charakteristiky jsou podobné v různých 
časových měřítkách.  
Různé časové měřítko lze dosáhnout agregací (seskupením) síťového provozu 
v určitém zvoleném časovém měřítku. V praxi to znamená, pokud je zvolen časový 
interval (časové měřítko) např. jedna sekunda, tak každou sekundu jsou velikosti 
příchozích/odcházejících paketů sčítány, výstupem každou sekundu je číslo určující 
celkovou velikost všech paketů, které došly/odešly během dané sekundy. Pokud je 
síťový provoz agregován časovým intervalem M=1 sekunda, tak k naměření 100 hodnot 
je zapotřebí, aby délka síťového provozu byla 100 sekund. Je tedy jasné, že pokud bude 
síťový provoz agregován časovým intervalem M=10 sekund, tak k naměření 100 hodnot 
je nutné mít k dispozici síťový provoz o délce 1000 sekund. Na obrázku 7.3 je  vidět 
agregovaný síťový provoz celkového downloadu v časových intervalech M = 0.3, 0.5, 
1, 10 sekund. Ze získaných hodnot je vidět, že síťový provoz vykazuje samopodobné 
charakteristiky.  
 
Obr. 7.3: Síťový provoz agregovaný v různých časových intervalech. 
 
Síťový provoz byl v prostředí Matlab načten (File – Import data...) jako matice 
2 x X hodnot, kde v prvním sloupci byl uveden čas příchodu/odchodu paketu 
a v druhým sloupci velikost paketu v Bytech, viz. obr. 7.4. Načtený síťový provoz byl 
agregován s časovým intervalem 300 ms a následně byl znormován pomocí 
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normalizační metody Min-max. Takto upravený síťový provoz byl poté rozčleněn na 
matice trénovacích a testovacích hodnot. Jelikož  neuronové sítě byly trénovány 
s učitelem, tak k trénovací vstupní matici byl vytvořen trénovací výstupní vektor 
a k testovací vstupní matici byl vytvořen výstupní vektor, který však nebyl neuronové 
síti předkládán, ale posloužil k porovnání správnosti predikce síťového provozu. 
K agregaci a následné normalizaci dat byl použit skript agr_norm_300ms.m, viz. příloha 
B. Tento skript zpracovává vstupní matici 2 x X hodnot (čas příchodu/odchodu paketu, 
velikost paketu v Bytech), výstupem skriptu jsou matice obsahující agregovaná 
a znormovaná data, konkrétně matice tren 4 x 500 hodnot, tren_vyst 1 x 500 hodnot, 
test 4 x 1500 hodnot a test_vyst 1 x 1500 hodnot. Jednotlivé matice a vektory 
jednotlivých provozů jsou uloženy v souboru proměnných agr_norm_300ms.mat 
(obr. 7.5), viz. soubor na přiloženém médiu.  Z velikostí matic je patrné, že neuronová 
síť na základě 4 vstupních hodnot bude predikovat 1 výstupní hodnotu.  
 
 
Obr. 7.4: Import dat do prostředí Matlab. 
 
 
Obr. 7.5: Data jednotlivých provozů.  
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Trénovací vstupní matice je formátu 4x500 hodnot. Na vstup neuronové sítě jsou 
předkládány 4 hodnoty a výstupem je jedna předpovídaná hodnota. Při učení neuronové 
sítě s učitelem je zapotřebí také konkrétním čtyřem vstupním hodnotám přikládat jednu 
konkrétní výstupní hodnotu. První hodnota výstupního trénovacího vektoru je rovna 
páté hodnotě ve vstupní matici 4x500 hodnot, viz obr. 7.6. 
 
 
Obr. 7.6: Vstupní a výstupní hodnoty trénovací matice. 
7.2.1 Metoda Min-max 
K normalizaci bylo přistoupeno z důvodu schopnosti trénování a testování neuronových 
sítí. Pokud rozsah trénovacích hodnot je příliš velký, není zaručeno správné natrénovaní 
neuronové sítě, popřípadě k natrénovaní sítě nedojde vůbec. Pokud se neuronové síti 
předkládá množina vstupní hodnot z jiného rozsahu než na jaký byla natrénována, může 
dojít k nesprávné predikci. Jednou z možností jak daný problém řešit je normalizace 
trénovacích hodnot[13]. A jelikož nás při predikci až tak nezajímá konkrétní hodnota, 
ale spíše průběh předpovídaného provozu, tak lze znormovaných dat k natrénování 
a následné predikci využít. Pro lepší představu o velikosti predikovaného síťového 
provozu lze znormované hodnoty poté zpětně převést na hodnoty původní.   
Agregovaná data jednotlivých provozů byla znormována pomocí normalizační 
metody Min-max tak, že se po znormování hodnoty agregovaných dat pohybují 
v intervalu <0, 1> . K transformaci hodnot do intervalu <0, 1> pomocí metody Min-max 
lze využít rovnici 7.1[9]: 
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kde min(x1...xi) udává nejmenší hodnotu množiny (x1...xi) a max(x1...xi) udává největší 
hodnotu množiny (x1...xi).  
Znormovaná data z intervalu <0, 1> lze do původních hodnot přepočítat pomocí 
rovnice 7.2[9]: 
)...min()]...min()...[max(' 111 iiiii xxxxxxxx +−⋅= .                             (7.2) 
Pro trénovací množinu není problém určit maximální a minimální hodnotu 
z množiny. Při testování schopnosti predikce pomocí neuronových sítí v off-line režimu 
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není také problém určit minimální a maximální hodnotu z dané množiny. Problém 
vyvstává pokud je požadováno aby neuronová síť předpovídala provoz v režimu on-
line, kde jsou na vstup neuronové sítě postupně předkládány hodnoty z neurčité 
množiny. Důsledkem překročení rozsahu vstupních dat je pak transformace hodnot 
mimo interval <0, 1>. Řešení toho problému spočívá v optimálním odhadu minimální 
a maximální vstupní hodnoty, nebo v ořezání, či úplném vynechání hodnot 
překračujících předpokládaný vstupní rozsah[9]. 
7.3 Tvorba, trénování a testování neuronových sítí 
K vytváření neuronových sítí a následném trénování a testování schopnosti vybraných 
neuronových sítí predikovat síťový provoz byl využit Toolbox Neural Network, který je 
součástí programu Matlab. Konkrétně byl použit Matlab verze 7.13.0.564. Po zadání 
příkazu nntool v příkazové řádce v Command Window se otevře okno Neural 
Network/Data Manager (obr. 7.7). Tento manažer umožňuje importovat, 
vytvářet/mazat, použít k další práci a exportovat neuronové sítě včetně dat jimi 
využívanými nebo vytvářenými.  
 
 
Obr. 7.7: Okno Neural Network/Data Manager. 
 
Význam jednotlivých oken: 
Input data: Vstupní data k trénování/testování neuronové sítě. 
Target data: Cílová (výstupní) data k trénování neuronové sítě. 
Input Delay States: Vstupní data zpoždění (pro sítě se vstupním zpoždění). 
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Networks: Seznam vytvořených neuronových sítí 
Output Data: Výstupní data (odpověď neuronové sítě na vstupní data). 
Error Data: Rozdíl mezi Target Data a Output Data. 
Layer Delay States: Zpoždění vrstvy (pro sítě se zpožděním ve vrstvě). 
 
Před samotným vytvořením neuronové sítě je nejprve nutné pomocí tlačítka 
Import... provést import požadovaných dat k natrénování a následnému testování 
neuronových sítí. Je zapotřebí naimportovat vstupní trénovací/testovací data a výstupní 
trénovací data, viz obr. 7.8. Výstupní testovací data importovány nebudou, ty poslouží 
k ověření úspěšnosti neuronové sítě předpovídat síťový provoz (budou porovnávány 
s Output Daty). 
 
 
Obr. 7.8: Import dat. 
 
Po úspěšném naimportování dat lze přistoupit k vytvoření samotné neuronové sítě. 
Po zmáčknutí tlačítka New... se otevře okno kde lze vytvořit neuronovou síť se 
zvolenými parametry, viz. obr. 7.9. Kde význam jednotlivých polí je následující: 
 
Name: uživatelem zadané jméno neuronové sítě 
Network Type: Výběr typu neuronové sítě, od které se odvíjí zbývající popisované 
položky. K testování byla použita Elmanova síť, Obecná rekurentní síť (LRN) a NARX 
síť. Tyto sítě mají další nastavení obdobné. 
Input data: Vstupní trénovací data. 
Target data: Cílová/výstupní trénovací data. 
Training function: Typ trénovací funkce neuronové sítě. K výběru je mnoho typů, 
z důvodů teoretických předpokladů [1] byly k trénování použity funkce TRAINBFG 
a TRAINLM.  
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Adaption learning function: Výběr typu adaptační funkce, po dosažení minimální 
stanovené chyby. Z důvodu teoretických předpokladů [1] byla zvolena funkce 
LEARNGDM. 
 
 
Obr. 7.9: Tvorba neuronové sítě. 
 
Performance function: Funkce hodnotící natrénování neuronové sítě. Z důvodu 
teoretických předpokladů [1] byla zvolena funkce MSE. 
Number of layers: Zde lze navolit počet vrstev neuronové sítě (počet je zapotřebí 
potvrdit Enterem). K testování byly požity dvouvrstvé Elmanovy sítě a třívrstvé sítě 
LRN a NARX. 
Properties for: Slouží k nastavení vlastností jednotlivých vrstev (Number of neurons, 
Transfer Function) 
Number of neurons: Počet neuronů ve vrstvě (počet je zapotřebí potvrdit Enterem), 
testovány byly 4 až 12. 
Transfer Function: Typ přenosové funkce vrstvy. Z důvodu teoretických předpokladů 
[1] byly použity funkce TANSIG a PURELIN.  
 
Po navolení všech požadovaných parametrů se pomocí tlačítka Create vytvoří nová 
neuronová síť, která se objeví v okně Networs, odtud lze pomocí tlačítka Open danou 
síť otevřít. Kde na první záložce lze vidět topologii navrhnuté sítě (obr. 7.10),  záložka 
Train slouží k natrénování neuronové sítě (obr. 7.11-12), záložka Simulate slouží 
k simulaci/testování generalizace neuronové sítě (obr. 7.15). Záložka Adapt umožňuje 
adaptaci neuronové sítě, další záložky se zabývají váhami mezi jednotlivými neurony.  
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Obr. 7.10: Topologie navrhnuté sítě. 
 
V záložce Training Info (obr. 7.11) je nutné znovu nadefinovat vstupní trénovací 
data a cílová/výstupní trénovací data. Výsledky budou uloženy do proměnných 
Emanova_sit_outputs (výstupní hodnoty) a Elmanova_sit_errors (rozdíl mezi Outputs 
a Targets hodnotami). 
 
 
Obr. 7.11: Nastavení trénovacích dat. 
 
 
Obr. 7.12: Nastavení parametrů trénování. 
 43 
 
V záložce Training Parameters (obr. 7.12) jsou nastaveny podrobné parametry 
trénování. Počet epoch (500) udává počet trénovacích epoch. Epocha je časový interval, 
během kterého je síti předkládán každý vzor učící množiny alespoň jednou. Na 500 
učících epoch  se však zpravidla nedojde, protože trénování sítě bývá ukončeno pokud 
klesne střední chyba sítě pod stanovenou mez (MSE). Jednotlivé položky byly nechány 
nastaveny tak, jak byly defaultně nastaveny, jejich význam je možné si přečíst 
v dokumentaci k trénovací metodě Trainbfg (po zadaní příkazu doc trainbfg 
v Command Window). 
Po nastavení parametrů trénování je možné začít s trénováním neuronové sítě, po 
zmáčknutí tlačítka Train Network se objeví nové trénovací okno Neural Network 
Training (obr. 7.13).   
 
 
Obr. 7.13: Trénování neuronové sítě. 
 
Z obrázku 7.13 je vidět, že neuronová síť byla natrénována za 4 sekundy. 
K natrénování posloužilo 16 iterací (epoch). Položka Performance udává chybu 
trénování, hodnota vlevo udává počáteční chybu a hodnota uprostřed udává chybu 
sníženou trénováním sítě. Po zmáčknutí tlačítka Performance lze z grafického vyjádření 
(obr. 7.14) vyčíst, že chyba po trénování byla 0.016646 , a že této chyby bylo dosaženo 
v 10. epoše.  
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Obr. 7.14: Grafické vyjádření chyby MSE. 
 
Po natrénování sítě je možné okno Neural Network Training zavřít a v předešlém 
okně se přepnout na záložku Simulate (obr. 7.15). Zde je nutné navolit vstupní data, 
které jsou pro neuronovou síť neznámá (ověření principu generalizace). Poté stačí 
zmáčknout tlačítko Simulate Network, tím dojde k odsimulování sítě, výsledek 
simulace (predikovaná data) se uloží do proměnné Elmanova_sit_outputs, tyto data jsou 
pak k dispozici v okně Network/Data manažeru (obr. 7.16), odtud je možné pak  
predikovaná data pomocí tlačítka Export... exportovat do okna Workspace v prostředí 
Matlab, kde pak poslouží k porovnání se skutečnými výstupními hodnotami.  
 
 
Obr. 7.15: Simulace neuronové sítě. 
 
Obr. 7.16: Informativní okno o provedení simulace.  
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7.3.1 Střední čtvercová chyba MSE 
Pro porovnání přesnosti předpovídaných hodnot se skutečnými byla vybrána metoda, 
která vypočítává Střední čtvercovou chybu MSE (Mean Squared Error). Tato metoda 
vypočítává rozdíl mezi skutečnými a předpovídanými hodnotami. Výpočet střední 
čtvercové chyby lze provést pomocí vztahu 7.3[4]: 
 ∑
=
−=
n
t
tt pyy
n
MSE
1
2))((1 ,                                          (7.3) 
kde yt je skutečná hodnota uvažované časové řady v čase t (t = 1, ..., n ) a y(p)t je 
předpověď hodnoty yt v čase t. Rozdíl (yt – y(p)t) představuje předpovědní chybu. 
MSE umocňováním předpovědní chyby penalizuje extrémní chyby podstatně více 
než třeba střední absolutní odchylka (MAD).  
7.3.2 Trénovací funkce TRAINBFG 
K natrénování vybraných neuronových sítí byla využita trénovací funkce TRAINBFG, 
tato trénovací funkce postupně mění (updatuje) hodnoty vah mezi neurony tak, aby 
trénovací chyba postupně klesala, k tomu využívá  BFGS quasi-Newton metodu.  
Optimalizační metoda BFGS je druhá metoda quasi-Newtonovy metody, tato 
metoda nahradila předešlou první metodu (DFP). BFGS je pojmenována po pěti lidech, 
kteří ji nezávisle na sobě v roce 1970 objevili: Broyden, Fletcher, Goldfarb a Shanno, 
tato metoda je považována za nejúčinnější kvazi-Newtonovu metodu[2]. Více k této 
metodě, k jejímu fungování a principu je možné nalézt v [2] nebo v dokumentaci 
v programu Matlab po zadání příkazu doc trainbfg v Command Window . 
K trénování neuronových síti byla v několika případech využita i trénovací funkce 
Trainlm, po natrénování neuronových sítí pomocí této funkce však sítě při predikci 
síťového provozu nedosahovaly tak dobrých výsledků, jako při trénování pomocí 
funkce Trainbfg.      
7.3.3 Transformační funkce vrstvy 
Transformační (přenosová) funkce vypočítává výstup vrstvy ze vstupu vrstvy (sítě). 
Jako přenosové funkce vrstev neuronových sítí byly zvoleny Tansig a Purelin.  
Funkce Tansig představuje funkci hyperbolický tangens (Hyperbolic tangent 
sigmoid transfer function). Obr. 7.17 představuje její grafické vyjádření (y = tansig (x)). 
 
 
Obr. 7.17: Funkce Tansig. 
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Funkce Purelin přestavuje lineární transformační funkci (Linear transfer function). 
Obrázek 7.18 představuje její grafické vyjádření (y = purelin (x)). 
 
 
Obr. 7.18: Funkce Purelin. 
7.4 Predikce síťového provozu 
K testování predikce síťového provozu pomocí neuronových sítí byly vybrány 
rekurentní neuronové sítě, konkrétně Elmanova síť, obecná rekurentní sít (LRN) 
a NARX síť. Jednotlivé sítě byly trénovány s učitelem.  
Predikce síťového provozu pomocí neuronových byla testována na čtyřech typech 
síťového provozu a to na celkovým downloadu odchyceného provozu, celkovým 
uploadu, downloadu aplikace skype a uploadu aplikace skype. 
Protože před samotným testováním schopnosti neuronových sítí predikovat síťový 
provoz nebylo jasné, které topologie budou pro predikci nejvhodnější, bylo přistoupeno 
k testování několika druhů topologií neuronových sítí. Každá neuronová síť se 
specifickou topologií byla dvakrát natrénována, odsimulována a poté byly výsledky 
těchto dvou měření zprůměrovány. Výsledky jednotlivých měření posloužily k určení 
nejvhodnější neuronové sítě s určitou topologií k predikci zvoleného typu síťového 
provozu.  
Testované topologie pro dvouvrstvou Elmanovu síť, kde ve vstupní vrstvě byla 
použita přenosová funkce Tansig a ve výstupní přenosová funkce Purelin, byly 
následující: 4-1, 8-1, 12-1, 16-1 a 20-1, kde první číslo udává počet neuronů v první 
vrstvě a druhé číslo udává počet neuronů v druhé vrstvě. 
Dále testované topologie pro třívrstvé LRN a NARX sítě, kde ve všech vrstvách 
byla použita přenosová funkce Tansig, byly následující: 4-4-1, 4-8-1, 4-12-1, 8-4-1, 8-
8-1, 8-12-1, 12-4-1, 12-8-1, 12-12-1. 
Průměrné dosažené chyby (vyjádřené v %) z predikovaných 1500 hodnot pro 
jednotlivé sítě/topologie pro daný síťový provoz popisují tabulky 7.1, 7.2 a 7.3. 
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Tab. 7.1: Dosažené chyby v %  pro různé topologie Elmanovy sítě. 
Provoz Chyba 4-1 Chyba 8-1 Chyba 12-1 Chyba 16-1 Chyba 20-1 
Celk. down. 7,459 7,355 7,102 7,656 7,455 
Celk. up. 10,552 9,225 8,631 9,441 9,105 
Skype down. 5,028 4,559 4,560 4,504 4,569 
Skype up. 11,211 10,367 10,910 9,812 9,918 
 
Z tabulky je vidět, že při predikci celkového downloadu a uploadu bylo nejmenší 
průměrné chyby dosaženo pomocí topologie 12-1. Při predikci downloadu a uploadu 
aplikace Skype bylo dosaženo nejmenší chyby pomocí topologie 16-1. Dále je vidět, že 
při predikci downloadu bylo dosaženo meších chyb než při predikci uploadu. 
 
 Tab. 7.2: Dosažené chyby v %  pro různé topologie LRN sítě. 
Provoz Chyba 4-4-1 
Chyba 
4-8-1 
Chyba 
4-12-1 
Chyba 
8-4-1 
Chyba 
8-8-1 
Chyba 
8-12-1 
Chyba 
12-4-1 
Chyba 
12-8-1 
Chyba 
12-12-1 
Celk. 
down. 7,708 7,491 8,553 7,813 7,698 7,401 7,175 7,422 7,658 
Celk. 
up. 10,325 9,729 8,652 9,199 9,124 9,318 9,982 9,151 9,165 
Skype 
down. 5,215 5,063 5,850 5,779 5,379 5,175 5,356 4,949 5,861 
Skype 
up. 10,655 10,151 9,893 9,960 10,231 9,885 10,761 9,913 10,472 
 
Z naměřených výsledků v tab. 7.2 je vidět, že nejmenší průměrné chyby při 
predikci celkového downloadu bylo dosaženo s topologií 12-4-1, při predikci celkového 
uploadu bylo dosaženo nejmenší chyby pomocí topologie 4-12-1. Nejmenší průměrné 
chyby při predikci downloadu aplikace skype bylo dosaženo s topologií 12-8-1, pro 
upload pak s topologií 8-12-1. Celkově při predikci pomocí sítě LRN bylo dosahováno 
o něco vyšších chyb než při predikci pomocí Elmanovy sítě. Dále je z naměřených 
hodnot vidět, že nejmenší průměrné chyby u jednotlivých síťových provozů bylo 
dosaženo s různými topologiemi neuronových sítí. 
 
Z tabulky 7.3 je možné vyčíst, že nejmenší průměrné chyby pro celkový download 
bylo dosaženo s topologií 12-12-1, pro celkový upload to bylo s topologií 12-8-1, pro 
download aplikace Skype s topologií 4-12-1 a pro upload aplikace Skype s topologií 8-
12-1. Taktéž jako u sítě LRN byly dosaženy nejmenší chyby pro konkrétní provoz 
pomocí odlišných topologií. V celkovým měřítku pak, chyby predikce síťového provozu 
pomocí sítě NARX dosahovaly větších hodnot než pomocí LRN sítě. 
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Tab. 7.3: Dosažené chyby v %  pro různé topologie NARX sítě. 
Provoz Chyba 4-4-1 
Chyba 
4-8-1 
Chyba 
4-12-1 
Chyba 
8-4-1 
Chyba 
8-8-1 
Chyba 
8-12-1 
Chyba 
12-4-1 
Chyba 
12-8-1 
Chyba 
12-12-1 
Celk. 
down. 9,179 7,591 7,980 8,240 8,128 7,667 7,600 7,469 7,297 
Celk. 
up. 9,177 10,015 10,888 8,932 9,245 9,092 9,138 8,918 9,170 
Skype 
down. 6,254 5,931 4,929 5,412 5,556 5,450 4,996 5,844 5,605 
Skype 
up. 11,093 10,799 11,064 10,138 10,618 10,019 11,211 10,062 10,125 
 
Při porovnání úspěšnosti predikce jednotlivých sítí na 1500 hodnotách je vidět, že 
nejlépe predikovala síťový provoz Elmanova dvouvrstvá rekurentní síť. Konkrétně 
s topologií 12-1 pro celkový download a upload, dále pak s topologií 16-1 pro download 
a upload aplikace Skype. Tento fakt může být dán jednoduchostí Elmanovy dvouvrstvé 
sítě, u třívrstvých sítí (LRN, NARX) jejich „rozsáhlost“ může být při predikci síťového 
provozu na škodu, s vyšším počtem neuronů (vrstev) je totiž obtížnější nastavit váhy 
mezi neurony, tak aby síť predikovala požadovaný síťový provoz správně. 
Protože Elmanova síť z testovaných sítí predikovala síťový provoz nejlépe, bude 
v dalším textu věnována pozornost právě jí. 
7.5 Predikce pomocí Elmanovy sítě 
Elmanova síť je obvykle dvouvrstvá síť se zpětnou vazbou z výstupu první vrstvy zpět 
na vstup první vrstvy. Toto zpětné spojení umožňuje Elmanově síti jak detekovat, tak 
i generovat časově proměnné vzory[1]. Na obr. 7.19 je vidět zapojení dvouvrstvé 
Elmanovy sítě. 
 
 
Obr. 7.19: Zapojení dvouvrstvé Elmanovy sítě. 
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V Elmanově síti je pro neurony v rekurentní (první) vrstvě využívána přenosová 
funkce Tansig a ve výstupní (druhé) vrstvě je využívána přenosová funkce Purelin. Tato 
kombinace je speciální v tom, že dvouvrstvá síť s těmito přenosovými funkcemi dokáže 
aproximovat jakoukoliv funkci (s konečným počten nespojitostí) s libovolnou přesností, 
jedinou podmínkou je, že skrytá vrstva (rekurentní) musí mít dostatečný počet 
neuronů[1].  
Výchozí trénovací funkce pro Elmanovu síť je Trainbfg, je možný použít 
i trénovací funkci Trainlm, ale tato funkce má tendenci postupovat, tak rychle, že to 
nemusí být nutně pro Elmanovu síť prospěšné[1]. Dále pro Elmanovu síť je výchozí 
adaptační učící funkce Learngdm a výchozí výkonová (chybová) funkce je MSE [1].  
7.5.1 Predikce celkového downloadu 
Nejlepších výsledků predikce celkového downloadu bylo dosaženo pomocí Elmanovy 
sítě s topologií 12-1. Průběh predikce 200 hodnot je vidět na obrázku 7.20. 
 
Predikce celkového downloadu pomocí Elmanovy sítě 12-1
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Obr. 7.20: Predikce 200 hodnot celkového downloadu. 
 
Průměrná chyba při predikci 1500 hodnot byla 7,102 %. Nejmenší dosažená chyba 
byla 0,047 % a největší dosažená chyba byla 56,972 %. Grafické vyjádření průběhu 
predikce 1500 hodnot je v příloze A.1. 
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7.5.2 Predikce celkového uploadu 
Nejlepších výsledků predikce celkového uploadu bylo dosaženo pomocí Elmanovy sítě 
s topologií 12-1. Průběh predikce 200 hodnot je vidět na obrázku 7.21. 
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Obr. 7.21: Predikce 200 hodnot celkového uploadu. 
 
Průměrná chyba při predikci 1500 hodnot byla 8,631 %. Nejmenší dosažená chyba 
byla 0,095 % a největší dosažená chyba byla 60,296 %. Grafické vyjádření průběhu 
predikce 1500 hodnot je v příloze A.2. 
7.5.3 Predikce downloadu aplikace Skype 
Nejlepších výsledků predikce downloadu aplikace Skype bylo dosaženo pomocí 
Elmanovy sítě s topologií 16-1. Průběh predikce 200 hodnot je vidět na obrázku 7.22. 
Průměrná chyba při predikci 1500 hodnot byla 4,505 %. Nejmenší dosažená chyba 
byla 0,077 % a největší dosažená chyba byla 82,077 %. Grafické vyjádření průběhu 
predikce 1500 hodnot je v příloze A.3. 
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Predikce downloadu aplikace Skype pomocí Elmanovy sítě 16-1
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Obr. 7.22: Predikce 200 hodnot downloadu aplikace Skype. 
7.5.4 Predikce uploadu aplikace Skype 
Nejlepších výsledků predikce uploadu aplikace Skype bylo dosaženo pomocí Elmanovy 
sítě s topologií 16-1. Průběh predikce 200 hodnot je vidět na obrázku 7.23. 
Průměrná chyba při predikci 1500 hodnot byla 9,812 %. Nejmenší dosažená chyba 
byla 0,078 % a největší dosažená chyba byla 52,980 %. Grafické vyjádření průběhu 
predikce 1500 hodnot je v příloze A.4. 
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Predikce uploadu aplikace Skype pomocí Elmanovy sítě 16-1
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Obr. 7.23: Predikce 200 hodnot uploadu aplikace Skype. 
7.6 Zhodnocení praktické části 
Z dosažených výsledků krátkodobé predikce síťového provozu pomocí Elmanovy sítě 
vyplývá, že dokázala Elmanova síť predikovat lépe download než upload, nejlépe pak 
download aplikace Skype. Z grafického vyjádření 1500 hodnot predikce v přílohách A.1 
až A.4 je vidět, že Elmanova síť nereagovala na špičky síťového provozu, tak jak by 
bylo příhodné. Dalo by se říct, že Elmanova síť predikovala převážně určitou střední 
hodnotu a na „ojedinělé“ výkyvy v síťovým provozu nestačila reagovat. To je možný 
důvod proč dokázala lépe predikovat download než upload.  
 
Krátkodobou predikcí se rozumí, že je předpovídána hodnota v „blízkém časovém 
kroku“. Pokud by byl odchycený provoz agregován s časovým krokem jedna sekunda, 
tak při čtyřech vstupní hodnotách, kde pátá je výstupní (předpovídaná) je krátkodobou 
predikcí myšleno, že předpovídaná hodnota je časově vzdálena od vstupních daný 
agregovaný krok, tedy jednu sekundu. Nelze tedy čekat, že při analýze vstupních hodnot 
v řádech sekund bude výstupní (předpovídanou) hodnotou předpovědního systému 
(neuronové sítě) hodnota vzdálená od vstupních hodnot v řádech minut či hodin.  
Krátkodobá predikce se v navrhnutém systému pro dynamickou alokaci šířky pásma 
v kapitole 6.1 dokonale hodí. Pro efektivní využití šířky pásma je totiž žádoucí vědět 
jaký provoz bude v nebližší době, a tak dlouhodobá předpověď by byla v tomto případě 
zbytečná. Dále lze na pojem krátkodobá predikce nahlížet tak, že výstupem predikčního 
systému (neuronové sítě) nebude jedna předpovídaná hodnota, ale že jich bude více, pak 
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se může hovořit o dlouhodobé předpovědi. Takováto dlouhodobá predikce by byla 
v systému pro dynamickou alokaci šířky pásma naopak velmi výhodná, bohužel 
takováto predikce je samozřejmě obtížnější než krátkodobá.     
7.6.1  Možné využití Elmanovy sítě 
V kapitole 6.1 byl uveden návrh systému pro dynamickou alokaci šířky pásma pro 
jednotlivé fronty na směrovačích. Otázkou nyní je, jestli by se dala Elmanova síť pro 
predikci síťového provozu v tomto systému využít? Pokud se nad daným problémem 
zamyslíme, je možné dojít k variantě, že by se teoreticky dala využít. 
Šířka pásma dané fronty by se nastavila o něco větší, než by neuronová síť 
předpovídala (velikost síťového provozu). Špičky průběhu síťového provozu, které 
Elmanova síť nedokázala predikovat by se díky zvolené rezervě dokázaly přenést bez 
problému. Navíc díky neschopnosti Elmanovy sítě reagovat na „ojedinělé“ špičky by 
nedocházelo ke zbytečně častým skokovým změnám šířky pásma. Dále by tyto 
nepředvídané špičky mohly být uloženy do fronty (pokud by to velikost fronty 
umožňovala) a po uvolnění kapacity by byly přeneseny, v tomto případě by však mohlo 
vznikat určité zpoždění, které by pro určité, převážně realtimové aplikace, mohlo být 
nežádoucí. V systému pro dynamickou alokaci šířky pásma by tak Elmanova síť 
krátkodobě předpovídala určitý vývoj síťového provozu, podle kterého by se dynamicky 
upravovaly velikosti šířek pásem jednotlivých front. 
Predikční část (Predikce 1 až N) navrhnutého systému v obr. 6.2 by se pak mohla 
skládat z několika částí a to zejména ze dvou neuronových sítí a z bloku, který by 
vyhodnocoval přesnost predikce. Pokud by vlivem změny charakteru síťového provozu 
klesla přesnost predikce první neuronové sítě (NS1) pod dané minimum, tak by bylo 
zahájeno trénování druhé neuronové sítě (NS2) s novými daty a po jejím natrénování by 
byl příchozí síťový provoz přesměrován na vstup druhé (nově natrénované) sítě. Pokud 
by přesnost druhé neuronové sítě klesla pod dané minimum, tak by bylo zahájeno 
trénování první neuronové sítě a po jejím natrénování by se příchozí provoz přepnul na 
její vstup, celý postup by se pak stejným způsobem opakoval. Vnitřní blokové schéma 
(Predikce 1 až N) ze systému pro dynamickou alokaci šířky pásma front na směrovači 
(obr. 6.2) je vidět na obrázku 7.24. 
 
Obr. 7.24: Vnitřní zapojení Predikce 1 až N v obr. 6.2. 
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8  ZÁVĚR 
Úkolem této diplomové práce bylo se seznámit s problematikou nelineární predikce 
síťového provozu. V této práci bylo uvedeno, že síťový provoz vykazuje samopodobné 
charakteristiky, které je možné krátkodobě predikovat pomocí neuronových sítí, 
FARIMA modelu či pomocí teorie chaosu. Práce byla zaměřena na možnost predikce 
síťového provozu pomocí rekurentních neuronových sítí, konkrétně se jednalo 
o Elmanovu síť, LRN a NARX síť. 
Při testování schopnosti neuronových sítí predikovat síťový provoz byly použity 
čtyři druhy síťového provozu, celkový download, celkový upload, download aplikace 
Skype a upload aplikace Skype. Síťový provoz byl odchycen a vyfiltrován na konkrétní 
druhy provozu pomocí síťového analyzátoru Wireshark, provoz byl odchycen na lokální 
síti. K testování Elmanovy, LRN a NARX sítě bylo využito nástroje Toolbox Neural 
Network, který je součástí prostředí MATLAB. Dosažené výsledky predikce 
jednotlivých neuronových sítí se zvolenými topologiemi pro jednotlivé síťové provozy 
(tab. 1-3) byly porovnány, výsledkem bylo zjištění, že pro predikci síťového provozu 
z testovaných sítí se nejvíce hodí Elmanova síť. Pro síťový provoz celkový download 
a upload pak s topologií, kde v první vrstvě je 12 neuronů a v druhé jeden neuron. Dále 
pak pro síťový provoz download a upload aplikace Skype se jevila nejvhodnější 
varianta při níž bylo v první vrstvě 16 neuronů a druhé jeden neuron. 
V práci byla věnována pozornost také přenosové rychlosti, respektive šířce pásma, 
z které přenosová rychlost vychází. Šířka pásma je jedním z nejdůležitějších parametrů 
v síťovém provozu. Z tohoto důvodu byla v práci zkoumána možnost dynamické 
alokace šířky pásma, která by zefektivnila využití celkové kapacity přenosového kanálu. 
Proto byl v práci navrhnut systém pro dynamickou alokaci šířky pásma.  
Navrhnutý systém pro dynamickou alokaci šířky pásma se skládá z frontovacího 
systému, např. WFQ, u kterého je síťový provoz rozčleněn podle zvolených pravidel do 
jednotlivých front, ve kterých je predikován síťový provoz. V predikční části 
navrhnutého systému, která byla také detailněji popsána, dochází ke krátkodobé 
předpovědi vytížení fronty, podle které je dynamicky upravována velikost její šířky 
pásma tak, aby nenastala situace, kdy by jedna fronta byla maximálně vytížena 
a docházelo by k zahazování paketů, zatímco  jiná fronta by byla vytížena jen 
minimálně. Přičemž by muselo být počítáno i s nastavením minimální šířky pásma pro 
každou frontu, aby každý druh síťového provozu měl zaručené alespoň minimální 
podmínky pro svůj přenos.  
Při zhodnocení úspěšnosti predikce síťového provozu pomocí Elmanovy sítě byl 
učiněn závěr, že Elmanova síť by se teoreticky dala využít v predikční části 
navrhnutého systému pro dynamickou alokaci šířky pásma. 
Navrhnutý sytém by bylo možné využít v oblasti QoS, konkrétně v systému 
DiffSerf  na směrovačích pro dynamickou alokaci šířky pásma jednotlivých front. Toto 
řešení by mělo zlepšit zpoždění, jitter a ztrátovost (zahození) paketů v síti. 
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B  ZDROJOVÝ KÓD SKRIPTU 
Uvedený zdrojový kód skriptu agr_norm_300ms.m je jednoúčelový skript, který 
agreguje odchycený síťový provoz s časovým krokem 300 ms, poté jej znormuje 
a vytvoří trénovací a testovací data pro neuronovou síť pro Toolbox Neural Network. 
 
 %inicializace proměnných 
p=1; 
i=1; 
j=i+1; 
d=length(data); %do d se uloží číslo udávající počet hod. v prom. data 
  
%agregace dat uložených v proměnné data 
while i<d  
  
while data(j,1)-data(i,1)<=0.3 && j~=d 
   j=j+1; 
   end 
  
x=0; 
for k=i:j-1 
   x=x+data(k,2); 
end 
agr(p,1)=x; 
p=p+1; 
  
i=j; 
j=j+1; 
end 
  
%inicializace proměnných pro převod + normalizaci 
a=agr(1:2000); % do proměnné a se uloží prvních 2000 hod. z prom. agr 
 
b=agr(2001:8000);  
  
d1=length (a); 
d2=length (b); 
  
min1=min(a); %do proměnné min1 se uloží nejmenší číslo z proměnné a 
max1=max(a); %do proměnné max1 se uloží největší číslo z proměnné a 
min2=min(b); 
max2=max(b); 
  
%vytvoření znormované matice tren  
n=1; 
while n<=d1 
  A(n,1)=(a(n)-min1)/(max1-min1); 
  n=n+1; 
end 
tren=reshape (A,4,500); %vytvoří z vektoru A 1x2000 matici tren 4x500 
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%vytvoření znormované matice test  
n=1; 
while n<=d2 
  B(n,1)=(b(n)-min2)/(max2-min2); 
  n=n+1; 
end 
test=reshape (B,4,1500); %vytvoří z B 1x6000 matici test 4x1500 
  
%vytvoření znormovaného vektoru tren_vyst  
i=2; 
j=1; 
while i<=d1 
    a=mod(i,4); %do a se uloží výsledek operace i modulo 4 
    if a==1; 
        tren_vyst(j,1)=A(i); 
        j=j+1; 
    end 
    i=i+1; 
end 
tren_vyst(500,1)=B(1); 
tren_vyst=tren_vyst'; %ze sloupcového vektoru udělá řádkový vektor 
  
%vytvoření znormovaného vektoru test_vyst  
i=2; 
j=1; 
while i<=d2 
    a=mod(i,4); 
    if a==1; 
        test_vyst(j,1)=B(i); 
        j=j+1; 
    end 
    i=i+1; 
end 
test_vyst(1500,1)=agr(8001)/max2; 
test_vyst=test_vyst'; 
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C  OBSAH PŘILOŽENÉHO MÉDIA 
 
\DP_xclupe00.pdf – tento dokument 
 
\Grafy\ – obsahuje soubory tabulkového procesoru Microsoft Excel 2003. 
Výsledky dvou měření konkrétních provozů pomocí Elmanovy sítě s konkrétní 
topologií a jejich grafické zpracování. Výpočet chyb pro jednotlivá měření. 
– elm_c_down.xls – predikce celkového downloadu. 
– elm_c_up.xls – predikce celkového uploadu. 
– elm_s_down.xls – predikce downloadu aplikace Skype. 
– elm_s_up.xls – predikce uploadu aplikace Skype. 
 
\Matlab\ – obsahuje soubory využívané v prostředí Matlab. 
– agr_norm_300ms.m – zdrojový kód skriptu, viz příloha B. 
– agr_norm_300ms.mat – datový soubor Matlabu obsahující datové 
proměnné pro trénování a testování neuronových sítí jednotlivých 
síťových provozů.  
 
\Sitovy_provoz\ – obsahuje textové soubory jednotlivých síťových provozů. 
V každém souboru jsou uloženy hodnoty do dvou sloupců po X řádcích, kde 
v prvním sloupci je uložen čas příchodu/odchodu paketu a v druhém sloupci je 
uložena velikost daného paketu. 
– celkovy_down.txt – síťový provoz celkový download. 
– celkovy_up.txt – síťový provoz celkový upload. 
– skype_down.txt – síťový provoz download aplikace Skype. 
– skype_up.txt – síťový provoz upload aplikace Skype. 
 
