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Free Akivis algebras and primitive elements in their universal enveloping algebras
are investigated. It is proved that subalgebras of free Akivis algebras are free and
that ﬁnitely generated subalgebras are ﬁnitely residual. Decidability of the word
problem for the variety of Akivis algebras is also proved.
The conjecture of K. H. Hofmann and K. Strambach (Problem 6.15 in [Topo-
logical and analytic loops, in “Quasigroups and Loops Theory and Applications,”
Series in Pure Mathematics (O. Chein, H. O. Pﬂugfelder, and J. D. H. Smith, Eds.),
Vol. 8, pp. 205–262, Heldermann Verlag, Berlin, 1990]) on the structure of primi-
tive elements is proved to be not valid, and a full system of primitive elements in
free nonassociative algebra is constructed.
Finally, it is proved that every algebra B can be considered as a hyperalgebra,
that is, a system with a series of multilinear operations that plays a role of a tan-
gent algebra for a local analytic loop, where the hyperalgebra operations on B are
interpreted by certain primitive elements.  2002 Elsevier Science (USA)
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1. INTRODUCTION
A vector space A over an arbitrary ﬁeld F is called an Akivis algebra [1,
9, 10] if it is endowed with an anticommutative bilinear operation x y (a
commutator) and a trilinear operation x y z (an associator) that satisfy
the identity
x y z + y z x + z x y
= x y z + y z x + z x y
− y x z − x z y − z y x	 (1)
These algebras were introduced in 1976 by M. A. Akivis as tangent alge-
bras of local analytic loops.
An example of Akivis algebra can be obtained as follows. Let B be
an arbitrary (nonassociative) algebra. If we let x y = xy − yx and
x y z = x y z = xyz − xyz, then the identity (1) is satisﬁed [1]
and the vector space B becomes an Akivis algebra under these operations.
Let us denote this algebra by AkB. It was conjectured by M. A. Akivis
[1] and proved by I. P. Shestakov [9, 10] that every Akivis algebra A can
be isomorphically embedded into an Akivis algebra AkB for a suitable
algebra B. Moreover, a basis of the universal enveloping algebra UA was
constructed in [9, 10].
In Section 2 of the present paper, free Akivis algebras are investigated.
It is proved that subalgbras of free Akivis algebras are free. Recall that
the varieties of algebras with this property are called Schreier. The general
properties of Schreier varieties were investigated in [6, 14]. The well-known
examples of Schreier varieties are the varieties of all nonassociative algebras
[5], commutative and anticommutative algebras [12], Lie algebras [11, 15],
and Lie superalgebras [8, 13].
Besides, in Section 2 ﬁnite residuality of ﬁnitely generated subalgebras
of free Akivis algebras and decidability of the word problem for the variety
of Akivis algebras are proved.
If A is an Akivis algebra over a ﬁeld F and UA is its universal envelop-
ing algebra, then there exists a unique algebra homomorphism
	 UA −→ UA⊗
F
UA
such that a = a⊗ 1+ 1⊗ a a ∈ A (see [9, 10]). As in the case of Lie
algebras, an element u ∈ UA is called primitive if u = u⊗ 1+ 1⊗ u.
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By the deﬁnition of , any element from A is primitive. It was conjectured
by K. H. Hofmann and K. Strambach [3, Problem 6.15] that every primitive
element of UA belongs to A. In Section 3 we show that this conjecture
is not true, even in the case of characteristic 0, and construct a full system
of primitive elements of a free nonassociative algebra.
It was shown in [7] that a local analytic loop L is determined up to iso-
morphism by a corresponding analogue of a tangent algebra, a so-called
hyperalgebra T L. If L is a Lie group, then T L is a Lie algebra, and if
L is a Moufang loop then T L is a Malcev algebra. In general, T L has
a series of multilinear operations that satisfy certain identities (see [7]). In
Section 4 we show that, with every algebra B one can associate a hyperal-
gebra GB by interpreting certain primitive elements as new operations.
The natural question that then arises is whether every hyperalgebra can be
embedded into a hyperalgebra of type GB for a suitable algebra B. We
discuss this and related questions at the end of Section 4.
2. FREE AKIVIS ALGEBRAS
Let A be an Akivis algebra over a ﬁeld F with a linear basis
e1 e2 	 	 	 eα 	 	 	 	
Consider the set of words
V = ei eiej eiejeki ≤ j ≤ k
in the universal enveloping algebra UA (see [9, 10]). Set also e1 =
1 eiej = 2 eiejek = 3. Denote by V ∗ the set of all nonassociative
words in the alphabet V , including the unit 1 considered as the empty word,
and by V 0 the set of all words from V ∗ that do not contain the subwords of
type v1v2, where v1 v2 ∈ V v1 + v2 ≤ 3. The elements of V 0 are called
v0-words in the alphabet e1 e2 	 	 	 eα. The ﬁrst author in [9, 10] proved
that the v0-words form a basis of the algebra UA.
For an algebra C and a subset M ⊆ C, we denote by algCM and
idlCM the subalgebra and the ideal of C generated by M .
Lemma 2.1. Let A be an Akivis algebra and let M be a subset of A. Then
the following statements are true:
(1) algAM = algUAM ∩A;
(2) idlAM = idlUAM ∩A.
Proof. Let h1 h2 	 	 	 hβ 	 	 	 be a basis of the subalgebra algAM.
Extend this basis to a basis of A by elements f1 f2 	 	 	 fγ 	 	 	 	 Then the
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set of all v0-words in the alphabet h1 h2 	 	 	 hβ 	 	 	  f1 f2 	 	 	 fγ 	 	 	 forms
a basis of UA [10]. Obviously, the set of v0-words in the alpha-
bet h1 h2 	 	 	 hβ forms a basis of the algebra algUAM. This proves
the ﬁrst statement of lemma. Now, if h1 h2 	 	 	 hβ 	 	 	 is a basis
of the ideal idlAM then the set of all v0-words in the alphabet
h1 h2 	 	 	 hβ 	 	 	  f1 f2 	 	 	 fγ 	 	 	 that contain at least one hi forms a
basis of the ideal idlUAM. This proves the second statement of the
lemma.
Let A = AkX be a free Akivis algebra with the set of free genera-
tors X = x1 x2 	 	 	 xn 	 	 	. Deﬁne a degree function d on A by putting
dxi = 1 i ≥ 1. Note that if u vw are homogeneous elements of A
and u v = 0 u vw = 0, then du v = du + dv du vw =
du + dv + dw. We have
A = A1 ⊕A2 ⊕ · · · ⊕Ak ⊕ · · · 
where Ai is the space of homogeneous elements of degree i i ≥ 1.
It follows immediately from [10] that the universal enveloping algebra
UA = FX is a free nonassociative algebra with the set of free genera-
tors X. The degree function d can be uniquely extended to FX. If f ∈ A
or f ∈ UA, then we denote the highest homogeneous part of f by f¯ .
Following [6], deﬁne the notions of reduced and free systems of elements
in the free Akivis algebra A.
A system of elements f1 f2 	 	 	  fn of the algebra A is called reduced if
for every i the element f¯i is not contained in the subalgebra algAf¯1 	 	 	 ,
f¯i−1 f¯i+1 	 	 	  f¯n. If the subalgebra algAf1 f2 	 	 	  fn is a free Akivis
algebra, freely generated by the system f1 f2 	 	 	  fn, then the system is
called free.
Recall that a variety of algebras is called Schreier if every subalgebra of
a free algebra in this variety is also free.
Theorem 2.1. The variety of Akivis algebras is Schreier.
Proof. It is sufﬁcient to prove the freeness of any reduced set of
elements of the algebra A (see [6]). Suppose that a reduced system
of elements f1 f2 	 	 	  fn of A is not free, i.e., is algebraically depen-
dent. Then the elements f¯1 f¯2 	 	 	  f¯n are algebraically dependent too.
Algebraic dependence of the elements f¯1 f¯2 	 	 	  f¯n in the algebra A
gives their algebraic dependence in the algebra UA = FX. Since
the variety of all nonassociative algebras is Schreier [5], there exists i
such that f¯i ∈ algUAf¯1 	 	 	  f¯i−1 f¯i+1 	 	 	  f¯n. Applying Lemma 2.1, we
have f¯i ∈ algAf¯1 	 	 	  f¯i−1 f¯i+1 	 	 	  f¯n, since f¯i ∈ A 1 ≤ i ≤ n. This
contradicts the fact that the system f1 f2 	 	 	  fn is reduced in A.
Theorem 2.1 has two standard corollaries [6].
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Corollary 2.1. Automorphisms of ﬁnitely generated free Akivis algebras
are tame.
Corollary 2.2. The occurrence problem for free Akivis algebras is decid-
able.
Theorem 2.2. Finitely generated subalgebras of free Akivis algebras are
residually ﬁnite.
Proof. Let f1 f2 	 	 	  fn ∈ A and f ∈ algAf1 f2 	 	 	  fn. Then f ∈
algUAf1 f2 	 	 	  fn by Lemma 2.1. Finitely generated subalgebras
of free nonassociative algebra UA = FX are residually ﬁnite [4]. Con-
sequently, there exist a ﬁnite-dimensional algebra B and homomorphism
ϕ 	 FX → B such that ϕf  ∈ algBϕf1 ϕf2 	 	 	  ϕfn. Obviously
ϕf  ∈ algAkBϕf1 ϕf2 	 	 	  ϕfn. Consider the homomorphism
ψ = ϕ AkX	 AkX → AkB. Then we have ψf  ∈ algAkBψf1,
ψf2 	 	 	  ψfn.
Theorem 2.3. The word problem is decidable for the variety of Akivis
algebras.
Proof. Let f f1 f2 	 	 	  fn ∈ A. By Lemma 2.1, f ∈ idlAf1 f2 	 	 	  fn
if and only if f ∈ idlUAf1 f2 	 	 	  fn. Note that UA = FX, and
the word problem is decidable in the variety of all nonassociative algebras
[17].
3. PRIMITIVE ELEMENTS OF NONASSOCIATIVE ALGEBRAS
Let A be an Akivis algebra over a ﬁeld F and let UA be its universal
algebra. It is easily checked that the linear mapping
	 A −→ AkUA⊗
F
UA
given by the rule
u = u⊗ 1+ 1⊗ u u ∈ A (2)
is an embedding of Akivis algebras.
By deﬁnition of the universal enveloping algebra UA (see [10]), the
homomorphism  can be uniquely extended to the homomorphism
	 UA −→ UA⊗
F
UA	
An element u ∈ UA is called primitive if it satisﬁes equality (2).
One can easily check that the set PA of all primitive elements of the
algebra UA is closed under the operations x y x y z; that is, PA
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is an Akivis subalgebra of AkUA. By deﬁnition of , every element
from A is primitive. K. H. Hofmann and K. Strambach formulated in [3,
Problem 6.15] the question about the validity of the equality A = PA, for
algebras over ﬁelds of characteristic 0. Note that in the case of Lie algebras
this equality turns to the well-known Friedrichs criterion (see [2]) for Lie
elements in universal enveloping algebras.
We ﬁrst show that the question of K. H. Hofmann and K. Strambach
is answered negatively. Let A be a free Akivis algebra on a single free
generator x. Then UA = Fx is a free nonassociative algebra generated
by x. Consider the element
f = x2 x x − 2xx x x = x2xx− x2x2 − 2xx x x	
The element f does not belong to A since it is a linear combination of
v0-words in the alphabet x x x x, with length ≥ 2. On the other hand,
one can straightforwardly check that Eq. (2) is true for f ; that is, f ∈ PA.
This example shows that the operations x y x y z do not produce
all the primitive elements in UA. The remainder of this section will be
devoted to construction of a full system of primitive operations on nonas-
sociative algebras.
Let B be the free nonassociative algebra on the set of free generators
X ∪ Y ∪ z, where X = x1 x2 	 	 	  xn 	 	 	 Y = y1 y2 	 	 	  yn 	 	 	.
Then B = UA, where A is the free Akivis algebra on the same set of
generators, and so we may consider primitive elements in B.
Denote by X1 the set of all right-normed words of the type
u = · · · xi1xi2 · · ·xim = xi1Rxi2 · · ·Rxim  (3)
where i1 < i2 < · · · < im m ≥ 0. If u is a word of type (3), then we
put u = m suppu = i1 i2 	 	 	  im. Besides, we will use the simpliﬁed
notation for this word,
u = xi1xi2 · · ·xim
omitting the parentheses. For any words u v ∈ X1, we set u ≤ v if
suppu ⊆ suppv. If u ≤ v and u = v, we write u < v. In particular,
u > 1 for any u of type (3) with u ≥ 1.
An ordered sequence u1 u2 	 	 	  uk of elements ui ∈ X1 1 ≤ i ≤ k,
is called a k-decomposition of the word u ∈ X1 if suppui ∩ suppuj = 
for i = j and ⋃ni=1 suppui = suppu. For a given word u ∈ X1, we will
denote by
∑
u1 u2
(or
∑
u1 u2 u3
) the sum over all the 2-decompositions (or
correspondently, 3-decompositions) of the word u. Moreover, we will omit
indexes u1 u2 in this notation if it is clear from the context what kind
of decomposition is under consideration. If u1 u2 is a 2-decomposition
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of the word u, then sometimes u2 will be denoted by u1; i.e., u1 is a
complement of u1 in u.
Similarly, we deﬁne the set Y 1 and extend to it all the previous notations.
Later, if the parentheses are not arranged in a product then the product is
considered as a right-normed one.
Let u = x1x2 · · ·xm ∈ X1 v = y1y2 · · · yn ∈ Y 1. By induction on m+ n =
k, where mn ≥ 1, we deﬁne polynomials
pmnx1 x2 	 	 	  xm y1 y2 	 	 	  yn z = pmnu v z ∈ B
in the following way.
1. p1 1x1 y1 z = x1 y1 z;
2. Suppose that for all mn ≥ 1 and m + n < kk ≥ 3, the polyno-
mials pmnu v z are already deﬁned.
3. Let m+ n = k ≥ 3. Deﬁne
pmnu v z = u v z −
∑
u1+v1≥1 u2v2>1
u1v1pm−u1 n−v1u2 v2 z	
Since the numbers m = u n = v are uniquely deﬁned by u v, we
reduce the notation pmnu v z to pu v z. To simplify the formulas
below, we extend the deﬁnition of polynomials pmnu v z also for the
cases m = 0 or n = 0, by setting p0 n1 v z = pm 0u 1 z = 0. With this
notation, we have the equality
u v z =∑u1v1pu2 v2 z	 (4)
For f g ∈ B we denote f ◦ g = f ⊗ g + g ⊗ f ∈ B ⊗F B. We have the
homomorphism
	 B −→ B⊗
F
B
deﬁned by the rules
xi = 1 ◦ xi yi = 1 ◦ yi z = 1 ◦ z i ≥ 1	
By deﬁnition, an element f ∈ B is primitive if and only if f  = 1 ◦ f .
Lemma 3.1. Let u = x1x2 · · ·xm ∈ X1 v = y1y2 · · · yn ∈ Y 1. Then the
following equalities hold:
1) u =∑u1 ⊗ u2;
2) uv =∑u1v1 ⊗ u2v2;
3) uvz =∑u1v1 ◦ u2v2z;
4) uvz =∑u1v1 ◦ u2v2z;
5) u v z =∑u1v1 ◦ u2 v2 z.
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Proof. Suppose that equality 1) is true for u = m. Then
uxm+1 = uxm+1 =
(∑
u1 ⊗ u2
)xm+1 ⊗ 1+ 1⊗ xm+1
=∑u1xm+1 ⊗ u2 +∑u1 ⊗ u2xm+1	
If u1 u2 runs through all the 2-decompositions of the word u, then
u1xm+1 u2 and u1 u2xm+1 run through all the 2-decompositions of the
word uxm+1. This proves statement 1) of the lemma.
The second statement of the lemma follows immediately from 1). By the
symmetry of 2-decompositions, we have
uv =∑u1v1 ⊗ u2v2 =∑u2v2 ⊗ u1v1	
Consequently,
uvz = uvz = uv1⊗ z + uvz ⊗ 1
=∑u1v1 ⊗ u2v2z +∑u2v2z ⊗ u1v1 =∑u1v1 ◦ u2v2z
which gives 3). Similarly, one gets 4). Equality 5) follows immediately from
3) and 4).
Corollary 3.1. Equalities 3)–5) of the lemma are still valid if z means
an arbitrary primitive element of B.
The proof is evident.
Theorem 3.1. Let u = x1x2 · · ·xm ∈ X1 v = y1y2 · · · yn ∈ Y 1, and
mn ≥ 1. Then pmnu v z is a primitive element of B.
Proof. We give the proof by induction on m+ n. If u = x1 v = y1, then
p1 1u v z = x1 y1 z is primitive. Suppose that for all u1 ∈ X1 v1 ∈
Y 1, with u1 + v1 < m + n, the element pu1 v1 z is primitive. By the
deﬁnition of pu v z, we have
pu v z = u v z − ∑
u1+v1≥1
u1v1pu2 v2 z	
Set
f = ∑
u1+v1≥1
u1v1pu2 v2 v =
∑
u2+v2<m+n
u2v2pu2 v2 z	
Since u2 + v2 < m + n, the elements pu2 v2 z are primitive by
the induction assumption. By Corollary 3.1, we can apply equality 3) of
Lemma 3.1 to our summands, substituting pu2 v2 z for z. Hence,
f = ∑
u2+v2<m+n
u21v21◦u22v22pu2v2z
= ∑
u1+v1+u2+v2≥1
u1v1◦u2v2pu3v3z
=1◦ ∑
u1+v1≥1
u1v1pu2v2z+
∑
u1+v1≥1
u1v1◦
(∑u2v2pu2v2z)	
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By (4), we have
f  = 1 ◦ f + ∑
u1+v1≥1
u1v1 ◦ u2 v2 z	
Applying equality 5) of Lemma 3.1, we obtain
u v z =∑u1v1 ◦ u2 v2 z
= 1 ◦ u v z + ∑
u1+v1≥1
u1v1 ◦ u2 v2 z	
Consequently,
pu v z = u v z − f 
= 1 ◦ u v z − 1 ◦ f = 1 ◦ pu v z
that is, pu v z is primitive.
Corollary 3.2. Let C be an algebra with unit 1 and assume that
there exists an algebra homomorphism δ	 C → C ⊗F C. Then the space
PrimC δ = p ∈ Cδp = 1 ◦ p of δ-primitive elements of the algebra C
is closed under the operations
x y pmnx1 x2 	 	 	  xm y1 y2 	 	 	  yn z m n ≥ 1	 (5)
Proof. It is well known and easy to see that PrimC δ is closed with
respect to commutators. Let ϕ	 B → C be an algebra homomorphism with
ϕX ∪ Y ∪ z ⊆ PrimC δ. Then, for every u ∈ X ∪ Y ∪ z, we have
δϕu = 1 ◦ ϕu = ϕ⊗ ϕu	
Since δ, and ϕ are homomorphisms, this implies that
δϕ = ϕ⊗ ϕ	
Now, let a1 	 	 	  am b1 	 	 	  bn c ∈ PrimC δ. Consider the homomor-
phism ϕ	 B → C such that ϕxi = ai i = 1 	 	 	 m ϕyj = bj j =
1 	 	 	  n ϕz = c, and ϕu = 0 for all the other free generators u of B.
Let p = pmna1 	 	 	  am b1 	 	 	  bn c. We have
δp = δpmnϕx1 	 	 	  ϕxmϕy1 	 	 	  ϕynϕz
= δϕpmnx1 	 	 	  xm y1 	 	 	  yn z
= ϕ⊗ ϕpmnx1 	 	 	  xm y1 	 	 	  yn z
= ϕ⊗ ϕ1 ◦ pmnx1 	 	 	  xm y1 	 	 	  yn z
= 1 ◦ ϕpmnx1 	 	 	  xm y1 	 	 	  yn z
= 1 ◦ pmna1 	 	 	  am b1 	 	 	  bn c = 1 ◦ p
proving the corollary.
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Notice that if F is a ﬁeld of characteristic p > 0, then the operation xp
can be added to the set of operations (5).
The following theorem shows completeness of the set of primitive oper-
ations (5).
Theorem 3.2. Let C be an algebra with unit 1 over a ﬁeld of characteristic
0, and let δ	 C → C ⊗F C be a nontrivial homomorphism of algebras. Suppose
that the algebra C is generated by a setM of δ-primitive elements, and let PM
be the minimal subspace of C that contains M and is closed with respect to
primitive operations (5). Let e1 e2 	 	 	  eα 	 	 	 be a basis of PM. Then the
set of right-normed words of the type
ei1ei2 · · · eik (6)
where i1 ≤ i2 ≤ · · · ≤ ik k ≥ 0, forms a basis of the algebra C.
Proof. We ﬁrst prove that the words of type (6) span C. Let Ci denote
the subspace generated by all the words of type (6) of length less than or
equal to i. It sufﬁces to prove the inclusions
Ci Cj ⊆ Ci+j−1 (7)
Ci Cj Ck ⊆ Ci+j+k−2	 (8)
In view of the identity
xy z − xy z − x zy = x y z − x z y + z x y
which holds in any algebra, it sufﬁces to prove (8). We will prove it by
induction on n = i + j + k. Since any associator ep eq er ∈ C1, we have
the base of induction for n = 3. Now, let u vw be words of type (6) with
u + v + w = n. Any algebra satisﬁes the identity (see [16])
x y zt = x yz t − xy z t + xy z t + x y zt	 (9)
Consequently, it sufﬁces to consider only associators of the type u v es.
By formula (4) and the induction assumption, any such associator belongs
to Cn−2.
Since F is a ﬁeld of characteristic 0, and  is not trivial, the unit 1 ∈ C
is not primitive. Consequently, the words of type (6) with length ≤ 1 are
linearly independent. Suppose that the words of type (6) with length ≤ n− 1
are linearly independent. Then the elements u ⊗ v ∈ C ⊗F C, where u v
are words of type (6) with length ≤ n− 1, are linearly independent as well.
Assume that we have an equality
f = ∑
k1 k2 			ks
αk1 k2 			ks e
k1
1 e
k2
2 · · · ekss = 0
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where k1 + k2 + · · · + ks ≤ n. Then
f  = f ⊗ 1+ 1⊗ f +
s∑
j=1
ej ⊗
( ∑
k1 k2 			ks
αk1 k2 			kskje
k1
1 · · · e
kj−1
j · · · ekss
)
+
t∑
r=1
vr ⊗wr = 0
where vr wr are words of type (6) with length ≤ n− 1 and vr  ≥ 2. Since
f = 0, by the induction assumption we have the equality
∑
k1 k2 			ks
αk1 k2 			kskje
k1
1 · · · e
kj−1
j · · · ekss = 0	
By the induction assumption again, we have αk1 k2 			kskj = 0 j = 1,
2 	 	 	  s; that is, all the coefﬁcients αk1 k2 			ks = 0.
Corollary 3.3. Under the assumptions of the theorem, the set PM
coincides with the set PrimC δ of all δ-primitive elements of C. In other
words, any set of δ-primitive elements which generates C generates also the set
PrimC δ by operations (5).
Proof. Let ei i = 1 2 	 	 	 be a base of PrimC δ, which extends a base
of PM. Since the set PrimC δ generates C, all the words of type (6) on
ei are linearly independent. Assume that there exists an element ei0 , which
does not belong to PM; then, by the theorem, ei0 can be represented as
a linear combination of words (6) with ei from PM. But this contradicts
the linear independence of the words on ei.
4. HYPERALGEBRAS AND PRIMITIVE ELEMENTS
Let F be a ﬁeld of characteristic 0. If L is a Lie algebra, then by the
Friedrichs criterion [2], the set of primitive elements of the algebra UL
coincides with L. Note that L is closed under the primitive operation x y,
and all the other primitive operations pmn are identically zero on L.
Lie algebras ﬁrst appeared as tangent algebras of Lie groups and, in case
of simply connected Lie groups, they determine the corresponding groups
up to isomorphism. It is known [3] that Akivis algebras do not determine,
in general, the corresponding local analytic loops. It was known by P. O.
Miheev and L. V. Sabinin [7] that a simply connected local analytic loop
is determined up to isomorphism by a more sophisticated analogue of tan-
gent algebra, the so-called hyperalgebra, an algebraic system with a series
of multilinear operations. It is natural to ask whether the operations in
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hyperalgebras can be interpreted by primitive elements in a nonassocia-
tive algebra. Below we give an interpretation of hyperalgebra operations in
nonassociative algebras.
First, let us recall the deﬁnition of a hyperalgebra.
A vector space A over a ﬁeld F is called a hyperalgebra if it is endowed
with the multilinear operations
x1 x2 	 	 	  xm y z m ≥ 0
2x1 x2 	 	 	  xm y1 y2 	 	 	  yn m ≥ 1 n ≥ 2
which satisfy the identities
x1x2			xmyz=−x1x2			xmzy (10)
x1x2			xrabxr+1			xmyz−x1x2			xrbaxr+1			xmyz
+
r∑
k=0
∑
α
xα1			xαkxαk+1			xαr abxr+1			xmyz=0 (11)
σxyz
(
x1			xrxyz+
r∑
k=0
∑
α
xα1			xαk
xαk+1			xαr yzx
)
=0 (12)
2x1			xmy1			yn=2xτ1			xτmyδ1			yδn (13)
where α runs the set of all bijections of the type α	 1 2 	 	 	  r → 1,
2 	 	 	  r i → αi α1 < α2 < · · · < αk αk+1 < · · · < αr k = 0 1 	 	 	  r,
r ≥ 0 σx y z denotes the cyclic sum by x y z τ ∈ Sm δ ∈ Sn, and Sl is the
symmetric group.
Let B be a (nonassociative) algebra over a ﬁeld F of characteristic 0. For
any x1 x2 	 	 	  xm y z ∈ B we set
y z = − y z = 1 y z (14)
x1 x2 	 	 	  xm y z = −pm 1u y z + pm 1u z y = u y z (15)
where u = x1x2 · · ·xm m ≥ 1.
If m ≥ 1 n ≥ 2, then for any x1 x2 	 	 	  xm y1 y2 	 	 	  yn we set
2x1 x2 	 	 	  xm y1 y2 	 	 	  yn
= 1
m !
1
n !
∑
τ∈Sm δ∈Sn
pmn−1
(
xτ1 xτ2 	 	 	  xτm
yδ1 yδ2 	 	 	  yδn
)
	 (16)
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By (4) we have
u z y − u y z = ∑
u2>1
u1u2 y z	 (17)
Note that deﬁnition (15) does not give (14) when m = 0, because
p0 11 y z = 0. The restriction u2 > 1 in (17) is caused by this fact and
means that the summand with 1 y z does not appear there.
Observe also that if x1 = x2 = · · · = xm = x y1 = y2 = · · · = yn = y,
then
2x1 x2 	 	 	  xm y1 y2 	 	 	  yn = pmn−1xm yn−1 y	
Denote by GB the space B considered as an algebra under operations
(14)–(16).
Theorem 4.1. GB is a hyperalgebra.
Proof. Identities (10) and (13) follow immediately from deﬁnitions of
operations, i.e., from equalities (14)–(16). We restrict ourselves only to
checking identity (12), since its proof is more difﬁcult than that of (11).
Let u = x1x2 · · ·xr . If r = 0, then (12) has the form
σx y zx y z + y z x
= σx y z−x y z + x z y + y z x
= − x y z + x z y − y z x + z y x − z x y + y x z
+ y z x + z x y + x y z = 0
since it is exactly the Akivis identity (1) which is valid in any algebra.
Now suppose that u = r ≥ 1 and that for every u1 ∈ X1 with length
u1 < r identity (12) is true. By deﬁnition, we have
ux y z = − ux y z + ux z y − ∑
ux1 ux2>1
ux1ux2 y z
= − ux y z + ux z y − ∑
u1>1
u1u2x y z
− ∑
u2>1
u1xu2 y z	
Application of (9) gives
−ux y z + ux z y = − u xy z + u x yz − ux y z
− u x yz + u xz y − u x zy
+ux z y + u x zy	
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A straightforward calculation, using (1) and (17), yields
σx y z− ux y z + ux z y
= σx y z− u y z x + u x y z − uy z x
+ u z y − u y zx
= σx y z− u x y z + u y z x − uy z x
+ u z y − u y zx
= σx y z
{
− ∑
u2>1
u1u2 y z x − uy z x +
∑
u2>1
u1u2 y zx
}
= σx y z
{
−∑u1u2 y z x + ∑
u2>1
u1u2 y zx
}
	
Consequently,
h = σx y zux y z
= σx y z
{
−∑u1u2 y z x + ∑
u2>1
u1u2 y zx
− ∑
u1>1
u1u2x y z −
∑
u2>1
u1xu2 y z
}
	
Observe that, by (17),
u1u2 y zx− u1xu2 y z
= u1 u2 y z x + u1u2 y zx
− u1 x u2 y z − u1xu2 y z
= − ∑
u12>1
u11u12 u2 y z x − u1u2 y z x	
Furthermore, by the induction assumption, for u2 < u we have
σx y zu2x y z = −σx y z
{∑u21u22 y z x}	
Therefore,
h = σx y z
{
−∑u1u2 y z x − ∑
u2 u3>1
u1u2 u3 y z x
− ∑
u2>1
u1u2 y z x +
∑
u1>1
u1u2 u3 y z x
}
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= σx y z
{
−uy z x − u y z x − ∑
u1 u2>1
u1u2 y z x
− ∑
u1 u2>1
u1 u2 y z x −
∑
u1 u2 u3>1
u1u2 u3 y z x
− u y z x − ∑
u1 u2>1
u1u2 y z x + uy z x
+ ∑
u1 u2>1
u1u2 y z x +
∑
u1 u2>1
u1u2 y z x
+ ∑
u1 u2 u3>1
u1u2 u3 y z x
}
= σx y z
{
−u y z x − ∑
u1 u2>1
u1 u2 y z x − u y z x
}
= −σx y z
{∑u1 u2 y z x}	
Hence (12) is proved.
Similarly, one can prove (11).
So, GB is a hyperalgebra. It is natural to ask the following question.
Problem 4	1	 It is true that any hyperalgebra can be isomorphically
embedded into a hyperalgebra GB for a suitable algebra B?
In the case of the afﬁrmative solution to this problem every hyperalgebra
would have a universal enveloping algebra with the Poincare–Birkhoff–
Witt basis as in Theorem 5. Recall that, in particular, Lie algebras, Malcev
algebras, and Bol algebras are hyperalgebras (see [7]). All the hyper-
algebra operations except x y are trivial in Lie algebras. Operations
2x1 x2 	 	 	  xm y1 y2 	 	 	  yn are trivial in Malcev and Bol algebras.
Note that the deﬁnition of hyperalgebras given above was motivated by
and oriented to a description of identities of tangent algebras of right-
monoalternative local analytic loops (see [7]). It would be interesting to ﬁnd
an alternative deﬁnition of hyperalgebras, probably with another operation,
that is more closely related to primitive operations (5). Maybe this could
help to solve Problem 1.
Another natural question that is related closely to Problem 1 is the fol-
lowing
Problem 4	2	 Give an intrinsic characterization of the set PrimB of
primitive elements in a free nonassociative algebra B in terms of primitive
operations (5).
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In particular, is it possible to choose a deﬁnition of hyperalgebra in such
a way that PrimB would be a hyperalgebra with respect to operations (5)
or, probably, relative to another set of primitive operations?
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