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Starke Approximation von Orthogonalreihen mit Cesäroverfahren 
W. HENRICH 
Es sei {<p„(x)} ein auf dem Intervall (a, b) definiertes Orthonormalsystem. 
Wir untersuchen die Orthonormalreihe 
(1) 2 cn(pn(x) c„€R mit ¿c„ 2 <co . 
n = 0 n = 0 
Mit dem wohlbekannten Satz von Riesz—Fischer folgt, daß Reihe (1) in L2 gegen 
eine quadratisch integrierbare Funktion / konvergiert. Wir nennen die Partial-
summen von Reihe (1) J„(X) und die (C, A)-Mittel o*(x). 
Eine Verallgemeinerung der Cesäro-Verfahren führt zu den Hausdorffverfahren. 
Ein Hausdorffverfahren ist ein lineares Limitierungsverfahren, das mit Hilfe einer 
beliebigen Diagonalmatrix fJ-—fiv und der Differenzenmatrix A wie folgt defi-
niert ist. 
H(A,itvy=A-n-A mit A = ((- iy . 
Die Matrixelemente h„v der Hausdorffmatrix H(A, /iv) haben folgende Darstellung 
Änv [(vJJfc-̂ V)̂ * für = " (» = 0,1,...) 
0 sonst. 
Über die Regularität von Hausdorffverfahren gilt folgender 
Satz. Das Hausdorffverfahren H ist genau dann regulär, wenn {//„} eine regu-
I 
läre Momentenfolge ist, d.h. f t" dfi(t) mit /i(/)€BV [0, 1] und fi(+0)= 
L. LEINDLER zeigte in [2] 
Eingegangen am 8 Februar 1988. 
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Satz I. Es sei 0<<5<1 und 
(2) 
0 = 1 
dann gilt f(x)-crl(x)=ox(n-s) f . ü. auf (a, b). 
G. SUNOUCHI [5] verallgemeinerte Satz I zur starken Approximation wie folgt: 
Sa tz II. Es sei 0<<5< 1 und es gelte (2). Dann gilt 
i 1 • \llk 
4 r 2 I /O) -s,(*)|* = ox(n~>) y A n v=0 > 
f.ü. auf (a,b) für a > 0 und wobei + aJ. 
LEINDLER [ 3 ] wiederum verallgemeinerte das Ergebnis von Sunouchi wie folgt: 
Sa tz III. Es sei 0 « 5 < 1 , a>0 , OcfeccJ-1 und ß > - m i n (1/2,1/jfc, a/fc). Dann 
folgt aus (2) 
f 1 » l1'* 
4- 2 A'n-M(x)-f(x)\k\ =ox(n-s) fü. auf (a,b). v=0 •» 
Für schwache äußere Verfahren (d. h. a sehr klein) kann sich ß offensichtlich 
nur in einem sehr engen negativen Bereich bewegen. Bezogen auf diese Problematik 
zeigte LEINDLER [4 ] 
Satz IV. Es sei 0<ot<l , 0 > - l / 2 , 0 « 5 < a / 2 und 
( 3 ) 
n=l 
dann gilt 
f 1 » 11/2 
2 A'n-JM(x)-f{xr\ = ox(n~») f.ü. auf (a,b). 
l s l n v=0 1 
Der Satz von Leindler gibt Kriterien für die starke Approximation an, speziell 
für schwache äußere (C, a)-Verfahren mit dem Exponent 2. Es stellt sich die Frage: 
Welche Aussagen kann man für größeren Exponenten (/c>2) treffen? Eine Antwort 
liefert der folgende Satz. 
Satz 1. Es sei 0 < a < l , 2, 0 « 5 « x / 2 , 0 > - l / 2 + a ( l / 2 - l / f c ) , und es 
gelte (3). Dann gilt 
( i » V* 
4 " 2 k?(*)-/(*)l* = ox(n-°) V ^ n v=0 ' 
f . ü. auf (a, b). 
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Zur Vorbereitung des Beweises von Satz 1 beweisen wir einen allgemeinen 
limitierungstheoretischen Satz über Hausdorffverfahren, der besagt: Schaltet man 
bei der starken Approximation einer beliebigen Reihe vor das innere Verfahren ein 
reguläres Hausdorffverfahren, so kann man auch auf größere fc-Parameterwerte 
(Exponent) schließen. Der Schluß auf kleinere fc-Parameterwerte kann immer in 
einfacher Weise mit der Hölderschen Ungleichung vollzogen werden. 
Satz 2. Es sei k ^ k ^ 1; p>-\, 
I 
g„= f t"g(t)dt mit g(i)£Lp[0, 1] und g „ = l 
o 
x 
h„ = f t"h(t)dt mit h(t)dL[Q, 1], h(t) > 0 für t£[0, 1]. 
o 
Zusätzliche gelte für die Funktionen g(t) und h(t) 
rlg(0l*l(1_p+(p/*2))H0(''2~*l)/*1! für g(t)^0 
Z ® : = l0 sonst, 
z(t)£L[0,1] und z(t)=o(t~r) für /€[0,8] mit e > 0 und 0 < r < l . Q sei eine 
beliebige Limitierungsmatrix, G bzw. H seien Hausdorffmatrizen, die durch die Mo-
mentenfolgen {g„} bzw. {h„} gegeben sind. Wir bezeichnen die Matrixelemente von 
H mit hnv. Dann folgt für eine beliebige Folge {j„} und für alle ¿ > 0 mit fcj<5< 
< 1 —r aus 
(Zhnv\Q(s,)-s\k>yik> = o(n-'), 
V = 0 
daß 
{ZKAGQ{sJ-s\kyki = o(n->). 
v = 0 
Zum Beweis von Satz 2 benötigen wir das folgende Lemma. 
Lemma 1. Es sei 1; p> 1. Die Hausdorffverfahren G und H seien 
definiert wie in Satz 2 
i 
z„:= J t" z(t) dt mit z(t) aus Satz 2. 
o 
Das Hausdoiffverfahren Z sei definiert durch die Momentenfolge {zn}. Dann gilt für 
jede beliebige Folge {¿v}: 
| ( G ( s v ) ) „ | * i ^ ^ ( - f f ( K l * 8 ) ) « * 1 ' * 2 * _ 1 ' {Z(lsvl*2))« ( n = 0 , 1 , 2 , . : . ) , 
wobei K eine Konstante ist. 
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Lemma 2. Es sei {.yn} eine Folge mit sn—0 für n—<*>. Das Limitierungs-
veifahren A sei gegeben durch die Matrix (a„v). Dann gilt: Das Verfahren A limitiert 
die Folge zum Wert Null, d. h. /¿(.yJ—O, falls folgende Bedingungen erfüllt sind: 
(I) 2 wobei K unabhängig von n ist, n=0,1,2,... 
v = 0 
(II) anv—0 für jedes feste v und für n— 
Beweis. Siehe ([1] Seite 43—46). 
H i l f s s a t z 1. 
$ f m - t ) - t - ' d t = 0(lHV+l)-'/(n+l?-' für 0 < v = s « , 
n = 0, 1, ... und 0 < r < 1. 
Beweis. Ergibt sich leicht unter Berücksichtigung der Integraldarstellung der 
Matrixelemente der Cesäro-Verfahren. 
Beweis von L e m m a 1. Wir setzen 
m = 2 ( " ) <vo -ty-ysv (n = o, i, 2, . . . ) . v = 0 v v / 
Zunächst führen wir eine Abschätzung durch, die wir im letzten Beweisschritt be-
nutzen werden. 
l/n(')l*2 S 2o (") iv( i - 0 n - v Kl'2 ( 1 (") iv( i -0—v) f c" 1 = 
= i h i v ( i - 0 n - v | s v | ^ . V=0 \VS 
Also erhalten wir 
(*) /HO l/„(0lfc2 dt ^ 2 f f r ) ' v 0 - t ) - v h ( t ) d t |sv|^ = (H(\sv\k%. 
In analoger Weise ergibt sich 
(**) f z(t)\fMk*dtS (Z(|s/»))„. 
o 
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Es sei M die Menge aller Punkte t, für die gilt 1] und g(t)^0. 
\G{sv)n\k^{f\g(t)\pdt}k'-1{ f |g(OI(1"p(1_1/'tä))'C2 |/„(0lfc2 dt] = 
o M 
= K^-1 f |g(f)|«-*Ci-V*.»*. \fn(t)\k* dt. 
M 
|<j(sv)„|*2 ^ f h(t)^-k^\fMk2(k2/kl)\g(0\k2a~p+(p/k2))x 
M 
X A ( t f ^ - W " 1 \fMk2(kl~k')/kl dt 




Mit z(t)=\g(t)\k^1-p +^ l k ' ) )h(tYk ' -k^k ' und mit den Abschätzungen (* ) und ( * * ) 
folgt 
Indem man diese Ungleichung mit kjk2 potenziert erhält man die Behauptung. 
Beweis von Satz 2. Zum Beweis 
von Satz 2 reicht es aus, den Fall Q — 1 
zu betrachten. Es sei {s„} eine beliebige Folge, und es gelte 
v = 0 
Mit znv bezeichnen wir die Matrixelemente des Limitierungsverfahrens Z, das durch 
die Momentenfolge {z„} aus Lemma 1 gegeben ist. 
Da das Hausdorffverfahren G regulär ist, gilt insbesondere 
(G(sj))v-s = (G(sj—s))v. 
Unter Verwendung von Lemma 1 erhalten wir 
rh* 2 hm\(G(Sj))v-s\kl = nk>* 2 hKV\(G(ßj-s))^ -
v = 0 v = 0 
= 0(1)»M i / ^ W I s y - s l ^ ' / W - M Z O s ^ s l * » ) } , = 
v = 0 
- = 0(1) nkl* 2 h„v{Z(\sj-s\k*)l • (v +1)4»«-*!). 
v = 0 
Denn nach Voraussetzung gilt j | * t » ) ) v = ° ( v ~ f c ' Ä ) -
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Die Hausdorffverfahren H und Z sind vertauschbar. Somit gilt 
nkiS 2 M z ( l s j - * l 4 , ) ) , ( v + i ) - t i , + l * ' = 
v=0 
= 0(1)«M 2 2„ 2 hvj\sj-s\k^V+\)-kMS = 
v = 0 j=0 
= 0(1) 2nkl>(y+V-klSz„vtv 
v = 0 
mit 
tv = ( v + l ) t a i 2 hv j \sj-s\k*. 
j=0 
Nach Voraussetzung gilt tv=o( 1). Somit haben wir unter Beachtung von Lemma 2 
zu zeigen: 
(I) 2\"klSb> + l)~kl'zm\^K für n = 0 , 1 , 2 , . . . v=0 
(II) K ^ ( v + l ) - * i a z n v } - 0 ( n - ° ° ) für v = 0 , 1 , 2 , . . . . 
Zu (I). Mit der Integraldarstellung der Hausdorffschen Matrixelemente z„v 
ergibt sich somit: 
2^i(y+l)~kiözm= 2 " ' ^ ( v + l ) - * 1 * ! " ) f f(l-i)n-vz(t)dt = 
v = 0 v = 0 V v / * 
= "*lä 2 i") [ ?(l-t)n-vz(t)dt(y + \)-k** + 
v = 0 V V / ^ 
+ " k l S 2 ( " ) f r ( l - t f -Vz(t)dt(v + 1 ) ä = Z\ + r 2 . 
Nach Voraussetzung gilt z(t)=o(t~r) für ?£[0, e]. Somit erhalten wir mit Hilfs-
satz 1 
= 0(1) 2 i") f ty(l-t)n-vrrdtnk^(v + iy 
v = 0 y v J J 
<=1 i 
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Nun betrachten wir I 9 
z» = ¿ " S r i " ) } t\\-tr^z(i) dt = 
v = 0 v-t-l yV'Ü 
= Od) / i +}) r+\i-0n+1-v_1 dt = 0(1) 
da z(t)£L[0, 1]. Damit ist (I) bewiesen. 
Zu (II). Zum Beweis von (II) benutzen wir dieselbe Aufspaltung des Integrals 
mit den damit verbundenen Abschätzungen wie im Beweis zu (I). 
nk*s(v+l)-kl*znv = BM(v+l)-*»'^jy t\l-ty-vz(t)dt + 
+ B M ( v + l ) - M ( " ) / t v ( l - t ) t t - v z ( t ) d t = 
= o(i) [ ^ J p (n + W(v+l)-** + 
+ («+l) t»Ä-1 -1. 
= 0(l)((v+ l)- r~ i :"5(«+ l ) ' - i + M + ( v + i)i-*i«(„+ l )M-i ) = 0(1). 
für jedes feste v und ^ ¿ < 1 —r. Damit ist Satz 2 bewiesen. 
Beweis zu Satz 1. Mit Satz IV von L. Leindler folgt aus obiger Beding-
ungfür 0 < a < l , 0<<5<a/2 und —1/2 
1 / 2 ( 1 • V/a 
4 2 Al-\kf (*)-/(*)I2 = ox(n-°). V - ^ n v = 0 ' 
Wir schalten vor das innere Verfahren ein reguläres Cesäro-Verfahren der Ordnung 
y und können unter Verwendung von Satz 2 eine Aussage für größere fc-Parameter-
werte machen. Nach Definition der Matrixelemente für Cesäroverfahren gilt für die 
Funktionen g(t) und h(t) aus Satz 2: 
g(0 = y ( l - 0 " - 1 ; g(0€Lp[0, 1] mit p = T ± 8', 0 < e ' 1 - 7 
h(t) = a ( l - i ) 0 1 - 1 
und somit 
Z ( t ) = 0(1)(1 _i)k()'-l)(l-(l/2(l-i))+(£'/2))+(a-l)(l-Ot/2))_ 
6* 
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Es ist zu zeigen: z(/)€L[0,1]. Dazu muß gelten 
k(y-1)(1 -(1/2(1 —y))+(e'/2))+(a — l)(l -(fc/2)) > - 1 . 
Dies ist erfüllt, falls gilt 
Weiterhin muß gelten z(t)=0(i~s) für f€[0,e]. Dies ist für ¿>0 erfüllt, da 
z(t) in der Umgebung von Null beschränkt ist. Mit dem Satz von L. Leindler und 
Satz ? folgt die Behauptung. 
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