Summary This paper proposes an Augmented Dickey-Fuller (ADF) coefficient test for detecting the presence of a unit root in autoregressive moving average (ARMA) models of unknown order. Although the limit distribution of the coefficient estimate depends on nuisance parameters, a simple transformation can be applied to eliminate the nuisance parameter asymptotically, providing an ADF coefficient test for this case. When the time series has an unknown deterministic trend, we propose a modified version of the ADF coefficient test based on quasi-differencing in the construction of the detrending regression as in Elliott et al. (1996) . The limit distributions of these test statistics are derived. Empirical applications of these tests for common macroeconomic time series in the US economy are reported and compared with the usual ADF t-test.
Introduction
Tests for a unit root have attracted a considerable amount of work in the last ten years. One important reason is that these tests can help to evaluate the nature of the nonstationarity that many macroeconomic data exhibit. In particular, they help in determining whether the trend is stochastic, deterministic or a combination of both. Following Nelson and Plosser (1982) , much empirical research has been done and evidence has accumulated that many macroeconomic variables have structures with a unit root. The literature on testing for a unit root is immense. The most commonly used tests for a unit root are the Dickey-Fuller test and the Phillips Z -tests. The Dickey-Fuller test (1979) is based on the regression of the observed variable on its oneperiod lagged value, sometimes including an intercept and time trend. In an important extension of Dickey and Fuller (1979) , Said and Dickey (1984) show that the Dickey-Fuller t-test for a unit root, which was originally developed for AR representations of known order, remains asymptotically valid for a general ARMA process of unknown order. This t-test is usually called the Augmented Dickey-Fuller (ADF) test. An alternative semiparametric approach to detecting the presence of a unit root in general time series setting was proposed by Phillips (1987a) and extended in Phillips and Perron (1988) . These tests are known as Phillips Z α and Z t tests. The Z -tests allow for a wide class of time series with heterogeneously and serially correlated errors.
The ADF test is a t-test in a long autoregression. Said and Dickey (1984) prove the validity of this test in general time series models provided the lag length in the autoregression increases with the sample size at a rate less than n 1/3 , where n = sample size. No such extension of the Dickey-Fuller coefficient test is recommended in their work, since even as the lag length goes to infinity, the coefficient estimate has a limit distribution that is dependent on nuisance parameters. However, the Z α test is a coefficient based test with a nonparametric correction which successfully eliminates nuisance parameters. A similar idea can be applied to construct an ADF coefficient based test. In particular, the nuisance parameters can be consistently estimated and the coefficient estimate transformed to eliminate the nuisance parameters asymptotically, providing an ADF coefficient test with the same limit distribution as the original Dickey-Fuller coefficient test and the Z α test.
The ADF coefficient test can also be extended to models with a deterministic trend. The traditional way in dealing with trending data is to detrend the data by ordinary least squares (OLS), and then apply a unit root test to the detrended time series. This is usually done by including a deterministic trend in the ADF regression model. Like the case with no deterministic trend, the limit distribution of the estimated autoregressive coefficient depends on a nuisance parameter and transformation is needed to eliminate this dependence. A natural way to compare tests is to examine their power in large samples. Recent study shows that power gains can be achieved when there is a deterministic trend and detrending is performed in a way that is efficient under the alternative hypothesis in constructing the test. Such detrending procedures use quasidifferenced (QD) data and were suggested in Elliott et al. (1996) to increase the power of unit root tests for models with deterministic trends. An analysis of the efficiency gain from this detrending procedure (which we call QD detrending) and its effects on test efficiency is given in Phillips and Lee (1996) . As yet, few empirical applications of QD detrended unit root tests have appeared in the literature.
This paper develops an ADF-type coefficient based unit root test (called ADF α ) for ARMA models of unknown order, with a parametric correction that frees the limit distribution of the test statistic of nuisance parameters. We also extend this test to models with a deterministic trend and a modified ADF coefficient test based on QD detrending is developed. The limit distributions of the ADF coefficient test and its QD detrended version are the same as those of the Z α test and QD detrended Z α test. Empirical applications of these tests to the post-war quarterly US data and the extended Nelson-Plosser data are also reported. We compare the OLS detrended ADF α test with the QD detrended ADF α test, and examine the QD detrended ADF α tests for different choices of c (the quasi-differencing parameter).
The paper is organized as follows. Section 2 develops the theory for the ADF coefficient test. The QD detrended ADF coefficient test and its limit theory are given in Section 3. Section 4 reports some empirical applications to a variety of macroeconomic time series data. Proofs of theorems are given in the Appendix. Our notation is standard. We use the symbol '⇒' to signify weak convergence of the associated probability measures. Continuous stochastic process such as the Brownian motion B(r ) on (0, 1) are usually written simply as B and integrals like are understood to be Lebesgue integrals over the interval (0, 1), the measure of integration 'dr' being omitted for simplicity.
An ADF Coefficient Test for a Unit Root
Consider a time series 
L is the lag operator. Notice that the limits of partial sums of u t and ε t depend on the same standard Brownian motion W (r ). From A2, we obtain the AR representation of u t (e.g. Fuller (1976) , Theorem 2.7.2)
Rewrite the above representation as
and use a Beveridge-
, we then have the following regression
The null hypothesis of interest, which was H 0 : α = 1 in (1), is equivalent to H 0 : a = 0. In place of the infinite AR regression (2), we consider the ADF regression model
where e tk is defined as y t −ay t−1 −β 1 y t−1 −· · ·−β k y t−k . We use Z to denote the n ×(k +1) matrix of explanatory variables and partition it in the following way: Z = (y −1 , Z k ), where y −1 is the n × 1 vector of lagged variables, and Z k is the n × k matrix of observations of the k lagged difference variables ( y t−1 , . . . , y t−k ). Thus we have the following matrix representation
where β = (a, β 1 , . . . , β k ) , e k = (e k1, . . . , e kn ) . We shall be concerned with the limit behavior of the conventional least squares regression coefficientâ for a in (3) given byâ
where
We make the following condition on the expansion rate of the lag length k.
Assumption A4. n −1/3 k → 0 as n → ∞, and there exist c > 0, r > 0, such that ck > n 1/r .
The limit distribution ofâ is given by the following theorem.
Theorem 1. Under assumptions A1 to A4, when α = 1,
Remark 1. The limit distribution of the regression coefficientâ depends on unknown scale parameters ω and σ , and thus the statistic nâ can not be used directly for unit root testing. However, ω and σ can be consistently estimated, and there exists a simple transformation of the statistic nâ which eliminates the nuisance parameters asymptotically. In particular,σ 2 = ê 2 tk /n is a consistent estimator of σ 2 , and ω 2 can be consistently estimated by the AR estimatorω 2 =σ 2 /(1 − β j ) 2 . Thus, we define
Under the null hypothesis that α = 1, it is apparent that the modified coefficient test statistic
has the same limit distribution as that of the Phillips Z α test and the original Dickey-Fuller coefficient test. A minimal condition for a satisfactory statistical test is that it should be able to discriminate between the null hypothesis and a fixed alternative with probability one in large samples. The next theorem guarantees this property (for a definition of the spectral density, see the proof of Theorem 1 in the Appendix).
Theorem 2. If y t is generated by (1) with
The divergence rate is sharp in the sense that n −1 ADF α → p c for some c = 0.
Remark 2. As the sample size n increases, the test statistic ADF α diverges faster under H 1 than the ADF t-ratio statistic, which is of order O p (n 1/2 ). This suggests that the coefficient based statistic is likely to have higher power than the t-ratio statistic in large samples. Another way of comparing power of statistical tests is to look at their behavior under the local alternative. It can be verified that under H c : α = 1 + c/n, the limit theory for the two tests is as follows
and
where J c (r ) = r 0 e (r −s)c dW (s), which are the same as those of the semiparametric Z α and Z t tests derived in Phillips (1987b) . Although both ADF α and ADF t are O p (1) under the local alternative for finite c, when c → −∞, it is easy to show using the results in Lemma 2 of Phillips
. These results, like those of the simple divergence rates, indicate that coefficient tests may be expected to have higher power than t-ratio based statistics, at least for large deviations from the null hypothesis. 1 Table 1 reports some results from a Monte Carlo experiment on the finite sample power of an ADF α test. In order to provide a comparison between the ADF α and ADF t test, we give here the size corrected power. The data generating process is (1) and four designs for the error structures are considered: AR(1) processes u t = ρu t−1 + ε t with ρ = 0.5, −0.5; and MA(1) processes u t = ε t − θε t−1 with θ = 0.5, −0.8, with ε t being i.i.d. N (0, 1), and n = 100 in both cases. The number of repetition in the experiment is 15 000. These results corroborate the findings of other simulation experiments that coefficient based tests have relatively higher power.
An Efficiently Detrended ADF Coefficient Test
Many macroeconomics variables, such as income, or consumption, are often characterized as 'integrated processes with drift', and can be expressed as the sum of a unit root process with zero-mean increments and a linear trend. Generally, if we allow for a deterministic trend in time series y t , we have the following representation
where u t is defined as in the Appendix, Section A2 and x t is the p × 1 deterministic trend which satisfies the property that there exists a p × p scaling matrix D n and a piecewise continuous limit trend function X (r ) such that D n x (nr) → X (r ), as n → ∞, uniformly in r ∈ (0, 1). Without loss of generality and to simplify the proof, we consider the leading case of a linear trend where
The traditional way of removing this deterministic component in unit root tests is to run an OLS regression on an augmented equation. In the present case, this is simply
and we can construct the test statistics from the above regression. Including the deterministic trend in the ADF regression equation is equivalent to detrending the time series y t by OLS regression, and then applying the ADF regression to the detrended dataŷ s t = y t −γ x t . The limit distribution of the estimate a of a in regression (6) is given as follows.
Theorem 3. Under assumptions A1 to A4, when α = 1,
where W X is the detrended Brownian motion
which depends on the limit trend function X (r ).
The corresponding detrended ADF coefficient test can then be constructed as
Monte Carlo evidence indicates that unit root tests usually have low power against plausible trend stationary alternatives (see inter alia, Schwert (1989) , Diebold and Rudebusch (1991) , DeJong et al. (1992) , Phillips and Perron (1988) , Ng and Perron (1995) , Stock (1995) ). In recent years, much research effort has been devoted to the development of unit root tests with improved asymptotic properties. One of the mechanisms for increasing the efficiency of the unit root tests is related to point optimal test procedures. Under Gaussian or other distributional assumptions, the Neyman-Pearson lemma can be used to construct the most powerful test of a unit root against a simple alternative (see King (1988) , Dufour and King (1991) and Elliott et al. (1996) among others). In the case with no deterministic trend, recent work on the topic shows that there are virtually no power gains from using this approach over the coefficient test. However, when the time series contains a deterministic trend, the power of unit root tests can be improved if we perform the detrending regression in a manner that is efficient under the alternative (Elliott et al. (1996) ).
For alternatives that are distant from unit root, the Grenander-Rosenblatt (1957) theorem implies that OLS detrending like that in (4) will be asymptotically efficient. But a more relevant theory in the unit root case needs to give attention to alternatives that are closer to unity. Such alternative hypotheses can often be well modelled using local alternatives of the form
where c is a fixed constant. We can estimate the trend coefficient by taking quasi-differences on (4), and running a least squares regression of c y t on c x t , where c is the quasi-difference operator defined as c = 1 − L − (c/n)L, and L is the lag operator. If the fitted trend vector in this regression isγ , we compute the QD detrended series
which can now be used in the construction of unit root tests, just as in the case where there are no deterministic trends to be removed.
This detrending procedure is sometimes called GLS detrending in the literature because the regression based on quasi-differenced data has a stationary residual process under H 1 and thus is asymptotically equivalent to GLS estimation (e.g. Elliott et al. (1996) ). It is more accurate to describe the procedure as detrending after quasi-differencing (see Phillips and Lee (1996) and Canjels and Watson (1997) , for recent implementations) since full GLS is not used in the detrending regression, but only quasi-differencing. We therefore refer to the procedure as QD detrending.
To derive the asymptotics for the efficiently detrended ADF α test, it is convenient to employ the following matrix notation, ( c y 1 , . . . , c y t , . . . , c y n ). Thenγ = ( c X c X ) −1 c X c y, and we have the following asymptotic result for the QD detrended series y * t .
Lemma 1. Under assumptions A1 to A3 and when α = 1,
Remark 3. When the deterministic trend includes a constant term, the invertibility of X c (r ) X c (r ) dr depends on c not equaling zero, since otherwise the constant term and the coefficient of the linear trend t are not identified.
The detrended data y * t can be used to construct an ADF α test for a unit root by running the following regression
Letã be the estimated coefficient of a in this regression. Then the QD detrended ADF α statistic is
Theorem 4. Under assumptions A1 to A4 and when α = 1,
Remark 4. The limit distribution of the modified ADF α test depends on both the trend function and the value of c that is used in the quasi-differencing filter. This limit distribution has the same form as that of a modified semiparametric Z α test where we use efficiently detrended y in the construction of Z α (for an analysis of the modified Z tests using quasi-differencing detrended data, see Ng and Perron (1995) , among others). For the choice of local parameter c, Elliott et al. (1996) suggested c = −13.5 for the linear trend case. This is the approximate value where the power functions are tangent to the power envelope at a power of 50%. We conducted a simulation experiment to examine the effect of the choice of c on the finite sample performance of the tests. Table 2 reports the size corrected power of the quasi-differecing detrended ADF α tests for different choices of c, and compares them with the OLS detrended ADF α test. The data generating process in the experiment is (1) and n = 100, but the disturbance term u t is now i.i. d. N (0, 1) . Again, the number of repetition is 15 000. The Monte Carlo results in Table 2 indicate that for quite a wide range of choices of c, the QD detrended tests have reasonably good finite sample performance. The Monte Carlo results show that c = −13.5 is generally a good default choice, and we use it in the empirical analysis below.
Empirical Applications
In this section, we apply the ADF α test and its QD detrended version to the US macroeconomic time series to demonstrate the use of these tests, reassess previous empirical findings, compare different detrending procedures and examine the QD detrended tests for different choices of c. In particular, we examined the extended Nelson-Plosser data, the stock price data from Standard and Poor's series and the post-war quarterly US macroeconomics time series data. The general conclusion that many macroeconomic time series can be modelled by unit root processes is supported using these statistics. We report our empirical result on the extended Nelson-Plosser data and the post-war quarterly US macroeconomics data here. For an analysis of stock price data with these methods, readers are referred to an early version of the paper (Xiao and Phillips 1997).
The extended Nelson-Plosser data
The ADF α test and efficient detrending QD prefilter were applied to the 14 time series of the US economy studied in Nelson and Plosser (1982) Schotman and Van Dijk extended all these 14 series to 1988. In their original study, Nelson and Plosser conducted the ADF t test on these series and could not reject the unit root hypothesis at the 5% level of significance for all of the series except the unemployment rates. Perron (1988) arrived at similar conclusions using Z -tests. We consider the null hypothesis that the variables are difference stationary ARMA processes versus the trend stationary alternatives. We use three detrending procedures for the ADF α test: (T1): OLS detrending (T2): QD detrending with the choice c = −10 (T3): QD detrending with the choice c = −13.5. Thus, in the first test, we estimate the following ADF regression
In the second and third tests, we run ADF regression (6) for the QD detrended data y * t . The value c = −10 was chosen because the sample sizes of the Nelson-Plosser series are around 100 (80-129) and estimates of autoregressive coefficients in economic time series are often around 0.9, corresponding to 1 + c/n for n = 100, c = −10. Also the c value for which local asymptotic power is 50% is approximately −13.5 for the case of a linear trend (Elliott et al.1996) , so this value of c is another natural choice. To provide a basis for comparison, we also calculated the ADF t statistics based on these three detrending procedures. Although theoretically the lag length of the ADF regression should grow at a rate o(n 1/3 ), this rate does not provide much information about lag length selection for specific sample sizes. Monte Carlo evidence shows that use of model selection methods are useful in this respect and provide some improvement in the finite sample performance of the ADF t test. We use the BIC criterion of Schwarz (1978) and Rissanen (1978) in selecting the appropriate lag length of the autoregression for all three data sets considered in this paper. Since critical values of these QD detrended tests are not available in the existing literature, we calculate the critical values of the QD detrended ADF α and ADF t tests corresponding to different choices of c values by simulation experiments with data generated by (1) with α = 1 and Gaussian white noise u t , based on 15 000 replications. Table 3 and Table 7 provides the finite sample critical values for the cases of N = 100 and N = 200 respectively. Table 4 reports the values of the ADF tests based on OLS detrending. Table 5 and Table 6 give their values under QD detrending for c = −10 and c = −13.5. The estimated autoregressive coefficients are reported in the columns labelled 'α'. The two tests based on c = −10 and −13.5 give qualitatively the same results. We are interested in testing whether or not the AR coefficient differs from unity. For most of the time series, we can not reject the null of unit root at the 5% level of significance. A few series exhibit values of ADF α below the 5% level critical values. In particular, the unit root hypothesis is rejected for the unemployment series by all these tests (i.e. all three detrending procedures). For two series, per capita GNP and industrial production, unit c Royal Economic Society 1998 roots were rejected in the OLS detrended test, but not rejected in the QD detrending procedure. However, the calculated test statistics are very close to the corresponding critical values. Thus the evidence is marginal for these two series. The ADF t test gives qualitatively the same results.
In conclusion, our results in Tables 4-6 are generally in accord with the findings in Nelson and Plosser (1982) .
Post-war quarterly US data
In this section, we analysed some post-war quarterly US macroeconomic time series data. The data set consists of Real GDP, Real Investment, Real Consumption, and Employment. All these variables are from Citibase, over the period 1947:1-1993:4. The number of observations for these time series is 188. Table 7 gives the finite sample critical values for the case of n = 200. These critical values are calculated from simulation based on 15 000 replications. We tried the following detrending procedures for both ADF α and ADF t tests: Tables 8-12 give the estimated test statistics and coefficients for these five detrending procedures. We can not reject the null hypothesis of a unit root in all these tests at the 5% level of significance for the consumption series, which, as argued in Hall (1978) , should behave as a martingale. Thus, there is no evidence to reject the hypothesis that consumption behaves as a unit root process. We also find support for the hypothesis of a unit root in the series of real GDP, and employment in all these tests. For the series of real investment, the unit root hypothesis is rejected in the OLS detrended ADF α and ADF t tests. In QD detrending cases, when we choose c = −13.5, −20, the unit root hypothesis is rejected in the real investment series by the ADF α test, but not by ADF t test. For the values c = −10, −25, we can not reject a unit root hypothesis in any series. These results are generally in agreement with the conclusion of the extended Nelson-Plosser data that many macroeconomic time series are characterized by the presence of a unit root.
A. Appendix

A.1. Proof of Theorem 1
The limit distribution ofâ can be established in the following steps by using the BN (Beveridge and Nelson 1981) decomposition for the operators a(L) and b(L). Following the lines of Berk (1974) , we use the standard Euclidean norm, x = (x x) 1/2 , of a column vector and use the matrix norm B = sup{ Bx :
If k = o(n 1/3 ) and k goes to ∞ with n, then, under the null hypothesis, we have: and Dickey1984) , where
. . , ε n ) (Said and Dickey1984); (c) β − β converges in probability to 0 (Said and Dickey1984).
Use the BN decomposition, giving 
From (a), (b) and (c), the limit distribution of G −1
is the same as that of R −1 n G n Z ε. Thus the limit of nâ is the same as that of the first element in R −1 n G n Z ε, which is n −2 y 2 t−1 
A.4. Proof of Theorem 3 and Theorem 4
The proofs of Theorems 3 and 4 are similar, so we show the argument for Theorem 4. We know that a = (y 
