This Lecture book is about objective image quality assessment-where the aim is to provide computational models that can automatically predict perceptual image quality. The early years of the 21st century have witnessed a tremendous growth in the use of digital images as a means for representing and communicating information.
Preface
Although the topic of image quality assessment has been around for more than four decades, there has, until recently, been relatively little published on the topic.
Certainly this omission is not for lack of need or paucity of interest, since most image-processing algorithms and devices are, in fact, devoted to maintaining or improving the apparent quality of digitized images for human visual consumption.
Traditionally, image quality has been evaluated by human subjects. This method, though reliable, is expensive and too slow for real-world applications. So this book is about objective image quality assessment, where the goal is to provide computational models that can automatically predict perceptual image quality. Perhaps the first notable work in the field of objective image quality assessment was the pioneering work of Mannos and Sakrison, who proposed image fidelity criteria, taking into account human visual sensitivity as a function of spatial frequency [1].
Other important early work was documented in a book edited by Watson [2] . Yet, until the past few years, the field of image quality assessment has received relatively little attention, despite its recognized importance.
Indeed, image quality assessment has paradoxically remained not only both something of a Holy Grail for image-processing engineers and vision scientists but also a No-Man's Land of research and development work. Indeed, a recent
Web search, as we write this, reveals that 100 times as many articles are found for "image restoration" as for "image quality assessment" and nearly 400 times as many articles are found for "image enhancement." How do we explain this discrepancy? It would seem that quality assessment should be a necessary ingredient in developing restoration and enhancement algorithms. Is image quality assessment such a daunting problem, or an insoluble one, that researchers have avoided wasting their efforts?
viii PREFACE Well, human observers are able to accurately and consistently judge image quality (at least to a considerable extent)-so it can be done. But, can we emulate or at least come close to matching human performance, using today's software and computing engines? There are difficult barriers, to be sure. Solving the problem requires matching image quality to human perception of qualitywhich requires that we understand these aspects of human vision-at least at the "black box" input/output system description level, if not (yet) at the level of neural function.
The exciting news is that such models have been forthcoming, even if they are simple, and we are able to use these models to create image quality assessment algorithms that correlate quite well with human performance. Indeed, the last 5 years have seen a sudden acceleration in progress and interest in the area, which, not coincidentally, has corresponded with a rapid rise in interest in digital imaging The purpose of this Lecture book is threefold. Our first goal has been to introduce the fundamentals of image quality assessment, and to explain the relevant engineering problems. The second goal has been to give a broad treatment of the current state-of-the-art in image quality assessment, by describing leading algorithms that address these engineering problems under different assumptions. We have categorized the available algorithms according to the knowledge that they have available regarding the "true" or undistorted image, the form of the distortion(s), and the knowledge regarding human vision that is used. The third goal has been to provide new directions for future research, by introducing recent models and paradigms that significantly differ from those used in the past, that have produced excellent results, and that are still conceptually new enough that they might yet be significantly improved by further study.
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The perspicacious reader might notice right off that several related topics are missing, among which two important topics are quality assessment of color images and of videos. Both of these image types represent new directions of work that will require careful modeling of the associated visual processes. We have not included a discussion of color images, since any such discussion would require a nearly booklength discussion of color spaces, color rendering and display, and color perception.
Unfortunately, covering these topics would dwarf the contributions made thus far in the still-nascent field of color image quality assessment-so a book covering color image quality assessment is premature-although inevitable. Likewise, video quality assessment is still in the early stages of development, primarily since the modeling of video distortions and of human perception of moving images lags what is known about still images. Yet video quality assessment is one of the most fertile directions of inquiry in the field, and certainly the most relevant, given the ubiquity of streaming videos for digital television, the Internet, and the emerging field of digital cinema. We expect great strides in the field of video quality assessment in the very near future.
The book is intended for a wide readership. It is intended to be accessible to university students curious about the state-of-the-art of image quality assessment, expert industrial R&D engineers seeking to implement image/video quality assessment systems for specific applications, and academic theorists interested in developing new algorithms for image quality assessment or using existing algorithms to design or optimize other image processing applications.
As authors, we are excited to be part of the new and innovative publishing project that has been instituted by Morgan and Claypool-it is gratifying to be part of the state-of-the-art both in our field of inquiry and in book writing in the digital Internet age. Mike Morgan and Joel Claypool are taking an important and courageous step toward changing the face of publishing, and we thank them for including us in their effort.
We would like to thank Joel Claypool in particular for his amazing and tireless patience and gentle persuasiveness in making both this Lecture and the
Introduction
The early years of the 21st century have witnessed a tremendous growth in the use of digital images as a means for representing and communicating information. A significant literature describing sophisticated theories, algorithms, and applications of digital image processing and communication has evolved [3] . A considerable percentage of this literature is devoted to methods for improving the appearance of images, or for maintaining the appearance of images that are processed. Nevertheless, the quality of digital images, processed or otherwise, is rarely perfect. Images are subject to distortions during acquisition, compression, transmission, processing, and reproduction. To maintain, control, and enhance the quality of images, it is important for image acquisition, management, communication, and processing systems to be able to identify and quantify image quality degradations. The development of effective automatic image quality assessment systems is a necessary goal for this purpose. Yet, until recently, the field of image quality assessment has remained in a nascent state, awaiting new models of human vision and of natural image structure and statistics before meaningful progress could be made.
SUBJECTIVE VS. OBJECTIVE IMAGE QUALITY MEASURES
Since human beings are the ultimate receivers in most image-processing applications, the most reliable way of assessing the quality of an image is by subjective evaluation. Indeed, the mean opinion score (MOS), a subjective quality measure requiring the services of a number of human observers, has been long regarded as the best method of image quality measurement. However, the MOS method is expensive, and it is usually too slow to be useful in real-world applications.
The goal of objective image quality assessment research is to design computational models that can predict perceived image quality accurately and automatically.
We use the term predict here, since the numerical measures of quality that an algorithm provides are useless unless they correlate well with human subjectivity. In other words, the algorithm should predict the quality of an image that an average human observer will report.
Clearly, the successful development of such objective image quality measures has great potential in a wide range of application environments.
First, they can be used to monitor image quality in quality control systems.
For example, an image acquisition system can use a quality metric to monitor and automatically adjust itself to obtain the best quality image data. A network video server can examine the quality of the digital video transmitted on the network to control and allocate streaming resources. In light of the recent gigantic growth of Internet video sources, this application is quite important.
Second, they can be employed to benchmark image-processing systems and algorithms. For instance, if a number of image denoising and restoration algorithms are available to enhance the quality of images captured using digital cameras, then a quality metric can be deployed to determine which of them provides the best quality results.
Third, they can be embedded into image-processing and transmission systems to optimize the systems and the parameter settings. For example, in a visual communication system, an image quality measure can assist in the optimal design of the prefiltering and bit assignment algorithms at the encoder and of optimal reconstruction, error concealment, and postfiltering algorithms at the decoder.
In the design and selection of image quality assessment methods, there is often a tradeoff between accuracy and complexity, depending on the application scenario. For example, if there were an objective system that could completely simulate all relevant aspects of the human visual system (HVS), including its built-in knowledge of the environment, then it should be able to supply precise predictions of image quality. However, our knowledge of the HVS and our models of the environment remain limited in their sophistication. As we increase our knowledge in these domains, then it is to be expected that image quality assessment systems that come very close to human performance will be developed.
However, it is possible that future quality assessment systems that include such knowledge-based sophistications might require complex implementations, making them cumbersome for inclusion in image-processing algorithms and sys-
tems. Yet, it is also possible that elegant solutions will be found that provide superior performance with simple and easily implemented processing steps. Indeed, in later chapters we will describe some systems of this type that provide superior performance relative to previous technologies.
Historically, methods for image quality assessment have mostly been based on simple mathematical measures such as the mean squared error (MSE). This is largely because of a lack of knowledge regarding both the HVS and the structure and statistics of natural images. It is also owing to the analytic and computational simplicity of these measures, which makes them convenient in the context of design optimization.
However, the predictive performance of such systems relative to subjective human quality assessment has generally been quite poor. Indeed, while these methods for quality assessment have found considerable use as analytic metrics for theoretical algorithm design, they have long been considered as rather weak for assessing the quality of real images, processed or otherwise. Indeed, the field of image quality assessment, until the last decade, remained in a largely moribund state. Owing to a lack of driving forces in the form of new models for human visual perception of images, or of image formation, natural image structure, and natural scene statistics, research into image quality assessment was nearly nonexistent, a sort of Rodney
Dangerfield of vision and image engineering.
WHAT'S WRONG WITH THE MSE?
Perhaps the simplest and oldest (and, unfortunately, still the most used) objective image quality measure is the MSE. We will begin by defining the MSE and quality measures based on it, and we will also explain why it is such a poor device to be used in quality assessment systems, despite its prevalence.
Let x = {x i |i = 1, 2, · · ·, N} and y = {y i |i = 1, 2, · · ·, N} represent two images being compared, where N is the number of image samples (pixels) and x i and y i are the intensities of the i-th samples in images x and y, respectively. Note that this indexing arrangement does not account for the spatial positions of, or relationships between pixels, but rather, orders them as a one-dimensional (1-D) vector.
Since the MSE can be defined exactly using this 1-D representation, it is apparent that the MSE does not make use of any positional information in the image, which might be valuable in measuring image quality. But there are other important reasons for criticizing the MSE as well.
Assume that x is an "original image," which has perfect quality, and that y is a "distorted image," whose quality is being evaluated. Then, the MSE and a related and often-used quality measure, the peak signal-to-noise ratio (PSNR), are, respectively, defined as The MSE can be generalized by using a general l p norm, or Minkowski metric, as an image quality measure:
where p ∈ [1, ∞).
The value p = 1 results in the mean absolute error measure (subject to a normalization constant), p = 2 yields the square root of MSE (subject to a normalization constant), and taking p = ∞ gives the maximum absolute difference measure:
All of these measures are easy to compute. Among them, the MSE is often the most convenient for the purpose of algorithm optimization, since it is differentiable, and, when combined with the tools of linear algebra, closed-form solutions can often be found for real problems. In addition, the MSE often has a clear physical features of the HVS are not accounted for by the MSE. We will give more detailed descriptions about these HVS features and how they can be used to design image quality assessment algorithms in Chapter 2. In this section, however, let us look at the problem from a different angle that may provide us with a more straightforward answer based on the mathematical properties of the l p norms.
Although it has not been stated by most authors, whenever one chooses to use an l p norm to predict perceptual image quality, a number of questionable assumptions have been made:
1. Perceptual image quality is independent of any spatial relationships between image signal samples. As a result, changing the spatial ordering of the image signal samples does not affect the distortion measurement.
2. Perceptual image quality is independent of any relationships between the image signal and the error signal. As a result, for the same error signal, no matter what the underlying image signal is, the distortion measure remains the same.
3. Perceptual image quality is determined by the magnitude of the error signal only. As a result, changing the signs of the error signal samples has no effect on the distortion measurement.
4. All signal samples are of equal importance in perceptual image quality.
Unfortunately, not one of these assumptions holds (even roughly) for perceptual image quality assessment. This is demonstrated in Figs. 1.2-1.5.
In Fig. 1 
