Here, we show that a problem of forced polymer loops can be mapped to an asymmetric simple exclusion process with reflecting boundary conditions. The dynamics of the particle system can be solved exactly using the Bethe ansatz. We thus can fully describe the relaxation dynamics of forced polymer loops. In the steady state, the conformation of the loop can be approximated by a combination of Fermi-Dirac and Brownian bridge statistics, while the exact solution is found by using the fermion integer partition theory. With the theoretical framework presented here we establish a link between the physics of polymers and statistics of many-particle systems opening new paths of exploration in both research fields. Our result can be applied to the dynamics of the biopolymers which form closed loops. One such example is the active pulling of chromosomal loops during meiosis in yeast cells which helps to align chromosomes for recombination in the viscous environment of the cell nucleus.
Introduction
Simple models in polymer physics capture generic polymer features [1, 2] . These features are often very robust and govern behaviors of experimentally observed systems. For example, the freely jointed chain model [2] can capture the statistics of spatial configurations of a polymer and explain its behavior in situations where the free energy is dominated by configurational entropy [2, 3] .
The problem of polymer dynamics raises additional challenges. The Rouse model, representing a polymer as a chain of beads connected by harmonic springs [4] , its extension to account for hydrodynamic interactions between the beads by Zimm [5] , and the reptation model [1] were successful in describing various aspects of polymer dynamics, relaxation and rheology [1, 2] . In experimentally relevant settings, polymers are often subjected to geometrical constraints such as confinement, pinning, or looping [6] [7] [8] [9] . Further level of complexity exists in a biological context when the systems of interest are intrinsically out of equilibrium and thus the applicability of the concepts from equilibrium statistical physics is limited. Therefore, the situations where models of polymer dynamics can be solved exactly are rare but exist. In this paper, we present an exact solution for the dynamics of the forced polymer loop. This solution is based on an unexpected mapping of the polymer problem to a well known many-particle dynamical system: the asymmetric simple exclusion process (ASEP).
We demonstrate that the one-dimensional version of the forced pinned polymer loop model can be mapped to the ASEP model with reflecting boundaries. We obtain exact solution to the dynamics of the ASEP model [10] [11] [12] by using the Bethe ansatz method. In particular, this allows us to calculate the longest relaxation time of the polymer loop as a function of the external force. Interestingly, the relaxation time calculated for the onedimensional model provides an excellent estimation for the longest relaxation time of a three-dimensional polymer chain in the direction of the force obtained in Brownian dynamics simulations. In the steady state regime, we find that the conformations of the one-dimensional polymer are well approximated by a combination of Fermi-Dirac and Brownian bridge statistics. They are exactly enumerated via the fermion integer partition theory. Thus the central result of this paper is the full analytical description of both the stationary state and dynamics of the forced polymer loop via the mapping to the exactly solvable ASEP model. Loop geometry is generically occurring both in polymer and biological problems [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Recently, we have shown that the model of forced polymer loops could be used to quantify homologous chromosome alignment in yeast cells [23] . During meiosis in fission yeast, chromosomes in the nucleus form loops and are actively pulled by molecular motors from one end of the elongated cell to the other in a periodic movement [24, 25] . In this process, viscous drag forces stretch the chromosomal loops, which reduces configurational fluctuations and brings the chromosomes in physical proximity, suitable for recombination. By considering the period of the movement when chromosomes are pulled with nearly constant speed, this non-equilibrium problem could be mapped to the equilibrium fluctuations of a three-dimenensional pinned and forced polymer loop in an external force field. The statistics of the steady state configuration of the loop could be obtained from a theory of random walks and the partition function approach [23] . However, this analysis only provided predictions for the stationary state and left the dynamics of the process beyond its reach. The theory developed in this study fully covers the dynamics of the pinned and forced polymer loops.
The manuscript is organized as follows. In section 2 we motivate the setting of the pinned and forced polymer loops. We begin with a brief introduction to a three-dimensional model and then formulate the corresponding one-dimensional version. All analytical results in this paper are for this one-dimensional model. We will return to three-dimensions in the final parts of the paper when comparing the analytical results to the Brownian dynamics simulations. In section 3, we map the configurations and dynamics of the one-dimensional polymer loop model to those of the particle system. In section 4, we provide the solution to the stationary regime both by an approximate Brownian bridge theory and by the exact integer number partition theory. In section 5, we solve the dynamics of the ASEP model and illustrate how the exact solution of the one-dimensional system can be used to describe the relaxation dynamics of the three-dimensional polymer loop in section 6. Finally, discussion and conclusions can be found in section 7.
Pinned and forced polymer loops
We consider the statistics of static configurations and the dynamics of polymers that form closed loops and that are pulled by an external field while being pinned at one point. An interesting example for such a system is given by the movement of chromosomes in fission yeast during meiosis. Three pairs of homologous chromosomes of the fission yeast bind their telomeric ends to a single protein complex thus forming a loop configuration. Microtubles protruding from this protein complex in the cytoplasm are being pulled on by molecular motors. Molecular motor activity and micrtotubule polymerization/depolymerization dynamics result in a periodic movement of the chromosomes and the whole nucleus inside of the elongated cell [24] . The role of this periodic motion is the alignment of chromosomes that is necessary for recombination to happen. During half of the period of nuclear movement, chromosomal loops are pulled with nearly constant speed [24] through the viscous intracellular environment. The viscous drag force stretches the chromosomal loops and thus helps them to align for recombination. Microscopic scales of the problem, low velocity of motion and high viscosity of the intracellular environment correspond to the regime of low Reynolds numbers.
We therefore consider a setting of the polymer loop pulled with a constant speed through a viscous fluid, see figure 1(a). By changing the coordinate system to the frame of references moving with the pulling speed, we obtain the situation where a polymer loop is pinned at the pulling point and stretched by the viscous forces due to the constant velocity motion of the surrounding fluid. If we neglect the forces arising from the hydrodynamic self-interaction of the polymer we arrive at a simplified picture, where a uniform Stokesian drag force F acts on every monomer of the loop, figure 1(b) . Thus we made a transition from a polymer loop pulled with a constant speed through a viscous fluid ( figure 1(a) ) to a polymer that is pinned and stretched by a constant force field ( figure 1(b) ).
We are interested to study fluctuations in such a system of a pulled and pinned polymer loop. If a pinned polymer loop is stretched by an external conservative force field, the system relaxes to a thermodynamic equilibrium and one can apply equilibrium statistical mechanics at fixed temperature T. The dynamic fluctuations and the response functions in such system obey the fluctuation dissipation theorem. In the case where the force field results from hydrodynamic friction forces due to pulling of a polymer loop at constant velocity, as is the case during nuclear movement in yeast cells, the force field is not conservative and the system is not near thermodynamic equilibrium. In this latter case, fluctuations and response do not obey a fluctuation dissipation theorem and equilibrium statistical mechanics does not hold.
In this study, we consider for simplicity the case where Boltzmann statistics can capture static fluctuations and a fluctuation dissipation theorem holds. This case corresponds either rigorously to a pinned and pulled polymer loop in a conservative force field or it serves as an approximation for a pinned polymer loop that is pulled by hydrodynamic flow. This approximation is very good if fluctuating forces can be well approximated by Gaussian white noise. The system can then be mapped to an equilibrium system and the noise strength plays the role of an effective temperature. The validity of such an approximation has to be tested in an experimental situation such as the chromosome movements in fission yeast [23] . In the following we focus on this equilibrium case and also use it as a simplified model for the non-equilibrium case that provides the main motivation for our work. We now introduce the forced and pinned polymer model and its one-dimensional version.
Polymer model of the pinned and forced loop
We consider a polymer loop that is pinned at one point and is subjected to a constant force vector F acting on every monomer in the polymer chain, see figure 1(b). The polymer is represented as a chain of beads located at positions r i with i=0, 1, K, L, freely jointed by rigid rods in three-dimensional space [2] . The rod length a corresponds to the Kuhn length of the polymer and the number of monomers is denoted by L. The polymer is subjected to fluctuations characterized by an effective temperature T. For simplicity, we do not consider excluded volume effects. This three-dimensional model has been used to study the statistics of spatial configurations of the polymer loop in the steady state [23] . In the present work we are interested in the dynamics of this model. We first introduce a one-dimensional version of this model which permits the use of powerful analytic approaches discussed in sections 3-5. We will also use the three-dimensional model to perform Brownian dynamics simulations described in section 6.
One-dimensional pinned forced polymer loop
In one-dimension, the position of the bead i is denoted by the coordinate z i , i=0, 1, K, L, see figure 1(c). A constant external force F acts on every bead along the z-coordinate in the positive direction. We characterize the direction of the rod j as e z z a
) which can assume two values e j =±1, either pointing along or against the force. The position of every bead is the sum over all rod directions leading to this bead multiplied by the length of the rod: z a e i j i j 1 = å = . The loop is pinned at beads i=0 and i=L implying z 0 =z L =0. The configuration of the loop is uniquely defined by the set of directions of every rod e i i L 1 = { } . Importantly, the setup of the one-dimensional polymer loop can be mapped to a particle system both in its stationary configurations and dynamics. In the co-moving frame of reference, the loop is pinned (magenta colored bead). By neglecting the hydrodynamic self-interaction of the polymer, there is a constant viscous drag force F acting on every monomer in z-direction. (c) Sketch of the one-dimensional polymer loop. Each bead j is characterized by its coordinate z j . Two beads are separated by a distance a. Each rod connecting two consequent beads j 1 -and j has an associated direction e j which can take two values ±1. External force points in the positive direction of the z-axis. (d) Several possible configurations of a one-dimensional polymer mapped to the configurations of particles on the lattice. In the lattice, the energy of the particle increases from left to right. The energy gap between two neighboring lattice sites is E aF 2 D =
. Flipping of rods against the force field in the polymer model corresponds to a particle configuration with higher energy. (e) The hopping of a particle corresponds to the flipping of two rods connecting to the same bead. Only a pair of two differently directed rods can flip, which corresponds to hopping of a particle to an empty lattice site. Hopping to occupied sites is forbidden. The hopping process is asymmetric as indicated by two different hopping rates α and β. It is energetically more favorable to flip the rod along the force field, than against it.
3. Mapping of a one-dimensional polymer loop to a particle system
We can map the configuration of the one-dimensional polymer model to a one-dimensional many-particle system on a lattice. The two possible directions of every rod e j =±1 are mapped to the state Z j of a lattice site j, which is either occupied by a particle (Z j =1) when the rod points along the force or empty (Z j =0) if the rod points against the force, see figure 1 with a clear physical interpretation: there must be an equal number of rods pointing along and against the force field to form a loop.
Mapping the polymer configurations
Each polymer loop configuration can be characterized by the corresponding potential energy, which is defined as the work against the external force acting on the beads required to generate a configuration:
By exchanging the order of the double summation in equation (2) and utilizing the loop condition z z 0 L 0 = = we obtain the potential energy in particle representation:
. One immediately recognizes the similarity between the energy expression equation (3) and the energy of a system consisting of L/2 Fermions distributed over L equidistant energy levels ΔE, K, LΔE, where Z j can be interpreted as an occupation number. Clearly the lowest energy of the system corresponds to Z j =1 for j L 2  and Z j =0 otherwise (a fully stretched polymer loop), see figure 1(d). When the system is in contact with a thermal bath at temperature T>0, it is possible to excite other configurations. Importantly, for all energy levels except for the ground state, there are multiple corresponding polymer (or equivalently particle) configurations, see figure 1(d). Thus the task of finding the equilibrium statistics of the system is equivalent to quantifying the degeneracy of each energy level.
Mapping the polymer dynamics
Configurations of the polymer loop can evolve in time if two rods that connect to the same bead simultaneously flip their orientation (see illustration in figure 1(e) ). This process corresponds, in particle representation, to a particle hopping on a lattice. The flip can occur only if the two rods that connect to the bead have opposite directions. In the particle picture, that means there is an empty lattice site next to a particle where it can hop to. A particle cannot hop to a lattice site that is already occupied by another particle. For simplicity, we shall assume that only single-particle hopping is allowed for the rest of our analysis. In the polymer picture, this corresponds to demanding that only the smallest segment of the loop-a single bead-is allowed to move at any given time, and there are no simultaneous movements of longer segments.
The resulting process in the particle picture is a one-dimensional ASEP, see figure 1 (e). The pinning condition implies that there is no hopping beyond the boundaries at i=0 and i=L, thus the boundaries are reflecting. In the polymer picture, for each flip, one bead has to travel a distance of a 2  . The asymmetry of the flipping process results from the force acting on the beads: if, as a result of the flip, the bead moves in the direction of the force, such flip will be energetically more favorable than flipping the bead against the force. Thus we see that the dynamics of the one-dimensional polymer loop can be mapped to the ASEP problem. We can now describe this dynamics using the language of the ASEP model [10] [11] [12] .
We denote the rate of particle hopping to the right and to the left with α and β respectively. In order to map the dynamics, we start with the case F=0. In this case, there is no bias of any configurations so we have α=β. The value of the hopping rates is related to the flipping time scale of two rods in the polymer picture. Note that in the strictly one-dimensional setting, we cannot define the continuous process of flipping but only its initial and final states. For now we estimate the flipping time by a typical time scale τ 0 for a bead to diffuse a distance of the order of the rod length a in one-dimension. Then the total hopping rate r a b + ≔ can be estimated as
where we used the diffusion constant of the bead given by Einstein relation D k T B g = and γ is the friction coefficient [26] . As a result, we have α=β=r/2 in the case of F=0. Importantly, later we will be able to validate this hopping rate by benchmarking our results with the Rouse theory (see below). Now we turn to the case F 0 ¹ . In this case, the hopping of particles is biased by the external force field, and we assume the local detailed balance condition [12, 27] to be fulfilled:
where ΔE is the energy change when flipping a bead against the force field. We emphasize that equation (5) in general does not mean the system is in equilibrium, for which the detailed balance condition P P eq eq a b h h = ¢ ( ) ( ) has to be fulfilled. Here P eq h ( ) is the equilibrium probability of the configurations η and h¢ which are different by a single hopping step of one particle to the left. ASEP with periodic boundary condition is an example where the local detailed balance holds while the global detailed balance is violated because P eq h ( ) is uniform. However, the global detailed balance is satisfied for the case of reflecting ASEP discussed here [12, 28] .
In order to fully determine the hopping rates α and β, one more constraint is required in the case of F 0 ¹ .
Here, we adopt the same argument used in driven lattice gas systems [12] . Namely, by introducing an external force field, the hopping rate along the force field β is enhanced by a factor κ so that β=κr/2, and the hopping rate against the force field α is reduced by the same factor so that r 2
, and the corresponding left and right-hopping rates for the ASEP system:
The mapping can be generalized to other topologies of the polymer, for example, an unpinned polymer loop corresponds to L/2 particles on L lattice sites with periodic boundaries and a free polymer chain corresponds to an open lattice of length L filled by arbitrary (but not larger than L) number of particles. Having described the mapping of the one-dimensional pinned polymer loop model to the ASEP system, we now turn to its detailed analysis starting from the stationary state regime.
Stationary state statistics of the polymer loop
There are two approaches to describe the stationary state statistics of the polymer loop: the first one is an approximate solution based on the concept of random walks, and the second one is exact and based on integer number partition theory. We first give the approximate solution via the random walk approach.
Random walks with Fermi-Dirac statistics
In the absence of force, the configuration of the loop in space is equivalent to a trajectory of a one-dimensional unbiased random walk [29] consisting of L steps, where each step corresponds to a rod in the chain. This random walk, however, has to start and end at the same point to fulfill the loop constraint. Mathematically, this is known as the Brownian bridge problem and can be solved to find the statistics of every bead position to be Gaussian with its variance depending on the index of the bead in the chain [30] [31] [32] . We generalize the Brownian bridge solution to the case of non-zero force: we first clarify how the statistics of random walk steps changes in the presence of a force and then we enforce the Brownian bridge condition to form a loop [23] .
To find the statistics of the random walks in the presence of the force, we use the mapping to the particle system. The probability to make the ith step along the direction of the force is equivalent to the occupation probability Z i of the lattice site i. To calculate occupation probabilities, we first relax the fixed number of particles constraint and use the grand canonical ensemble, which allows for the exchange of particles with an external reservoir [33, 34] . We will require the number of particles to be equal to L/2 on average, which corresponds to the loop condition being satisfied only on average. We then use the Brownian bridge condition to reinforce the fixed number constrain and thus the exact fulfillment of the loop condition.
In the grand canonical ensemble the probability distribution of Z j corresponding to energy in equation (3) is the Fermi-Dirac distribution [23, 33] :
with a chemical potential μ=(L+1)/2 obtained from the requirement that on average there are L/2 particles in the system. With relation of Z j and the direction e Z 2 1
)of rod j we can compute the distribution of e j . The Fermi-Dirac distribution reveals that in the presence of the external force field, the first half of the steps is biased in the direction of force, whereas the second half of steps has higher probability of pointing against the force field. Given the probability distribution of the occupation numbers (and equivalently the directions of the rod), their mean and variance can be easily calculated:
From the statistics of individual steps we can construct the corresponding random walk process. Let us look at its trajectory connecting beads k and l, l k > and the corresponding propagator z z z 0
Remarkably, according to the Lindeberg-Feller central limit theorem [35, 36] , in the limit l k 1 - , this propagator is Gaussian with mean and variance equal to the sum of mean and variance of all individual steps leading from bead k to l. We therefore found the statistics of random walks in the presence of the external force field. However, due to the grand canonical approach, such random walks return to the origin only on average. While this random walk correctly describes the mean position of every bead, it does not capture the fluctuations of bead position. To determine the variance of the bead position we have to enforce the loop condition.
Imposing the loop condition
The Brownian bridge condition ensures that a bead with an index i is a part of a random walk loop of length L. At the bead i two pieces of random walk trajectory with lengths i and L−i meet at the position of the bead and belong to the same loop. Thus the probability density function of finding the bead i at a given coordinate z is given by [23, 32] .
In the case of the pinned polymer loop, the propagators in the above expression are Gaussian distributions with a mean and variance obtained as a sum of means and variances of all contributing individual steps of the random walk. Importantly, because each propagator entering the above equation (9) is Gaussian, the resulting z z
[ ] is given by(8b). We can now compare these results with direct Monte Carlo simulations of the one-dimensional pinned polymer loop in an external force field (which in practice are the simulations of the corresponding ASEP model). In figure 2, we plot the mean (a) and variance (b) of the positions of the beads for different strengths of the external force field. With increasing force, the polymer becomes more stretched and the fluctuations decrease. In the limit of zero force, we recover the well known result of the standard Brownian bridge problem [35] . Although calculating the sums involved in the estimation of the mean and variance does not present any particular difficulty, for large temperatures the sums can be approximated by integrals and evaluated explicitly (see appendix A for details).
Fermion integer number partition theory
Although the Brownian bridge approach provides a good estimates of the mean and the variance of the equilibrium position of every bead, it is an approximation relying on the central limit theorem and thus requiring that the number of beads is sufficiently large. Here we derive the exact solution of the stationary state of the ASEP with reflecting boundaries using restrictive integer partition theory [37] . Exact solution of this particular model can be obtained. It establishes links to the number theory and theory of ASEP. First we change the basis of the fermionic many-particle system from its microscopic configurations
, where E 0 is the ground state. In this representation, the configuration space is a one-dimensional lattice with a finite support. Without loss of generality, we set the constant energy E 0 0 = . The difficulty of using this basis is to determine the degeneracy of the microscopic states which have the same energy. We denote the number of microscopic states with energy E as g(E ). Once g(E) is known, the partition function of the system in the canonical ensemble can be formally written as
The problem of determining g(E) can be solved with the help of the closely related problem of integer partition in number theory [37] . Consider the system with the energy E E n L n 1 2 = å = , where E n is the energy of the particle n. Then g(E) is the number of possible ways to partition the total energy E into the summation of L/2 components E n with the constraint
, which is the number of possible ways to partition the integer K into the summation of
. From the number theory we can find the generating function Φ (q) of g(K ), which turns out to be the Gaussian binomial coefficient [37] :
is a q-number [37] , and q E k T exp B = D ( )in this case. By comparing equations (11) and(12) we can find an explicit and exact expression for the partition function of the polymer loop problem:
Knowing the partition function, we can calculate the occupation probability of each site (see appendix A for details). For large L?1 the exact result is almost indistinguishable from the approximation based on the Brownian bridge approach. However, for small L the difference becomes apparent (figure A1 in appendix A). We note that an equivalent result for the generating function of the ASEP with reflecting boundaries was calculated based on U SU 2 q ( ( ))quantum group approach in [28] . This section used the mapping of the polymer loop problem to the particle system to explore the statistics of the stationary state. In the next section, we will consider the dynamics of the polymer loop by finding the exact solution to the corresponding ASEP model.
Exact solution of ASEP dynamics with reflecting boundaries
We present the exact analytical solution of the ASEP with reflecting boundaries using the Bethe ansatz method [38] [39] [40] . The master equation and boundary conditions which define the dynamics of the system as well as further technical details are provided in appendix B. Here we outline the major steps of the solution.
We denote P x x x t , , , ;
) the time dependent probability of finding N particles at coordinates
To solve the master equation we first use the standard separation of variables ansatz P x x x t x x x , , , ; , , , e
) and aim to find the functions Ψ k and the corresponding eigenvalues Λ k . The main idea of the Bethe ansatz method used here is to use the eigenfunctions, which are obtained from a solution for a single-particle hopping on a lattice, as building blocks to construct Ψ k for the many-particle system (in contrast to using the plane waves of the standard Bethe ansatz previously employed to solve the ASEP model with periodic boundaries [10, 40] ). A single-particle solution has two types of eigenfunctions. The first type corresponds to a zero eigenvalue which we refer to as stationary 
where q=α/β and constants A, A ± and p are determined from initial and boundary conditions. We now write down the Bethe ansatz for N particles as:
The ansatz is represented as a product of functions The case of stationary composition corresponds to the eigenvalue Λ 0 =0 and delivers the stationary distribution in agreement with the previously calculated partition function(13) (see appendix A for details) and the result of [28] :
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When the ansatz Ψ k , composed solely from non-stationary functions, is substituted into the master equation and boundary conditions are imposed, we obtain the following expression for the eigenvalues: 
. Bethe equations follow from boundary and particle mutual exclusion conditions. We expect to The central technical difficulty is to solve the Bethe equation to get the sets of wave vectors and the corresponding set of the eigenvalues. In general, it is a non-trivial task to show that the eigenvalues obtained through the Bethe ansatz approach indeed form a complete set, see for example [41] . We determined the solutions of the Bethe equation numerically and compared the eigenvalues to those obtained by direct diagonalization of the transition matrix in the master equation, see figure 3 . In figure 3 , we also show that the eigenvalues of the system with a smaller number of particles are always contained in the set of eigenvalues of a system with larger N. Importantly, the subset of eigenvalues corresponding to the single-particle solution can always be calculated explicitly:
Numerical evidence suggests that the single-particle solution provides the smallest (in absolute value) negative eigenvalue (k = 1) and thus determines the longest relaxation time
Interestingly, this time does not depend on the particle number N. That means, for example, that for polymer topologies with two ends pinned not at the same but at two different points (which corresponds to N being different from L/2) the relaxation times will be the same. Note that an estimate of the relaxation time was also obtained in [28] , which is consistent with our exact result equation (21) . A very recent manuscript [42] arrived at the same result of equation (21) but in a very different context. The authors of [42] calculated the spectral gap of the Markov chain corresponding to the biased card shuffling problem. They also showed that the time corresponding to this gap is the same as the relaxation time of the ASEP with reflecting boundaries. The method of [42] relies on a discrete version of the Cole-Hopf transform commonly used to solve the nonlinear Burgers equation and allowed the authors to identify the spectral gap. We now consider an important limiting case of equation (21), when L is large. We can expand the cosine term and get
In the case of no external force (F = 0), α=β and we arrive at
It is instructive at this point to recall the Rouse relaxation time of the classical bead-spring model, where a polymer is described as a chain of beads connected by harmonic springs [2] . The bead-spring model can be modified to explicitly accommodate the constraint of the pinned loop. It can be shown that it has the same relaxation Rouse time as an unconstrained chain and it is given by equation (22) [43] . By this limiting case we thus validate our choice of the hopping rate r in the particle system. Note the relationship of the relaxation time in the exclusion process to the relaxation time of the Rouse model was also discussed in [44] in the context of reptation model. We should point out that in the limit of the very strong force for a fixed (but large enough) system size L (or in the limit of L  ¥ for a fixed force F) the relaxation time converges to a finite value and is independent of the system size (this can be easily checked by doing the corresponding asymptotic expansion in the exact formula equation (21)). In the picture of a single-particle hopping on a lattice, that could be understood as a situation where at equilibrium the particle is forced to one of the boundaries. Then, either the force is large enough to confine the motion of the particle near to the boundary, or the system size is so large, that the particle behaves effectively as moving on a semi-infinite domain with a single reflecting boundary and thus independent of the actual system size L. In summary we have demonstrated that the mapping of the one-dimensional polymer model to the ASEP particle system provides solution of the polymer dynamics via the Bethe ansatz approach. However, one may argue that the one-dimensional polymer model is a gross simplification and thus question the relevance of the obtained results for the real polymers. To address this point we compare our results to the relaxation dynamics of a polymer loop in three-dimensions.
Relaxation dynamics of a three-dimensional polymer loop
We performed Brownian dynamics simulations of a bead-rod model in three-dimensional space with polymer loop pinned to one point and subject to an external force field (see appendix C for details of numerical simulations). Our focus was on the relaxation dynamics of the polymer loop. By calculating the autocorrelation function of the z-component of the diameter vector r r r
, we extracted the longest relaxation time of the polymer loop using an exponential fit. We show this relaxation time as a function of the applied force in figure 5 . The relaxation time as a function of the applied force shows a behavior very similar to our analytical result obtained in the previous section for the one-dimensional problem. We wondered whether the functional form of equation (21) obtained in one-dimension could be used to describe the results of the three-dimensional simulations. The relaxation time of a polymer loop in three-dimensional space in the absence of an external force can be calculated from the Rouse theory analytically. The one-dimensional result differs from the threedimensional Rouse time by a simple prefactor of 1/3 related to the dimensionality of space [2, 4] . Thus the matching prefactor of 1/3 is also added to the analytical formula equation (21) . If we additionally set the energy cost of flipping a bead to ΔE=Fa (instead of Fa 2 for one-dimension), the analytical result matches the simulations accurately, as shown in figure 5 . Note that there was no fitting involved when comparing theory and numerical data. Thus the one-dimensional model allows us to understand the mechanisms responsible for the relaxation process in the system. It also makes it plausible to suggest that our results can be extended to higher dimensions. Here we should also note that the relaxation dynamics of the diameter vector component orthogonal to the direction of the force is clearly distinct from that in the direction of the force (see inset in figure 5 ).
Discussions
We demonstrated that the problem of the pinned one-dimensional polymer loop in an external force field can be mapped to an ASEP on a lattice with reflecting boundaries. While the statistics of the stationary polymer configurations can be asymptotically solved using the Brownian bridge formalism, the ASEP formulation delivers exact solutions for both the steady state distributions and the dynamics. The key technique to solve the ASEP model is the Bethe ansatz method. One of the central results of this analysis is the relaxation time of the polymer loop as a function of applied force and temperature. The relaxation time, which is extracted from the ACF of diameter vector, is decreasing with increasing force. Thus, the external force not only suppresses the fluctuations of the polymer loop but also accelerates the relaxation process. We have shown that the analytical results obtained for the one-dimensional model can be applied to quantify the relaxation dynamics of the threedimensional polymer loops.
We motivated the model of pulled polymer loops by the biological problem of chromosomal movement in the living cell. Under which assumptions can we expect our equilibrium theory developed for a simple model to be applicable to an intrinsically non-equilibrium and in general more complex biological setting?
(i) Here we neglected the effects of the polymer self-interaction due to the hydrodynamic and excluded volume forces. This allowed us to approximate the effect of the surrounding fluid by a simple Stokes friction resulting in a constant force acting on every bead of the pooled polymer loop. Hydrodynamic interactions are certainly relevant for the low Reynolds number regime of motion in viscous fluids at micro scales. Inclusion of the hydrodynamic interactions in the Zimm model modifies the scaling of the relaxation time of the polymer with its size [5] when compared to the Rouse model. Hydrodynamic interactions are also at the core of the scaling blob theory of polymers by de Genes [1, 45] and its extension to include the effects of the uniform external flow on the pinned polymer [46] and related experiments [47, 48] . To include hydrodynamic interactions in the theoretical framework developed in this paper we would need to make a step from ASEP model to a more general class of stochastic interacting systems [49] , which is a very interesting direction of future research.
(ii) Another crucial conceptual simplification is the mapping of the intrinsically non-equilibrium system of the forced polymer dragged through the viscous fluid to an equilibrium problem. The choice of constant pulling speed and not considering the hydrodynamic interactions lead for isotropic beads to a constant average drag force acting on every monomer of the polymer loop. This case can be mapped to an equilibrium problem which can be solved exactly in one-dimension. In a more realistic model, where friction force depends on the local orientation of the polymer or where hydrodynamic interactions play a role, force fluctuations are more complex and the problem becomes fundamentally a non-equilibrium problem. In particular in the living cell, there are multiple active processes, such as for example activity of molecular motors, chemical reactions, and transcription, which generate additional random forces. To test whether our simplification of a mapping to an equilibrium system provides a good approximation also in non-equilibrium conditions [50] [51] [52] [53] is an interesting problem for future studies.
In addition to the particular novel results on polymer dynamics, we would like to highlight the emerging picture of close relationship between very distinct fields of statistical physics discussed in this manuscript. Theory of random walks and Brownian bridges together with Fermi-Dirac statistics are linked to the integer partition number theory. The dynamics of the polymer can be mapped to the ASEP problem with reflecting boundaries. This in turn is related to the card shuffling problem and the discrete version of the Burgers equation [42] . It can be shown [43] that a similar Bethe ansatz method used to solve the ASEP system can be employed for the solution of the single-file diffusion process [54, 55] . In an attempt to extend the study of polymer dynamics beyond one-dimension, multi-species ASEP models can be explored [56] [57] [58] . We think that by showing the unification of such apparently different systems and methods used in polymer and statistical physics, we pave the way to their better understanding and ultimately to further new results.
The second method using canonical ensemble and number partition theory and the third method using Bethe ansatz in ASEP both provide the exact solution to the stationary state. We first show the exact partition function obtained from these two methods are equivalent and then compare the exact result to the Fermi-Dirac approximation of the first method.
The partition function from the integer partition theory is given in equation (13) . According to the generalized Bethe ansatz, the N particles stationary solution of the ASEP system can be constructed as
) , one can clearly see the connection between equation (A.3) and the partition function after a variable transformation
Thus E is the total energy of the system and K is a integer in the range 0, 1, L, N(L−N). Therefore, the partition function is related to the normalization prefactor A:
Here g(K ), which is identical to g(E), is the number of partitions of a positive integer K into N parts, each of the size of at most L−N. From here, we can also identify the Gaussian binomial coefficients
So we finally arrive at equation (17) . Meanwhile, by setting E K E 0 0 0 = D = and N=L/2 as we did in section 4.3, we obtain exactly the same partition function as equation (13) .
With the stationary N particle distribution equation (17), we can readily calculate the equilibrium distribution of any tagged particle. Denoting the distribution of the particle n as p n (x), we can write 
Finally, the equilibrium density profile, which is the exact counterpart of Fermi-Dirac distribution equation (7), can be obtained by summing up p n (x)
The exact result is shown in figure A1 and compared with the density profile we get from the Fermi-Dirac approximation.
Appendix B. Derivation of the Bethe equations
In this section, we outline the derivation of the Bethe equations presented in the main text. The section is divided into two parts. For illustrative purposes, we consider a single-particle system in the first part. An auxiliary field on a continuous domain will be introduced to solve the discrete master equation. It will be shown that the reflective boundary conditions on the discrete domain can be translated into zero-net-flux conditions for the auxiliary field on the continuous domain. In the second part, we generalize the analysis for a two-particle system with mutual exclusion. It is shown that the exclusion condition is translated into another zero-net-flux condition for the auxiliary field. We demonstrate that with the Bethe ansatz, the Bethe equation must hold to accommodate all the zero-net-flux conditions. The analysis for the N particle system is a straightforward generalization using the methods presented in this section. We first consider a single-particle on a lattice L 1, 2,  ¼ ≔ { }. The particle can hop to its right (if it is not at site L) with a rate α, to its left (if it is not at site 1) with a rate β. For the probability of finding the particle at j  Î at time t P j (t), the master equation can be formulated [59, 60] P t P t P t a , B . 1
With a specified initial distribution, the above equations (B.1) uniquely describe the evolution of the probability distributions P j as a function of time t.
The master equation is linear in P j ʼs and can be succinctly written P M P = · where P is the n×1 vector P P , , Now we introduce an auxiliary field R(x, t) on a domain x  Î and t  Î + . The idea is to impose
( ), so that the evolution equations (B.1) are transformed into difference equations for the field R(x, t). By separation of variables, we first write
By plugging equation (B.2) into (B.1), we arrive at the following equations for ψ k evaluated on x  Î : 
The extended equation (B.4) is consistent with the evolution equation for the discrete probabilities on the interior lattice sites (equation (B.3b)) . The boundary equations on the discrete domain,(B.3a) and(B.3c), can also be satisfied by imposing a zero flux condition for the auxiliary field ψ k :
It can be shown that the solution of equation (B.4) with the zero-net-flux conditions(B.5) evaluated on the discrete lattice site  solves the original equation (B.3), using the transformation P t j t exp
The boundary conditions(B.5) can be interpreted in the following way. While the discrete dynamics(B.1) does not take place outside of the domain  , by extending the domain to a continuous real x, the reflecting boundary conditions on the discrete domain are preserved under zero-net-flux conditions at the boundaries of the continuous domain. For example, equation (B.5) imposes a condition such that the flux from x=0 to x=1 (which is P t 0 0 a a y µ ( ) ( )) equals to the flux from x=1 to x=0 (which is P t 1
. This construction is in the same spirit as the introduction of the 'ghost points' when using finite difference methods to solve differential equations with reflecting boundaries.
We remark that in the original discrete process both P 0 and P L+1 should be 0: the probabilities of finding a particle outside the domain are zero. The fluxes from P 1 to P 0 and P L to P L+1 are also zero: it is forbidden for the particle to jump outside of the domain. The boundary conditions(B.5) are only meaningful on the auxiliary field ψ which has a continuous domain x  Î , and on this domain ψ(x<1) and ψ(x>L) are not zero in ) and C + , C − are two unfixed coefficients. After plugging the equation (B.6) in the reflecting boundary condition(B.5), we find L eigenvalues Λ and the corresponding ψ(x). For Λ 0 =0, the corresponding ψ(x) is stationary and ψ s (x) can be written in the form of equation (14) . The L−1 non-stationary eigenvalues correspond to ψ ns (x) in the form of equation (15) and can be calculated as
It is possible to fix all coefficients of ψ s (x) and ψ ns (x) using the normalization and boundary conditions. However, we keep them for the convenience of the following calculations.
Next, we move on to the two-particle case. Denote the probability of finding the first particle at i and the second at j at time t by Pi, j (t). We shall preserve the order i j L 1   < . The explicit form of the evolution equations depends on (1) if the particles are right next to each other and (2) if one of the particles is at the boundary sites (i = 1 or i = L). As the number of particles in the system increases, explicitly expressing the evolution equations for the system becomes impractical because of the mutual exclusion condition. Nevertheless, we can still extend the evolution equation to a continuous domain x x , 1 2 2
We write an auxiliary field R x x t x x t , , , exp
, and the evolution equation (without reflecting boundary conditions and exclusive condition) suggests the following difference equation on this auxiliary function
The reflective boundary conditions on the discrete domain are translated into zero-net-flux conditions at x 1 =0 and x 2 =L:
The mutual exclusion condition can be imposed by demanding zero-net-flux to and out of the set Ψ k (x, x):
for all x  Î . This equation can be interpreted as follows: when two particles sit next to each other at (x, x+1), the potential right-hopping of the left particle and the left-hopping of the right particle are forbidden by the exclusiveness. In the generalized evolution equation (B.7) this possibility is not forbidden but instead, the zeronet-flux boundary condition(B.9) is imposed. We again emphasize that Ψ(0, x 2 ), Ψ(x 1 , L+1), and Ψ(x, x) are the values of the auxiliary field evaluated on the extended domain, and are generally not zero while the physical probabilities P P P 0 where ψ 1 and ψ 2 (similarly, 1 ỹ and 2 ỹ ) belong to the same 'type' of single-particle solution (either both stationary solutions or both non-stationary solutions) having the same momentum p. If the non-stationary ansatz is chosen, the momenta p 1 and p 2 need to be found by imposing the boundary conditions of the twoparticle case; they are not in general the solutions of the single-particle model. 
A similar analysis shows that if one of the , y ỹ pairs is stationary and the other is non-stationary, the boundary conditions(B.8) and(B.9) recover the single-particle case 
= -å h h h h h h ¢¹
¢ . The eigenvalues of M are obtained by standard numerical matrix diaganalization methods [62] .
The details of the Brownian dynamics simulation are discussed below. We adopted a simple freely jointed bead-rod model, where the beads are connected by massless rigid rods. In an overdamped regime, the inertia of the beads can be neglected. Consequently, the evolution equation for each bead is In order to pin the polymer loop in space, we add a 'phantom' rod with zero length at the pinned bead at the origin.
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