Sound generation from a vibrating circular piston is a classical acoustic problem. The goal of this paper is to simulate numerically the sound radiation produced by oscillating baffled pistons, using both linear and nonlinear model, and to consider the interplay between wave propagation and geometric complexities. 
S
The radiation resulting from the baffled piston represents a diverse area of investigation. Some area of researches revolved sound radiation from a boxed loudspeaker or a singing voice, the sound reproduction by electrostatic devices, and the ultrasonic imaging system evaluation.
In this paper, we will compute the sound radiation produced by oscillating baffled pistons using both linear and nonlinear models. The linear wave equation (linear Euler equations) will be employed in the linear analysis, and the Navier-Stokes equations for the nonlinear case. The linear solution will be compared to the Rayleigh integral approximation 6, 8 . The nonlinear solution will be compared against linear model for low velocity (less than 0.01 of sound speed). The analytic solutions are used in order to validate the numerical approach. The results will be presented and compared for low and high frequencies.
In practical applications, not only waves radiated from an isolated baffled piston, but also the subsequent development such as interaction between waves from an array of baffled pistons, and radiated wave around complex geometries are of interest. In these circumstances where interference of sound wave occurs, however, the exact solution does not exist, and a numerical approach is needed.
In this paper we will study the nonlinear wave radiation from baffled pistons and their interaction with complex geometry or the interaction from multiple pistons located at different points in 2D space. The challenge of this computation is to capture the behavior of the waves resulting from the interference of the initial waves from the source pistons with other solid objects or other waves. The new waves possess different properties in terms of frequency, amplitude and wavenumber. These parameters are influenced by the initial frequencies and spatial coordinates of the location or complex geometry. The governing equations in Cartesian coordinates are solved using the Optimized Prefactored Compact finite volume (OPC-fv) scheme for spatial discretization by Popescut et al 9 .
The Low-Dispersion Low-Dissipation Runge-Kutta (LDDRK) by Hu et al 10 will be used for time discretization. For the treatment of boundary condition, we propose a modified perfect matched layer (PML) which fits better to Navier-Stokes equations. The PML is finished with outflow boundary conditions proposed by Tam and Webb 11 . In order to handle the geometric complexity and the varied wave characteristics in time and space, we have combined the finite-volume approach with i) a Sharp Interface Method (SIM) with cut-cell approach (Ye et al 13 ), (Tai and Shyy 14 ) , and ii) local mesh refinement (Berger and Colella 15 ).
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The governing equations, numerical scheme and various boundary conditions will be discussed briefly in Section II. In this section, we will also present the cut-cell and local mesh refinement techniques highlighting the main ideas in our approach. In section III we present the results and discussions of the numerical simulation of the baffled piston for linear and nonlinear cases. The last section will offer conclusion and remarks.
II. Numerical Methods

A. Discretization in Space -The OPC-fv Scheme
Consider the simplest one-dimensional wave equation
To derive the discretized equation, we employ the grid point cluster shown in Figure 1 . We focus on the grid point i and the grid points i -1 and i+1 are its neighbors. The dashed lines define the control volume, and the letters e and w denote the east and west faces, respectively, of the control volume.
For a better understanding of the OPC-fv form, we will start to present of the original finite difference version of the OPC scheme developed by Ashcroft and Zhang 16 , termed OPC-fd. The optimized prefactored compact scheme in the finite difference approach is obtained by the forward and backward operators D i F and D i B such that
The generic stencils for the forward and backward derivative operators are given by
The finite volume formulation of optimized prefactored scheme is obtained by taking into account equations that describe the approximation of the first order spatial derivative, Eqs. (3) and (4), and the idea that the general form of the function approximation in points e and w has similar forms (approximation of the function in the center of the cell -see Figure 1 ). To better understand this, first, we consider the one -dimensional problem and assume a unit thickness in the y and z directions. Thus, we obtain 
where (Au) e and (Au) w are the fluxes across the east and west faces, respectively. Hence, the discretized wave equation can be written as 
where u is the averaged value of u over a control volume.
Based on the OPC-fd scheme, the value of the function in the center of the face is defined by the relations: 
The coefficients in Eq. (8) are the same as those in the OPC-fd scheme (Ascroft and Zhang 16 ):
B. Time Discretization -Low Dispersion and Dissipation Runge-Kutta (LDDRK) Method
Hu, et al 10 considered time integration using the Runge-Kutta algorithm of the differential equation
where the operator F is function of u. An explicit p-stage algorithm advances the solution of Eq.(10) from the n th to the (n + 1) th iteration, such that 
where b p = 1. The coefficients of the Low-Dispersion and Low-Dissipation Runge-Kutta (LDDRK) scheme are obtained such that:
1) the scheme has a certain order of accuracy; 2) the error of the amplification factor of the scheme over the specified phase range is minimized; 3) the amplification factor is within one of the given stability limit. In this work we use a two-step alternating scheme. The odd step consists of four stages, and the even step has six stages. The scheme presents fourth-order accuracy in time for a linear problem, and second-order accuracy for a nonlinear problem.
The specific procedure is given below. Odd step (four-stage):
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1 (2) 2 (3) 3 (4) 4 (5) 5 (6) 6 1 0.17667 0.38904
In this study, the LDDRK scheme and the OPC-fv scheme are combined. In the context of the above derivation,
where u l e = 0.5(u l Be + u l Fe ), and u l w = 0.5(u l Bw + u l Fw ).
C. Boundary Treatment
To handle the outflow boundary for nonlinear case, the perfect matched layer (PML) is adopted. The PML was designed for Euler equation by Hu 18 , 19 . In order to apply PML to the Navier-Stokes equations, we add the diffusive term into the original PML equations. Finally, the equations that characterize PML are:
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where σ m = maximum value of σ (the absorbing coefficient for PML domain), D = the width of the PML domain, d = distance from its interface to the interior domain (see Figure 2 ). The PML is finished with outflow boundary designed by Tam and Webb   11   : ( ) ( )
where i = 1, 2. In our computation, we will use 21 points in PML. The results are satisfactory with this kind of approach of boundary condition (the reflection will be negligible even the waves have high amplitude, or in the domain where the wave are powerful dissipated).
D. Cut-Cell Approach for Complex Geometry
Cut-cell approach is a Cartesian grid method that is used to handle the complex geometry in sound filed. The background grid is a Cartesian grid and the explicit interfaces are used to divide entire domain to different phases/regions. The interfacial cells will be cut to fit better the interface. The boundary condition will be applied at the interface/ cut-sides for each phases/regions. Each phase/region will be calculated separately and connected by the boundary condition at the interface.
In the cut-cell approach, there are three main steps, namely, (i) interface/boundary identification, (ii) construction of the data structures among the boundary cells, and (iii) the flux computations in the boundary region. In this work, the first and second steps are further developed. The third step, the flux computation near the boundary, follows that originally reported by Popescu et al 20 . In the first step, the geometric definition of the solid boundary along with the intersections between the boundary and the neighboring grid must be established. These intersections will be the cut-points and used for the next step, the absorption step. In the second step, because of the interface, some cells are cut and can not maintain the rectangular shape anymore. These cut-cells have to be treated specially. An absorption technique is applied here. The fragments of cells can be absorbed by neighboring cells or larger fragments to form cut-cells. That means the cells around the interface have to be reconstructed. For the third step, a so called 25-point method is used to handle the fluxes near the interface.
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A test case with an oblique ellipse will be discussed in section III. Figure 3 is an example of cut-cells based on different grid sizes. It is clear that once the grid size decreases, the more smooth geometry can be obtained.
E. Local Grid Refinement for OPC-FV Scheme
In order to support the requirement for employing the OPC-fv scheme, an overlapping-block-type refinement technique is developed. This local grid refinement technique can be illustrated by Figure 4 . The coarse grid represents the original grid system and the fine grid is based on the local grid refinement. In the OPC scheme, the cells E, F and G are used to calculate the information at the right boundary of the coarse grid. Therefore, the value of the primary variables must be accurate at the cell centers of E, F and G. Specifically, the values at E, F and G are obtained from the fine grid. Similarly, the information needed by fine cells 1, 2 and 3 is obtained from the coarse grid (original grid). Using this kind of algorithm, the fluxes can be transferred between two blocks to facilitate the OPC scheme.
In the present grid refinement technique, in order to maintain the conservative property and to reduce the error, the following procedure is adopted (based on the data structure shown in Figure. 
III. Results and Discussion
The origin of the coordinate system will be chosen in the center of the piston, as shown in Figure 6 . We use the following dimensionless variables with respect to the following scales:
− 
where ω is the angular frequency of the piston, and V 0 is the amplitude of the displacement. For small signals, the solution can be obtained using the linear equation. Therefore, the value of V 0 influences only the amplitude of the solution, and none of the other wave parameters. For this reason we can make V 0 to equal to 1.
The outflow boundary condition is based on the acoustic radiation condition of Tam and Webb  11 : 0.
where R is distance from origin of the x axis (center of the piston) to the point (x, y).The analytical solution is given by the Rayleigh integral 6, 8 The piston behavior is presented in terms of the Helmholtz number, ka, where k is wavenumber, and a is the radius of the piston a ka c ω =
Next, we take a closer look at the wave behavior by studying the directivity factor for two frequencies: low frequency (ka = 2) and high frequency (ka = 8). The directional characteristic of a source is described by the amplitude directivity factor D, defined as the pressure at any angle to the pressure on the angle of maximum pressure.
where the pressure is computed at any arbitrary time t. It is clear that the radiation will be strongest on the y-axis. This is why we took maximum pressure at θ = π/2. The directivity factor indicates how effectively that a directional source concentrates its available acoustic power into a preferred direction. In case that ka is low, the piston size is small compared with the wavelength of the sound and in this case the behavior of a piston is like a point source; hence, the directivity pattern does not have a preferred direction. When ka » 1, the directive function has nulls, and between the nulls are secondary radiation maximum, of monotonically decreasing prominence. The number of nulls and secondary maximum is determined by the size of ka, where a is the radius of piston, and ka = 2πa/λ. In other words, the number of the lobes increases with the value of ka. .In our calculation, we compare the analytical and numerical values of beam pattern for ka = 2 and ka = 8. As shown in Figure 7 , the numerical solution compares favorably with the analytical beam pattern.
B. Two -Dimensional Nonlinear Baffled Piston
The governing equations are:
R D = 2ac/ν is the Reynolds number based on diameter of the piston, ν is the kinematic viscosity of the fluid, and γ is the ratio of specific heat. The initial conditions are:
The boundary conditions at the wall with the piston are
For outflow boundary, we use perfect matched layer (PML) that is finished with outflow boundary condition designed by Tam and Webb   11 . We will present the results for two situations: low frequency (ka = 2) and high frequency (ka = 8).
Low frequency (ka = 2)
The computation is done in a domain ( First we present a solution for which V 0 is small. In this case, the linear model can approximate the solution. The solution and contour plot for V 0 = 0.01c are presented in the Figure 8 (a) and (b) . We can see that the solution is very close to the linear approach. This is expected because we have the case of a small signal, when the solution can be approximated very well with the linear behavior. Blackstock 6 shows that in the plane progressive waves, the speed of sound can be approximated by c + βu, whereβ is the coefficient of nonlinearity. Not all points on the wave move at the same speed. At the point with u=0, the wave essentially moves at the speed of sound c. However, at the peak, where u has its greatest value due to nonlinear effects, the wave travels the fastest. At the trough, where u is the lowest, the wave is slowest. Consequently, the peak tends to catch up with the trough, as shown in sketches (a), (b), and (c) in Figure 9 . The multi-valued waveform is physically impossible. The effects of viscosity and heat conduction prevent actual multivalueness. Dissipation becomes very important whenever any segment of the waveform becomes very steep. Very steep segments are actually shock waves.
The computational results show that the solution becomes steeper when V 0 increases, and the dissipation become very important because speed of sound is bigger (c + βu). This is illustrated in Figure 10 We can see that boundary condition assures again a negligible reflection from the boundary. . In this case, we use a finer grid to be able to capture the behavior of high frequency.
High frequency (ka = 8)
As shown in Figure 11 , for the case of weak signals (V 0 = 0.01), the solution is well approximated with a linear behavior, except that the nonlinear computation captures the detailed behavior around the piston, namely, the diffraction because of the discontinuity around of the edge of the piston (see Figure 11(b) and (c) ). For the case of a high frequency wave radiated from a baffled piston dissipates faster than in the case of the low frequency. This happens because the sped of a high frequency wave is larger, hence speed of sound (c + βu) is higher, and the diffusion becomes more powerful. This phenomenon is observed in our computation (see Figure 12(a) ). Again we notice that actual boundary condition yields a negligible reflection also in this case (see Figure 12(b) ).
C. Array of Baffled Piston
The problem consists of solving the radiation interference from more than one piston. This is shown in Figure  13 , where three pistons are considered. The challenge of the numerical solution will consist of capturing the behavior of the new waves, particularly the range of wavenumbers.
The proposed approach is solved using − the Navier Stokes equations − wall boundary conditions and piston source characteristics for wall-embedded pistons -Eq. (15)-(16) − outflow boundary conditions based on PML and acoustic radiation conditions of Tam and Webb   11 , Eq. (17) Next we study the interference of the waves of three source when the source is characterized by low frequency (ka = 2) and high frequency (ka = 8).
Low frequency (ka = 2)
In case of the low frequency, the source is characterized by the directivity pattern without nulls and maxims; in other words, the radiated waves do not have a preferred direction. In case of a weak signal (V 0 = 0.01) the interference wave will have direction that follow the radial direction to the sources (see Figure 14 (a) and (b) ). In case of the strong signal, the waves quickly become very steep and with high amplitudes near the source, and dissipate quickly. The consequence of this behavior is that even when the radiated waves interfere, we recognize that the pattern of the initial source in the zone that is close to the sources -where the amplitude of wave is not negligible. The maxima and minima follow the directivity pattern of the sources. This behavior is easily recognized in our computation (see Figure 14 (c) and (d) ).
High frequency (ka = 8)
A high frequency source is characterized by an efficiently radiated wave in the direction of the axis of the piston. In this case the interference between radiated increases in the same time with decreasing of the distance between the centers of pistons. When the pistons are close enough, the interference waves are very well defined, and their position and power depend on the position of the source. This behavior is captured very well by our computation so we can see in Figure 15 .
In the case that the piston emits a strong signal, the shock wave appears very close to the piston and waves dissipated very fast; hence, the amplitude decays very fast, which can be seen in the previous computation. In this case an important interference between waves can be seen only very close to the pistons, and a very low amplitude interference wave is far away of the piston (see Figure 16 ).
D. Two -Dimensional Linear Baffled Piston with an Elliptical Solid Object
The purpose of this case is to test the ability of cut-cell method. The computational domain (sound field) is a square with domain (x ,y)∈ [-5,5 ] ×[0,10] and a baffled piston with radius 0.5 is mounted at the bottom side of the domain. In this piston problem, the small signal condition is assumed and the linear Euler equations are used. The governing equation, the initial condition and the periodical velocity at the surface of piston are same as linear baffled piston case from previous sections. The CFL is 0.5 in this case.
− A small solid ellipse is placed at the center of this domain for which American Institute of Aeronautics and Astronautics − the long axis is 0.5 − the short axis is 0.25 − The origin of ellipse is situated in (0., 0.) point − The ellipse is inclined at the 30-degree angle.
In this section, a grid refinement test is used to assess the convergence of the solution, which Figure 17 shows the geometry and the pressure distribution at x=0 along the y axis at t = 10 based on different grid resolutions. As the grid is refined, the solutions converge toward each other, demonstrating that the cut-cell approach works satisfactorily in regard to yielding unique solutions.
E. Two -Dimensional Linear Baffled Piston with Local Grid Refinement
To consider a baffled piston problem with the geometry 10x10, ka=4, the initial and boundary condition are the same as that in previous section. In this case, the high variation zone is around (x, y)∈[-2,2] ×[0,5] and it is selected for grid refinement.
The detailed geometry of this test case is shown in Figure 17 Inside the refined domain, the grid point in both x and y directions are doubled. In the following discussion, the refined cases will be denoted "(refined)".
Once the refined area is chosen, the entire domain is divided into the regular and refined domain. Figure 17 is the data structure between regular and refined grid. An inner computational boundary of coarse grid has to be set first. The function of this boundary zone is to transfer the information from the fine grid to coarse grid. The coarse cells outside the new domain will not be calculated during the computation. Because the computational domain is not rectangular, the computational chains of OPC-FV schemes on coarse grid have to be redefined. The solid lines in different color (black and red) with the arrows in Figure 17 are the demonstrations of the new computational chains of the OPC-FV scheme in each domain. Once this information is ready, coarse grid and fine grid can be calculated separately and the information can be transferred to each other by the inner computational boundary of coarse grid and outer computational boundary of fine grid.
In this test case, three different grids are selected for testing: 100×100(refined), 200×200(refined) and 300×300(refined) and the results of the cases without grid refinement technique will be used for comparison. Table 1 is the summary of usage of grid points and CPU time of all cases and the Figure 18 shows the error of each case. Here, the cases with 100×100, 200×200 and 100×100(refined) grid are selected for comparison. By Table  1 and Figure 18 , it can be seen that the error of 100×100(refined) is close to the case 200×200 and better than 100×100. For comparison of the CPU time and usage of memory, the case 100×100 (refined) only uses 33% CPU time and 45% memory and achieve similar resolution of the case with 200×200 grid. The error of the cases with equivalent grid points is also compared. For the case with 100×100(refined) grid, its equivalent case is 135×135. By Table 1 and Figure 22 , the error of 100×100(refined) is less than its equivalent case but extra 14% CPU time is used. Another case is 200×200(refined) and it equivalent case, 269×269, the error of former is less and extra 11% CPU time is used. By these comparisons, it can illustrate that the current refinement technique can save the CPU time and the usage of memory and improve resolution of results.
IV. Concluding Remarks
Numerical computations of the baffled piston have been conducted with both linear and nonlinear models. For nonlinear waves, depending on the flow parameters, the propagation, interference, sharpening, and dissipation of the wave characteristics are well captured. For example, for the weak signal case, since the dissipation is less important, we observe the pattern of the interfering waves. For a stronger signal, the shock wave appears close to the pistons, and experiences dissipation quickly. To handle the complex geometry, the performance of the cut-cell approach is assessed. By combining the cut-cell and local grid refinement techniques, both geometric flexibility and adaptively refined resolutions can be attained.
. Table 1 .
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