We discuss the general formalism and validity of weak-coupling perturbation theory as an impurity solver for nonequilibrium dynamical mean-field theory. The method is implemented and tested in the Hubbard model, using expansions up to fourth order for the paramagnetic phase at half filling and third order for the antiferromagnetic and paramagnetic phase away from half filling. We explore various types of weak-coupling expansions and examine the accuracy and applicability of the methods for equilibrium and nonequilibrium problems. We find that in most cases an expansion of local self-energy diagrams including all the tadpole diagrams with respect to the Weiss Green's function (bare-diagram expansion) gives more accurate results than other schemes such as self-consistent perturbation theory using the fully interacting Green's function (bold-diagram expansion). In the paramagnetic phase at half filling, the fourth-order bare expansion improves the result of the second-order expansion in the weak-coupling regime, while both expansions suddenly fail at some intermediate interaction strength. The higher-order bare perturbation is especially advantageous in the antiferromagnetic phase near half filling. We use the third-order bare perturbation expansion within the nonequilibrium dynamical mean-field theory to study dynamical symmetry breaking from the paramagnetic to the antiferromagnetic phase induced by an interaction ramp in the Hubbard model. The results show that the order parameter, after an initial exponential growth, exhibits an amplitude oscillation around a nonthermal value followed by a slow drift toward the thermal value. The transient dynamics seems to be governed by a nonthermal critical point, associated with a nonthermal universality class, which is distinct from the conventional Ginzburg-Landau theory.
I. INTRODUCTION
The study of nonequilibrium phenomena in correlated quantum systems is an active and rapidly expanding field, which is driven by the progress of time-resolved spectroscopy experiments in solids [1] [2] [3] [4] [5] and experiments on ultracold atoms trapped in an optical lattice. [6] [7] [8] Recent studies are revealing ultrafast dynamics of phase transitions and order parameters, which include the melting of charge density waves (CDW), [9] [10] [11] nonequilibrium dynamics of superconductivity, 12 photoinduced transient transitions to superconductivity, 13, 14 and the observation of the amplitude mode in CDW materials [15] [16] [17] and the Higgs mode in an s-wave superconductor. 18 Such experiments offer a testing ground for the study of dynamical phase transitions and dynamical symmetry breaking 19, 20 in real materials. They also raise important theoretical issues related to the description of nonequilibrium phenomena in correlated systems. One is the possible appearance of nonthermal quasistationary states that are inaccessible in equilibrium, such as prethermalized states, [21] [22] [23] which can be interpreted as states controlled by nonthermal fixed points. [24] [25] [26] For example, it has been suggested that a symmetry-broken ordered state can survive for a long time in a nonthermal situation in which the excitation energy corresponds to a temperature higher than the thermal critical temperature. 25, 26 Such a state does not exist in equilibrium, so that the concept of nonthermal fixed points drastically extends the possibility for the presence of long-range order. Another aspect is the long-standing theoretical issue of how to characterize a nonequilibrium phase transition and its critical behavior. 27, 28 Since the dynamical phase transition that we are interested in occurs very far from equilibrium, where the temporal variation of the order parameter is not particularly slow, we need a theoretical description of nonequilibrium many-body systems based on a "microscopic theory," without employing a macroscopic coarsening or a phenomenological description (e.g., the time-dependent Ginzburg-Landau equation). The nonequilibrium dynamical mean-field theory (DMFT) [29] [30] [31] is one such approach, which has been recently developed. It is a nonequilibrium generalization of the equilibrium DMFT 32 that maps a lattice model onto an effective local impurity problem embedded in a dynamical mean-field bath. It takes account of dynamical correlation effects, while spatial correlations are ignored. The formalism becomes exact in the large dimensional limit. 33 Furthermore, it can describe the dynamics of symmetry-broken states with a long-range (commensurate) order. 25, 26 Since DMFT is based on a mean-field description, it allows to treat directly the thermodynamic limit (i.e., the calculations are free from finite-size effects).
To implement the nonequilibrium DMFT, one requires an impurity solver. Previously, several approaches have been employed, including the continuous-time quantum Monte Carlo (QMC) method, [34] [35] [36] [37] the noncrossing approximation and its generalizations (strong-coupling perturbation theory), 38 and the exact diagonalization. 39, 40 In this paper, we explore the weak-coupling perturbation theory as an impurity solver for the nonequilibrium DMFT. Our aim is to establish a method that is applicable to relatively long-time simulations of nonequilibrium impurity problems in the weak-coupling regime, where a lot of interesting nonequilibrium physics remains unexplored. In particular, our interest lies in simulating dynamical symmetry breaking toward ordered states such as the antiferromagnetic (AFM) phase. QMC is numerically exact, but suffers from a dynamical sign problem, 35 which prohibits sufficiently long simulation times. An approximate diagrammatic approach, such as the weak-coupling perturbation theory, allows one to let the system evolve up to times which are long enough to capture order-parameter dynamics.
Perturbation theory is a standard and well-known diagrammatic technique [41] [42] [43] to solve quantum many-body problems in the weak-coupling regime. It has been successfully applied to the study of the equilibrium Anderson impurity model. 44, 45 Although it is an expansion with respect to the ratio (U/π∆) between the interaction strength U and the hybridization to a conduction bath ∆, it has turned out to be a very good approximation up to moderate U/π∆. Later the weak-coupling perturbation theory was employed as an impurity solver for the equilibrium DMFT. [46] [47] [48] [49] [50] Especially the bare second-order perturbation [which is usually referred to as the iterated perturbation theory (IPT)] was found to accidentally reproduce the strong-coupling limit and the Mott insulator-metal transition. 32, 47 It was also applied to nonequilibrium quantum impurity problems. 51, 52 The nonequilibrium DMFT has been solved by the second-order perturbation theory in the paramagnetic (PM) phase of the Hubbard model at half filling [53] [54] [55] [56] and by the third-order perturbation theory in the AFM phase. 26 However, a thorough investigation of weak-coupling perturbation theory, including higher orders, as a nonequilibrium DMFT solver has been lacking so far.
The paper is organized as follows. In Sec. II, we give an overview of the nonequilibrium DMFT formalism, putting an emphasis on the treatment of the AFM phase. In Sec. III, we present a general formulation of the nonequilibrium weakcoupling perturbation theory following the Kadanoff-Baym 57 and Keldysh 58 formalism. We discuss various issues of the perturbation theory related to bare-and bold-diagram expansions, symmetrization of the interaction term, and the treatment of the Hartree diagram. After testing various implementations of the perturbation theory for the equilibrium phases of the Hubbard model in Sec. IV, we examine the applicability of the method to nonequilibrium problems without long-range order in Sec. V. Finally, in Sec. VI, we apply the third-order perturbation theory to the nonequilibrium DMFT to study dynamical symmetry breaking to the AFM phase of the Hubbard model induced by an interaction ramp. By comparing the results with those of the phenomenological Ginzburg-Landau theory and time-dependent Hartree approximation, we find that the order parameter does not directly thermalize but is "trapped" to a nonthermal value around which an amplitude oscillation occurs. We show that the transient dynamics of the order parameter is governed by a nonthermal critical point, 26 and we characterize the associated nonthermal universality class. In the Appendix A, we provide details of the numerical implementation of the nonequilibrium Dyson equation that must be solved in the nonequilibrium DMFT calculations. 
II. NONEQUILIBRIUM DYNAMICAL MEAN-FIELD THEORY FOR THE ANTIFERROMAGNETIC PHASE
We first review the formulation of the nonequilibrium DMFT including the antiferromagnetically ordered state. 25, 26 It is derived in a straightforward way by extending the ordinary nonequilibrium DMFT for the PM phase to one having an AB sublattice dependence. The general structure of the formalism is analogous to other symmetry-broken phases with a commensurate long-range order. For demonstration, we take the single-band Hubbard model,
where k is the band dispersion, c † kσ (c kσ ) is the creation (annihilation) operator,n iσ = c † iσ c iσ is the density operator, µ is the chemical potential, and U is the on-site interaction strength.
k and U may have a time dependence. Let us assume that the lattice structure that we are interested in is a bipartite lattice, which has an AB sublattice distinction.
In the DMFT construction, one maps the lattice model (1) onto an effective single-site impurity model. In principle, one has to consider two independent impurity problems depending on whether the impurity site corresponds to a lattice site on the A or the B sublattice. The impurity action for the a = A, B sublattice is defined by
Here d † σ (d σ ) is the creation (annihilation) operator for the impurity energy levels, ∆ aσ (t, t ) is the hybridization function on the a sublattice, which is self-consistently determined in DMFT,n σ = d † σ d σ , and C is the Kadanoff-Baym contour depicted in Fig. 1 . The contour runs in the time domain from t = 0 to t max , up to which the system time evolves, comes back to t = 0, and proceeds to −iβ, which corresponds to the initial thermal equilibrium state with temperature β −1 . Using the impurity action (2) , one can define the nonequilibrium Green's function as
where T C time orders the operators along the contour C represented by the arrows in Fig. 1 , and Z imp a = Tr T C e −iS imp a [∆] . On the other hand, one has the lattice Green's function,
with S lat = C dt H(t) and Z lat = Tr T C e
−iS
lat . The hybridization function ∆ aσ is implicitly determined such that the local part of the lattice Green's function (4) coincides with the impurity Green's function (3),
where i ∈ a means that the lattice site labeled by i belongs to the a = A, B sublattice. The essential ingredient of DMFT is the approximation that the lattice self-energy is local in space, based on which one requires the local lattice self-energy to be identical to the impurity self-energy,
With this condition, the self-consistency relation between the lattice and impurity models is closed, and the nonequilibrium DMFT for the AFM phase is formulated. In the following, we omit the labels "lat" and "imp" thanks to the identifications (5) and (6) .
To implement the self-consistency condition in practice, one uses the Dyson equation. In solving the lattice Dyson equation, it is efficient to work in momentum space, where the lattice Green's function is Fourier transformed to
with N the number of sublattice sites. Then the lattice Dyson equation reads
Here * represents a convolution on the contour C, k (t, t ) = k (t)δ C (t, t ), and δ C (t, t ) is the δ function defined on C. The local Green's function is obtained from a momentum summation. If the system has an inversion symmetry (we consider only this case here), the off-diagonal components of the local Green's function vanish, and we have
The local Green's function satisfies the Dyson equation for the impurity problem,
where
is the Weiss Green's function. Thus we obtained a closed set of nonequilibrium DMFT self-consistency relations: (8) , (9) , and (10), for Σ aσ , G 0,aσ (or ∆ aσ ), and G aσ . The calculation of G aσ from G 0,aσ is the task of the impurity solver. Before finishing this section, let us comment on how to solve the lattice Dyson equation (8) . Due to the existence of the AFM long-range order, it has a 2 × 2 matrix structure, i.e., consists of coupled integral-differential equations. However, as we show below, it can be decoupled to a set of integraldifferential equations of the form
and integral equations of the form
To see this, let us denote the lattice Green's function G aa kσ (a = A, B) for k = 0 by g aσ . It satisfies
which is in the form of Eq. (12) . Using g aσ , we can explicitly write the solution for Eq. (8),
By substituting F = g aσ * k * g aσ * k (a denotes the sublattice opposite to a) and Q = g aσ , we have (1− F) * G aa kσ = Q, which is exactly of the form of Eq. (13) . Since Eqs. (12) and (13) are implemented in the standard nonequilibrium DMFT without long-range orders, one can recycle those subroutines to solve Eq. (8) .
For the case of the semicircular density of states (DOS),
, and k (t) = k (time independent), one can analytically take the momentum summation for the lattice Green's function, resulting in the relation
Thus, instead of solving Eq. (8), one can make use of
as the DMFT self-consistency condition. The DMFT calculations in the rest of the paper are done for the semicircular DOS, and we use v * (v −1 * ) as a unit of energy (time). With the symmetry G aσ = G aσ in the AFM phase, it is sufficient to consider the impurity problem for one of the two sublattices so that we can drop the sublattice label a.
In a practical implementation of the nonequilibrium DMFT self-consistency, what one has to numerically solve are basically equations of the forms (12) and (13) . These are Volterra integral(-differential) equations of the second kind. Various numerical algorithms for them can be found in the literature. [59] [60] [61] Here we use the fourth-order implicit RungeKutta method (or the collocation method). The details of the implementation are presented in the Appendix A.
III. WEAK-COUPLING PERTURBATION THEORY
In this section, we explain the general formalism of the weak-coupling perturbation theory for nonequilibrium quantum impurity problems. It is explicitly implemented up to third order for the AFM phase at arbitrary filling and fourth order for the PM phase at half filling. We discuss various technical details of the perturbation theory, including the symmetrization of the interaction term, bare and bold diagrams, and the treatment of the Hartree term.
A. General formalism
To define the perturbation expansion for the nonequilibrium impurity problem, we split the impurity action (2) into a noninteracting part S 
Here we have introduced auxiliary constants α σ to symmetrize the interaction term. Accordingly, the chemical potential in S imp 0 is shifted, and the Weiss Green's function is modified into
As a result, the self-consistency condition for the case of the semicircular DOS is changed from Eq. (20) to
Physical observables should not, in principle, depend on the choice of α σ , whereas the quality of the approximation made by the perturbation theory may depend on it. Such α σ parameters have been used to suppress the sign problem in the continuous-time QMC method. 53, 62, 63 The weak-coupling perturbation theory for nonequilibrium problems is formulated in a straightforward way as a generalization of the equilibrium perturbation theory in the Matsubara formalism. 41, 64 We expand the exponential in Eq. (3) into a Taylor series with respect to the interaction term,
where with Z 0 = Tr T C e −iS imp 0 . As a result, the expansion can be expressed in the simplified form
where · · · 0 denotes Tr (T C e −iS imp 0 · · · )/Z imp 0 , and "conn." means that one only takes account of connected diagrams. The factor n! is canceled by specifying the contour ordering as t 1 ≺ · · · ≺ t n (t 1 comes first and t n last). Owing to Wick's theorem, one can evaluate each term in Eq. (26) using the Weiss Green's function,
In the standard weak-coupling perturbation theory, one usually considers an expansion of the self-energy Σ σ (t, t ) instead of the Green's function. This is because one can then take into account an infinite series of diagrams for the Green's function by solving the Dyson equation. The self-energy consists of one-particle irreducible diagrams of the expansion (26), i.e., the diagrams that cannot be disconnected by cutting a fermion propagator. Figure 2 shows examples of Feynman diagrams for the self-energy. In addition, we have tadpole diagrams. Since the quadratic terms in H 1 [U(t)α σnσ ] play the role of counterterms to the tadpoles, each tadpole diagram amounts to n 0,σ (t) − α σ , where n 0,σ (t) = −iG < 0,σ (t, t). We summarize the Feynman rules to calculate the self-energy diagrams:
1. Draw topologically distinct one-particle irreducible diagrams.
2. Associate the Weiss Green's function −iG 0,σ (t, t ) with each solid line.
Multiply (−i)U(t) for each interaction vertex (dashed line).
4. Multiply n 0,σ (t) − α σ for each tadpole diagram.
5. Multiply (−1) for each Fermion loop.
6. Multiply an additional factor (−i), coming from the definition of the Green's function (3).
7. Carry out a contour integral along C for each internal vertex. 
B. Self-consistent perturbation theory
Instead of expanding the self-energy diagrams with respect to the Weiss Green's function G 0,σ , one can also expand it with respect to the fully interacting Green's function G σ . In this expansion, each bare propagator G 0,σ (t, t ) (depicted by a thin line) is replaced by the dressed propagator G σ (t, t ) (bold line). Since G σ itself already contains an infinite number of diagrams, which is recursively generated from the Dyson Eq. (10), one can take account of many more diagrams than in the expansion with respect to G 0,σ . To avoid a double counting of diagrams in this expansion, we take the "skeleton diagrams" of the self-energy, i.e., two-particle irreducible diagrams that cannot be disconnected by cutting two fermion propagators, which reduces the number of diagrams to be considered.
At first, G σ is not known, so that one starts with an initial guess of G σ (which is usually chosen to be G 0,σ ). Using the perturbation theory, one evaluates the self-energy Σ σ from G σ . Plugging Σ σ into the Dyson Eq. (10), one obtains a new G σ , which is again used to evaluate the self-energy. One iterates this procedure until G σ and Σ σ converge. In this way, G σ and Σ σ are determined self-consistently within the perturbation theory (hence named the self-consistent perturbation theory).
In the self-consistent perturbation theory, there is a short cut in implementing the DMFT self-consistency. Since the self-energy is determined from the local Green's function G σ , the Weiss Green's function G 0,σ does not explicitly appear in the calculation. Thus, one can skip the evaluation of G 0,σ with the impurity Dyson Eq. (10) . For the case of the semicircular DOS, one can eliminate G 0,σ from Eqs. (10) and (20) to obtain
which defines the DMFT self-consistency condition. Let us remark that the self-consistent perturbation theory is a "conserving approximation", 65 i.e., it automatically guarantees the conservation of global quantities such as the total energy and the particle number. The perturbation theory defines the self-energy as a functional of G, Σ = Σ[G], which is a sufficient condition to preserve the conservation laws. It is important that the conservation law is satisfied in a simulation of the time evolution to obtain physically meaningful results. However, this does not necessarily mean that the selfconsistent perturbation theory is superior to a nonconserving approximation (such as the expansion with respect to G 0,σ ). As we see in Sec. IV and V, under some conditions the nonconserving approximation (despite small violations of conservation laws) reproduces the correct dynamics more accurately than the conserving approximation.
One can also consider a combination of bare-and bolddiagram expansions. An often used combination is to take the bold diagram for the Hartree term ( Fig. 3) and bare diagrams for the other parts of the self-energy. This kind of expansion is necessarily a nonconserving approximation. We examine this type of approximations in Sec. IV.
C. Treatment of the Hartree term
There is a subtle issue concerning the treatment of the Hartree term in the self-energy diagrams. The Hartree term is the portion of the self-energy Σ(t, t ) that is proportional to δ C (t, t ). Let us denote it by
The corresponding diagram, summed up to infinite order in U, is given by the bold tadpole shown in Fig. 3 . It reads
where n σ (t) = −iG < σ (t, t) is the physical density. Since the Hartree term (30) is written with the interacting Green's function, it is determined self-consistently within the perturbation theory. Although the expression (30) is exact up to infinite order in U and it seems natural to use it, it is useful to consider an expansion of the Hartree diagram with respect to G 0,σ . We show the resulting diagrams up to third order in Fig. 4 . In this "bare-diagram" expansion, a lot of internal tadpoles are generated in the Hartree diagrams. Each tadpole gives a contribution of n 0,σ (t) − α σ instead of n σ (t) − α σ . The question is which is the better approximation. [Note that Eq. (30) itself is exact, but if it is combined with other diagrams, it becomes an approximation.] The bold Hartree term (Fig. 3 ) includes many more diagrams than the bare expansion (Fig. 4) ; however, the answer is not a priori obvious. Moreover, we have the freedom to choose the constant α σ . At half-filling and in the PM phase, it is natural to take α σ = 1 2 because of the particle-hole symmetry. It cancels all the tadpole diagrams since n σ − α σ = n 0,σ − α σ = 0. Due to the particle-hole symmetry [i.e., G 0,σ (t, t ) = −G 0,σ (t , t)], all the odd-order diagrams vanish as well. On the other hand, when the system is away from half filling or is spin-polarized (i.e., n ↑ n ↓ ), the particle-hole symmetry (for each spin) is lost, and we do not have a solid guideline to choose the value of α σ . α σ can be n σ , n 0,σ , or some other fixed values (such as 1 2 ).
Later, in Sec. IV, we examine these issues for the Hartree term by considering five representative cases summarized in Table I . It might look better if one sets α σ = n σ for the bold diagrams or α σ = n 0,σ for the bare diagrams, since all the tadpole diagrams are then shifted into the propagator G σ or G 0,σ . However, it turns out that this choice is not a particularly good approximation. Due to cancellations among different diagrams, the naive expectation that more diagrams means better results is misleading.
D. Third-order perturbation theory
In the case of the spin-polarized phase or away from half filling, when the particle-hole symmetry [G σ (t, t ) = −G σ (t , t)] is lost, it becomes important to take into account the odd-order diagrams. Here we consider the third-order weak-coupling perturbation theory. First, we look at the barediagram expansion. We have shown topologically distinct Feynman diagrams of the self-energy up to third order in Fig. 2 and the bare Hartree diagrams up to third order in Fig. 4 .
Using the Feynman rules presented in Sec. III C, we can explicitly write the contribution of each diagram. The selfenergy at second order [ Fig. 2(2) ] is given by
and the first two of the self-energy diagrams at third order [Figs. 2(3a) and 2(3b)] are given by
To write the rest of the self-energy diagrams at third order [Figs. 2(3c)-2(3e)], it is convenient to define a contourordered function,
which takes care of the internal tadpoles. With χ
1,σ , we can write the self-energy diagrams [Figs. 2(3c)-2(3e)] as
1,σ (t, t ).
In the bare-diagram expansion, we need to evaluate the Hartree diagrams (Fig. 4) . To this end, we define another contour-ordered function,
With χ 
2,σ (t, t).
One can see that in the third-order perturbation the calculation of each self-energy diagram includes a single contour integral at most. This means that the computational cost of the impurity solution is of O(N 3 ) with N the number of discretized time steps. It is thus of the same order as solving the Dyson equation [in the form of Eq. (12) or Eq. (13)] or calculating a convolution of two contour-ordered functions. This means that the impurity problem can be solved with a cost comparable to the DMFT self-consistency part, which is crucial for simulating the long-time evolution.
In the self-consistent version of the third-order perturbation theory, we consider the two-particle irreducible diagrams. The diagrams of Figs. 2(2), 2(3a), and 2(3b) are two-particle irreducible, whereas the others in Fig. 2 are reducible. The Hartree term is given by the bold diagram (Fig. 3) . The equations to represent each diagram are the same as those for the bare diagrams, except that all G 0,σ are replaced by G σ .
E. Fourth-order perturbation theory for the paramagnetic phase at half filling
For the PM phase at half filling, we consider the fourthorder perturbation theory. At fourth order, the number of diagrams that we have to consider dramatically increases, so that we restrict ourselves to the case where the particle-hole symmetry holds. In this case, the odd-order diagrams disappear. We take α σ = , each of which contains three diagrams. Using the particle-hole symmetry G 0,σ (t, t ) = −G 0,σ (t , t), one can show that those three classified in the same group give exactly the same contribution. 49 Thanks to this fact, it is enough to consider one of the three for each group. In total, the number of diagrams to be computed is reduced to four. We represent this simplification by writing the fourth-order self-energy as
where we have omitted the spin label σ. We can explicitly evaluate each contribution of the self-energy diagrams to ob- tain
Note that they involve double contour integrals. However, for Σ (4a) and Σ (4b) , we can decouple the integrals by defining the contour functions
which involve single contour integrals. With these, Σ (4a) and Σ (4b) can be rewritten as (52) which again involves only single integrals. Unfortunately, this kind of reduction is not possible for Σ (4c) and Σ (4d) . Hence, the computational cost for the fourth-order diagrams is O(N 4 ), which is one order higher than the calculation of the thirdorder diagrams or solving the DMFT self-consistency. The maximum time t max up to which one can let the system evolve is therefore quite limited compared to the third-order perturbation theory.
For the fourth-order self-consistent perturbation theory, we only take the two-particle irreducible diagrams among Fig. 5 , which are those grouped in (4a), (4c), and (4d). 48 The diagrams in (4b) are two-particle reducible, and are not considered in the self-consistent perturbation theory.
IV. APPLICATION TO EQUILIBRIUM PHASES
To establish the validity of the weak-coupling perturbation theory as an impurity solver for DMFT, we first apply it to the equilibrium phases of the Hubbard model. In particular, we focus on the PM phase (Sec. IV A) away from half filling and the AFM phase (Sec. IV B), where the conventional secondorder perturbation theory fails. 32 There has been a proposal to improve it for arbitrary filling by introducing control parameters in such a way that the perturbation theory recovers the correct strong-coupling limit. 66 However, it is not known at this point how to generalize this approach to nonequilibrium situations. Here we explore the different types of perturbation theories that have been overviewed in Sec. III and clarify which ones improve the quality of the approximation compared to previously known results.
A. Paramagnetic phase
Let us consider the PM phase of the Hubbard model (1), and first look at the half filled system. In Fig. 6 , we show the results for the double occupancy,
given by DMFT with various perturbation expansions. d is a good measure of correlation effects. As is well known, the second-order perturbation theory with bare diagrams (which is often referred to as the IPT) works remarkably well over the entire U regime. 32 In particular, it captures the Mott metalinsulator transition. Quantitatively, deviations from QMC (exact) start to appear around U ∼ 3 in the weak-coupling regime. The fourth-order bare expansion improves the results up to U ∼ 4, just before the Mott transition occurs (U ∼ 5). It quickly fails to converge at U 4.3 (convergence is not recovered by mixing the old and new solutions during the DMFT iterations). The bold diagrams (self-consistent perturbation theory) give worse results than the bare expansions (Fig. 6 ). The second-order bold expansion deviates from QMC at U ∼ 2, and it does not converge at U > 3. The fourth-order bold diagram improves the second-order bold results for U 2, but it fails to converge at U > 2. Hence, at half filling the fourth-order bare expansion gives the best results in the weakcoupling regime (U ≤ 4).
Away from half filling, we calculate the density per spin, Table I . The QMC results indicate that there are Mott transitions in the strong U regime (e.g., U c ∼ 6 for µ−U/2 = 1), where the density n approaches 0.5. The Hartree approximation (dashed line in Fig. 7 ), which only includes the Hartree term (30) as the self-energy correction, deviates from QMC already at relatively small U (∼ 1). Among the various second-order expansions, type (IV) (bare second-order and bold Hartree diagrams with α σ = n σ ) seems to be closest to the QMC result up to U ∼ 2.5 for µ − U/2 = 0.5, 1 and U ∼ 4 for µ − U/2 = 2. However, this approach, as well as types (III) and (V), leads to a convergence problem in the DMFT calculation as one goes to larger U [which is why the lines for types (III)-(V) in Figs. 7 and 8 are terminated]. On the other hand, type (I) easily converges even for large U.
By comparing the second-( Fig. 7 ) and third-order ( Fig. 8 ) perturbation theories, we see a systematic improvement of the results in most cases. In particular, the third-order type (I) becomes better than type (IV) and gets closest to QMC for µ − U/2 = 2. It agrees with QMC up to U ∼ 4. Again Table I . Table I. type (I) shows excellent convergence for the entire U range, in contrast to the other approaches. For µ − U/2 = 1, the results of type (I) are not improved from second to third order, while other types fail to converge around U ≈ 2.5. Thus, it remains difficult to access the intermediate filling regime (0.1 < |n − 0.5| < 0.2, U > 2) using these weak-coupling perturbation expansions. If one goes far away from half filling (dilute regime), the system effectively behaves as a weakly correlated metal, and the perturbative approximations become valid.
Let us remark that it was pointed out earlier by Yosida and Yamada 44 that the bare weak-coupling perturbation theory is Table I . The QMC data are taken from Ref. 67. well behaved for the Anderson impurity model if it is expanded around the nonmagnetic Hartree solution. This corresponds to the expansion of type (IV) (α σ = n σ ) in our classification (Table. I ). Thus, their observation is consistent with our conclusion that type (IV) is as good as type (I) and is better than the other schemes. The difference is that when type (IV) expansion is applied to DMFT, it suffers from a convergence problem in the intermediate-coupling regime.
B. Antiferromagnetic phase
Next, we test the validity of the perturbative impurity solvers for the equilibrium AFM phase of the Hubbard model at half filling. We show the AFM phase diagram in the weakcoupling regime obtained from DMFT with QMC, the Hartree approximation, and the second-order perturbation theories in Fig. 9 . We also depict the phase diagram covering the entire U range in Fig. 10 . QMC provides the exact critical temperature T c , which in the small-U limit behaves as
[similar to the BCS formula for the superconducting phase; D( F ) is the DOS at the Fermi energy]. T c takes the maximum value at U ≈ 4 and slowly decays as T c ∝ v 2 * /U in the strong-coupling regime. This is analogous to the BCS-BEC crossover for superconductivity which is often discussed in the context of cold-atom systems. Here, it corresponds to a crossover from the spin density wave in the weak-coupling regime to the AFM Mott insulator with local magnetic moments in the strong-coupling regime.
The Hartree approximation (dashed curve in Fig. 9 ) correctly reproduces the weak-coupling asymptotic form, T c ∝ v * e −1/D( F )U , but starts to deviate from the QMC result already at U ∼ 0.5. The second-order perturbation theories of types (I)-(III) give better results than the Hartree approximation as shown in Fig. 9 . However, quantitatively the agreement with QMC is still not so good for U > 1. This problem was previously pointed out for the second-order perturbation expan- sion of type (III). 32 We have not plotted T c estimated from the second-order perturbations of types (IV) and (V), since type (IV) gives a discontinuous (first-order) phase transition which is not correct for the AFM order, and type (V) yields a pathological discontinuous jump of the magnetization as a function of temperature within the ordered phase which is physically unreasonable.
Type (I) continues to converge in the strong-coupling regime, in contrast to other second-order approaches that fail to converge at some point. What is special about this weakcoupling expansion is that it qualitatively captures the BCS-BEC crossover; i.e., the critical temperature scales appropriately both in the weak-and strong-coupling limits (Fig. 10) . Quantitatively, the value of T c given by the type (I) secondorder scheme is roughly a factor of 2 lower than the QMC result in the large-U regime. If one restricts the DMFT solution to the PM phase, it is known that the second-order bare-diagram expansion (IPT) reproduces the correct strongcoupling limit. The AFM critical temperature, on the other hand, depends on the treatment of the Hartree term (note that even in the PM phase the evaluation of the spin susceptibility may depend on the choice of the Hartree diagram since it enters in the vertex correction), and only the approach of type (I) among the various methods that we tested survives for large U. It would be interesting to compare the situation with the T -matrix approximation 68, 69 that is often adopted in the study of the attractive Hubbard model. It takes account of a series of ladder diagrams for the self-energy and similarly reproduces the BCS-BEC crossover for T c .
We also plot the staggered magnetization m = σ σn σ = σ σG M σ (0 − ) for the ordered state evaluated by QMC and the second-order perturbation theory of type (I) in the weakcoupling (the top panel of Fig. 11 ) and strong-coupling (bottom panel) regimes. For small U, the second-order perturbation theory gives a smooth curve for the magnetization as a function of T . As one increases U, there emerges a kink in the magnetization curve for U ≥ 4 ( Fig. 11) , which is an artifact of the perturbation theory as confirmed by comparison to the QMC results. Hence, although T c behaves reasonably in the large U regime, it is unlikely that the second order perturbation of type (I) correctly describes the strong-coupling state. Figure 12 plots the spectral function A σ (ω) = − 1 π ImG R σ (ω) obtained from the second-order perturbation of type (I). The weak-coupling regime (U = 3, top panel of Fig. 12 ) shows coherence peaks separated by the AFM energy gap and accompanied by the Hubbard sidebands. However, as one goes to the strong-coupling regime (U = 6, bottom panel of Fig. 12 ), the coherence peaks are rapidly shifted away from the Fermi energy, and two additional bands appear around ω = ±1.5. This is quite different from the result of the noncrossing approximation 25 (dashed lines in the bottom panel of Fig. 12 ), which is supposed to be reliable in the strongcoupling regime, and shows spin-polaron peaks on top of the Mott-Hubbard bands with a large energy gap. Therefore, we conclude that the second-order perturbation of type (I) does not correctly describe the AFM state in the strong-coupling regime.
The phase diagram derived from DMFT using various third-order perturbation theories is shown in Fig. 13 . Again we do not draw the T c curve for type (V), since it has a discontinuous jump of the magnetization as a function of tem- perature in the ordered state. We find that the third-order perturbation of type (I) (all the diagrams including the Hartree term are bare) reproduces T c very accurately up to U = 3. A comparable accuracy cannot be obtained with the other thirdorder expansions. To establish the validity of this approach, we calculate the staggered magnetization below T c , which is illustrated in Fig. 14 . By comparing the results with those of QMC, we can see that the type (I) third-order approach predicts not only accurate T c but also correct magnetizations for U ≤ 2.5. 26 When U becomes larger than 2.5, deviations from the exact QMC results start to appear, and the curvature of the magnetization curve gets steeper. Thus, the third-order perturbation of type (I) is the method of choice for studying the AFM phase in the weak-coupling regime (U < 3). This is again consistent with the observation of Yosida and Yamada 44 that the bare weak-coupling expansion works well if expanded around the nonmagnetic Hartree solution (i.e., α σ = 1 2 ).
V. INTERACTION QUENCH IN THE PARAMAGNETIC PHASE OF THE HUBBARD MODEL
Having examined the performance of the weak-coupling perturbation theories for the equilibrium state of the Hubbard model, we move on to studying the validity of the perturbative methods for nonequilibrium problems. In this section, we Table I . focus on the interaction quench problem for the PM phase of the Hubbard model; i.e., we consider the Hamiltonian (1) with the interaction parameter abruptly varied as
The interaction quench problem for the Hubbard model has been previously studied using the flow equation and unitary perturbation theory, 22, 70 nonequilibrium DMFT, 23, 53 time-dependent Gutzwiller variational method, 71, 72 generalized Gibbs ensemble, 73 equation-of-motion approach, 74, 75 and quantum kinetic equation. 76 In the weak-coupling regime, the physics of "prethermalization" 21 has been discussed. Here we take the parameters, U i = 0 (noninteracting initial state) and the initial temperature T = 0, to allow a systematic comparison with these previous results. We use the secondorder and fourth-order perturbation theories for the half-filling case in Sec. V A and the third-order perturbation theory for calculations away from half filling in Sec. V B. We restrict ourselves to the PM solution of the nonequilibrium DMFT equations throughout this section.
A. Half filling
To study the relaxation behavior of the Hubbard model after the interaction quench, we calculate the time evolution of the double occupancy d(t) = n ↑ (t)n ↓ (t) within nonequilibrium DMFT via the formula,
which can be derived from the equation of motion. Initially the system is noninteracting, so that Fig. 15 . As one can see, the results of the second and fourth order agree very well with the QMC results up to U f = 1.5. After the quench, the double occupancy quickly relaxes to an almost constant value, which is quite close to the thermal value of the final state. 23 At U f = 2 and 2.5, the difference between the second and fourth order becomes larger, and the latter reproduces the correct result of the double occupancy with an irregular hump around t ∼ 2.5. The second-order perturbation predicts an overdamping of the double occupancy without a hump.
The results for the double occupancy in the intermediateand strong-coupling regimes (4 ≤ U f ≤ 8) are shown in the top panel of Fig. 16 . As we increase the interaction strength, the perturbation theories quickly deviate from the QMC results, and an agreement is found only on very short time scales. The fourth-order expansion thus fails to improve the second-order results in this regime, and seems to be numerically more unstable than the second order. We discuss later that this is related to pathological violation of energy conservation.
We also compute the momentum distribution,
The distribution of the initial noninteracting state at T = 0 is n k = θ(µ − k ), which has a discontinuous jump ∆n = 1 at the Fermi energy. This jump does not immediately disappear after the quench, but survives for some period. 23 It is a measure of how close or far the system is from the thermalized state. If the system fully thermalizes after the quench, the jump ∆n should vanish since a thermal state at nonzero temperature has a smooth distribution. In the bottom panel of Fig. 15 , we show the time evolution of ∆n obtained by the nonequilibrium DMFT with QMC, bare second-order and bare fourthorder perturbations for U f ≤ 3. The QMC results suggest that, in contrast to the double occupancy, ∆n does not directly relax to the thermal value (∆n = 0), but is trapped at some intermediate value for some time. Although local quantities such as the double occupancy look thermalized at this moment (prethermalization), the distribution is clearly nonthermal. 22 After prethermalization, ∆n slowly relaxes to zero. The time scale of this relaxation is much longer than that for the double occupancy.
The difference between the second-and fourth-order perturbations for ∆n is clearer than in the case of the double occupancy. It already becomes evident at U f = 1.5. Before ∆n approaches the plateau (t < 1.5), both methods give almost the same results. However, the second-order results do not show a clear plateaulike structure in the prethermalization regime (1.5 t 3), while the fourth order does. One can see in the bottom panel of Fig. 15 that the results of the fourth-order perturbation theory for ∆n agree fairly well with those of QMC for U f ≤ 3.
We also show the results for ∆n in the intermediate-and strong-coupling regimes (4 ≤ U f ≤ 8) in the bottom panel of Fig. 16 . It has been known that the behavior of ∆n qualitatively changes from the weak-to the strong-coupling regime near U dyn c = 3.2 (dynamical transition). 23, 71 On the weak-coupling side ∆n monotonically decays without touching zero, while on the strong-coupling side ∆n oscillates between zero and nonzero values. One can see that the bare per- turbation theories (both second and fourth order) correctly reproduce the short-time dynamics of these collapse-and-revival oscillations in ∆n with period 2π/U. Especially, they capture the sharp qualitative change of the short-time behavior of ∆n. In the second-order perturbation theory the oscillations of ∆n always damp faster than those given by the fourth-order calculation. Similarly to the double occupancy, the ∆n obtained from the perturbation theories fail to reproduce the QMC results after the second-and fourth-order calculations start to deviate with each other.
The quality of the bare-diagram perturbation theory can be judged by looking at the evolution of the total energy (Fig. 17) . The total energy of the Hubbard model is given by
For the semicircular DOS in the PM and AFM phases, the kinetic-energy term can be rewritten in terms of the local Green's functions as
Since the bare-diagram expansions are not a conserving approximation, it is not guaranteed that the total energy is conserved after the quench, even though the Hamiltonian becomes time independent. To make a systematic comparison, we consider the difference between E(t > 0) and E(0 + ), which should be zero if the total energy is indeed conserved. As one can see in Fig. 17 , the total energy is nicely conserved up to U f = 2. However, when U f exceeds 2, the conservation of the total energy is suddenly violated for both the second-order and the fourth-order perturbation theories [the drift in total energy is smaller in the second-order perturbation]. In particular, the fourth-order expansion does not extend the interaction region in which the total energy is conserved. If one compares the energy drift at t = 5 and t = 10 in Fig. 17 , one sees that the drift is "saturated" for U f ≤ 3 at the second order and for U f ≤ 2 at the fourth order; i.e., the drift only occurs on a certain short time scale and the difference to the correct total energy does not grow anymore thereafter. In other words, the bare perturbation theory "does not accumulate" numerical errors as time evolves for U f ≤ 2. From this, we can conclude that the bare perturbation theories remain reliable up to long times for these U f , which is a big advantage of this approach.
The breakdown of the total-energy conservation generically implies a deviation of the results for d or ∆n from QMC in the regime U f > 2 (Figs. 15 and 16 ). Let us remark that this does not necessarily mean that the bare perturbation theory always fails to describe the dynamics of the Hubbard model with U > 2. It all depends on how the system is perturbed (interaction quench, slow ramp, electric-field excitation, etc.), the initial state (noninteracting or interacting), and other details of the problem. The general tendency is that the total en- ergy is conserved when the excitation energy is small and/or the interaction strength is weak.
If we further increase U f , the second-order bare perturbation theory again starts to work reasonably well. In Fig. 18 , we plot d, ∆n, and E for quenches U = 0 → 16, 24, 32. The simulation is numerically stable within the accessible time range, and the observables do not diverge as time grows. The results nicely show the coherent collapse-and-revival oscillations of period 2π/U, which are characteristic of the atomic limit. We also observe that the envelope curve of rapidly oscillating ∆n is "universal"; i.e., it is almost invariant against large enough U. In contrast, the fourth-order bare perturbation theory fails to produce physically reasonable results for these U. The seeming success of the second-order bare perturbation theory (IPT) for very large U appears to be related to the fact that IPT reproduces the correct atomic limit of the Hubbard model in equilibrium. 32 However, it is a priori not obvious that IPT also describes the correct nonequilibrium dynamics near the atomic limit, since the dynamics here starts from the noninteracting state which is very far from the atomic limit, and errors can accumulate in the strong-coupling regime as the system time evolves. Indeed, if one looks at the total energy E (bottom panel of Fig. 18 ), there is a non-negligible energy drift whose magnitude (∼ 10% of the absolute value of E) is roughly independent of U. Despite the violation of energy conservation, IPT seems to work surprisingly well out of equilibrium near the atomic limit.
We have also tested the second-order and fourth-order selfconsistent perturbation theories (bold-diagram expansions). The results for the double occupancy and the jump in the momentum distribution for U f ≤ 3 (U f ≥ 4) are shown in the top and bottom panels of Fig. 19 (Fig. 20) , respectively. By comparing with QMC, one can see that the self-consistent perturbation theories are not particularly good. Although we have a slight improvement from the second-order to the fourth-order expansion, a deviation from the QMC results still remains, even in the short-time dynamics. The detailed dynamics of d and ∆n in the transient and long-time regimes is not correctly reproduced. The damping of the double occupancy is too strong in both the weak-coupling and the strong-coupling regimes (see also Ref. 23 ). This may be due to a too-tight self-consistency condition, i.e., the self-consistency within the perturbation theory and the DMFT self-consistency. [Flaws in the (second-order) self-consistent perturbation theory, when applied to the equilibrium DMFT, 77 were pointed out already in Ref. 46 . In particular, it was noted that it does not reproduce the high-energy features (Hubbard sidebands) of the spectral function.] For ∆n, the height of the prethermalization plateau is not correctly reproduced for U f ≤ 3. On the strongcoupling side, ∆n relaxes monotonically without showing any oscillation. This evidences that the self-consistent perturbation theory cannot describe the dynamical transition found in the interaction-quenched Hubbard model at half filling. 23, 71 Hence, even though the self-consistent perturbation theory is a conserving approximation, it is not the impurity solver of choice for nonequilibrium DMFT.
B. Away from half filling
When the filling is shifted away from half filling, the particle-hole symmetry is lost, and odd-order diagrams start to contribute in the calculation. Here we consider the interaction quench problem for the PM phase of the Hubbard model at quarter filling, i.e., n σ = 1/4, and apply the second-order and third-order perturbation theories. We adopt the type (I) and type (IV) approaches in the classification of Table I, i.e., the bare-diagram expansions having the bare tadpole diagram with α σ = 1/2 and bold tadpole with α σ = n σ , since they have been shown to be relatively good approximations away from half filling in Sec. IV A.
We plot the results produced by the type (I) and type (IV) expansions in Figs. 21 and 22, respectively. In Fig. 21(a) , we show the time evolution of the double occupancy calculated by the type (I) scheme. The noninteracting initial state has d(0) = 1/4 × 1/4 = 1/16 = 0.0625. The second-order and third-order perturbations give quantitatively different evolutions after the quench. When U f is small enough (U f ≤ 1), the double occupancy quickly damps to a thermal value. As one increases U f , an enhanced oscillation starts to appear in both the second-order and the third-order calculations. In Fig. 21(b) , we plot the time evolution of the jump ∆n at the Fermi energy in the momentum distribution. Initially, the system has a Fermi distribution with T = 0, so that ∆n(0) = 1. The second-order calculations (dashed curves in the bottom panel of Fig. 21 ) show that after a rapid decrease, ∆n stabilizes at an intermediate value for a certain time and then slowly decays to zero. This behavior (prethermalization) is quite similar to what we have seen in the case of half filling. If we use the third-order perturbation theories, however, the results differ from those of the second order for U f ≥ 1.5. In particular, at U f = 2 the jump ∆n starts to oscillate and finally exceeds 1, implying that the third-order calculation gives physically unreasonable results.
To examine the validity of the perturbation theories, we show the density and total energy as a function of time in Figs. 21(c) and 21(d). They should be conserved throughout the time evolution. The results suggest that the total energy and density (n = 1/4) are reasonably conserved when U f ≤ 1 in both the second-order and the third-order perturbations. Only in this parameter regime, the simulation is reliable. This limitation is more severe than in the half-filling case, where the total energy is sufficiently conserved up to U f = 2.
We also investigated the type (IV) approach in Table I  and show , the conserving nature is somewhat improved with respect to the type (I) calculation. The conservation starts to break down earlier in U f in the third-order expansion compared to the second-order one. Thus, we do not see a systematic improvement away from half filling by proceeding to higher-order perturbation expansions. It should be noted that also the weak-coupling QMC method can only reach times which are about a factor of two shorter than in the case of half-filling, because the odd-order diagrams contribute to the sign problem. Hence, the development of a useful impurity solver for nonequilibrium DMFT calculations away from half filling in the weak-coupling regime remains an open issue.
VI. DYNAMICAL SYMMETRY BREAKING INDUCED BY AN INTERACTION RAMP IN THE HUBBARD MODEL
So far, we have considered the interaction quench dynamics of the Hubbard model without any long-range order. Since the formalism of the nonequilibrium DMFT has been generalized to the AFM phase in Sec. II, we can apply the perturbative impurity solvers to the dynamics of such an ordered state.
In this section, we study dynamical symmetry breaking in the Hubbard model induced by an interaction ramp by means of the nonequilibrium DMFT with the third-order perturbation theory of type (I) ( Table I ). This impurity solver correctly reproduced the AFM phase diagram (Fig. 13 ) and the magnetization (Fig. 14) in the weak-coupling regime. We begin with the PM initial state in thermal equilibrium, and then change the interaction parameter continuously (ramp) as
where t ramp is the ramp time, to go across the phase transition line in the phase digram (Fig. 13) . We consider an interaction ramp (t ramp > 0) rather than a quench (t ramp = 0) to reduce the increase of the energy, but it turns out that the results do not significantly depend on t ramp .
In order to trigger the symmetry breaking, we introduce a tiny staggered magnetic field h in the initial state. We assume that the seed field h is uniform in space, so that the order parameter (staggered magnetization m) grows uniformly. From a large-scale point of view, this assumption is probably not appropriate, since the direction of symmetry breaking is random at each position, which leads to domain structures and topological defects in between (Kibble-Zurek scenario 19, 20 ). However, our interest here lies in the fast microscopic dynamics of the order parameter, where our set up can be justified. For convenience, we ramp off the seed field in the following way:
A. Nonequilibrium DMFT results
In Fig. 23 , we show the evolution of the staggered magnetization after the interaction ramp obtained by the nonequilibrium DMFT. The parameters are chosen such that U i = 1.75, β = 11, h = 10 −4 , and t ramp = 10. The initial state is in the PM phase and is quite close to the AFM phase boundary (solid red circle in Fig. 24) . We fix the initial state and systematically change U f to perform a series of interaction-ramp simulations. The initial magnetization is very small but finite due to the presence of the staggered magnetic field h. After the interaction ramp, the PM state becomes unstable, and the order parameter starts to grow exponentially (m ∝ e t/τi with τ i the initial growth rate). It is followed by an amplitude oscillation and a gradual relaxation toward the final state. Here the oscillation is not as coherent as in the case of a ramp out of the symmetry-broken phase, 26 and one can see a softening of the amplitude mode in Fig. 23 .
In the long-time limit, the system finally thermalizes in the nonintegrable Hubbard model. We can estimate the final temperature by searching for the equilibrium thermal state with effective temperature T eff that has the same total energy as the time-evolving state, since the total energy should be conserved after the interaction ramp. In Fig. 25 , we plot the total energy for the interaction ramps that correspond to Fig. 23 . For U f 2.1, the total energy is nicely conserved after the interaction ramps. As U f is further increased, there emerges a small energy drift during the symmetry breaking (10 ≤ t 40). After the symmetry breaking, the conservation of the total energy is recovered. Thus, we have a slight inaccuracy in the simulation of the interaction ramps for larger U f . We use the final value of the total energy, E tot (t = 100), to extract the effective temperature of the thermal states reached in the long-time limit. In Fig. 24 , we indicate the final thermalized states in the phase diagram by open circles. As we increase U f , T eff increases in the vicinity of the phase boundary. Similarly to the case of the dynamical phase transition out of the AFM phase, 26 it seems to trace more or less the constant entropy curve, 78 although the interaction ramps that we consider here are not at all adiabatic processes.
The arrows in Fig. 23 indicate the thermal value of the order parameter (m th ) that is realized in the long-time limit. We notice that there is a large deviation between the transient magnetization and the thermal values m th for 1.9 ≤ U f ≤ 2.2. Especially, the center of the oscillation of the amplitude mode is different from the long-time limit m th , so that the evolution of the order parameter is a superposition of a damped oscillation and a slow drift. This reminds us of the behavior of the or- der parameter seen in the dynamical phase transition from the AFM to PM phase induced by an interaction ramp, 26 where m does not decay immediately after the ramp but is "trapped" to a nonthermal value for a long time. It has been shown for that case that on a relatively short time scale the order-parameter dynamics is governed by the presence of a "nonthermal critical point," in the vicinity of which the period of the amplitude One may define two time scales that characterize the trapping of the nonthermal fixed point, namely the "approach time" to and the "escape time" from the nonthermal fixed point. The escape time is determined by U f . In the U f → 0 limit it diverges to infinity, while for U f → 3 it becomes quite short ( Fig. 23) since thermalization is accelerated. This is consistent with the previous observation of fast thermalization in the PM phase of the Hubbard model. 23 On the other hand, the characterization of the approach time is unclear because it depends on the definition. If one considers the initial exponential growth of the order parameter as part of the nonthermal fixed-point behavior, then the approach time is very short and does not significantly depend on U i and U f . Indeed, as we see in Sec. VI C, this exponential growth exists in the Hartree solution, which characterizes the nonthermal fixed point. The weak dependence of the approach time on U is consistent with Refs. 22 and 23. However, if one interprets the approach time as the time necessary for the order parameter to enter the coherently oscillating regime, then it is roughly determined by τ i .
To analyze the critical behavior of the dynamical symmetry breaking near the phase transition point, we plot several relevant quantities in Fig. 26 . m th (the thermal value reached in the long-time limit) vanishes at the thermal critical point (U f = U th c ) as
This is consistent with the mean-field prediction m th ∼ (U f − U th c ) β with the mean-field critical exponent β = 1 2 . τ i is the time constant of the initial exponential growth (m ∝ e t/τi ), which diverges as
Note that these exponents are universal; i.e., they do not depend on details of the problem (the initial condition, perturbation of the system, etc.). We also measured the maximum of the first peak (m max ) and the minimum of the first dip (m min ) of the amplitude oscillation, and we plot these quantities in The middle point m nth ≡ (m max + m min )/2 (nonthermal magnetization) seems to depend linearly on U f , which must be contrasted with the square-root dependence for m th (61) . We see in Sec. VI C that this linear scaling can be justified in the weak-correlation limit. The linear extrapolation of the middle points (dashed line in Fig. 26 ) implies that the trapped order parameter vanishes at a certain point U f = U nth * , which is different from the thermal critical point (U f = U th c ), as
As we see later in Sec. VI C, this nonthermal critical behavior becomes "exact" in the small U regime (where the Hartree approximation is applicable) with U nth * identical to U th c . There are several possible interpretations of the behavior (63) for larger U: One is that the nonthermal critical point is shifted from U f = U th c to U nth * due to correlation effects. Another interpretation is that the nonthermal critical point still exists at U f = U th c , but m max and m min are lifted up due to thermalization toward m th . In any case, it is likely that the qualitative features of the nonthermal critical point survive to some extent in the moderate U regime, so that it affects the order-parameter dynamics during the dynamical symmetry breaking.
If we start with a smaller U i , the amplitude mode induced by the interaction ramp becomes more coherent. In Fig. 27 , we show the time evolution of m for U i = 1.25, U f = 2, β = 22, h = 10 −4 , and t ramp = 10 (blue curve). We can clearly see many oscillation cycles. Again the oscillation center slowly drifts to the thermal value m th (arrow in Fig. 27 ). Figure 28 illustrates the corresponding evolution of the double occupancy. After the ramp (t = 10), the double occupancy quickly approaches the thermalized value within the PM phase indicated by the arrow on the left in Fig. 28 . This suggests that the system prethermalizes within the PM phase before the dynamical symmetry breaking occurs. After the order parameter m starts to grow, the double occupancy also oscillates along with the amplitude oscillation of m. In the same way as m, the double occupancy slowly approaches the thermal value for the AFM phase (the arrow on the right in Fig. 28) .
The dynamics of the order parameter is reflected in the time-resolved spectral function A σ (ω, t), which is defined by the retarded Green's function,
This function represents the single-particle spectrum at time t. Since the range of the time arguments is limited (≤ t max ), we have to introduce a cutoff in the semi-infinite integral in Eq. (64) . As a result, the energy resolution ∆ω is restricted (energy-time uncertainty). Here ∆ω ∼ 2π/t max ∼ 0.06, which is fine enough to resolve the AFM energy gap.
In Fig. 29 , we depict A σ (ω, t) for the interaction ramp (U = 1.25 → 2) which corresponds to the blue magnetization curve in Fig. 27 . At first, the system is noninteracting, so that A σ (ω) = 4v 2 * − ω 2 /(2πv 2 * ) (noninteracting DOS). After the interaction ramp, an energy gap is dynamically generated at the Fermi energy (ω = 0) in the spectral function. Once the gap has opened, the magnitude of the gap [the distance between the coherence peaks in A(ω)] stays nearly constant in time. On the other hand, there is a coherently oscillating spectral-weight transfer between the lower (ω < 0) and higher (ω > 0) energy region, consistent with the time-evolution of the order parameter m. The drift of the oscillation center is also reflected in A(ω, t) . Therefore, the spectral function captures the characteristic behavior of the order-parameter dynamics. Experimentally, it is not easy to observe the time evolution of the staggered magnetization directly. However, the change of the spectral function can be detected by timeresolved photoemission spectroscopy and pump-probe optical spectroscopy. These techniques thus provide a way of tracking the evolution of the staggered magnetization.
B. Comparison to the phenomenological Ginzburg-Landau equation
To analyze the behavior of the order parameter after the interaction ramp, we compare the nonequilibrium DMFT results with the phenomenological Ginzburg-Landau (GL) equation. [79] [80] [81] The GL equation has been widely used to describe the order-parameter dynamics in superconductors and other ordered phases. It is justified when the quasiparticle energy relaxation time is much longer than the time scale of the order-parameter dynamics. 82 Here we adopt a phenomenological description, assuming that the motion of the order parameter is governed by the free-energy potential of the final thermal state [F th (m)] after the interaction ramp; i.e., the initial free energy is suddenly quenched to the final one (sudden approximation). Our equation reads
where γ is a "friction" constant, and the free energy of the final thermal state is expanded as F th (m) = a th m 2 + bm 4 . To distinguish the coefficient a of the thermal free energy from that for the nonthermal potential that will be defined later, we put the subscript "th". We can freely rescale both sides of Eq. (65), so that we choose the coefficient of ∂ 2 t m to be unity. By taking the final free energy, we can guarantee that the order parameter converges to the thermal value of the final state in the long-time limit. Of course, the transient state right after the interaction ramp is far from equilibrium, so one cannot expect that the whole dynamics is reproduced by this sudden approximation. Here we use the phenomenological approach to demonstrate to what extent the order parameter behaves differently from the conventional GL picture.
In equilibrium, the order parameter takes the thermal value
Initially, the order parameter grows exponentially, m ∝ e t/τi . Since the order parameter is small at the initial stage, one can neglect the second term on the right-hand side of Eq. (65) . Substituting m ∝ e t/τi in Eq. (65), one obtains the relation
+ γτ
m th and τ i can be directly measured. If we fix one parameter (say γ), we can identify the other parameters a th and b using Eqs. (66) and (67).
In Fig. 27 , we plot the solution of the time-dependent GL Eq. (65) for γ = 0.07 and γ = 0.13 on top of the nonequilibrium DMFT result. We have agreement in the initial exponential growth and the final value, whereas the transient dynamics of the GL calculations looks quite different from the DMFT result. The GL equation cannot describe the trapping effect of the order parameter, i.e., the center of the amplitude oscillation is fixed to m th from the beginning. The amplitude, damping rate, and phase shift of the oscillation are not correctly captured by the GL equation, no matter how the value of the free parameter γ is chosen. If we try to fit the frequency of the amplitude mode (γ = 0.13), the damping is too strong. If we try to fit the amplitude of the oscillation (γ = 0.07), we have a phase mismatch. Furthermore, the GL equation does not capture the softening of the amplitude mode. Thus, we conclude that the DMFT order-parameter dynamics which shows a softening amplitude mode and a trapping by a nonthermal critical point is out of the adiabatic regime, so the GL description is not applicable.
C. Comparison to the time-dependent Hartree approximation
Finally, let us compare the nonequilibrium DMFT results with the Hartree approximation, which may be valid in the opposite limit, where the order parameter changes fast compared to the quasiparticle scattering time in the weak-coupling regime. In the Hartree approximation, one takes the tadpole diagram (Fig. 3) as the self-energy,
In the AFM phase the local density is
where n is the average density per spin, and σ =↑, ↓= ±. At half filling, n = Thus, we obtain
Now we have determined all the components of f k (t), which are consistent with the equation of motion (71), the selfconsistency condition (76) , and the initial condition (96)-(98). If no constant a nth exists which satisfies Eq. (95), then no symmetry breaking occurs. Hence, the existence of a solution for a nth in Eq. (95) is a prerequisite for dynamical symmetry breaking. As we see below, this corresponds to the condition for a symmetry-broken solution in equilibrium; that is, the dynamical symmetry breaking occurs if and only if U f exceeds U th c determined by Eq. (79) with the initial temperature. In Fig. 30 , we plot as an example the solution for the interaction ramp U = 0 → 1.25 given by the Hartree approximation. If the ramp is performed fast enough compared to the development of the order parameter, it can be considered as a quench. The interaction ramp generates an exponential growth of the order parameter, after which it goes through a maximum and returns back to the initial value. The curve of m(t) in Fig. 30 looks like a soliton. In fact, Eq. (93) allows for an analytical soliton solution,
for the initial condition that m(−∞) is infinitesimal. When the initial value is nonzero, the solution corresponds to a train of solitons as shown in Fig. 30 . The period of the soliton train depends on the initial condition and is hence nonuniversal, while the maximum of m(t), m max = 2 √ a nth /U f , does not. As we see below, this m max exhibits a universal behavior, which obeys a scaling law different from that for the conventional GL theory. The nature of the Hartree solution is quite distinct from the DMFT results (Figs. 23 and 27 ): The Hartree approximation gives a permanently oscillating m, whereas the DMFT solution indicates that the amplitude oscillation damps, and m eventually converges to the thermal value m th . The difference is apparently coming from the lack of scattering processes in the Hartree approximation. In other words, it is due to the "integrability" of the Hartree equation. However, there seem to exist common universal features in both results. For example, the universality of m max in the Hartree approximation somehow survives even after we take account of correlations in the nonequilibrium DMFT. We examine this point later.
Let us first take a closer look at the coefficient a nth of the quadratic term in F nth (m), since it controls the phase transition. a nth is implicitly determined by Eq. (95), through which a nth can be regarded as a function of U f . Assuming that a nth = a nth (U f ) is a reversible function, we write U f = U f (a nth ). We now prove that in the vicinity of a nth = 0, U f varies as 
i.e., U f has a square-root dependence on a nth (c is an arbitrary constant). U nth c ≡ lim anth→0 U f (a nth ) can be interpreted as the critical interaction strength; i.e., the dynamical symmetry breaking is generated when U f > U 
which is equivalent to the static mean-field Eq. (79) To see the a nth dependence of U f , we take the derivative of Eq. (95) with respect to a nth ,
This leads to
Let us consider the quantity
The integral of this quantity does not depend on a nth , 
which is finite as long as f (µ i − U i n) is finite. As a result, one obtains the expansion (102). [Zero temperature is an exception, since f (µ i − U i n) diverges or vanishes. At half filling there is a logarithmic correction U f (a nth ) ∼ −c (ln a nth ) −1 , while away from half filling it has a linear dependence U f (a nth ) ∼ U c + c a nth around a nth = 0.]
The result (102) implies
which strikingly contrasts with the behavior of the conventional GL free energy F th (m), having a th ∝ (U f − U c ) 1 . The scaling (111) is natural from the point of view of the power counting, since a nth has the dimension of (energy) 2 . Putting a nth = a 0 (U f − U c ) 2 (a 0 is a dimensionless constant), the nonthermal potential becomes
The scaling law (111) is "universal", i.e., the exponent does not depend on details of the problem (β, µ i , U i , U f , and other parameters). It defines a new universality class that characterizes the nonequilibrium dynamical symmetry breaking. For example, the maximum of the magnetization curve, m max , or the middle point m nth = (m max + m min )/2 = m max /2, scales as
with
By comparing this with the thermal scaling (61), we notice that m th becomes much bigger than m nth when U (which is the case in the Hartree approximation). That is, in the vicinity of the critical point the magnitudes of the thermal and nonthermal order parameters are very different. This leads us to the following scenario. When one goes beyond the Hartree approximation by including correlation effects, m approaches m th in the long-time limit. However, if there exists a "nonthermal critical point," which may govern the transient order-parameter dynamics, m is trapped for some duration around m nth , which can deviate strongly from the final value (m th ). To confirm the validity of this scenario, we solve a nearly integrable system, i.e., the case with smaller U i and U f than in Fig. 23 or 27 , using the nonequilibrium DMFT with the third-order perturbation of type (I) (beyond the Hartree approximation). In Fig. 31 , we plot the time evolution of m for interaction ramps U i = 1 → 1.05, 1.1, . . . , 1.5. As we decrease U i and U f , the magnetization curves approach the form of the Hartree solution (Fig. 30) . Due to the presence of the higher-order diagrams, the soliton wave becomes incoherent, and the oscillation center slowly drifts upwards. We measured the time constant of the initial exponential growth, τ i , and the maximum and minimum magnetization, m max and m min , at the first peak and dip of the oscillation, which are plotted in 
VII. SUMMARY
We have studied the reliability of impurity solvers based on different variants of the weak-coupling perturbation theory in the context of nonequilibrium DMFT, focusing on interaction quenches and ramps in a Hubbard model with semicircular DOS of bandwidth 4. For the PM phase of the Hubbard model at half filling, we have tested the perturbative solvers up to fourth order, and showed that the non-self-consistent fourth-order calculation (bare-diagram expansion of the selfenergy) can systematically improve the result of the non-selfconsistent second-order expansion (IPT) in the weak-coupling regime (U < 2), but suddenly fails to conserve the total energy after an interaction quench from U = 0 to U > 2. The fourth-order scheme thus fails at approximately the same interaction strength as IPT, which means that going to higher orders in perturbation theory is not a viable strategy for accessing the challenging intermediate coupling regime. While the self-consistent perturbations are conserving, they give a much stronger damping to the thermal state, a behavior which is inconsistent with the result of unbiased QMC calculations.
For the PM phase away from half filling and the AFM phase of the Hubbard model, the perturbation theory has been implemented up to third order. We discussed important details of the weak-coupling expansions, including the choice of bare and bold diagrams, symmetrization of the interaction term, and the treatment of the Hartree diagrams. We considered five types of expansions, as classified in Table I . Types (III)-(V) lead to a convergence problem in the DMFT self-consistency at moderate and strong interactions, while the type (I) and type (II) schemes always show a nice convergence. Far away from half filling (|n σ − 0.5| ≥ 0.25), the third-order expansions of types (I) and (IV) give accurate results, whereas the intermediate filling regime (0.1 < |n σ − 0.5| < 0.25) remains hard to treat by the perturbation expansions. As one approaches the half-filling regime further, the accuracy improves again. For nonequilibrium dynamics away from half filling, the applicability of the weak-coupling perturbation solvers remains quite limited (U ≤ 1).
The weak-coupling perturbation theories however turn out to be very useful for the study of the AFM phase near half filling. The third-order expansion of type (I) is the most accurate in the weak U regime (U < 3), giving reliable results for T c and the staggered magnetization. The second-order perturbation of type (I) reproduces the qualitatively correct weakto-strong-coupling crossover for T c , but it fails to correctly describe the magnetization curve and spectral function in the strong-coupling regime.
We used the nonequilibrium DMFT with the type (I) thirdorder perturbation theory in an investigation of the dynamical AFM symmetry breaking in the Hubbard model induced by an interaction ramp. The results show that the order parameter starts to grow exponentially, followed by an amplitude oscillation around some nonthermal value, which may be viewed as a "trapping" phenomenon related to the existence of a nonthermal critical point. This amplitude mode is superimposed on top of a slow drift toward the thermal value, and it manifests itself as an oscillating spectral weight transfer in the spectral function.
The phenomenological GL theory cannot consistently explain the dynamics of the order parameter, no matter how the fitting parameter (friction constant) is chosen. We compared the results with the time-dependent Hartree approximation, which allows for analytical soliton solutions. Writing the equation of motion for the order parameter in the form of a GL-like equation, we showed that the nonthermal potential F nth (corresponding to this Hartree solution) belongs to a characteristic universality class (with critical exponent β = 1), which is different from the GL universality (β = 1 2 ). Due to this fact, the order-parameter dynamics shows a "universality transition" in the critical regime, that is, the order parameter crosses over from the nonthermal value ∝ (U f − U c ) 1 , around which the order parameter is transiently trapped, to the thermal value ∝ (U f − U c ) 1 2 , which is reached in the long-time limit. This qualitative behavior survives to some extent even when U is increased into a regime in which the Hartree approximation breaks down.
There are a couple of issues that are left for future investigations. One is the development of a nonequilibrium impurity solver for calculations away from half filling in the weakcoupling regime, which safely preserves the conservation laws. The bare third-order expansions of types (I) and (IV) seem to be valid in the overdoped regime (|n σ − 0.5| > 0.25), while treating the underdoped regime (0.1 < |n σ −0.5| < 0.25) remains challenging. The weak-coupling techniques that have been studied in this paper can be applied not only to the AFM phase but also to other symmetry-broken ordered phases such as superconductivity (SC) and CDWs. Indeed, our results of the order-parameter dynamics at half filling can be translated to those for SC and CDW since there is a symmetry between the repulsive and attractive Hubbard models at half filling, via the Shiba transformation (spin-dependent particlehole exchange). 88 Away from half filling, without this symmetry, the dynamics of SC and CDW phases remains to be explored. The interaction quench physics in the SC phase with dilute filling may have direct relevance to cold-atom experiments. A switching from the SC to the CDW phase (or vice versa) would be another interesting topic in connection with related pump-probe experiments. 13 The character of the nonthermal critical point that may govern the transient orderparameter dynamics has not been fully revealed. While in this paper we focused on the interaction ramps, an interesting question is if the same universal behavior is observed when we consider other types of perturbations (e.g., a system driven by electric fields). The characterization of the nonthermal critical point (if exists) in the intermediate and strong-coupling regime is also desired and is left as a future problem.
In this appendix, we describe our numerical implementation of the solution of the nonequilibrium Dyson equation on the Kadanoff-Baym contour C (Fig. 1) . The Dyson equation that one encounters in the nonequilibrium DMFT calculation is an integral-differential equation of the form (12) 
or an integral equation of the form (13)
Here K, and G 0 are given contour-ordered functions, and we have to solve these equations for G. Let us assume that Σ and K do not contain δ functions. If there is a δ function inside Σ such as a Hartree term, one can include it in (t). Using the Langreth rule, 89 one can decompose Eq. (A1) into the components of the contour functions to rewrite
where G M , G R , G ¬ , and G < are the Matsubara, retarded, leftmixing, and lesser components of G (the same notation is applied to other contour functions), respectively, and we have defined
We can also decompose Eq. (A2) into
where we have defined
By fixing the second time argument of the contour functions (t or τ ), one finds that these equations can be expressed as
where g(t) = G(t, * ), q(t) = Q(t, * ), and r(t) = R(t, * ). Both of them are categorized as Volterra equations of the second kind, for which various numerical algorithms exist in the literature. [59] [60] [61] Here we present one of them, namely the implicit Runge-Kutta method (or the collocation method), which is employed throughout the paper. For the implementation, we discretize the time with equal spacing, t i = i × ∆t (i = 0, 1, . . . , N), with ∆t = t max /N. It is crucial to employ higher-order schemes to accurately simulate the longtime evolution. The nth-order scheme has systematic errors of O(N(∆t) n+1 ) = O(t max (∆t) n ). Typically we require n ≥ 2 to control the error. In the following, we present the secondorder and fourth-order schemes.
where one can use Simpson's rule for n = 2, 
and the fourth-order Gregory's rule for n ≥ 5,
3/8 i = 0, n, 7/6 i = 1, n − 1, 23/24 i = 2, n − 2, 1 3 ≤ i ≤ n − 3.
(A24)
g (t n ) in Eq. (A20) is calculated by Eq. (A16) with an appropriate higher-order integral formula. In the same way as in the second-order scheme, one arrives at a set of linear equations for g(t n ), which is solved as g(t n ) = 1 + i∆t w n,n (t n ) + i(∆t w n,n ) 2 Σ R (t n , t n ) Here one needs g (t i ) (0 ≤ i ≤ n − 1), which has to be stored. To avoid that, we employ the relation g(t n−1 ) − g(t 0 ) ≈ ∆t n−1 i=0 w n−1,i g (t i ).
With this, we obtain the final expression for the fourth-order scheme, g(t n ) = 1 + i∆t w n,n (t n ) + i(∆t w n,n ) 2 Σ R (t n , t n ) − i∆t w n,n q(t n ) + ∆t n−1 i=0 w n,i Σ R (t n , t i )g(t i ) . (A27)
Note that w n,i − w n−1,i = 0 for 0 ≤ i ≤ n − 4 if we use the fourth-order Gregory's rule (A24) for sufficiently large n. Hence what one has to store are g (t n−1 ), g (t n−2 ) and g (t n−3 ). The numerical errors are suppressed to O(N(∆t) 5 ) = O(t max (∆t) 4 ). For the Volterra integral equation (A14), one can use the same expression as in the second-order scheme (A19), in combination with the higher-order integral formulas.
The remaining task is to get the starting value g(t 1 ). Since the higher-order integral formulas need at least three points on the grid, the above approach cannot be directly applied for n = 1. One possible solution is to take a very fine grid on the interval t 0 ≤ t ≤ t 1 , and use a lower-order integral formula (e.g., trapezoid rule). This approach is simple and straightforward, but the complication is that one has to change the time steps. Another way, which we adopted in the paper, is to take the middle point, 60 t 1/2 = ∆t/2, and apply Simpson's rule to the integral from t 0 to t 1 , g(t 1 ) − g(t 0 ) ≈ ∆t 6 [g (t 0 ) + 4g (t 1/2 ) + g (t 1 )].
The value at the middle point is obtained from a quadratic interpolation,
which has an error of O((∆t) 3 ) for the smooth function g(t). Since g (t 1/2 ) is multiplied with ∆t in Eq. (A28), the overall error is of O((∆t) 4 ), which is compatible with the fourth-order scheme. g (t 0 ) is known from the initial condition. g (t 2 ) is evaluated from Eq. (A16) as in the second-order scheme. In Eq. (A32), the last term on the right-hand side would be − 1 8 Σ R (t 1 , t 2 ) according to the standard interpolation. However, the retarded self-energy Σ R (t, t ) is discontinuous at t = t due to causality, so that the interpolation cannot be applied in this form. Instead of Σ R (t, t ), we can take Σ R (t, t ) − Σ A (t, t ) = Σ > (t, t ) − Σ < (t, t ), which is smooth at t = t , and is identical to Σ R (t, t ) for t ≥ t . Thus, the last term in Eq. (A32) should be + t 2 ) . From Eq. (A31), it turns out that to get g(t 1 ) we need g(t 2 ). On the other hand, g(t 2 ) can be determined from g(t 0 ) and g(t 1 ). In total, we can couple these equations for g(t 1 ) and g(t 2 ) to determine both simultaneously.
In this way, one can calculate the starting values for every component of G(t, t ), except for G R (t 2 , t 1 ). If we follow the above strategy, G R (t 2 , t 1 ) is determined in combination with G R (t 3 , t 1 ), which is, however, not available at the first step (n = 2). As we see below, there is a way to get around this, and 
The contour function K is usually defined as a convolution of two contour functions such as K = G 0 * Σ, which implies that K A (t, t ) K R (t , t ) * . Instead of taking the complex conjugate, one should go back to the original definition of the convolution, 
To summarize, we have overviewed the fourth-order implicit Runge-Kutta method for the Volterra integral(-differential) equations. The higher-order scheme is quite important when one tackles the problem of calculating the longtime evolution within nonequilibrium DMFT, keeping the errors down to O(N(∆t) 5 ) = O(t max (∆t) 4 ). The subtle issue of computing the starting values in the fourth-order scheme can be overcome with the middle-point approach and quadratic interpolations.
