Abstract-In this paper, a method for constructing Takagi-Sugeno (TS) fuzzy system from data is proposed with the objective of preserving TS submodel comprehensibility, in which linguistic modifiers are suggested to characterize the fuzzy sets. A good property held by the proposed linguistic modifiers is that they can broaden the cores of fuzzy sets while contracting the overlaps of adjoining membership functions (MFs) during identification of fuzzy systems from data. As a result, the TS submodels identified tend to dominate the system behaviors by automatically matching the global model (GM) in corresponding subareas, which leads to good TS model interpretability while producing distinguishable input space partitioning. However, the GM accuracy and model interpretability are two conflicting modeling objectives, improving interpretability of fuzzy models generally degrades the GM performance of fuzzy models, and vice versa. Hence, one challenging problem is how to construct a TS fuzzy model with not only good global performance but also good submodel interpretability. In order to achieve a good tradeoff between GM performance and submodel interpretability, a regularization learning algorithm is presented in which the GM objective function is combined with a local model objective function defined in terms of an extended index of fuzziness of identified MFs. Moreover, a parsimonious rule base is obtained by adopting a QR decomposition method to select the important fuzzy rules and reduce the redundant ones. Experimental studies have shown that the TS models identified by the suggested method possess good submodel interpretability and satisfactory GM performance with parsimonious rule bases.
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INTRODUCTION
F UZZY models have been widely and successfully used in many areas such as system modeling and control, data analysis, and pattern recognition. Traditionally, fuzzy rules are generated from human expert knowledge or heuristics, which results in good high-level semantic generalization capability. On the other hand, more and more researchers have made efforts to build fuzzy models from observational data with many successful applications [1] , [2] , [3] , [4] . Compared to heuristic fuzzy rules, fuzzy rules generated from data are able to extract more specific information about unknown complex systems or processes; however, the wide investigation on data-driven models mainly focuses on the issues of high accuracy, completeness, and efficiency. Recently, more and more efforts have been made to approach the problem of interpretability of fuzzy systems [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , because one of the important incentives of introducing fuzzy methods into complex system modeling is to improve the model interpretability and thus gain deep insights into the complex systems to be modeled. As a matter of fact, comprehensibility preservation during datadriven adaptation and knowledge extraction has been regarded as one of the most important issues in data-driven fuzzy modeling [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] .
The first aspect of fuzzy model interpretability is the transparency of input space partitioning, that is, the generated fuzzy sets should be distinguishable and interpretable. Although there exists no unified standard for selecting membership functions (MFs), some researchers have proposed semantic criteria or heuristic criteria to guide the generation of MFs in the interests of preserving or enhancing model interpretability. For instance, several semantic criteria for designing MFs (such as distinguishability of MFs, normalization of MFs, moderate number of linguistic terms per variable, and coverage of the universe of discourse) have been shown to be very helpful in improving fuzzy model interpretability [15] , [16] , [20] , [21] . Particularly, some semantic criteria can be formalized for enhancing fuzzy model interpretability by combining these expressions with global model (GM) accuracy measure [16] .
Another interesting criterion states that "good" clusters are actually not very fuzzy [22] , [23] , [24] . Although some fuzzy algorithms are used in data clustering, the aim of the clustering is to generate a "harder" partitioning of the data sets [24] , by which a better interpretation of input space partitioning can be achieved. The requirements directly related to this interpretability in fuzzy modeling are that under the condition of preserving the global accuracy at a satisfactory level, the fuzzy sets should have large core regions and adjacent fuzzy sets should be less overlapped. In order to obtain MFs with large bounded core, Hoppner and Klawonn [25] proposed a novel clustering algorithm by using the distance to the Voronoi cell of a cluster rather than to the cluster prototype, and furthermore they assigned a "reward" to membership degrees that are near to 0 and 1. However, traditional data-driven algorithms for rule generation, such as neurofuzzy algorithms [2] , [3] , usually generate fuzzy sets with "too much" overlap due to their accuracy-oriented nature. By using fuzzy sets with "too much" overlap, the distinguishability of input space partitioning is lost so that it is difficult to assign distinct linguistic labels and semantic meanings to these fuzzy sets, which leads to poor model interpretability [12] .
However, in the first-order Takagi-Sugeno (TS) fuzzy model [1] , a most widely investigated paradigm in fuzzy modeling, the consequents of fuzzy rules are local linear models. As a result, there is another type of model interpretation regarding the interaction between GM and its local linear models (or linear submodels). The purpose of this paper is to provide a new scheme for extracting TS fuzzy rules from data with good local model interpretability by a new type of MF and learning algorithm. In this approach, the TS local linear models are forced to fit the GM locally and separately during the learning process, and at the same time, the distinguishability of the input space partition can also be improved.
The remainder of this paper is organized as follows: Section 2 addresses the issues arising about local model interpretability in TS fuzzy inference systems. In Section 3, a linguistic modifier is defined as an MF. Section 4 describes a TS model using linguistic modifiers as MFs, and its local model behaviors are analyzed in detail. In Section 5, a hybrid learning scheme is proposed to update both the consequent and premise parameters in the TS model by regularizing the fuzziness of linguistic modifiers, and a pivoted QR decomposition algorithm is used to identify the most influential fuzzy rules. Section 6 includes experimental results to evaluate the performance of the proposed method in terms of GM accuracy and local model interpretability. Section 7 concludes this paper with discussions. In this paper, the first-order TS model is considered, unless otherwise stated.
ISSUES ABOUT INTERPRETABILITY OF LOCAL LINEAR MODELS IN TAKAGI-SUGENO FUZZY SYSTEMS
It is known that a challenge for the real-time predictive control of nonlinear systems is that a nonlinear (and usually nonconvex) optimization problem must be solved at each sampling period by model predictive control, and the nonconvex optimization usually involves high computational overhead. As a result, the application for fast systems is hampered where iterative optimization techniques cannot be properly used due to short sampling time intervals. The TS fuzzy model prevails in representing nonlinear systems in the fuzzy control community in that the global TS model interpolates between some local linear models in nature, and these control-relevant local linear models rather than a single nonlinear plant model possess great potential of being effectively used in model predictive control. The interpretation of fuzzy models including TS fuzzy models heavily depends on human's prior knowledge, which is a subjective issue sometimes. However, if there is no prior knowledge available, such as in data-driven system modeling, a criterion for interpreting TS local linear models, as indicated in [9] , [10] , and [26] , is sensible and applicable and should be adopted in fuzzy modeling [27] . This criterion is summarized as follow. Definition 1. The local models of a TS model are considered to be interpretable if they fit the GM well in their local regions, and result in fuzzy rule consequents that are local linearizations of the nonlinear system. According to this definition, interpretable local models of a TS model should dominate the system behaviors separately in their local regions. The submodels shown in Fig. 1a do not match the GM well in the corresponding local areas, so they exhibit poor interpretation of interaction with GM, while the submodels shown in Fig. 1b are local linearizations of the global system in local regions, which shows good interpretable interaction with GM. Hence, the TS model with interpretable submodels like the ones depicted in Fig. 1b is preferred in fuzzy system modeling. Interestingly, the local error function defined as follows can be used to evaluate the degree of TS local model dominating the behaviors of the global system, and thus work as a measure of the interaction between TS local models and GM [9] :
where given the kth sample, w i ðkÞ is the normalized firing strength of the ith rule, y i ðkÞ is the output of the ith submodel, and dðkÞ is the desired global system output. Because w i ðkÞ has nonzero values only in a small region of the input space, as a result each fuzzy rule acts like an independent submodel that is only related to a subset of training data. A smaller J L value implies that the TS local models fit the GM better in the corresponding local regions, which indicates that better local model interpretation can be obtained in the sense of Definition 1. Zhou and Gan recently proposed a unified view of data-driven interpretable fuzzy models in terms of lowlevel interpretability and high-level interpretability, while the TS local model interpretability in the sense of Definition 1 works as a criterion for transparency of rule structure in constructing TS fuzzy model with high-level interpretability [10] . In [28] , Gan and Harris analyzed the relationship between fuzzy local linearization and local basis function expansion and the role of the local models in GM approximation. It is a rather challenging task to build a locally interpretable TS fuzzy model with good global approximation performance. This is because in the TS fuzzy system modeling, local linear model interpretability and GM ability are two conflicting modeling objectives. As a result, interpretability improvement of local linear models in the sense of Definition 1 usually degrades GM approximation ability. One possibility of attacking this problem, proposed in [26] , is to constrain the candidate model parameters of the rules in the TS fuzzy model based on prior knowledge about the modeled process such as stability, minimal or maximal gain, or the setting time. For instance, instead of the identification from the measured input-output data, a TS model with good local model interpretability in the sense of Definition 1 was generated directly from a polynomial Hammerstein system that is assumed to be known [26] . However, in most data-driven system modeling tasks, no prior knowledge about the modeled process is available.
Interestingly and promisingly, in order to improve the TS local model interpretability, a scheme that combines global learning and local learning (ComGLL) was proposed to train a TS fuzzy model from data [9] , in which in addition to the commonly used global error objective, local error objectives measuring the deviations of the outputs of individual local models from the desired outputs are integrated into a learning index as well. In [27] , the ComGLL scheme was treated as a multiobjective identification problem and the Pareto-optimal solutions were used to identify the model parameters. The advantage of the ComGLL scheme lies in that as an interpretabilityoriented modeling approach, it improves the interpretation of TS local linear models in the sense of Definition 1, that is, these TS local linear models tend to match the GM in local regions. However, one drawback of this scheme is that it does not simultaneously consider improving the transparency of input space partitioning, such as the distinguishability of the generated fuzzy sets, as a result, by experiments it was found that some local models still exhibit some eccentric behaviors.
Another potential strategy of improving TS local model interactions with GM is via the scheme of merging similar fuzzy sets in input space partitions. One popular scheme of merging similar fuzzy sets for improving fuzzy model interpretability is performed in terms of the similarity measure of fuzzy sets [12] , [31] , [32] . In order to overcome the computational inefficiency of the similarity measure, some researchers recently proposed the possibility measure of fuzzy sets for producing distinguishable fuzzy sets [33] , [34] . The difference between the merging scheme (including similarity-based merging scheme and possibility-based merging (PBM) scheme) and the ComGLL lies in that the merging scheme can be used to improve the interpretability of both Mamdani fuzzy model and TS fuzzy model, while the ComGLL scheme specially aims at improving TS local linear model interpretability. The main advantage of the merging scheme in terms of the similarity or possibility of fuzzy sets lies in its ability to improve the distinguishability of input space partitions. However, for TS models, distinguishable fuzzy sets are helpful in lessening the eccentric behaviors of local linear models in an indirect way, but the interactions of these TS local linear models with GM cannot be much improved in some cases where the used modeling method does not aim at making the TS local models match the GM in their corresponding regions. It should be noted that there are other senses of TS fuzzy model interpretability [29] , [30] . But the methods developed in [29] and [30] for improving TS fuzzy model interpretability did not consider the TS local model interpretation in the sense of Definition 1.
The aim of this paper is to improve the interpretability of TS local models with regard to the interactions between GM and local models as addressed in Definition 1. Specifically speaking, in order to generate distinguishable fuzzy sets and obtain good local model interpretability for a TS model, a linguistic modifier is proposed to characterize MFs whose centers and shapes can be updated automatically. The linguistic modifier has the ability to enlarge "-insensitive core of a fuzzy set and at the same time lessen the overlap of adjacent MFs. As MFs become less overlapped and possess larger "-insensitive core regions, a desirable situation for local model interpretation would emerge: there is only one rule that dominates in a local region and the consequents of fuzzy rules (local models) are forced to represent the GM behaviors in the corresponding local areas. Thus, the eccentric behaviors of local models would be remedied greatly. However, local model interpretability improvement could have a side effect on GM accuracy. In order to control the degree of linguistic modification, as an extension of the fuzziness measure proposed in [35] , this paper proposes an index of fuzziness to evaluate the performance of linguistic modification of MFs with adjustable crossover points. This index of fuzziness is then regularized with the GM accuracy in a hybrid objective function, and a tradeoff between global approximation ability and local model interpretation can be achieved by minimizing this hybrid objective function. To further conduct rule base reduction, a pivoted QR decomposition algorithm [36] , [37] is used to identify the most influential fuzzy rules and remove the redundant ones, which leads to a more parsimonious TS fuzzy model.
LINGUISTIC MODIFIERS AS FUZZY MEMBERSHIP FUNCTIONS
The core of a fuzzy set is a set of points whose membership degrees are one. However, the sizes of the cores of fuzzy sets usually remain unchanged during adaptation of membership functions. In the following, we define a "-insensitive core of a fuzzy set, which changes along with the process of parameter learning.
The "-insensitive core of a fuzzy set A is defined as
where " is a small positive real number, and AðxÞ is the MF of A. In order to remedy the eccentric behaviors of local models in a TS fuzzy model, a special MF called linguistic modifier is introduced to simultaneously adjust the overlapping degree of adjacent MFs and the "-insensitive core of a fuzzy set. Given an initial fuzzy set A 0 ðxÞ, the modifier produces a new fuzzy set A in a relaxation way as follows:
where p ! 1 is the linguistic modifier parameter to control the fuzziness, C 1 and C 2 are called left and right crossover points of A, respectively, and their membership degrees are evaluated by the following equations:
and is the core center of A and defined by
where 0 1 , 0 2 are the lower and upper bounds of the core of the set normA 0 , respectively, and normA 0 is the norm set of A 0 defined as
The examples of linguistic modifiers are illustrated in Fig. 2 . It can be proved that for linguistic modifier (3), as p increases, the membership degrees of the points belonging to ðÀ1; C 1 Þ or ðC 2 ; þ1Þ will decrease, while the membership degrees of the points falling into ðC 1 ; Þ or ð; C 2 Þ will increase and approach to 1. Therefore, this relaxation linguistic modifier can adjust the MF's shape by enlarging the "-insensitive core of the fuzzy set and at the same time reducing the overlap of adjacent MFs, which is a useful property in improving TS fuzzy model interpretability. In this paper, the linguistic modifier will be optimally adjusted by regularizing its fuzziness with GM accuracy.
It is noteworthy that trapezoidal MFs have the potential of improving local model interpretability by enlarging core regions and narrowing the overlap of adjacent MFs; but by experiments, it is found that by using trapezoidal MFs in a TS system, its local models would be easily overfitted. Although linguistic modifiers with large p values seem to approach to a kind of trapezoidal MFs, parameter p provides a flexible way for updating the overlapping of adjacent MFs and the "-insensitive core regions through a relaxation process. In the extreme case of p ! 1, the fuzzy sets characterized by linguistic modifiers become classic interval sets. Thus, during the interpretation improvement, local models could be restrained from being overfitted by applying a fuzziness regularization scheme in the learning process.
BEHAVIORAL ANALYSIS OF SUBMODELS IN TAKAGI-SUGENO FUZZY SYSTEM USING LINGUISTIC MODIFIERS AS MEMBERSHIP FUNCTIONS
Takagi-Sugeno Model Using Linguistic Modifiers as Membership Functions
In this paper, the TS model based on the following rules will be addressed:
Rule i : if x 1 is A i 1 ;1 and . . . and x n is A i n ;n ; then
where x j are input variables, y i is the output of the ith local model, A ij;j are fuzzy sets on domain x j , a ij are the consequent parameters that are to be identified based on given data, and Rule i is the ith rule of the TS model. If the number of fuzzy sets on domain x j is L j , then
where w i is the normalized firing strength of rule Rule i :
, and i is called the firing strength of rule Rule i , which is defined by
It can be seen that in this TS model, given the fuzzy sets about every variable on its domain of discourse, the rule base includes all the possible combinations of these fuzzy sets to cover the whole input space. To represent the rules clearly, we sort the rules as follows: related to a combination of fuzzy sets A i1;1 ; . . . ; A in;n , the rule is indexed as the ith rule, where
In this paper, the MFs of fuzzy sets A i j ;j are chosen to be the linguistic modifiers defined by (3), i.e., 
In the following section, we will analyze the local model behaviors and discuss why linguistic modifiers have the potential of improving local model interpretability.
Local Model Behaviors and Model Interpretability
The behaviors of local models can be characterized by the consequent parameters, while the behaviors of GM can be described by the derivative of the model output with respect to (w.r.t.) model input. This section will analyze the relationship between local behaviors and global behaviors.
The derivative of the TS model output w.r.t. model input is as follows:
where a i ¼ ða i0 ; a i1 ; . . . ; a in Þ T and x ¼ ð1; x 1 ; . . . ; x n Þ T . It can be seen from (11) that the GM behaviors depend on both local model behaviors characterized by vectors a i and the variation of firing strength. Hence, it is possible to achieve good local model interpretability, i.e., the match of local model behaviors with GM behaviors in specific local regions, by controlling the variation of firing strength. The factors directly affecting w i and @w i =@x are the size of core regions and the size of overlapping regions of adjacent fuzzy sets. The following theorem about partition of unity is useful to the analysis of the influence of local model behaviors on the GM behaviors. 
From (11), it is clear that when parameters p i j ;j increase to some extent, there is only one local model, characterized by a io , dominating the first term on the right side of (11). Now consider @w i =@x and the second term on the right side of (11) . @w i =@x can be derived as follows:
where
and @A ij;j ðx j Þ=@x j will take different values in different regions. For x j < C ð1Þ ij;j ,
For C ð1Þ i j ;j x j < ij;j ,
For i j ;j < x j < C ð2Þ ij;j ,
For C ð2Þ ij;j x j ,
Because lim p i j ;j !1 p i j ;j p i j ;j À1 ¼ 0 if jj < 1, and the absolute values of all the terms in the brackets of (21)- (24) are less than 1, so lim pi j ;j !1 @A ij;j ðx j Þ=@x j ¼ 0 holds. Then, lim p i j ;j !1 @w i =@x j ¼ 0 is true. In other words, as parameters p ij;j increase to some extent, the influence of the second term on the right side of (11) will become weak, and the GM behaviors will tend to be dominated by a single local model characterized by a i o . This is a good local model interpretation expected in the subsequent model applications such as state estimation and control. However, it should be noted that when the MFs become less overlapped and have large core regions, the global approximation ability of the TS model would be degraded. In the next section, a learning scheme is proposed to balance the model accuracy and interpretability based on a combined performance measure, so that the linguistic modifier parameters can be optimally adjusted.
A LEARNING ALGORITHM BASED ON FUZZINESS REGULARIZATION
Fuzziness Measure of a Fuzzy Set
The proposed fuzziness measure is based on the distance between a fuzzy set A and an ordinary (crisp) set A that is near to A and defined as follows:
where C ð1Þ and C ð2Þ are the left and right crossover points of fuzzy set A, respectively. Given a data set fxðkÞg N k¼1 on domain x, the index of fuzziness of A is defined based on the distance between A and A as follows:
where N is the size of the data set, and r is the order of the distance. It can be easily proved that 
Obviously, in case AðC ð1Þ Þ ¼ AðC ð2Þ Þ ¼ 0:5, F ðAÞ becomes the classic fuzziness measure proposed in [35] , and (27) is reduced to one of the properties proposed by De Luca and Termini for fuzziness measures of fuzzy sets [40] . In particular, when r ¼ 2 (euclidean distance is used), (26) defines a quadratic index of fuzziness:
which will be used in the proposed learning algorithm in this paper.
Fuzziness Index Regularization and the Learning Algorithm
For a given data set fðxðkÞ; dðkÞÞg N k¼1 , a hybrid learning scheme is employed to update both the consequent parameters a ij and the premise parameters i j ;j and p i j ;j .
In the first pass, the premise parameters ij;j and p ij;j are fixed, and the consequent parameters a ij are identified by least square estimation in terms of the GM accuracy measure. In the second pass, the newly obtained consequent parameters a ij are fixed, and the premise parameters ij;j and p i j ;j are updated by a gradient descent algorithm in terms of the following combined performance measure:
where 0 is the regularization coefficient, J G is the global accuracy measure defined as
and J F is the index of fuzziness of the TS fuzzy model, defined by
where F ðA ij;j Þ is the quadratic index of fuzziness defined by (28) . It can be seen that the updating of the parameters depends not only on the GM accuracy but also on how much the degree of fuzziness of the linguistic modifiers is.
To Update Consequent Parameters
In order to identify the consequent parameters in the TS model, we reformulate some expressions first. A base matrix M is defined as follows: the consequent parameters in a do not make any contribution to the index of fuzziness of the TS model, they can be identified practically based on the global approximation accuracy measure J G . In terms of (8), we have
where the dimensions of M, a, and d are N Â L Á ðn þ 1Þ, L Á ðn þ 1Þ Â 1, and N Â 1, respectively. Since the number of training pattern pairs is usually greater than L Á ðn þ 1Þ, (33) defines a typical ill-posed problem and generally there does not exist an exact solution for vector a if there is no regularization information about a added to the global approximation accuracy J G . Therefore, we usually seek a least square estimate of a to minimize J G . The optimal estimate a Ã can be obtained by
where M þ is the Moore-Penrose inverse of matrix M. When M is of column full rank, the Moore-Penrose inverse of matrix M can be expressed as
To Update Premise Parameters
The premise parameters f i j ;j g and fp i j ;j g are updated in terms of the combined objective function defined in (29) , which aims at achieving a good tradeoff between global approximation ability and local model interpretability. The equations for updating the premise parameters are developed as follows:
where t is the iteration step, i j ;j is the learning rate, i j ;j ¼ i j ;j or p i j ;j representing the premise parameters. 1 In order to keep p ij;j > 1 during adaptation, the following transformation is used to indirectly update p ij;j by adjusting u ij;j :
To speed up the learning process, the following adaptive learning rates are adopted in our experiments:
where i j ;j ¼ i j ;j or u i j ;j , and ð> 0Þ is the step size indicating the length of each gradient transition in the parameter space.
Rule Selection with Pivoted QR Decomposition of Firing Strength Matrix
In fuzzy modeling, it is very important to partition the input space optimally in terms of given criteria. In order to attack the curse of dimensionality in fuzzy modeling, fuzzy rule selection is usually performed [3] , [8] , [12] , [41] . The approach to fuzzy rule selection used in this paper involves the estimation of singular values of the firing strength matrix W . Each column of matrix W corresponds to one fuzzy rule. The important fuzzy rules correspond to the columns of the matrix that are linearly independent of each other [8] . One method to pick up the most influential fuzzy rules is to apply the SVD-QR with column pivoting algorithm to W [36] . As indicated in [8] , redundant fuzzy partitions (corresponding to the linear dependent or zerovalued columns) are associated with near-zero singular values of W . The smaller are the singular values, the less influential are the associated fuzzy rules. However, the rule ranking result by the SVD-QR with column pivoting algorithm is heavily dependent on the estimation of an effective rank [36] . The problem is that there is usually no clear gap between small singular values and other "large" singular values, and different ranks often produce dramatically different rule ranking results. A method to avoid the estimation of the effective rank is to apply the pivoted QR decomposition [37] directly to matrix W . The pivoted QR decomposition algorithm for ranking fuzzy rules is summarized as follows:
1. Calculate the QR decomposition of W and get the permutation matrix Å via W Å ¼ QR, where Q is a unitary matrix, R is an upper triangular matrix. The absolute values of the diagonal elements of R, denoted as jR ii j, decrease as i increases and are named as R-values. 2. Rank fuzzy rules in terms of the R-values and the permutation matrix Å in which each column has one element taking value 1 and all the other elements taking value 0. Each column of Å corresponds to a fuzzy rule. The numbering of the rule that corresponds to the jth column is the same as the numbering of the row where the "1" element of the jth column is located. The rule corresponding to the first column is the most important, and in descending order the rule corresponding to the last column is the least important. It is indicated that the R-values tend to track the singular values of W , hence they can be used to identify the influential rules. In this paper, we use the R-values of matrix W to perform the rule ranking for TS fuzzy model by applying the pivoted QR decomposition algorithm.
Learning Scheme Implementation
To summarize, the proposed learning scheme for improving TS local model interpretability is described as follows:
Step 1. Initialize the TS model:
1.1) Initialize the input space partitioning, for example, via unsupervised clustering on input-output data set. 1.2) Construct the linguistic modifiers in terms of the initially generated fuzzy sets, and set the initial modifier parameters p ij;j ðp ij;j > 1Þ. 1.3) Set a threshold J 0 for stopping learning process and a threshold fs 0 for stopping rule selection. 1.4) Choose a value of regularization coefficient . 1.5) Choose a value of learning step ð> 0Þ.
Step 2. Identify the consequent parameters using least square estimation while keeping the premise parameters fixed.
Step 3. Update the premise parameters ij;j ; p ij;j using (35) , while the consequent parameters obtained in step 2 remain unchanged here.
Step 4. Calculate the combined performance measure (29) , and go to step 2 until J J 0 .
Step 5. Select the most important rules by applying the pivoted QR decomposition algorithm to the generated rule base.
EXPERIMENTAL RESULTS
In this section, we extensively evaluate the performance of the proposed learning scheme for constructing interpretable TS fuzzy models with satisfactory GM accuracy, in which statistical tests are conducted. Two existing interpretabilityoriented fuzzy modeling methods, the PBM method [33] , [34] and the ComGLL scheme [9] , are compared with the proposed approach. The first example is to recover the original signal from data highly contaminated by noise. For the sake of visualizing the interactions of TS local linear models with GM in a 2D plot, in the first example, a TS fuzzy model with only one input variable and one output variable is considered due to the fact that it is impossible to visualize TS local linear models clearly in a 3D or higher-dimensional plot. The statistical test method, t-test, is used to evaluate the performance of the proposed scheme in comparison with the two existing related methods. The second example involves a real-world problem, in which a TS fuzzy model with four input variables and one output variable is considered to predict the steam heat exchange. In the second example, the generalization performances of the constructed TS fuzzy models will be evaluated by generating distinguishable input space partitions. The third example is to construct an interpretable TS model to identify the voltage time series produced by a nonlinear circuit. GM accuracy is measured by root-mean-square error (RMSE):
where d is the desired output and y is the real output of the constructed GM, while the extent of local models approaching to the GM locally is measured by the TS local model performance function (1) in the following form:
where yðkÞ is the GM output (8) , N ðiÞ is the neighborhood of the core center of the multidimensional MF, i.e., i defined by (9) . Equation (40) is called TS root-mean-square local model index value ðRMSLIV Þ. According to (1), a smaller RMSLIV value implies that the TS local models fit the GM better in the corresponding local regions, which indicates that better local model interpretability in the sense of Definition 1 can be preserved.
Noisy Signal Recovery
In the first example, the noisy signal is generated by
wherez is the original signal, n 1 is a random Gaussian noise with zero mean and variance 2 1 ¼ 0:2, and n 2 is another random Gaussian noise with zero mean and variance 2 2 ¼ 0:6. The measured signal z is the sum of the original signalz and the interference noise n 1 and n 2 . However, we do not know the original signalz. The only signal available to us is the measured signal z. The task is to recover the original signalz from the measured signal z by constructing an interpretable TS fuzzy model. Although the modeled system in this example seems simple with one input and one output, it is known in the signal processing community that it is rather challenging to recover original signal from data highly contaminated by noise without prior knowledge.
In order to extensively evaluate the performance of the proposed TS modeling method, 10 TS fuzzy models are constructed on 10 different data sets generated by running the data generation process (41) and (42) 10 (43) . Furthermore, the proposed method is compared with the interpretability-oriented fuzzy modeling methods: the PBM method [33] , [34] and the ComGLL scheme [9] . The PBM method can be used to improve both Mamdani fuzzy model interpretability and TS fuzzy model interpretability while the ComGLL scheme specially aims at improving TS local model interpretability. The performance of the proposed scheme is then evaluated via t-test on the 10 TS models in terms of GM error-RMSE and local model interaction value RMSLIV , respectively.
First, the input space should be initialized by an unsupervised clustering algorithm. In our experiments, the normalized kernel-based FCM (NKFCM) clustering algorithm [42] is used. For each run, given the input-output data samples fðx ðsÞ ðkÞ; d ðsÞ ðkÞÞg N k¼1 , the NKFCM algorithm generates fuzzy clusters according to a partition entropy measure [38] . These cluster centers on x domain are used as the core centers of initial fuzzy sets. The width of the linguistic modifiers, which determines the crossover points, is estimated by a nearest neighbor heuristic suggested by Moody and Darken [43] . In updating MFs and the local models, the learning steps are set as ¼ 0:1 for ij;j and ¼ 1 for u i j ;j in (40), and initial values of p i j ;j are all set as 1.1.
Ten TS fuzzy models were constructed by the proposed method on the 10 data sets. As a comparison, the ComGLL scheme is also used to construct 10 TS fuzzy models based on the same 10 data sets. This scheme combines global learning and local learning by a global influence factor and a local influence factor with þ ¼ 1. Using a smaller , the GM accuracy can be improved by the ComGLL scheme, but the local model interpretability will get worse, while a larger leads to local models with better interpretability in the sense of Definition 1, but degrades GM accuracy. Different parameter values including ¼ 0:1 and 0.6 are separately used to evaluate the performance of the ComGLL scheme. Furthermore, the PBM method [33] , another interpretability-oriented modeling scheme, is also used to improve the interpretability of the fuzzy models constructed by the initial fuzzy rules on the 10 same data sets. Table 1 shows the experimental results by averaging the performances of the 10 TS models constructed by the proposed method, the ComGLL ð ¼ 0:6Þ, ComGLL ð ¼ 0:1Þ, and the PBM method, respectively, in terms of GM accuracy index RMSE and local model (LM) interaction index RMSLIV . These averaging results indicate the good performance of the proposed method in producing interpretable TS fuzzy models while keeping GM accuracy at a satisfactory level. In order to check whether the average differences in the performances of different modeling schemes are significant, a t-test between the proposed method and other known methods is conducted in the following.
The first step of t-test is to specify a null hypothesis and an alternative hypothesis. In our experiments of testing differences between the average performances of the proposed method and other methods, the null hypothesis "the difference between means is zero" is used, i.e.,
where new , other are the means of the results achieved by the proposed method and other method, respectively, H 1 is a specified alternative hypothesis. The second step is to choose a significance level for the t-test. Usually, the significance level is chosen as 0 ¼ 0:05. Given the samples, the t-value is calculated and a p-value can be determined according to the Student's t-distribution. If the p-value is less than 0 , then the null hypothesis H 0 is rejected, and the alternate hypothesis H 1 is accepted. Small p-value casts doubt on the validity of the null hypothesis. However, if the p-value was greater than the 0 level, the hypothesis H 0 would be retained. Table 2 illustrates the t-test results about the TS GM performances achieved by applying the proposed method and the known ones to the 10 data sets. For example, in the t-test of difference between the proposed method and ComGLLð ¼ 0:6Þ, the probability value (1.4103e-013) is less than the significance level (0.05), which implies that the difference between the two means is significant, so the null hypothesis H 0 is rejected. It is concluded that the average RMSE (1.2089) by the ComGLLð ¼ 0:6Þ is really higher than the one (0.6678) by the proposed method. Similar conclusions about the GM performances of the proposed method versus other methods can also be drawn according to the t-test results in Table 2 .
Furthermore, t-test is carried out to evaluate the differences of local model performances in terms of the RMSLIV values achieved by the proposed method and other known methods, Table 3 gives the corresponding experimental results. For example, in the t-test of difference between the proposed method and the PBM scheme, the probability value (1.0914e-004) is less than the significance level (0.05), which implies that the difference between the two RMSLIV means is significant, so the null hypothesis H 0 is rejected. Thus, it is concluded that the average RMSLIV (3.1438) achieved by the PBM scheme is really higher than the one (0.1376) by the proposed method. Similar conclusions about the local model performances of the proposed method versus other methods can also be reached according to the t-test results in Table 3 . To summarize, the proposed method outperforms the ComGLL and PBM schemes in producing interpretable TS local models in terms of Definition 1. Particularly, both GM accuracy and local model interpretability obtained by the ComGLL scheme are worse than the proposed method. One possible reason is that the ComGLL learning scheme, specially aiming at improving TS local model interpretability, does not optimally adjust MFs to make the local models dominate the local behaviors of the system. Promisingly, the distinguishability of the input space partition generated by the proposed method is improved simultaneously due to the use of linguistic modifiers. Fig. 3 shows one TS model with local models and the corresponding MFs produced by the proposed method. As a comparison, Fig. 4 illustrates the TS model with local models and the corresponding MFs generated by the PBM method applying to the same data set as the one used in Fig. 3 , which indicates that the input space partitions obtained by the proposed method possess better distinguishability than the ones achieved by the PBM method, and the TS submodes achieved by the proposed method exhibit better interpretation of the interactions with the GM than the ones obtained by the PBM method. Because the ComGLL does not consider the improvement of the distinguishability of input space partitions, the input space partition is not illustrated here.
Next, the performance of the pivoted QR decomposition algorithm for selecting the most important fuzzy rules is evaluated in comparison with the SVD-QR with column pivoted method [36] , [37] . The two methods are separately applied to the firing strength matrices of the 10 TS fuzzy models produced by the proposed method. Table 4 summarizes the average RMSEs and RMSLIV s of the TS models constructed by eight most important fuzzy rules In order to test whether the difference between the two rule ranking methods over the available data sets is nonrandom, the t-test is performed, in which the null hypothesis "the difference between means is zero" is used, i.e., H 0 : qr À svdÀqr ¼ 0;
where qr , svdÀqr are the means of the results achieved by the QR method and the SVD-QR method, respectively, H 1 is the specified alternative hypothesis, and the significance level is chosen as 0 ¼ 0:05. Table 5 illustrates the t-test results on GM performances and local model performances achieved by the two rule selection methods. In the t-test of difference between the QR method and SVD-QR method on GM performance, the probability value (8.9913e-006) is less than the significance level (0.05), which implies that the difference between the two RMSE means is significant, so the null hypothesis H 0 is rejected. The average RMSE (0.8352) achieved by the pivoted QR method is significantly smaller than the one (1.5200) achieved by the SVD-QR with column pivoting method. However, in the t-test of difference between the two methods on local model performance, the probability value (0.8535) is greater than the significance level (0.05), which implies that the difference between the two RMSLIV means is not significant, so the null hypothesis H 0 is retained. That is to say, given the available TS models constructed by the proposed method, the pivoted QR method is comparable with the SVD-QR with column pivoting method in further improving the TS local model interpretability. To summarize, when applied to the TS models constructed by the proposed method, the pivoted QR method can achieve significantly better GM accuracy than the SVD-QR with column pivoting method, but the two methods achieve the same level of performance in further improving the TS local model interpretability. Now let us see whether the practically generated TS models can verify the above claim. Fig. 5 shows two TS models constructed by the eight most important rules in terms of R-values and singular values, respectively, which clearly indicate that the SVD-QR with column pivoted method greatly degrades the GM accuracy, but there is not much difference of local model interpretations between the two TS models. These results also justify that the RMSLIV really possesses the capability of characterizing the status of TS local model interaction with GM.
Steam Heat Exchanger
The second example considers a liquid-saturated steam heat exchanger [44] , where water is heated by pressurized saturated steam through a copper tube. The process plant is shown in Fig. 6 , in which the output is the outlet liquid temperature, and the inputs are the liquid flow rate, the steam temperature, and the inlet liquid temperature. In this experiment, the steam temperature and the inlet liquid temperature are kept constant to their nominal values, so only the liquid flow rate is considered as plant input variable. The main motivation for the choice of the heat exchange process is that this plant is a significant benchmark for nonlinear control design purposes, because it is characterized by a nonminimum phase behavior which makes the design of suitable controllers particularly challenging even in a linear design context [44] . Hence, it is highly expected to construct TS fuzzy model with good local linear model interpretation to predict the system behaviors. In our experiment, 1,000 heat exchanging samples are used to build up a TS fuzzy system model with four inputs, i.e., v t ¼ fðv tÀ1 ; v tÀ2 ; v tÀ3 ; u t Þ, where v t is the outlet liquid temperature at time t, and u t is the liquid flow rate at time t. And 10-fold cross validation is used to evaluate the performance of the TS model, which works as follows:
. Divide the 1,000 instances into 10 disjoint data subsets, each containing 100 heat exchanging samples. . Form a testing sample set with each data subset.
. Form a training sample set for every testing set with the remaining 900 instances. . Train and test the TS fuzzy model by the proposed method using each of the pairs of training and testing sets. . Record and average the results for the testing sets to determine the model generalization performance, i.e., the RMSEs of predicting the outlet liquid temperatures by the trained TS model on the test samples. First, an initial input space partition is obtained by using the NKFCM clustering algorithm [42] on the available inputoutput samples, which generates two clusters as the core centers of initial fuzzy sets. For the four input variables v tÀ1 , v tÀ2 , v tÀ3 , and u t , 16 fuzzy rules are generated in the initial TS model. In the experiment, the learning rates for updating the antecedent parameters i j ;j and u i j ;j are adapted dynamically with ¼ 0:1 and 1 separately, the initial value of p ij;j is set as 1.1, and ¼ 0:6 is used to evaluate the performance of the proposed method. The experimental results are summarized in Tables 6 and 7 , which indicate that the TS models constructed by the proposed method achieve good generalization performance, while their local models possess good interpretability in terms of Definition 1. Moreover, the generated fuzzy sets by the linguistic modifiers exhibit good distinguishability in the input space partition as illustrated in Fig. 7 .
As a comparison, the ComGLL method is also used to construct TS fuzzy model via similar 10-fold cross validation on the same data subsets. The parameter values of ¼ 0:05 and 0.6 are separately used to evaluate the performance of the ComGLL method. The experimental results are summarized in Tables 6 and 7 as well. Because the ComGLL scheme does not consider improving the distinguishability of the input space partition, the fuzzy sets used remain unchanged as in the initial partition. Furthermore, the PBM method is used to enhance the distinguishability of the fuzzy model constructed by the 16 initial fuzzy rules. The 10-fold cross validation is also used to evaluate the performance of the PBM method applying to the same data subsets, and the experimental results are shown in Tables 6 and 7 as well. Fig. 8 illustrates one improved input space partition by the PBM method. It can be seen that the proposed method achieves better performance in improving the TS local model interpretability with satisfactory generalization performances on the steam heat exchanger problem than other known interpretability-oriented fuzzy modeling methods. What is more, the distinguishability of input space partition is simultaneously improved by the proposed method. Next, the performance of the pivoted QR decomposition algorithm is evaluated on the steam heat exchanger problem via 10-fold cross validation in comparison with the SVD-QR with column pivoted method. By applying the pivoted QR decomposition algorithm to the firing strength matrix of the 16 fuzzy rules produced by the proposed method, the R-values are obtained to rank the fuzzy rules as illustrated in Table 8 . The rule ranking results obtained by the SVD-QR with column pivoted method are also depicted in Table 8 , which indicate that the SVD-QR with column pivoted method heavily depends on the selection of the efficient rank parameter r. By setting fs 0 ¼ 2:0; 9, most important fuzzy rules are selected in terms of R-values to construct a TS model. This TS model achieves good model performance: training RMSE ¼ 0:2496 with variance 0.0038, testing RMSE ¼ 0:2578 with variance 0.0381, and average RMSLIV ¼ 0:2445. However, the TS model constructed in terms of the nine most important fuzzy rules selected by the SVD-QR with column pivoted method with r ¼ 6 achieves training RMSE ¼ 0:8906 with variance 0.5204, testing RMSE ¼ 1:0659 with variance 0.7235, and average RMSLIV ¼ 0:2804. From the above results, it can be seen that the pivoted QR decomposition method is more efficient in identifying influential fuzzy rules than the SVD pivoted QR decomposition in constructing parsimonious TS models.
Nonlinear Circuit System
The third example is a benchmark nonlinear circuit creating a time series of voltage. The theoretical model of this circuit is described in [45] . The voltage recordings from the nonlinear circuit have been collected. The aim is to construct a fuzzy model with good interpretability which is capable of reproducing the voltage time series.
In our experiment, 1,000 voltage samples are used to build up a TS fuzzy system model with four inputs, i.e., v t ¼ fðv tÀ1 ; v tÀ2 ; v tÀ3 ; v tÀ4 Þ, where v t is the voltage value at time t. And fivefold cross validation is used to evaluate the performance of the TS model. Similar scheme for initializing the input space was used as before. Two clusters are generated for the four input variables, and thus 16 fuzzy rules are used in the initial TS model. The experimental results are summarized in Tables 9 and 10 . It can be seen that the TS models constructed in this example by the Fig. 7 . The MFs generated by the proposed method in the second example. Fig. 8 . The MFs generated by the PBM method in the second example. proposed method achieve good generalization performance, while their local models possess good interpretability in terms of Definition 1.
Further Discussions
Two issues might arise about the proposed method. One is that facing the same problem, different initial input space partitions may lead to TS models with different local model interpretability. The other is the proposed method involves hyperparameters , J 0 , and fs 0 . In (38) , parameter ð> 0Þ is used to determine the speed of the learning algorithm, which is similar to the parameter determining learning rates commonly used in gradientbased machine learning algorithms. Parameter J 0 is used as a threshold or target value of the objective function J, which corresponds to the stopping criterion used in machine learning algorithms. Hence, parameters and J 0 are the common ways of controlling a machine learning algorithm. Comparatively, only parameter fs 0 is specially designed in the proposed method as a parameter of threshold for most influential fuzzy rules, which makes the constructed TS models parsimonious. The choice of these parameter values is data dependent. With specific data, trial-and-error procedures are appropriate in determining the values for hyperparameters with the objective of achieving satisfactory results. For readers interested in trying the proposed method, the source codes are available from the authors. 2 
DISCUSSIONS AND CONCLUSIONS
There are several aspects of TS fuzzy model interpretability that are worth being addressed [8] , [27] , [29] , [30] . This paper just focuses on one of them, i.e., good interactions of TS local linear models with GM that make the local models dominate the system behaviors locally and separately as indicated in Definition 1 [8] , [26] , [27] . Among the existing schemes that are capable of improving TS model interpretability in the sense of Definition 1, most methods focus on either improving the distinguishability of input space partitions without optimizing local linear models to fit GM in local regions, or optimizing local linear models to fit GM locally without considering the improvement of the distinguishability of input space partitions. Interestingly, one advantage of the proposed method with linguistic modifiers in this paper lies in its ability to fulfil the two objectives together in one model structure, i.e., local linear model interpretability in the sense of Definition 1 can be improved and distinguishable input space partition can be simultaneously produced. The experimental results have shown that by using the proposed method, the produced input space partitioning has good distinguishability and the local models match the GM well in the corresponding local regions. As a result, good model interpretability has been achieved while the GM accuracy remains at a satisfactory level. Another contribution of this paper is to have applied the pivoted QR decomposition algorithm to fuzzy rule ranking to produce more transparent and parsimonious TS fuzzy models.
Due to the promising capability of the proposed method in constructing TS fuzzy models with comprehensible linear submodels in the sense of Definition 1, the proposed method would have potential applications to fuzzy modeling for nonlinear state estimation and control problems. Generally speaking, for highly nonlinear systems, many rules would be required to characterize them. Some interesting issues include formal stability analysis of TS models with interpretable submodels, possibility of applying reinforcement technology to interpretability improvement of TS fuzzy models in case of no input-output training samples available. These topics merit further research in the future.
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