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ON THE ESSENTIAL SPECTRUM OF N-BODY HAMILTONIANS WITH
ASYMPTOTICALLY HOMOGENEOUS INTERACTIONS
VLADIMIR GEORGESCU AND VICTOR NISTOR
ABSTRACT. We determine the essential spectrum of Hamiltonians with N -body type in-
teractions that have radial limits at infinity. This extends the HVZ-theorem, which treats
perturbations of the Laplacian by potentials that tend to zero at infinity. Our proof involves
C∗-algebra techniques that allows one to treat large classes of operators with local singu-
larities and general behavior at infinity. In our case, the configuration space of the system
is a finite dimensional, real vector spaceX , and we consider the algebra E(X) of functions
on X generated by functions of the form v ◦ piY , where Y runs over the set of all linear
subspaces of X , piY is the projection of X onto the quotient X/Y , and v : X/Y → C
is a continuous function that has uniform radial limits at infinity. The group X acts by
translations on E(X), and hence the crossed product E (X) := E(X) ⋊ X is well de-
fined; the Hamiltonians that are of interest to us are the self-adjoint operators affiliated to
it. We determine the characters of E(X). This then allows us to describe the quotient of
E (X) with respect to the ideal of compact operators, which in turn gives a formula for the
essential spectrum of any self-adjoint operator affiliated to E (X).
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1. INTRODUCTION
1.1. LetX be a real, finite dimensional vector space and letX∗ denote its dual. If Y ⊂ X
is a subspace, πY : X → X/Y will denote the canonical projection. Let E(X) be the
closure in norm of the algebra of functions on X generated by all functions of the form
u ◦ πY , where Y runs over the set of all linear subspaces of X and u : X/Y → C runs
over the set of continuous functions that have uniform radial limits at infinity. Since X
acts continuously by translations on E(X), we can define the crossed product C∗-algebra
E (X) := E(X) ⋊ X , which will be regarded as an algebra of operators on L2(X). Our
main result on essential spectra gives a description of the essential spectrum of any self-
adjoint operator H on L2(X) that is affiliated to E (X), i.e. such that (H + i)−1 ∈ E (X).
To state this result, we need to first introduce some notation. Thus, for x ∈ X , we let Tx
denote the translation operator on L2(X), defined by (Txf)(y) := f(y − x). Let SX be
the set of half-lines in X , that is
SX := { â, a ∈ X, a 6= 0 } where â := {ra, r > 0}. (1.1)
We let ∪Sα denote the closure of the union of a family of sets Sα.
Theorem 1.1. IfH is a self-adjoint operator affiliated to E (X), then for each a ∈ α ∈ SX ,
the limit τα(H) := α.H := s-limr→+∞ T ∗raHTra exists and σess(H) = ∪α∈SXσ(α.H).
For the proof, see Subsection 6.4 (Theorem 6.21). The meaning of the limit above is
discussed in Remark 2.10. Here we note only that it is slightly more general than the
strong resolvent limit since the α.H could be not densely defined, cf. Remark 5.5.
Theorem 1.1 is a consequence of Theorem 6.18 that is our main technical result since it
gives a description of the quotientC∗-algebra of E (X) with respect to the ideal of compact
operators, cf. Corollary 6.20. More precisely, let [α] denote the one dimensional linear
subspace generated by α ∈ SX and let E(X/[α]) be the subalgebra of E(X) generated
by the functions u ◦ πY with Y ⊃ α and u as before. Then E(X/[α]) is stable under
translations, so the crossed product E(X/[α])⋊X is well defined, and we have a canonical
embedding
E (X)/K (X) →֒ ∏α∈SX E(X/[α])⋊X (1.2)
defined as follows. For any A ∈ E (X) the limit s-limr→+∞ T ∗raATra =: τα(A) exists,
the map τα is a ∗-algebra morphism and a linear projection of E (X) onto its subalgebra
E (X/[α]), and an operator A ∈ E (X) is compact if, and only if, τα(A) = 0 for all
α ∈ SX . Then the injective morphism (1.2) is induced by the map τ(A) :=
(
τα(A)
)
α∈SX
.
1.2. In the next few subsections we give some concrete examples of self-adjoint operators
on L2(X) affiliated to E (X).
We recall first some facts concerning the spherical compactification of X (see Section 3).
The set SX is thought of as the sphere at infinity of X and X := X ∪ SX , equipped with a
certain compact space topology, is the spherical compactification of X . If f is a complex
valued function on X and α ∈ SX , then limx→α f(x) = c (or limα f = c) in the sense of
the topology of X means the following: “for any ε > 0 there is an open truncated cone C
such that α is eventually† in C and |f(x) − c| < ε if x ∈ C.” Functions f with values in
an arbitrary topological spaces are treated in exactly the same way.
The algebra C(X) of continuous functions on X can be identified with the set of contin-
uous functions u on X such that limα u exists for all α ∈ SX (this is equivalent to the
†A subset ofX is a cone if it is a union of half-lines. A truncated cone C is the intersection of a cone with the
complement of a bounded set. A half-line α is eventually in such aC if there is a ∈ α such that ra ∈ C ∀r > 1.
ESSENTIAL SPECTRUM 3
existence of the uniform radial limits at infinity). Then we can regard C(X/Y ) as an al-
gebra of continuous functions on X/Y . Indeed, when there is no danger of confusion, we
will identify a function u on X/Y with the function u ◦ πY on X . Thus, we shall think
of C(X/Y ) as an algebra of continuous functions on X . Then E(X) is the C∗-algebra
generated by these algebras when Y runs over the set of all subspaces of X .
The following notion of convergence in the mean at points α ∈ SX is natural in our context
(see Section 3). If u is a complex function on X and c is a complex number then we write
m-limα u = c, or m-limx→α u(x) = c, if lima→α
∫
a+Λ
|u(x)− c|dx = 0 for some (hence
any) compact neighborhood of the origin Λ in X . This also makes sense if u ∈ L1loc(X).
Let B(X) be the set of functions u ∈ L∞(X) such that m-limα u exists for any α ∈ SX .
This is clearly aC∗-subalgebra ofL∞(X). Then B(X/Y ) is well defined for any subspace
Y ⊂ X and we have an obvious C∗-algebra embedding B(X/Y ) ⊂ L∞(X).
Finally, let E♯(X) ⊂ L∞(X) be the C∗-subalgebra generated by the algebras B(X/Y )
when Y runs over the set of all linear subspaces of X . The algebra E♯(X) is, in some
sense, a natural extension of E(X), cf. Proposition 6.25.
1.3. We now give the several examples of operators affiliated to E (X). Recall that X∗ is
the vector space dual to X . First, consider pseudo-differential operators of the form
H = h(p) + v (1.3)
where h : X∗ → R is a continuous proper function and v ∈ E♯(X) is a real function. Here
h(p) := F−1mhF , (1.4)
where F is a Fourier transform L2(X)→ L2(X∗) and mh denotes the operator of multi-
plication by h. Recall that a function h : X∗ → R is said to be proper if |h(k)| → ∞ for
k →∞. It is clear that the operatorH given by (1.3) is self-adjoint on the domain of h(p),
since h(p) is self-adjoint by spectral theory and v is a bounded operator.
As a second example of affiliated operators, we consider differential operators on X = Rn
of the form
L =
∑
|µ|,|ν|≤m
pµgµνp
ν (1.5)
where m ≥ 1 is an integer and gµν ∈ E♯(X). The notations are standard: pj = −i∂j ,
where ∂j is the derivative with respect to the j-th variable, and for µ = (µ1, . . . , µn) ∈ Nn
we set pµ = pµ11 . . . p
µn
n and |µ| = µ1 + · · ·+ µn. For real s, let Hs be the usual Sobolev
space on X , in particular H0 ≡ H = L2(X). Then L : Hm → H−m is a well defined
operator and we assume that there exist γ, δ > 0 such that
〈u|Lu〉+ γ‖u‖2 ≥ δ‖u‖2m , for all u ∈ Hm. (1.6)
Here ‖ · ‖ and ‖ · ‖m denote the usual norms on H and Hm. Note that, since the gµν are
bounded, this is a condition only on the principal part of L (i.e. the part corresponding to
|µ| = |ν| = m). Then L + γ : Hm → H−m is a symmetric isomorphism, and hence the
restriction of L to (L+ γ)−1H is a self-adjoint operator in H that we will denote by H :
H := L : (L + γ)−1H → H . (1.7)
Theorem 1.2. Both operators H defined above in Equations (1.5) and (1.7) are affiliated
to E (X).
We make some remarks in connection with the Theorem 1.2.
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(1) If H is given by (1.3) then the strong limit in Theorem 1.1 exists in the usual sense
of pointwise convergence on the domain of H . (Let us notice that in this case, the
domain of H is invariant for the action of Tra.) If H is associated to the operator
L from (1.5), then the limit holds in the strong topology of B(Hm,H−m).
(2) The union that gives σess(H) in Theorem 1.1 may contain an infinite number
of distinct terms even in simple N -body type cases. Indeed, an example can be
obtained by choosing X = R2, Y to be a countable set of lines (whose union
could be dense in X), and H := ∆ + ∑Y vY for some conveniently chosen
vY ∈ Cc(X/Y ) satisfying
∑
Y sup |vY | <∞.
(3) The coefficients gµν in the principal part of L are bounded Borel functions, and
locally this cannot be improved. But the other coefficients gµν and the potential
v are assumed bounded only for the sake of simplicity, see Remark 6.26 for more
general results. Later on, we shall also treat unbounded, not necessarily local
perturbations. See for example Theorems 1.6 and 1.10.
(4) We stated the applications of the abstract theorems in a way adapted to elliptic
operators, but the extension to hypoelliptic operators is easy: it suffices to consider
functions h ∈ Cm with bounded derivatives of orderm and to replace the Sobolev
spaces by spaces associated to weights of the form
∑
|µ|≤m |h(µ)(k)|.
(5) Theorem 1.2 and the other results of the same nature remain true, with essentially
no change in the proof, if the space L2(X) is replaced by L2(X)⊗E with E a fi-
nite dimensional complex Hilbert space and gµν and v are B(E)-valued functions.
For this it suffices to work with the algebra E (X) ⊗ B(E) or the more general
and natural object E (X)⊗ K(E) where E can be an infinite dimensional Hilbert
space. This covers matrix differential operators, e.g. the Dirac operator, which are
not semi-bounded, and hence the general affiliation criterion Theorem 5.7 has to
be used.
Operators of the form (1.3) (and hence also Theorem 1.2 and its generalizations) cover
many of the most interesting (from a physical point of view) Hamiltonians of N -body
systems. Here are two typical examples. First, in the non-relativistic case, X is equipped
with a Euclidean structure and a typical choice for h is h(ξ) = |ξ|2, which gives h(p) = ∆.
Second, in the case ofN relativistic particles of spin zero and massesm1, . . . ,mN , we take
X = (R3)N and, writing the momentum p as p = (p1, . . . , pN ) where pj = −i∇j acts
in L2(R3), we have h(p) =
∑N
j=1(p
2
j +m
2
j)
1/2
. We refer to [12] for a thorough study of
the spectral and scattering theory of the non-relativisticN -body Hamiltonians with k-body
potentials that tend to zero at infinity. We also note that second order perturbations with an
N -body structure of the Laplacian, i.e. operators L of second order with non trivial gµν in
the principal part, are of physical interest in the context of pluristratified media [13].
1.4. The structure of the potential v and of the coefficients gµν considered above is more
complicated than in the usual case ofN -body hamiltonians because it can contain products
of the form vE ◦ πE · vF ◦ πF , which cannot be written as vG ◦ πG as in the usual N -body
case (here E,F,G are subspaces of X and in the usual N -body situation one may take
G = E∩F ). If v has a simpler structure, similar to that of the standard N -body potentials,
then Theorem 1.2 may be reformulated in a way that stresses the similarity with the usual
HVZ theorem. Moreover, in this case we will be able to treat a considerably more general
class of nonlocal potentials vY (see Subsection 1.5).
Assume that, for each subspace Y ⊂ X , a real function vY ∈ B(X/Y ) is given such that
vY = 0 for all but a finite number of subspaces Y and let v =
∑
Y vY ∈ E♯(X) (recall the
identification vY ≡ vY ◦ πY ). If α 6⊂ Y then πY (α) ∈ SX/Y is a well defined half-line in
the quotient and we may define vY (α) = m-limπY (α) vY (see Subsection 1.2 page 3).
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Proposition 1.3. For each α ∈ SX , let
Hα := h(p) +
∑
Y⊃α
vY +
∑
Y 6⊃α
vY (α) . (1.8)
Then α.H = Hα and hence σess(H) = ∪α∈SXσ(Hα).
Remark 1.4. The usual N -body type Hamiltonians are characterized by the condition that
all the vY : X/Y → R vanish at infinity. Then we obtain α.H = h(P ) +
∑
Y⊃α vY , so
Proposition 1.3 becomes the usual version of the HVZ theorem.
1.5. We give now further examples of self-adjoint operators with nonlocal and unbounded
interaction affiliated to E (X). For k ∈ X∗ let Mk be the multiplication operator defind by
(Mkf)(x) = e
ik(x)f(x). Later we shall use the notation 〈x|k〉 := k(x).
If the perturbation V is bounded, then there are no restrictions on h besides being proper
and continuous. Indeed, we have the following result.
Theorem 1.5. Let H = h(p) + V , where h : X∗ → R is a continuous, proper function
and V =
∑
Y VY is a finite sum with VY bounded symmetric linear operators on L2(X)
satisfying:
(i) limk→0 ‖[Mk, VY ]‖ = 0,
(ii) [Ty, VY ] = 0 for all y ∈ Y ,
(iii) s-lima∈X/Y,a→α T ∗aVY Ta exists for each α ∈ SX/Y .
Then H is affiliated to E (X).
Note that in the above theorem 1.5, the operator T ∗xVY Tx depends a priori on the point x
in X , but if condition (ii) is satisfied, then it depends only on the class πY (x) of x in X/Y .
Therefore we may set T ∗πY (x)VY TπY (x) = T
∗
xVY Tx, which gives a meaning to T ∗aVY Ta
for any a ∈ X/Y in condition (iii) above.
In order to treat unbounded interactions, we have to require more regularity on the function
h. We denote by | · | a Euclidean norm on X∗.
Theorem 1.6. Let h : X∗ → [0,∞) be locally Lipschitz with derivative h′ such that for
some real numbers c, s > 0 and all k ∈ X∗ with |k| > 1
c−1|k|2s ≤ h(k) ≤ c|k|2s and |h′(k)| ≤ c|k|2s. (1.9)
Let V =
∑
VY be a finite sum with VY : Hs → H−s symmetric operators satisfying:
(i) there are numbers γ, δ with γ < 1 such that V ≥ −γh(p)− δ,
(ii) limk→0 ‖[Mk, VY ]‖Hs→H−s = 0,
(iii) [Ty, VY ] = 0 for all y ∈ Y ,
(iv) s-lima∈X/Y,a→α T ∗aVY Ta exists in B(Hs,H−s) for all α ∈ SX/Y .
Then h(p)+V is a symmetric operatorHs → H−s, which induces a self-adjoint operator
H in L2(X) affiliated to E (X).
Remark 1.7. If VY is the operator of multiplication by a measurable function, then Condi-
tion (ii) of Theorem 1.6 is automatically satisfied. On the other hand, Condition (iii) gives
that VY (x + y) = VY (x) for all x ∈ X and y ∈ Y . This means that VY = vY ◦ πY for a
measurable function vY : X/Y → R, which has to be such that the operator of multipli-
cation by VY is a continuous map Hs(X) → H−s(X). For this it suffices that the oper-
ator vY (qY ) of multiplication by vY be a continuous map of Hs(X/Y ) into H−s(X/Y )
(here qY is the position observable in L2(X/Y )). Then the last condition means that
lima→α vY (qY + a) exists strongly in B
(Hs(X/Y ),H−s(X/Y )).
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Example 1.8. Let us consider the case of non-relativistic Schro¨dinger operators. Then X
is a Euclidean space (so we may identify X/Y = Y ⊥) and H0 := ∆ = p2 is the (positive)
Laplace operator, and hence s = 1. The total Hamiltonian is of the formH = ∆+
∑
Y VY
where the sum is finite and VY = 1⊗V ◦Y where V ◦Y : H1(Y ⊥)→ H−1(Y ⊥) is a symmetric
linear operator whose relative form bound with respect to the Laplace operator on Y ⊥ is
zero (this is much more than we need). Then assume MkV ◦Y = V ◦YMk for all k ∈ Y ⊥.
For example, V ◦Y could be the operator of multiplication by a function vY : Y ⊥ → R
of Kato class Kn(Y ) with n(Y ) = dim(Y ⊥) (see Section 1.2 in [8], especially assertion
(2) page 8) but it could also be a distribution of non zero order. Indeed, we may take
as vY the divergence of a vector field on Y ⊥ whose components have squares of Kato
class (e.g. are bounded functions): this covers highly oscillating perturbations of potentials
that have radial limits at infinity. Note that this Kato class is convenient because then
vY ◦ πY is of class Kdim(X), see [8, p. 8]. To get (iv) of Theorem 1.6 it suffices to assume
lima→α vY (·+ a) exists strongly in B(H1(Y ⊥),H−1(Y ⊥)) for each α ∈ SY ⊥ .
1.6. The spherical algebra S (X) := C(X) ⋊X ⊂ E (X) has several interesting prop-
erties. For example, it contains the ideal K (X) = C0(X) ⋊ X of compact operators on
L2(X). It is remarkable that both S (X) and its quotient S (X)/K (X) may be described
in quite explicit terms. In the next theorem and in what follows, we adopt the following
convention: if we write S(∗) in a relation, then it means that that relation holds for S(∗)
replaced by either S or S∗. Let C∗(X) be the group C∗-algebra of X , cf. Section 2.
Theorem 1.9. A bounded operator S on L2(X) belongs to S (X) if, and only if,
lim
x→0
‖(Tx − 1)S(∗)‖ = 0 , lim
k→0
‖[Mk, S]‖ = 0 , and
s-lim
a→α
T ∗aS
(∗)Ta exists for any α ∈ SX .
If S ∈ S (X) and α ∈ SX , then τα(S) = s-lima→α T ∗aSTa belongs to C∗(X). The map
τ(S) : α 7→ τα(S) is norm continuous, so τ : S (X)→ C(SX)⊗ C∗(X). This map τ is
a surjective morphism and its kernel is K (X). Hence we have a natural identification
S (X)/K (X) ∼= C(SX)⊗ C∗(X) ∼= C0(SX ×X∗) . (1.10)
IfH is a self-adjoint operator affiliated to S (X), then the limit α.H := s-lima→α T ∗aHTa
exists for each α ∈ SX and σess(H) = ∪ασ(α.H).
Note that in this theorem (as well as in the next), we consider the plain union, not its
closure. The next result is a general criterion of affiliation to S (X).
Theorem 1.10. Let H be a bounded from below self-adjoint operator on L2(X) such that
its form domain G satisfies the following condition: the operators Tx and Mk leave G
invariant, the operators Tx are uniformly bounded in G, and limx→0 ‖Tx − 1‖G→H = 0.
Assume that ‖[Mk, H ]‖G→G∗ → 0 as k → 0 and that the limit α.H := lima→α T ∗aHTa
exists strongly in B(G,G∗), for all α ∈ SX . ThenH is affiliated to S (X), for eachα ∈ SX
the operator in L2(X) associated to α.H is self-adjoint, and σess(H) = ∪ασ(α.H).
Let us notice an important difference between the morphisms τα of Theorems 1.1 and 1.10.
(These morphisms appear in the computation of the quotients in (1.2) and (1.10).) More
precisely, in the definition of the first τ , we take limits over ra, with r →∞, that is limits
along rays, whereas in the second one we take general limits a→ α (not just along the ray
α). The stronger assumptions in Theorem 1.10 then lead to a stronger result (in that we do
not need the closure of the union to obtain the spectrum).
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1.7. Descriptions of the essential spectrum of various classes of Hamiltonians in terms
of limits at infinity of translates of the operators have already been obtained before, see
for example [27, 21, 42, 31, 47] (in historical order). Our approach is based on the “local-
ization at infinity” technique developed in [21, 22] in the context of crossed-products of
C∗-algebras by actions of abelian locally compact groups. This has been extended to non-
commutative unimodular amenable locally compact groups in [20], cf. Proposition 6.5 and
Theorem 6.8 there. The case of noncommutative groups has also been considered recently
in [34]. See [8, 44] for a general introduction to the basics of the problems studied here.
A homogeneous potential of degree zero outside of a compact set models a force that
is perpendicular to the line joining the particle to the origin, and hence trying to force
the particle to move on a sphere. Results on operators with homogeneous potentials or
similar potentials were obtained, for example, in [26, 28, 29, 46], where further physical
motivation is provided.
In fact, our results shed some new light even on the classical case when the auxiliary
functions vY that define VY converge to 0 at infinity, since in our case the spectra of the
relevant algebras are easier to compute and then can be used to describe the spectra in
the classical case. Compared to the classical approach [8, 44] to the essential spectrum of
the N -body problem, our approach has the advantage that is more conceptual, and, once
a certain machinery has been developed, one can obtain rather quickly generalizations of
these results to other operators. It also takes advantage of a rather well developed theory of
crossed products and representations of C∗-algebras. We also develop general techniques
that may be useful for the study of other types of operators and of other types of questions,
such as the study of the eigenvalues and eigenfunctions of H , even in the case when the
radial limits at infinity are zero. We mention that, by using the expression (1.8) for the
asymptotic operators, one could prove the Mourre estimate as in [2, Sec. 9.4] for the larger
class of Hamiltonians considered in Proposition 1.3.
1.8. Let us briefly describe the contents of the paper. In Section 2, we recall some facts
concerning crossed products with X of translation invariant C∗-algebras of bounded uni-
formly continuous functions on X and the role of operators with the “position-momentum
limit property” in this context. Then we discuss the question of the computation of the
quotient with respect to the compacts of such crossed products. In Section 3, we briefly
describe the topology and the continuous functions on the spherical compactification X
of a real vector space X . This allows us to introduce and study in Section 4 the spheri-
cal algebra S (X) := C(X) ⋊X . We obtain an explicit description of the operators that
belong to S (X) (Theorem 4.2) and we also give an explicit description of the quotient
S (X)/K (X) (Theorem 4.3). The canonical composition series of this algebra leads to
Fredholm conditions, and hence to a determination of the essential spectrum for the oper-
ators affiliated to it. In Section 5, we give some general criteria for a self-adjoint operator
to be affiliated to a general C∗-algebra and apply them to the case of S (X). The algebras
E(X) and E (X) are studied in Section 6. Subsections 6.3 and 6.4 contain the main tech-
nical results. At a technical level, the main result in this section is the description of the
spectrum of E(X) (Theorem 6.14). Subsection 6.4 is devoted to the study of the Hamilton-
ian algebra E (X) and we prove in this section two of our main results, Theorems 6.18 and
6.21. In Subsection 6.5 we prove Theorems 1.2, 1.5 and 1.6, which describe a general class
of operators affiliated to E (X) for which we obtain explicit descriptions of the essential
spectrum. We note that Theorem 6.27 gives descriptions of the algebras C(X/Y ) ⋊ X
generating E (X) that are not relying on their definition as crossed products.
This paper contains the full proofs of the results announced in [23], as well as several
extensions of those results.
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2. CROSSED PRODUCTS AND LOCALIZATIONS AT INFINITY
In this section, we review some needed results from [22] relating essential spectra of oper-
ators and the spectrum (or character space) of some algebras.
If X is a finite dimensional vector space, we denote by Cb(X) the algebra of bounded
continuous functions on X , by C0(X) its ideal consisting of functions vanishing at infinity,
and by Cub(X) the subalgebra of bounded uniformly continuous functions. Let B(X) :=
B(L2(X)) be the algebra of bounded operators on L2(X) and K (X) := K(L2(X)) the
ideal of compact operators.
If Y is a subspace ofX , we identify a function u onX/Y with the function u◦πY onX . In
other terms, we think of a function onX/Y as being a function onX that is invariant under
translations by elements of Y . This clearly gives an embedding Cub(X/Y ) ⊂ Cub(X). The
subalgebras of Cub(X/Y ) can then be thought of as subalgebras of Cub(X). Thus C0(X/Y )
and the algebra C(X/Y ) that we shall introduce below are both embedded in Cub(X).
For any function u, we shall denote by mu the operator of multiplication by u on suitable
L2 spaces. If u : X → C and v : X∗ → C are measurable functions, then u(q) and v(p)
are the operators on L2(X) defined as follows: u(q) = mu, the multiplication operator by
u, and v(p) = F−1mvF , where F is the Fourier transform L2(X)→ L2(X∗). If x ∈ X
and k ∈ X∗, then the unitary operators Tx and Mk are defined on L2(X) by
(Txf)(y) := f(y − x) and (Mkf)(y) := ei〈y|k〉f(y) , (2.1)
and can alternatively be written in terms of p and q as Tx = e−ixp and Mk = eikq .
We shall denote by C∗(X) the group C∗-algebra of X : this is the closed subspace of
B(X) generated by the operators of convolution with continuous, compactly supported
functions. The map v 7→ v(p) establishes an isomorphism between C0(X∗) and C∗(X).
We shall need the following general result about commutative C∗-algebras. Let A be a
commutative C∗-algebra and Â be its spectrum (or character space), consisting of non-
zero algebra morphisms χ : A → C. If A is unital, then Â is a compact topological
space for the weak topology. In general, it is locally compact and the Gelfand transform
ΓA : A → C0(Â), ΓA(u)(χ) := χ(u), defines an isometric algebra isomorphism. In
particular, any commutative C∗-algebra is of the form C0(Ω) for some locally compact
space (up to isomorphism). The characters of C0(Ω) are of the form χω, ω ∈ Ω, where
χω(u) := u(ω) u ∈ C0(Ω) . (2.2)
IfX acts continuously on aC∗-algebraA by automorphisms, we shall denote byA⋊X the
resulting crossed product algebra, see [41, 51]. Here the real vector space X is regarded as
a locally compact, abelian group in the obvious way. Recall [21] that if A is a translation
invariant C∗-subalgebra of Cub(X), then an isomorphic realization of the cross-product
algebraA⋊X is the norm closed linear subspace of B(X) generated by the operators of
the form u(q)v(p), where u ∈ A and v ∈ C0(X∗). As a rule, we shall denote by τa the
action of a ∈ X by translations on our algebras of functions.
Definition 2.1. Let A ∈ B(X). We say that A has the position-momentum limit property
if limx→0 ‖(Tx − 1)A(∗)‖ = 0 and limk→0 ‖[Mk, A]‖ = 0.
A characterization of operators having the position-momentum limit property in terms of
crossed products was given in [21]: it is shown that A has the position-momentum limit
property if, and only if, A ∈ Cub(X)⋊X .
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If A is an operator on L2(X), then its translation by x ∈ X is defined by the relation
τx(A) := T
∗
xATx . (2.3)
The notation x.A := τx(A) will often be more convenient. If u is a function on X we
also denote τx(u) ≡ x.u its translation given by (x.u)(y) = u(x + y). The notations are
naturally related: τx(u(q)) = (x.u)(q) ≡ u(x+ q). Note that τx(v(p)) = v(p).
By a “point at infinity” of X , we shall mean a point in the boundary of X in a certain
compactification of it. We shall next define the translation by a point at infinity χ for
certain functions u and operators A. This construction will be needed for the description
of the essential spectrum of operators of interest for us.
Let us fix a translation invariant C∗-algebraA of bounded uniformly continuous functions
on X containing the functions that have a limit at infinity: C0(X) + C ⊂ A ⊂ Cub(X). To
every x ∈ X , there is associated the character χx, defined by χx(u) := u(x) for u ∈ A,
cf. (2.2). Since A ⊃ C0(X), X is naturally embedded as an open dense subset in Â. Thus
Â is a compactification of X and
δ(A) := Â \X , (2.4)
the boundary of X in this compactification, is a compact set that can be characterized as
the set of characters χ of A whose restriction to C0(X) is equal to zero.
Let us recall that if x, y ∈ X , then (x.u)(y) = u(x + y) = χx(y.u). If u ∈ A, we extend
the definition of x.u by replacing in this relation χx with a character χ ∈ Â.
Definition 2.2. Let u ∈ A and χ ∈ Â. Then we define (χ.u)(y) := χ(y.u) for all y ∈ X .
Since u is uniformly continuous, it is easy to check that τχ(u) := χ.u ∈ Cub(X) and that
τχ : A → Cub(X) is a unital morphism. We will say that τχ is the morphism associated to
the character χ. We note that if the character χ corresponds to x ∈ X , then τχ = τx, so
our notation is consistent.
In particular, we get “translations at infinity” of u ∈ A by elements χ ∈ δ(A). The
function χ 7→ χ.u ∈ Cub(X) defined on Â is continuous if Cub(X) is equipped with the
topology of local uniform convergence, and hence χ.u = limx→χ x.u in this topology for
any χ ∈ δ(A). One has u ∈ C0(X) if, and only if, χ.u = 0 for all χ ∈ δ(A). We mention
that a translation χ.u by a point at infinity χ ∈ δ(A) does not belong to A in general.
However, we shall see that this is true in the case A = E(X) of interest for us, so in this
case τχ is an endomorphism of A.
If A ∈ A ⋊ X , then we may also consider “translations at infinity” τχ(A) by elements
χ of the boundary δ(A) of X in Â and we get a useful characterization of the compact
operators. The following facts are proved in [22, Subsection 5.1].
Proposition 2.3. For each χ ∈ Â, there is a unique morphism τχ : A⋊X → Cub(X)⋊X
such that
τχ(u(q)v(p)) = (χ.u)(q)v(p) , for all u ∈ A, v ∈ C0(X) .
If A ∈ A⋊X , then χ 7→ τχ(A) is a strongly continuous map Â → B(X).
As before, we often abbreviate τχ(A) = χ.A. This gives a meaning to the translation by
χ of any operator A ∈ A⋊X and any character χ ∈ Â. Observe that χ 7→ χ.A is just the
continuous extension to Â of the strongly continuous map X ∋ x 7→ x.A. In particular,
τχ(A) = s-lim
x→χ
T ∗xATx for all A ∈ A⋊X and χ ∈ δ(A) . (2.5)
We have K (X) = C0(X)⋊X ⊂ A⋊X . Then [22, Theorem 1.15] gives:
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Theorem 2.4. An operator A ∈ A⋊X is compact if, and only if, τχ(A) = 0 ∀χ ∈ δ(A).
In other terms: ∩χ∈δ(A) ker τχ = K (X). The map τ(A) = (τχ(A))χ∈δ(A) induces an
injective morphism
A⋊X/K (X) →֒∏χ∈δ(A) Cub(X)⋊X. (2.6)
Remark 2.5. We emphasize the relation between this result and some facts from the the-
ory of crossed products. The operation of taking the crossed product by the action of an
amenable group transforms exact sequences in exact sequences [51, Proposition 3.19], and
hence we have an exact sequence
0→ C0(X)⋊X → A⋊X → (A/C0(X))⋊X → 0 . (2.7)
Since C0(X) ⋊X ≃ K (X), we get A⋊X/K (X) ≃
(A/C0(X))⋊X , which reduces
the computation of the quotient A ⋊ X/K (X) to the description of A/C0(X). This is
convenient since A/C0(X) ≃ C(δ(A)). Moreover, we have τχ = τχ ⋊ idX, where the
morphisms τχ on the right hand side are those corresponding to A. We complete this
remark by noticing that if χ and χ1 are obtained from each other by a translation by x ∈
X , then the corresponding morphisms τχ and τχ1 are unitarily equivalent by the unitary
corresponding to x. In particular, in the above theorem and in the following corollary, it
suffices to use one χ from each orbit of X acting on δ(A).
Remark 2.6. Let us notice that in view of the results in [14, 51], the above theorem pro-
vides nontrivial information on the cross-product algebra C(δ(A)) ⋊X , and hence on the
action of X on δ(A). It would be interesting to study the corresponding properties for a
general Lie group G acting on Cub(G) [34]. Morphisms analogous to the τχ can be defined
also in a groupoid framework [32, 38], but they do not have a similar, simple interpretation
as strong limits. It would be interesting to understand the connections between the above
theorem and the representation theory of groupoids [6, 7, 15, 30, 45]. Similar structures
arise also in the representation theory of solvable Lie groups [4]. Moreover, several im-
portant examples of non-compact manifolds that arise in other problems lead to groupoids
that are locally of the form studied in this paper (but possibly replacing X by a general Lie
group G, see [24, 25, 36] and many other papers).
Let A be a bounded operator. By definition, λ /∈ σess(A) if, and only if, A − λ is Fred-
holm. For a self-adjoint operatorA, this is equivalent to the usual definition: “λ ∈ σess(A)
if, and only if, λ is an accumulation point of σ(A) or an isolated eigenvalue of infinite
multiplicity.” The advantage of this second definition is that it extends right away to un-
bounded, normal operators (see, for instance, Remark 2.9). A crucial observation then is
that λ /∈ σess(A) if, and only if, the image Â− λ of A − λ in the quotient B(X)/K (X)
is invertible, by Atkinson’s theorem. So σess(A) = σ(Â). On the other hand, the spec-
trum of a normal operator in a product of C∗-algebras is equal to the closure of the union
of the spectra of its components. Thus the theorem above gives right away the following
corollary.
Corollary 2.7. If A ∈ A⋊X is normal, then σess(A) = ∪χ∈δ(A)σ(τχ(A)).
If A ∈ B(X), then the element Â ∈ B(X)/K (X) may be called the localization at
infinity of A. If A ∈ A ⋊ X , then its localization at infinity can be identified with the
element τ(A) = (τχ(A))χ∈δ(A). Then the component τχ(A) ∈ Cub(X) ⋊ X is called
localization of A at χ ∈ δ(A). Thus the essential spectrum of A ∈ A⋊X is the closure of
the union of the spectra of all its localizations at infinity, where the “infinity” is determined
by A.
We extend now the notion of localization at infinity and the formula for the essential spec-
trum to certain unbounded self-adjoint operators related toA⋊X . Recall that a self-adjoint
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operatorH on a Hilbert spaceH is affiliated to a C∗-algebra C ⊂ B(H) if (H−z)−1 ∈ C
for some number z outside the spectrum of H [11]. Clearly, this implies ϕ(H) ∈ C for all
ϕ ∈ C0(R). We shall make some more comments on this notion after the next corollary.
Corollary 2.8. If H is a self-adjoint operator on L2(X) affiliated toA⋊X , then, for each
χ ∈ δ(A), the limit τχ(H) := s-limx→χ T ∗xHTx exists and σess(H) = ∪χ∈δ(A)σ(τχ(H)).
The meaning of the limit above will be discussed below.
Remark 2.9. Corollary 2.8 is an immediate consequence of Theorem 2.4 if one thinks
in terms of the functional calculus associated to H . Indeed, a real λ does not belong to
σess(H) if, and only if, there is ϕ ∈ C0(R) with ϕ(λ) 6= 0 such that ϕ(H) is compact.
For a detailed discussion of the notion of affiliation that we use in this paper we refer to
[2, Section 8.1] (or [11, Appendix A]). This notion is inspired by the quantum mechanical
concept of observable as introduced by J. Von Neumann in the 1930s (see e.g. [49, Section
3.2] for a general and precise mathematical formulation) and later (1940s) developed in
the Von Neumann algebra setting. A notion of affiliation in the C∗-algebra setting has also
been introduced by S. Baaj and S.L. Woronowicz [3, 52] but it is different from that we use
here: the contrary was erroneously stated in [21, p. 534], but has been corrected in [11,
p. 278]. For example, any self-adjoint operator on a Hilbert space H is affiliated to the
algebra of compact operators K(H) in the sense of Baaj-Woronowicz, but a self-adjoint
operator is affiliated to K(H) in our sense if, and only if, it has purely discrete spectrum.
According to our definition, a self-adjoint operator affiliated to an “abstract” C∗-algebra
C is the same thing as a real valued observable affiliated to C , i.e. it is just a morphism
Φ : C0(R) → C . If C ⊂ B(H), then a densely defined self-adjoint operator H defines an
observable by Φ(ϕ) = ϕ(H) for ϕ ∈ C0(R), and we say that H is affiliated to C if this
observable is affiliated to C . But there are observables affiliated to C that are not of this
form: they are associated to self-adjoint operators K acting in closed subspacesK ⊂ H as
explained in the next remark. See [2, Section 8.1.2] for a precise statement and proof.
We now explain the meaning of s-limx→χ T ∗xHTx for an arbitrary self-adjoint operatorH .
Remark 2.10. Let Y be a topological space, z a point in Y , and let {Hy} be a set of self-
adjoint operators (possibly unbounded) on a Hilbert space H, parametrized by Y r {z}.
The example that we have in mind is Hx := T ∗xHTx, x ∈ X , and Y obtained from X
by adding some point of a compactification. We say that s-limy→zHy exists if the strong
limit Φ(ϕ) := s-limy→z ϕ(Hy) exists for each function ϕ ∈ C0(R). It is easy to see that
this is equivalent to the existence of s-limy→z(Hy − λ)−1 for some λ ∈ C r R. But we
emphasize that this does not mean that there is a self-adjoint operator K on H such that
Φ(ϕ) = ϕ(K) for all ϕ ∈ C0(R) if the notion of self-adjointness is interpreted in the usual
sense, which requires the domain to be dense in H. However, the following is true: there
is a closed subspace K ⊂ H and a self-adjoint operator (in the usual sense) K in K such
that Φ(ϕ)ΠK = ϕ(K)ΠK and Φ(ϕ)Π⊥K = 0, where ΠK is the projection onto K. The
couple (K,K) is uniquely defined and we write s-limyHy = K . One may have K = {0},
in which case we write s-limyHy =∞. See the Remark 5.5 for an example.
3. SPHERICAL COMPACTIFICATION
As before,X is a finite dimensional real vector space. We now briefly discuss the definition
of the spherical compactification X of X , its topology, and the definition of continuous
functions on X . Recall that the sphere at infinity SX of X is the set of all half-lines
α = â := R+a, with R+ = (0,∞) and a ∈ X r {0}, equipped with the following
topology: the open sets in SX are the sets of the form {â, a ∈ O} with O open in Xr{0}.
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Let us denote by X the disjoint union X ∪ SX . If | · | is an arbitrary norm on X , then
SX is homeomorphic to the unit sphere SX := {|ξ| = 1} in X and X = X ∪ SX can be
endowed with a natural topology that makes it homeomorphic to the closed unit ball in X .
The resulting topological space X will be referred to as the spherical compactification of
X and is discussed in detail in this subsection, since we need a good understanding of the
continuous functions on X .
It is convenient to have an explicit description of the topology of X independent of the
choice of a norm. A cone C (in X) is a subset of X stable under the action of R+ by
multiplication. Put differently, C is a union of half-lines. A truncated cone (in X) is the
intersection of a cone with the complement of a bounded set. A half-line α is eventually
in the truncated cone C if there is a ∈ α such λa ∈ C if λ ≥ 1. Let C† ⊂ SX be the
set of half-lines that are eventually in C. Then the sets of the form C†, with C an open
truncated cone, form a base of the topology of SX . For any open truncated cone C in X ,
we denoteC‡ := C ∪C†. Then the open sets of X and the sets of the form C‡ form a base
of the topology of X . It is easy to see that X is a compact topological space in which X
is densely and homeomorphically embedded. Moreover, X induces on SX the (compact)
topology we defined before.
By definition, a neighborhood of α ∈ SX in X is a set that contains a subset of the form
C‡. We denote by α˜ the set of traces on X of the neighborhoods of α in X . Thus, a set
belongs to α˜ if, and only if, it contains an open truncated cone that eventually contains α.
Let Y be a topological space and let u : X → Y . If α ∈ SX and y ∈ Y , then the limit
limx→α u(x) (or limα u) exists and is equal to y if, and only if, for each neighborhood V
of y, there is a truncated cone C that eventually contains α such that u(x) ∈ V if x ∈ C.
We shall need the following simple lemma.
Lemma 3.1. Let u : X → C be such that the limit U(α) := limx→α u(x) exists for
each α ∈ SX . Then U is a continuous function on SX . If u is continuous on X , then its
extension by U on SX is continuous on X .
Proof. Let us notice first that limλ→∞ u(λa) = U(α) for each a ∈ α ∈ SX . Fix α ∈ SX
and ε > 0. There is an open truncated cone C with α ∈ C† such that |u(x) − U(α)| < ε
for all x ∈ C. If β ∈ C†, then, for each b ∈ β, we have limλ→∞ u(λb) = U(β). Since
λb ∈ C for large λ, we get that |U(β) − U(α)| < ε. Since the sets C† form a basis of the
topology of SX , we see that U is continuous.
To prove the last statement and thus to complete the proof, let us extend u to X to be
equal to U on SX . Then the argument used in the first half of the proof implies that
|u(x)−u(α)| < ε for all x ∈ C‡. Since the sets of the form C‡ form a basis for the system
of neighborhoods of α ∈ SX in SX and α is arbitrary, the extension of u to X by U is
continuous on SX . Hence if u is continuous on X , then its extension to X is continuous
everywhere. 
Since X is a dense subset of X , we may identify the algebra C(X) of continuous functions
on X with a subalgebra of C(X). We now give several descriptions of this subalgebra that
are independent of the preceding construction of X . Denote by Ch(X) the subalgebra of
Cub(X) consisting of functions homogeneous of degree zero outside a compact set:
Ch(X) := {u ∈ C(X), ∃K ⊂ X compact with u(λx) = u(x) if x /∈ K,λ ≥ 1}. (3.1)
Lemma 3.2. The algebra C(X) coincides with the closure of Ch(X) in Cb(X). A function
u ∈ C(X) belongs to C(X) if, for any compact A ⊂ X \ {0}, the limit limλ→+∞ u(λa)
exists uniformly in a ∈ A and, in this case, for any compact B ⊂ X , we have
lim
λ→+∞
u(λa+ b) = u(â) uniformly in a ∈ A and b ∈ B . (3.2)
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Moreover:
C(X) = {u ∈ C(X), lim
x→α
u(x) exists for each α ∈ SX } . (3.3)
The proof is an exercise. Observe that the topology we introduced on X could be intro-
duced directly in terms of Ch(X): for example, α˜ is the filter on X defined by the sets
{x ∈ X, |u(x)− u(α)| < 1} when u runs over Ch(X).
The space Ch(X) is not stable under translations if the dimension of X is larger than one.
However, Equation (3.2) – or a direct argument – immediately gives that C(X) is invariant
under translations, and hence we may consider its crossed product S (X) := C(X) ⋊X
by the action of X . This crossed product is the spherical algebra of X and we shall study
it in the next section. Before doing that, however, let us describe an abelian C∗-algebra
of the same nature, but larger than C(X), which is naturally involved in the construction
of self-adjoint operators affiliated to E (X). In more technical terms, this new algebra
is the Gagliardo completion of C(X) with respect to B(Hs,H) for some (hence for all)
s > 0, where Hs is the Sobolev space of order s on X , H = L2(X), and we embed
C(X) ⊂ B(H) ⊂ B(Hs,H) by identifying a function with the corresponding multiplica-
tion operator. One may find in [2, Sec. 2.1] a discussion of the Gagliardo completion in a
general setting, but this is not necessary for what follows.
The following notion of convergence in the mean will be useful. Let Λ be a compact
neighborhood of the origin in X and α ∈ SX . If u ∈ L1loc(X) and c ∈ C then m-limα u =
c, or m-limx→α u(x) = c, means lima→α
∫
a+Λ
|u(x) − c|dx = 0. Then we shall have
lima→α
∫
a+K |u(x) − c|dx = 0 ∀K ⊂ X compact: indeed, K can be covered by a finite
number of translates of Λ and the filter α˜ is translation invariant and coarse (see page 15).
Obviously B0(X) = {u ∈ L∞(X) | m-limα u = 0} is a closed self-adjoint ideal of
L∞(X). We also have Cub(X)∩B0(X) = C0(X) as a consequence of Lemma 4.1 that will
be proved later on for a general class of filters. The algebra of interest for us is:
B(X) = C(X) + B0(X) . (3.4)
This is a C∗-algebra because the sum of a C∗-subalgebra and a closed self-adjoint ideal is
always a C∗-algebra. We have the following alternative description of B(X).
Lemma 3.3. The set B(X) consists of the functions u ∈ L∞(X) that have the following
property: for any α ∈ SX , there is c ∈ C such that m-limα u = c.
Proof. It is clear that the functions in B(X) have the required property, so it suffices to
prove that a function u as in the statement of the lemma may be written as a sum u = v+w
with v ∈ C(X) and w ∈ B0(X). Observe that the number c is uniquely defined by α, and
hence we may define a function V : SX → C by the condition V (α) = c. Thus we have
lim
a→α
∫
a+Λ
|u(x)− V (α)|dx = 0 , ∀α ∈ SX . (3.5)
Note that (3.5) means that, for any ε > 0, there is an open truncated cone C that eventually
contains α such that
∫
a+Λ |u(x) − V (α)|dx < ε if a ∈ C. In particular, if we fix a ∈ α,
then we get limr→+∞
∫
ra+Λ |u(x) − V (α)|dx = 0. Let us show now, as in the proof of
Lemma 3.1, that V is a continuous function. Let us fix α, ε and C and consider some
β ∈ C†. By what we just proved, we have limr→+∞
∫
rb+Λ |u(x) − V (β)|dx = 0 for an
arbitrary b ∈ β. On the other hand, since C is a truncated open cone and β is eventually in
C, we have rb ∈ C for all large enough r, and hence ∫rb+Λ |u(x)− V (α)|dx < ε. Then
|V (α) − V (β)||Λ| ≤
∫
rb+Λ
|V (α) − u(x)|dx+
∫
rb+Λ
|u(x)− V (β)|dx < 2ε
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for large r, where |Λ| is the measure of Λ. Since these C† are a basis of the neighborhoods
of α in SX , this proves the continuity of V at the point α.
Now let θ : X → R be a continuous function such that θ(x) = 0 on a neighborhood of
zero and θ(x) = 1 for large x. Then the function defined by v(x) = θ(x)V (x̂) for x 6= 0
and v(0) = 0 belongs to Ch(X), and hence it belongs to C(X) as well. On the other hand,
w := u − v ∈ L∞ and, if we set W (a) = ∫
a+Λ
|w|dx, then lima→αW (a) = 0 for each
α ∈ SX . This is because
W (α) ≤
∫
a+Λ
|u(x)− V (α)|dx + sup
x∈a+Λ
|v(x) − V (α)||Λ|
and the function v extended by V on SX is continuous on X , and hence the last term above
tends to zero when a→ α. If ε > 0, then for each α ∈ SX there is an open truncated cone
Cα such that W (a) < ε if a ∈ Cα. Since {C†α}α∈SX is an open cover of the compact SX ,
there is a finite set A ⊂ SX such that SX = ∪α∈AC†α. Finally, it is clear that ∪α∈ACα is a
neighborhood of infinity in X on which we have W (a) < ε, so lima→∞W (a) = 0. 
Now we give a description of B(X) as a Gagliardo completion of C(X). Recall that u(q)
is the operator of multiplication by the function u and Hs are Sobolev spaces.
Proposition 3.4. The set B(X) consists of the functions u ∈ L∞(X) with the following
property: there is a sequence of functions un ∈ C(X) such that
sup
n
‖un‖L∞ <∞ and lim
n
‖un(q)− u(q)‖Hs→H = 0 for some real s > 0 . (3.6)
Proof. We begin by noticing that the condition (3.6) is independent of s. In fact, if it holds
for some s then clearly it remains true if we replace s by any t ≥ s and it will also hold for
0 < t < s because if we set T = un(q) − u(q) then we have
‖T ‖Ht→H ≤ ‖T ‖µHs→H‖T ‖νH→H with µ = t/s, ν = 1− t/s .
It is clear that what we really have to prove is the same assertion, but with B(X) replace
by B0(X) and C(X) replaced by C0(X). Assume first that u ∈ L∞ can be approximated
with functions un ∈ C0 as in (3.6) and let εn = ‖un(q) − u(q)‖Hs→H. Let η ∈ C∞c such
that η(x) is a constant c 6= 0 on Λ and ‖η‖Hs = 1 and let us denote ηa(x) = η(x − a).
Then ‖(u − un)ηa‖H ≤ εn‖ηa‖Hs = εn, and hence ‖uηa‖H ≤ εn + ‖unηa‖H. Since
un ∈ C0, there is a neighborhoodUn of infinity in X such that ‖unηa‖H ≤ εn if a ∈ Un,
and then we get
∫
a+Λ
|u|2dx ≤ 4c−2ε2n for a ∈ Un. This clearly implies u ∈ B0.
Reciprocally, let u ∈ B0. Choose a positive function θ ∈ C∞c (X) with
∫
θ(x)dx = 1 and
let θε(x) = θ(x/ε)/εd if the dimension of X is d. Then it is clear that the convolution
product = u ∗ θε belongs to C0(X) and ‖u ∗ θε‖L∞ ≤ ‖u‖L∞ . Hence it suffices to prove
that there is s > 0 such that ‖u ∗ θε(q) − u(q)‖Hs→H → 0 if ε → 0. But this is easy
because, for s > d/2, we have an estimate
‖f(q)‖2Hs→H ≤ C sup
a
∫
a+Λ
|f |2dx ≤ C‖f‖L∞ sup
a
∫
a+Λ
|f |dx .
We take here f = u ∗ θε − u and note that
∫
K
|u ∗ θε − u|dx → 0 for any compact K
while, for large a, we use the relation lima→∞
∫
a+Λ |u|dx = 0. 
4. THE SPHERICAL ALGEBRA
We study now the spherical algebra S (X) := C(X)⋊X defined in the Introduction. We
begin with a lemma that will be needed in the proof of Theorem 4.2. In order to clarify the
statement of the following lemma and in order to prepare the ground for the use of filters
in other proofs, we recall now some facts about filters [5].
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A filter on X is a set ξ of subsets of X such that: (1) X ∈ ξ, (2) ∅ /∈ ξ, (3) if ξ ∋ F ⊂ G,
thenG ∈ ξ, and (4) if F,G ∈ ξ thenF∩G ∈ ξ. If Y is a topological space and u : X → Y ,
then limξ u = y, or limx→ξ u(x) = y, means that u−1(V ) ∈ ξ for any neighborhood V of
y. The filter ξ on X is called translation invariant if, for each F ∈ ξ and x ∈ X , we have
x + F ∈ ξ. We say that ξ is coarse if, for each F ∈ ξ and each compact K in X , there is
G ∈ ξ such that G+K ⊂ F . Recall that we have denoted by α˜ the set of traces on X of
the neighborhoods of α in X . Clearly α˜ is a translation invariant and coarse filter on X for
each α ∈ SX .
Lemma 4.1. Let ξ be a translation invariant filter in X , let Λ be a compact neighborhood
of the origin, and u ∈ Cub(X). Then
lim
ξ
u = 0 ⇔ lim
a→ξ
∫
a+Λ
|u(x)| dx = 0 ⇔ s-lim
a→ξ
u(q + a) = 0 . (4.1)
Proof. Recall that u(q) denotes the operator of multiplication by u and u(q + a) is its
translation by a. We have s-lima→ξ u(q+a) = 0 if, and only if,
∫ |u(x+a)f(x)|2dx→ 0
as a → ξ for all f ∈ L2(X), by the definition of the strong limit. By taking f to be the
characteristic function of the compact set Λ and by using the Cauchy-Schwartz inequality,
we obtain lima→ξ
∫
a+Λ
|u(x)|dx = 0. Reciprocally, if this relation is satisfied then it is
also satisfied with Λ replaced by any of its translates because ξ is translation invariant.
By summing a finite number of such relations, we get lima→ξ
∫
a+K
|u(x)|dx = 0 for
any compact K . Since u is bounded, we also obtain lima→ξ
∫
a+K
|u(x)|2dx = 0 and so
lima→ξ
∫ |u(x+a)f(x)|2dx = 0, for any simple function f . Using again the boundedness
of u, we then obtain lima→ξ
∫ |u(x+ a)f(x)|2dx = 0 for f ∈ L2(X).
We now show that limξ u = 0 is equivalent to lima→ξ
∫
a+Λ |u(x)|dx = 0. We may assume
u ≥ 0, and since u and a 7→ ∫
a+Λ
u(x)dx are bounded uniformly continuous functions,
we may also assume that ξ is coarse†. If limξ u = 0, then {u < ε} ∈ ξ, for any ε > 0.
Since ξ is coarse, there is F ∈ ξ such that F + Λ ⊂ {u < ε}, and hence, if a ∈ F , then∫
a+Λ
u(x)dx ≤ ε|a + Λ| = ε|Λ|. Thus we have lima→ξ
∫
a+Λ
u(x)dx = 0. Conversely,
assume that this last condition is satisfied and let ε > 0 Since u is uniformly continuous,
there is a compact symmetric neighborhoodL ⊂ Λ of zero such that |u(x) − u(y)| < ε if
x, y ∈ L. Then
u(a)|L| =
∫
a+L
(u(a)− u(x))dx +
∫
a+L
u(x)dx ≤ ε|L|+
∫
a+L
u(x)dx ,
and hence lim supa→ξ u(a) ≤ ε|L|. 
Recall that τa(S) = T ∗aSTa, where the unitary translation operators Ta are defined in (2.1).
Theorem 4.2. The algebra S (X) := C(X)⋊X consists of the S ∈ B(X) that have the
position-momentum limit property and are such that s-lima→α τa(S)(∗) exists ∀ α ∈ SX .
Proof. Let A be the set of bounded operators that have the properties in the statement of
the theorem. We first show that S (X) ⊂ A . Recall that in the concrete realization we
mentioned above, Cub(X) ⋊ X is identified with the norm closed linear space generated
by the operators S = u(q)v(p) with u ∈ Cub(X) and v ∈ C0(X∗), while C(X) ⋊ X is
the norm closed subspace generated by the same type of operators, but with u ∈ C(X). It
†This follows from [22, Lemma 2.2] and a simple argument, which shows that the round envelope of a
translation invariant filter is coarse. We do not include the details since in our applications ξ = α˜, which is
coarse.
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follows that an operator S = u(q)v(p), with u ∈ C(X), has the position-momentum limit
property and
s-lim
a→α
T ∗aSTa = s-lim
a→α
u(q + a)v(p) = u(α)v(p) , (4.2)
because of relation (3.2). Thus S (X) ⊂ A and it remains to prove the opposite inclusion.
It is clear that A is a C∗-algebra. From [22, Theorem 3.7] it follows that A is a crossed
product A = A⋊X with A ⊂ Cub(X) if, and only if, A ⊂ Cub(X)⋊X and
x ∈ X, k ∈ X∗, S ∈ A ⇒ TxS ∈ A and MkSM∗k ∈ A . (4.3)
By the definition of A , the condition A ⊂ Cub(X) ⋊X is obviously satisfied. Moreover,
we have T ∗aTxSTa = TxT ∗aSTa and T ∗aMkSM∗kTa = MkT ∗aSTaM∗k , and hence the last
two conditions in (4.3) are also satisfied. Therefore A is a crossed product. Theorem 3.7
form [22] gives more: the unique translation invariant C∗-subalgebra A ⊂ Cub(X) such
that A = A ⋊ X is the set of u ∈ Cub(X) such that u(q)v(p) and u(q)v(p) belong to
A if v ∈ C0(X∗). In our case, we see that A is the set of all u ∈ Cub(X) such that
s-lima→α T
∗
au(q)
(∗)Tav(p) exists for all α ∈ SX and v ∈ C0(X∗). But the operators
T ∗au(q)
(∗)Ta = u
(∗)(q+a) are normal and uniformly bounded and the union of the ranges
of the operators v(p) is dense in L2(X), and hence
A = {u ∈ Cub(X), ∃ s-lima→α u(q + a) ∀α ∈ SX}.
Let us fix α and let u ∈ Cub(X) be such that the limit s-lima→α u(q + a) exists. This limit
is a function, but since the filter α˜ is translation invariant, this function must be in fact a
constant c. Applying Lemma 4.1 to u− c we get limα u = c. Lemma 3.2 then gives
A = {u ∈ Cub(X), ∃ limx→αu(x) ∀α ∈ SX} = C(X).
This proves the theorem. 
For each α ∈ SX and S ∈ S (X) := C(X)⋊X , we then define
τα(S) := s-lim
a→α
T ∗aSTa . (4.4)
Theorem 4.3. If S ∈ S (X) and α ∈ SX , then τα(S) ∈ C∗(X) and the map τ(S) :
α 7→ τα(S) is norm continuous, and hence τ : S (X)→ C(SX)⊗ C∗(X). The resulting
morphism τ is a surjective morphism and its kernel is the set K (X) = C0(X) ⋊ X of
compact operators on L2(X). Hence we have a natural identification
S (X)/K (X) ∼= C(SX)⊗ C∗(X) ∼= C0(SX ×X∗) . (4.5)
Proof. If S = u(q)v(p), then, from (4.2), we get τα(u(q)v(p)) = u(α)v(p), and thus
τ(S) = u˜ ⊗ v(p), where u˜ is the restriction of u : X → C to SX . The first assertion
of the theorem then follows from the density in S (X) of the linear space generated by
the operators of the form u(q)v(p). The fact that τα are morphisms follows from their
definition as strong limits, and it implies the fact that τ is a morphism. Since the range
of a morphism is closed and u 7→ u˜ is a surjective map C(X) → C(SX), we get the
surjectivity of τ . It remains to show that ker τ = C0(X) ⋊X . By what we have proved,
A0 = ker τ is the set of operators S that have the position-momentum property and are
such that s-lima→α TaSTa = 0 for all α ∈ SX . The argument of the proof of Theorem
4.2 with A replaced by A0 shows that A0 = A0 ⋊ X , with A0 equal to the set of all
u ∈ Cub(X) such that limx→α u(x) = 0 for all α ∈ SX . ThereforeA0 = C0(X). 
Remark 4.4. The fact that τα(S) belongs to C∗(X) can be understood more generally
as follows. Since the filter α˜ is translation invariant, if S is an arbitrary bounded operator
such that the limit Sα := s-lima→α T ∗aSTa exists, then Sα commutes with all the Tx, and
hence S is of the form v(p), for some v ∈ L∞(X∗). If S has the position-momentum limit
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property, then it is clear that Sα also has the position-momentum limit property, which
forces v ∈ C0(X∗).
We have the following consequences of the above theorem. We notice that we do not need
closure in the union in the following results since τα(S) depends norm continuously on
α. See [39] for a general discussion of the need of closures of the unions in results of this
type.
Corollary 4.5. Let S ∈ S (X) be a normal element. Then σess(S) = ∪ασ(τα(S)).
Similarly, we have the following.
Corollary 4.6. LetH be a self-adjoint operator affiliated to S (X). Then for each α ∈ SX
the limit α.H := s-lima→α T ∗aHTa exists and σess(H) = ∪ασ(α.H).
For the proof and for the meaning of the limit above, see Remark 2.10.
We give now the simplest concrete application of Corollary 4.6. The boundedness condi-
tion on V can be eliminated, but this requires some technicalities, which will be discussed
in the next section.
Proposition 4.7. Let H = h(p) + V , where h : X∗ → R is a continuous proper function
and V is a bounded symmetric linear operator on L2(X) satisfying
(i) limk→0 ‖[Mk, V ]‖ = 0,
(ii) α.V := s-lima→α T ∗aV Ta exists for each α ∈ SX .
Then H is affiliated to S (X), we have α.H = h(p) + α.V , and σess(H) = ∪ασ(α.H).
Moreover, for each α ∈ SX , there is a function vα ∈ Cub(X∗) such that α.V = vα(p).
Proof. First we have to check that the self-adjoint operator H is affiliated to S (X). For
this, it suffices to prove that there is a number z such that the operator S = (H − z)−1
satisfies the conditions of Theorem 4.2. To check the position-momentum limit property
we have to prove that (Tx − 1)S and [Mk, S] tend to zero in norm when x → 0 and
k → 0 (the condition involving S∗ will then also be satisfied since S∗ is of the same form
as S). Since the range of S is the domain of h(p), the first condition is clearly satisfied.
If we denote S0 = (h(p) − z)−1 and choose z such that ‖V S0‖ < 1, then we have
S = S0(1 + V S0)
−1 and S0 ∈ C∗(X), and hence [Mk, S0] tends to zero in norm as
k → 0. It remains to be shown that (1 + V S0)−1 also satisfies this condition: but this is
clear because the set of bounded operators A such that ‖[Mk, A]‖ → 0 is a C∗-algebra,
and hence a full subalgebra of B(X).
The fact that s-lima→α T ∗aSTa exists and is equal to α.S = (α.H − z)−1 for each α ∈ SX
is an easy consequence of the relation T ∗aSTa = S0(1 + T ∗aV TaS0)−1.
Finally, to show that α.V = vα(p), for some vα ∈ Cub(X∗), we use the argument of
Remark 4.4. Indeed, we shall have this representation for some bounded Borel function
vα, which must be uniformly continuous because limk→0 ‖[Mk, α.V ]‖ = 0. 
Example 4.8. A typical example is when V is the operator of multiplication by a bounded
Borel function V : X → R such that V (α) := limx→α V (x) exists for each α ∈ SX .
Then α.V is the operator of multiplication by the number V (α). Note that by Lemma 3.1
the limit function α 7→ V (α) is continuous on SX , even if V is not continuous on X .
Remark 4.9. The constructions in this section are related to the ones involving the so
called “SG-calculus” or “scattering calculus,” see [9, 10, 26, 37, 40, 43] and the references
therein. In fact, the closure in norm of the algebra of order −1, SG-pseudodifferential
operators coincides with the algebra C(X)⋊X .
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5. AFFILIATION CRITERIA
We now recall, for the benefit of the reader, a little bit of the formalism that we shall use
below. If H is a self-adjoint operator on a Hilbert space H, then the domain of |H |1/2
equipped with the graph topology is called the form domain of H . If we denote it G, then
we have a natural continuous embedding G ⊂ H ⊂ G∗, where G∗ is the space adjoint of G
(space of conjugate linear continuous forms on G). The operator H : D(H)→ H extends
to a continuous symmetric operator Ĥ ∈ B(G,G∗), which has the following property: a
complex number z belongs to the resolvent set of H if, and only if, Ĥ − z is a bijective
map G → G∗. In this case, (H − z)−1 coincides with the restriction of (Ĥ − z)−1 to
H. Conversely, let G be a Hilbert space densely and continuously embedded in H. If
L : G → G∗ is a symmetric operator, then the operator induced by L in H is the operator
H in H whose domain is the set of u ∈ G such that Lu ∈ H given by H = L|D(H). If
L− z : G → G∗ is a bijective map for some complex z, then D(H) is a dense subspace of
H, the operatorH is self-adjoint, and Ĥ = L. IfL is bounded from below, then G coincides
with the form domain of H . From now on, we shall drop the “hat” from the notation Ĥ
and write simply H for the extended operator when there is no danger of confusion.
Lemma 5.1. Let G be a Hilbert space densely and continuously embedded in L2(X). Then
the following conditions are equivalent:
• The operators Tx and Mk leave invariant G, we have ‖Tx‖B(G) ≤ C for a number
C independent of x, and limx→0 ‖Tx − 1‖G→H = 0.
• G = D(w(p)) for some proper Borel function w : X∗ → [1,∞) that has the
following property: there exists a compact neighborhood Λ of zero in X∗ and a
number c > 0 such that supℓ∈Λw(k + ℓ) ≤ cw(k) for all k ∈ X∗.
Proof. We discuss only the nontrivial implication. Denote H = L2(X). Since {Tx}x∈X
is a strongly continuous unitary group in H that leaves G invariant, the restrictions Tx|G
form a C0-group in G, which by assumption is (uniformly) bounded. It is well known that
this implies that there is a Hilbert structure on G, equivalent to the initial one, for which the
operators Tx|G are unitary (indeed, R is amenable). Thus, from now on, we may assume
that the operators Tx are unitary in G. Then, by the Friedrichs theorem, there exists a
unique self-adjoint operator G on H with the following properties:
(i) G ≥ c > 0 for some number c;
(ii) G = D(G);
(iii) for all g ∈ G, we have ‖g‖G = ‖Gg‖.
By hypothesis, the unitary operator Tx leaves invariant the domain of G and ‖g‖G =
‖GTxg‖ = ‖T ∗xGTxg‖ for all g ∈ D(G) and x ∈ X . By the uniqueness of G, we have
T ∗xGTx = G, and hence G commutes with all translations. It follows that there is a Borel
function w : X∗ → [c,∞) such that G = w(p). We have
‖(Tx − 1)‖G→H = ‖(Tx − 1)G−1‖H→H = ‖(eixP − 1)w−1(P )‖H→H
= esssup
p∈X∗
|(eixp − 1)w−1(p)|
and w−1 is a bounded Borel function. It follows that w−1 tends to zero at infinity.
Now we shall use the fact that the operators Mk also leave invariant G. Then the group
induced by {Mk} in G is of class C0. In particular, ‖w(p)Mℓg‖ ≤ C‖w(p)g‖ if ℓ ∈ Λ and
g ∈ G. Since M∗ℓ w(p)Mℓ = w(p + ℓ), we get ‖w(p + ℓ)w(p)−1f‖ ≤ C‖f‖ for ℓ ∈ Λ
and f ∈ H, which means that w(k + ℓ)w(k)−1 ≤ C for all k ∈ X∗ and ℓ ∈ Λ. Thus for
each fixed k, w is bounded on k + Λ, and hence w is bounded on any compact. 
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The next result is a general criterion of affiliation to S (X) for semi-bounded operators.
Theorem 5.2. Let H be a self-adjoint operator on L2(X) that is bounded from below and
its form domainG satisfies the conditions of Lemma 5.1. Assume that ‖[Mk, H ]‖G→G∗ → 0
as k → 0 and that the limit α.H := lima→α T ∗aHTa exists strongly in B(G,G∗), for all
α ∈ SX . ThenH is affiliated to S (X), for eachα ∈ SX the operator in L2(X) associated
to α.H is self-adjoint, and σess(H) = ∪ασ(α.H).
Proof. We shall use Theorem 4.2 and then Corollary 4.6. We first check that the first
condition of Theorem 4.2 is satisfied. DenoteR = (H+i)−1. We have ‖(Tx−1)‖G→H =
‖(Tx − 1)|R|1/2‖, and hence limx→0 ‖(Tx − 1)R‖ = 0. As explained above, R extends
uniquely to an operator R̂ ∈ B(G∗,G). The operators Mk leave G invariant and thus
extend continuously to G∗. Consequently, we have [Mk, R̂] = R̂[H,Mk]R̂. Hence we get
limk→0 ‖[Mk, R̂]‖G∗→G = 0, which is more than enough to show that H has the position-
momentum limit property.
To finish the proof of the proposition, it is enough to check the last condition of The-
orem 4.2 and then use Corollary 4.6. Clearly α.H : G → G∗ satisfies 〈g|α.Hg〉 =
lima→α〈Tag|HTag〉 for each g ∈ G. Note that since we assumed H bounded from
below, we may assume that H ≥ 1 (otherwise we add to it a sufficiently large num-
ber). Then, if w is as in Lemma 5.1, the norm ‖w(p)g‖ defines the topology of G,
and hence 〈u|Hu〉 ≥ c‖w(p)u‖2 for some number c and all u ∈ G. This implies
〈Tag|HTag〉 ≥ c‖w(p)Tag‖2 = c‖w(p)g‖2. Thus we get 〈g|α.Hg〉 ≥ c‖w(p)g‖2,
and hence α.H is a bijective map G → G∗. Next, to simplify the notation, we set
Ha = T
∗
aHTa, Hα = α.H , and note that since these operators are isomorphisms G → G∗,
we have H−1a −H−1α = H−1a (Hα−Ha)H−1α as operators G∗ → G, which clearly implies
s-lima→α T
∗
aH
−1Ta = H
−1
α in B(G∗,G), which is more than enough to prove the conver-
gence of the self-adjoint operators T ∗aHTa to the self-adjoint operator α.H in L2(X) in
the sense required in Corollary 4.6. 
In the next theorem, we consider operators of the form h(p) + V , with V unbounded, and
impose on h the simplest conditions that ensure that the form domain of h(p) is stable
under the operators Mk. Obviously, much more general conditions could have been used
to obtain the same result, however, these conditions are well adapted to elliptic operators
with non-smooth coefficients. For any real number s, let Hs ≡ Hs(X) be the Sobolev
space of order s on X . Also, let | · | be any norm on X∗.
Theorem 5.3. Let h : X∗ → [0,∞) be a locally Lipschitz function with derivative h′ such
that, for some real numbers c, s > 0 and all k ∈ X∗ with |k| > 1, we have:
c−1|k|2s ≤ h(k) ≤ c|k|2s and |h′(k)| ≤ c|k|2s . (5.6)
Let V : Hs → H−s symmetric such that V ≥ −γh(p) − δ, for some numbers γ, δ, with
γ < 1. We assume that V satisfies the following two conditions:
(i) limk→0 ‖[Mk, V ]‖Hs→H−s = 0,
(ii) ∀α ∈ SX the limit α.V := s-lima→α T ∗aV Ta exists strongly in B(Hs,H−s).
Then h(p)+V and h(p)+α.V are symmetric operatorsHs → H−s and the operators H
and α.H associated to them in L2(X) are self-adjoint and affiliated to S (X) := C(X)⋊
X . Moreover, the essential spectrum of H is given by the relation σess(H) = ∪ασ(α.H).
Proof. If we denotew = √1 + h, then the form domain G of h(p) is G = D(w(p)) = Hs.
The second condition of Lemma 5.1 will be satisfied if sup|ℓ|<1 h(k+ℓ) ≤ c(1+h(k)) for
some number c > 0, which is clearly true under our assumptions on h. Then note that we
have h(p) + V + δ+1 ≥ (1− γ)h(p) + 1 as operators G → G∗ and this estimate remains
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true if V is replaced by α.V . It follows that h(p) + V + δ + 1 : G → G∗ is bijective, and
hence the operator H induced by h(p) + V in L2(X) is self-adjoint. The same method
applies to α.H . Thus the conditions of Theorem 5.2 are satisfied and we may use it to get
the results of the present theorem. 
Example 5.4. The simplest examples that are covered by the preceding result are the usual
elliptic symmetric operators
∑
|µ|,|ν|≤m p
µgµνp
ν with bounded measurable coefficients
gµν such that lima→α gµν(x + a) = gαµν exists for each x ∈ X and α ∈ SX . Here
X = Rn and the notations are as in (1.5) and we assume (1.6). Then the localizations at
infinity will be the operators α.H , which are of the same form, but with the functions gµν
replaced by the numbers gαµν . Note that α 7→ gαµν are continuous functions. We can also
allow the lower order coefficients gµν to be suitable singular functions or even suitable
non-local operators.
Remark 5.5. The situations considered in Example 5.4 could give the wrong impression
that the localizations at infinity α.H are self-adjoint operators in the usual sense onL2(X).
The following example shows that this is not true even in simple situations. Let H =
p2 + v(q) in L2(R) with v(x) = 0 if x < 0 and v(x) = x if x ≥ 0. It is clear that H
has the position-momentum limit property and, if R = (H + 1)−1, it is not difficult to
check that s-lima→+∞ T ∗aRTa = 0 and s-lima→−∞ T ∗aRTa = (p2 + 1)−1. Indeed, the
translated potentials va(x) = (T ∗a v(q)Ta)(x) = v(x + a) form an increasing family, i.e.
va ≤ vb if a ≤ b, such that va(x) → +∞ if a → +∞ and va(x) → 0 if a → −∞. Thus
H+∞ =∞, in the sense that its domain is equal to {0}, and H−∞ = p2.
Remark 5.6. In view of the Remark 5.5, it is tempting to see what happens in the case of
the Stark Hamiltonian H = p2+ q. In fact, the situation in the case of the Stark Hamilton-
ian is much worse: H has not the position-momentum limit property (both conditions of
Definition 2.1 are violated by the resolvent of H) and we have s-lim|a|→∞ T ∗aHTa = ∞
and s-lim|k|→∞M∗kHMk = ∞, while the essential spectrum of H is R. So the localiza-
tions of H in the regions |p| ∼ ∞ and |q| ∼ ∞ say nothing about the essential spectrum
of H .
We now recall some definitions and a result that can be used for operators that are not semi-
bounded and that will be especially useful in the general context of N -body Hamiltonians.
Let H0 be a self-adjoint operator on a Hilbert space H with form domain G. We say that
a continuous sesquilinear form V on G (i.e. a symmetric linear map V : G → G∗) is a
standard form perturbation of H0 if there are positive numbers γ, δ with γ < 1 such that
either ±V ≤ γ|H0| + δ or H0 is bounded from below and V ≥ −γH0 − δ. In this case,
the operator in H in H associated to H0 + V : G → G∗ is self-adjoint (see the comments
at the beginning of this section).
We do not recall the definition of strict affiliation, but we use the following fact: a self-
adjoint operator H is strictly affiliated to a C∗-algebra C of operators onH if, and only if,
there is θ ∈ C0(R) with θ(0) = 1 such that limε→0 ‖θ(εH)C − C‖ = 0, for all C ∈ C .
The following is a consequence of Theorem 2.8 and Lemma 2.9 in [11].
Theorem 5.7. Let H0 be a self-adjoint operator, V a standard form perturbation of H0,
and H = H0 + V the self-adjoint operator defined above. Assume that H0 is strictly
affiliated to a C∗-algebra C of operators on H. If there is φ ∈ C0(R) with φ(x) ∼ |x|−1/2
for large x such that φ(H0)2V φ(H0) ∈ C , then H is also strictly affiliated to C .
We may of course replace φ(H0)2V φ(H0) ∈ C by the more symmetric and simpler look-
ing condition φ(H0)V φ(H0) ∈ C , but this will not cover in the applications the case when
the operator V is of the same order as H0. For operators bounded from below we have:
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Theorem 5.8. LetH0 be a positive operator strictly affiliated to a C∗-algebra of operators
C on a Hilbert space H. Let V be a continuous sesquilinear form on D(H1/20 ) such that
V ≥ −γH0 − δ with γ < 1. If ϕ(H0)V (H0 + 1)−1/2 ∈ C for any ϕ ∈ Cc(R), then the
form sum H = H0 + V is a self-adjoint operator strictly affiliated to C .
The next proposition is an immediate consequence of Theorem 5.8. Note that below the
form domain of h(p) is the domain of k(p), where k is the function |h|1/2. It is clear that
if h is a proper continuous function, then h(p) is strictly affiliated to S (X).
Proposition 5.9. Let H = h(p) + V , where h : X∗ → R is a continuous proper function
and V is a standard form perturbation of h(p). If (1+ |h(p)|)−1V (1+ |h(p)|)−1/2 belongs
to S (X), then H is strictly affiliated to S (X).
We may replace above (1+ |h|)−1/2 by any function of the form θ◦hwith θ as in Theorem
5.8. Indeed, Cb(X∗) is obviously included in the multiplier algebra of S (X).
For 0 ≤ s ≤ 1, let Gs := D(|h(p)|s) equipped with the graph topology and let G−s be its
adjoint space. So G1 = G, G0 = H, and G−1 = G∗. If V is a continuous symmetric form
on G such that V G1 ⊂ G−s for some s < 1, then for each γ > 0 there is a real δ such that
±V ≤ γ|h(p)| + δ, and hence V is a standard form perturbation of h(p) and H is well
defined.
Corollary 5.10. Let H = h(p) + V , where h : X∗ → R is a continuous proper function,
and let V be a continuous symmetric form on G such that V G1 ⊂ G−s with s < 1. Let φ be
a smooth function such that φ(x) ∼ |x|−1/2 for large x and denote L = φ(H0)V φ(H0). If
limk→0 ‖[Mk, L]‖ = 0 and α.V = s-lima→α T ∗aV Ta exists in B(G,G∗) for each α ∈ SX ,
then H is affiliated to S (X), we have α.H = h(p) + α.V , and σess(H) = ∪ασ(α.H).
6. N-BODY TYPE INTERACTIONS
In this section we introduce and study the algebra of potentials (or elementary interactions)
in the N -body case. We will implicitly assume X of dimension ≥ 2, because in the one
dimensional case the algebra E (X) defined in (6.14) coincides with S (X).
6.1. N-body framework. The framework that we introduce here allows us to define and
classify N -body Hamiltonians in terms of the complexity of the interactions inside subsets
of particles.
Assume that for each finite dimensional real vector space E a translation invariant C∗-
subalgebra P(E) of Cub(E) has been specified (the letter P should suggest “potentials”).
Then, for each subspace Y ⊂ X , we get a translation invariant subalgebra P(X/Y ) ⊂
Cub(X). Let us denote by 〈Aα, α ∈ I 〉 the norm closed subalgebra generated by a family
{Aα}α∈I of sets Aα ⊂ Cub(X). Then we let
RP (X) := 〈 P(X/Y ), Y ⊂ X〉 and RP(X) := RP (X)⋊X . (6.1)
Thus RP(X) is the norm-closed subalgebra of Cub(X) generated by the P(X/Y ), where
Y runs over the set of all linear subspaces of X . Clearly this is a translation invariant C∗-
subalgebra of Cub(X). We shall regard the crossed product RP(X) := RP(X) ⋊X , as a
C∗-subalgebra of B(X). Its structure will play a crucial role in what follows. For instance,
for our approach, it will be convenient to assume that C0(E) ⊂ P(E) and P(0) = C.
Clearly then RP(X) contains C∗(X) and K (X).
It will be natural to call RP (X) the algebra of elementary interactions of type P and
RP(X) := RP (X)⋊X the algebra ofN -body type Hamiltonians with interactions of type
P . Indeed, RP(X) is the C∗-algebra of operators on L2(X) generated by the resolvents
22 V. GEORGESCU AND V. NISTOR
of the self-adjoint operators of the form h(p) + V , with h : X∗ → R+ continuous and
proper, and V ∈ RP(X) [22, Proposition 3.3]. The self-adjoint operators affiliated to
RP(X) will be called N -body Hamiltonians with interactions of type P .
We give three examples of possible choices for P , in increasing order of difficulty.
First, the “standard” N -body situation, as described for example in [11, Section 4] and
[22, Section 6.5], corresponds to the choice P(E) = C0(E). The algebra of elementary
interactions RP(X) = RC0(X) in this case has a remarkable feature: it is graded by the
ordered set of all linear subspaces of X , more precisely RC0(X) is the norm closure of∑
Y⊂X C0(X/Y ), this sum is direct, and we have C0(X/Y )C0(X/Z) ⊂ C0(X/(Y ∩ Z).
Then the corresponding algebra RC0(X) of N -body Hamiltonians with interactions of
type C0 inherits a graded C∗-algebra structure [33, 35]. The usual N -body Hamiltonians
are self-adjoint operators affiliated to RC0(X), and their analysis is greatly simplified by
the existence of the grading.
Let us now discuss the choice of the space of potential functionsP(X/Y ) that will used in
this paper. Namely, for any real finite dimensional vector spaceE we consider the spherical
compactification E of E and denote C(E) = C(E). Our main goal in this paper is to treat
the larger class of interactions P(E) = C(E) and to analyze the N -body Hamiltonians
associated to them. We recall the notations already used in the introduction:
E(X) := RC(X) := 〈 C(X/Y ), Y ⊂ X〉 ⊂ Cub(X) , (6.2)
E (X) := RC(X) := E(X)⋊X ⊂ B(X) . (6.3)
One of the main difficulties now comes from the absence of a grading of the algebra E(X)
of elementary interactions, which requires more care in understanding its spectrum. Ob-
serve that, besides the ideal C0(X)⋊X ≃ K (X) of compact operators, E (X) also con-
tains the spherical algebra S (X) := C(X)⋊X consisting of two-body type operators.
A third natural choice, which gives an even larger class of elementary interactions and of
N -body type Hamiltonians, is to take as P(E) the algebra of slowly oscillating functions
on E, a class of functions whose importance has been pointed out by H.O. Cordes (see
Section 6.2 in [22] for a discussion of this point and several references). In this context,
we mention M.E. Taylor’s thesis [48] where hypoelliptic operators with slowly oscillating
coefficients of two-body type are considered: this is one of the first papers where Fred-
holmness criteria are obtained in a general setting by using the comparison C∗-algebras
introduced by Cordes. In fact, his C∗-algebra A is just the crossed product of the C∗-
algebra of slowly oscillating functions by the action of X .
6.2. The algebra of elementary interactions. The algebra E(X) will play a leading role
in our approach. From the definition, it follows that E(X) is a translation invariant subalge-
bra since the generating subspaces C(X/Y ) are already translation invariant. The algebra
E(X) is not graded, as in the standard N -body framework of the algebraRC0(X), but has
a natural filtration that plays an important role in our analysis.
Let us fix a linear subspace Z ⊂ X . Then X/Z is a finite dimensional real vector
space, and hence the C∗-algebra E(X/Z) ⊂ Cub(X/Z) is well defined and the embed-
ding Cub(X/Z) ⊂ Cub(X) allows us to identify E(X/Z) with a C∗-subalgebra of E(X).
If Y ⊃ Z is another linear subspace then Y/Z ⊂ X/Z and we may identify X/Y =
(X/Z)/(Y/Z). Therefore we can identify
E(X/Z) = C∗-subalgebra of E(X) generated by⋃Z⊂Y C(X/Y ) . (6.4)
Thus, the C∗-algebra E(X) is equipped with a family of C∗-subalgebras E(X/Y ), where
Y runs over the set of linear subspaces of X , such that, for 0 ⊂ Z ⊂ Y ⊂ X , we have
C = E(0) = E(X/X) ⊂ E(X/Y ) ⊂ E(X/Z) ⊂ E(X) . (6.5)
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Recall now that SX consists of the half-lines of X . We shall denote by [α] the one dimen-
sional subspace generated by a half-line α ∈ SX . Observe that the algebras E(X/[α]) are
maximal among the non-trivial subalgebras of E(X) of the form E(X/Y ).
Translation at infinity along a direction α = R+a ∈ SX gives us a linear projection τα of
E(X) onto the subalgebra E(X/[α]) as follows. For u ∈ E(X) we define
τα(u)(x) := lim
r→+∞
u(ra+ x) . (6.6)
Lemma 6.1. Let Y ⊂ X be a real, linear subspace and u ∈ C(X/Y ). Then
τα(u) =
{
u(πY (α)) ∈ C if α 6⊂ Y
u if α ⊂ Y .
Proof. If α 6⊂ Y , πY (α) is a half line in X/Y , and hence u(πY (α)) is defined. The fact
that the limit is as stated follows from the definition. 
Note that, in the above lemma, τα(u) is a constant if α 6⊂ Y . The lemma gives right away
the following.
Proposition 6.2. If α ∈ SX and u ∈ E(X), then the limit in (6.6) exists for all x ∈ X , is
independent of the choice of a ∈ α, and τα(u) ∈ E(X). The map τα : E(X) → E(X) is
an algebra morphism with range E(X/[α]) and τα(u) = u for all u ∈ E(X/[α]).
Proof. Lemma 6.1 shows that the map τα maps C(X/Y ) to itself if α ⊂ Y , and maps
C(X/Y ) to C otherwise. The subspace of B ⊂ E(X), for which the limit τα(u)(x) exists
for any x is a norm closed, conjugation invariant subalgebra of E(X). SinceB contains the
generators of E(X), we obtain that B = E(X). Consequently, the limit τα(u)(x) exists
for all u ∈ E(X) and all x ∈ X . Also, we obtain that τα maps the generators of E(X)
to a system of generators of E(X/[α]) ⊂ E(X), and hence τα maps E(X) onto E(X/[α])
surjectively. To complete the proof, we notice that τα ◦ τα = τα on the standard system of
generators of E(X), and hence τα = id on the range of τα, that is, on E(X/[α]). 
Remark 6.3. The proof of Proposition 6.2 gives that, for each α ∈ SX , the relation (6.6)
defines a unital endomorphism τα of E(X), which is also a linear projection of E(X)
onto the subalgebra E(X/[α]). We note that τα does not commute with τβ in general: if
a subspace Z does not contain α and β and u ∈ C(X/Z) then τατβ(u) = u(πZ(β)) and
τβτα(u) = u(πZ(α)).
Remark 6.4. For the purpose of this paper, the elements of E(X) should be thought as
multiplication operators on the space L2(X). If, according to the notational conventions
from the beginning of Section 2, we denote by u(q) the operator of multiplication by
u ∈ E(X) and, if we set τα(u(q)) = τα(u)(q), then we get an expression similar to (4.4):
τα(u(q)) = s-lim
r→+∞
T ∗rau(q)Tra = s-lim
r→+∞
u(ra+ q) . (6.7)
We emphasize however that s-lima→α T ∗au(q)Ta does not exist for general u ∈ E(X).
The next few results concern the subalgebras E(X/Y ).
Proposition 6.5. Let α = (α1, α2, . . . , αn) be a system of half-lines, which generate a
subspace Y of X . Then
E(X/Y ) = E(X/[α1]) ∩ · · · ∩ E(X/[αn]). (6.8)
The morphism τα := τα1τα2 . . . ταn is a linear projection of E(X) onto E(X/Y ).
24 V. GEORGESCU AND V. NISTOR
Proof. If u ∈ C(X/Z), for some Z , then Lemma 6.1 gives τα(u) = u if Y ⊂ Z and
τα(u) ∈ C otherwise. In any case, τα(u) ∈ E(X/Y ). Since τα is a morphism, the
range of τα is included in E(X/Y ) and τα(u) = u if u ∈ E(X/Y ). Thus τα is a linear
projection of E(X) onto E(X/Y ). Let u ∈ E(X). We obtain that u ∈ E(X/Y ) if, and
only if, τα(u) = u. If u belongs to the right hand side of (6.8), then τα(u) = u, so
u ∈ E(X/Y ). 
Note that a permutation of the α1, α2, . . . , αn will give a different projection onto E(X/Y )
(see Remark 6.3). More generally, if β = (β1, . . . , βm) is a second system of half-lines
that generates Y , then τβ is a projection E(X)→ E(X/Y ) distinct from τα in general.
By using (6.5) and (6.8) we get
E(X/Y ) = ⋂α⊂Y E(X/[α]) = {u ∈ E(X), τα(u) = u ∀α ⊂ Y } , (6.9)
from which we get
E(X/Y ) = {u ∈ E(X), u(x+ y) = u(x) ∀ y ∈ Y } = E(X) ∩ Cub(X/Y ). (6.10)
Indeed, if C is the middle term in (6.10), then E(X/Y ) ⊂ C, by the definition of E(X/Y )
and the definition of τα shows that C is included in the right hand side of (6.9).
Proposition 6.6. If Y, Z are subspaces of X then E(X/(Y + Z)) = E(X/Y ) ∩ E(X/Z).
Proof. Let Y ′, Z ′ be supplements of Y ∩ Z in Y and Z respectively. Choose a basis
a1, . . . , an of Y + Z such that a1, . . . , ai is a basis of Y ′, then ai+1, . . . , aj is a basis of
Y ∩Z , and aj+1, . . . , an is a basis of Z ′. Denote αk the half-line determined by ak. From
(6.8) we get
E(X/Y ) = ∩k<jE(X/[αk]) and E(X/Z) = ∩k>iE(X/[αk]) ,
and hence E(X/Y ) ∩ E(X/Z) = ∩nk=1E(X/[αk]), which is equal to E(X/(Y + Z)), by
(6.8). This completes the proof. 
6.3. The character space. We now turn to the study of the spectrum (or character space)
of the algebra E(X) of elementary interactions. We begin with an elementary remark.
Let x ∈ X . Then to x there corresponds the character χx(u) = u(x) on Cub(X). The
character χx is completely determined by its restriction to the ideal C0(X) of Cub(X).
Similarly, if α ∈ X , then α defines a character χα : C(X)→ C by χα(u) = u(α).
The following lemma and its corollary will provide a crucial ingredient in the proof of
Theorem 6.14 identifying the spectrum of E(X), which is one of our main results.
Lemma 6.7. Let Y ⊂ X be a subspace, let B be the C∗–algebra generated by C(X) and
C(X/Y ) in Cub(X), and let α ∈ SX r SY . Then the character χα of C(X) extends to a
unique character of B. This extension is the restriction of τα to B.
Proof. Recall that the canonical projection πY : X → X/Y extends to a continuous map
πY : XrSY → X/Y , which sends SX rSY onto SY . Thus β := πY (α) ∈ SY and χβ is
a character of C(X/Y ). Let χ be a character of B such that χ|C(X) = χα. We shall verify
now that χ|C(X/Y ) = χβ .
To prove that χ|C(X/Y ) = χβ , it suffices to show that the kernel of χβ is included in that
of χ, which means that for u ∈ C(X/Y ) with u(β) = 0, we should have χ(u) = 0. By a
density argument, it suffices to assume that u = 0 on a neighborhood V of β in X/Y . It
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is clear that we can find v ∈ C(X) with v(α) = 1 with support in the π−1Y (V ), and hence
uv = 0. Since u, v ∈ B, we have
0 = χ(uv) = χ(u)χ(v) = χ(u)χα(v) = χ(u)v(α) = χ(u) .
This proves that χ|
C(X/Y )
= χβ , as claimed.
From the relation χ|
C(X/Y )
= χβ just proved, we obtain the uniqueness of χ, since C(X)
and C(X/Y ) generate B. To complete the proof, let us notice that the restriction of τα to
C(X) is χα and its restriction to C(X/Y ) is also character, because α 6⊂ Y . Thus τα is a
character on B and we get χ = τα|B by uniqueness. This completes the proof. 
Corollary 6.8. Let χ1 and χ2 be characters of E(X). Let us assume that there exists
α ∈ SX such that χ1(u) = χ2(u) = u(α) for all u ∈ C(X) and that χ1 = χ2 on
E(X/[α]). Then χ1 = χ2.
Proof. It is enough to show that χ1 = χ2 on each of the algebras C(X/Y ), since the later
generate E(X), by definition. Since χ1 = χ2 = χα on C(X), we obtain χ1 = χ2 on all
C(X/Y ) with α 6⊂ Y , by Lemma 6.7. Since C(X/[α]) contains (indeed, it is generated
by) all C(X/Y ) with α ⊂ Y , the result follows. 
We now proceed to the construction of the characters of E(X). We begin with a remark
concerning the simplest nontrivial case that helps to understand the general case.
Remark 6.9. If α ∈ SX and β ∈ SX/[α], then [β] is the one dimensional subspace gener-
ated by β in X/[α], and hence π−1[α] ([β]) is a two dimensional subspace of X that we shall
denote by [α, β]. Note that we may and shall identify (X/[α])/[β] with X/[α, β]. Then
Proposition 6.2 gives us two morphisms τα : E(X) → E(X/[α]) and τβ : E(X/[α]) →
E(X/[α, β]) that are linear projections. Thus τβτα : E(X)→ E(X/[α, β]) is a morphism
and a projection, and if a ∈ X/[α, β], then u 7→ (τβταu)(a) is a character of E(X).
We now extend the construction of the above remark to an arbitrary number of half-lines.
However, it will be convenient first to introduce the following notations.
Notations 6.10. Our construction involves finite sequences −→α := (α1, α2, . . . , αn) with
0 ≤ n ≤ dim(X) and linear subspaces [−→α ] := [α1, α2, . . . , αn] of X associated to them.
If n = 0, then we define −→α as the empty set and we associate to it the subspace of X
reduced to zero: [∅] = {0}. If n = 1 then −→α = (α1) with α1 ∈ SX and, as before, [α1]
is the one dimensional subspace of X generated by α1. The case n = 2 is treated in the
Remark 6.9 and we extend the notation to n ≥ 3 by induction: αn ∈ SX/[α1,...,αn−1] and
[α1, . . . , αn] = π
−1
Y ([αn]) is an n-dimensional subspace of X (here Y = [α1, . . . , αn−1]).
Note that we may identify X/[α1, . . . , αn] =
(
X/[α1, . . . , αn−1]
)
/[αn]. We denote Ω˜(n)X
the set of the just defined finite sequences−→α of length n and
Ω
(n)
X := {(a,−→α ), −→α = (α1, α2, . . . , αn) ∈ Ω˜(n)X , a ∈ X/[α1, . . . , αn] } .
In particular, Ω(0)X ≡ X and Ω(N)X ≡ Ω˜(N)X if N = dim(X), since [α1, . . . , αN ] = X . Let
ΩX =
⋃dim(X)
n=0 Ω
(n)
X . (6.11)
Definition 6.11. If (a,−→α ) ∈ Ω(n)X , then we define
τ−→α = ταnταn−1 . . . τα1 and τa,−→α = τaτ−→α , (6.12)
which are endomorphisms of E(X). We agree that τ∅ is the identity of E(X).
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In particular, the range of τ−→α is E(X/[−→α ]) and τ−→α is an endomorphism of E(X) and a
linear projection of E(X) onto the subalgebra E(X/[−→α ]). The morphisms of the form τα
considered in Proposition 6.5 also have these properties, but they may be distinct from
the τ−→α , the objects α and −→α being different in nature. Note also that, since a ∈ X/[−→α ],
translation by a is a morphism τa of E(X/[−→α ]), and hence τa,−→α is well defined.
We now introduce what will turn out to be a parametrization of the characters of E(X).
Definition 6.12. If (a,−→α ) ∈ ΩX , we define the character χa,−→α of E(X) by the formula
χa,−→α (u) := χa(τ−→α (u)) = τ−→α (u)(a) . (6.13)
We need to explain what happens in the limit case n = dim(X).
Remark 6.13. Let n = dim(X) and (a,−→α ) ∈ Ω(n)X . Then [−→α ] = X , and henceX/[−→α ] =
0, so the only possible choice for a is a = 0. Moreover, τ−→α : E(X) → C is already a
character. Since τ0 = id, we get χ0,−→α = τ−→α .
We are ready now to prove one of our main results, which is a description of all the char-
acters of the algebra E(X). Recall that we denote by Ê(X) the character space of E(X).
Theorem 6.14. The map ΩX → Ê(X) defined by (a,−→α ) 7→ χa,−→α is bijective.
Proof. The preceding construction shows that χa,−→α is a character, therefore we only need
to show that every character χ of E(X) is of this form and that the pair (a,−→α ) is uniquely
determined. To this end, we look at the restriction of χ to the subalgebra C(X) and proceed
by induction on the dimension of X .
Every character of C(X) is of the form u 7→ u(x) = χx for some x ∈ X . Hence there is a
unique x ∈ X such that χ|C(X) = χx. We distinguish two cases: x ∈ X and x ∈ X rX .
In the first case, we have x = a ∈ X ; that is, χ(u) = u(a) for all u ∈ E(X). In our
terminology, this means χ = χa,∅. The characters χ of this form are characterized by the
fact that the restriction of χ to C0(X) is non-zero. The value of a is then determined by
restriction to C0(X), since there is a one-to-one correspondence between the characters of
C0(X) and the points of X . Thus all the characters χa,∅, a ∈ X , are distinct.
Now let us assume that x /∈ X , that is, x = α ∈ SX := X rX , and that the assertion of
the theorem is true for all vector spaces of dimension strictly less than that of X (induction
hypothesis). Then the theorem holds for the space X/[α], so there is −→β = (β1, . . . , βk)
with
β1 ∈ X/[α], β2 ∈ X/[α, β1], . . . , βk ∈ X/[α, β1, . . . , βk−1] ,
such that the restriction of χ to E(X/[α]) is given by χ(u) = (τ−→
β
u)(b) for some b ∈
(X/[α])/
−→
β . That is, χ = χ
b,
−→
β
on E(X/[α]). Let a = b and let −→α be obtained by includ-
ing α in front of the sequence
−→
β , more precisely −→α = (α, β1, . . . , βk). Then χa,−→α (u) =
(τ−→
β
◦ ταu)(b) and the characters χ and χa,−→α coincide on E(X/[α]). On the other hand,
on C(X), the characters χ and χa,−→α coincide with the character χα : E(X/[α]) → C.
Therefore χ = χa,−→α by Corollary 6.8.
The same argument can be used to show that we obtain a one-to-one parametrization of
all these characters. We shall proceed once more by induction on the length of −→α . If
χa,−→α = χb,−→β , we have two possibilities: first that their restrictions to C0(X) is non-zero
and, second, that their restrictions to C0(X) is zero. In the first case, we must have−→α = ∅
and
−→
β = ∅, by the discussion earlier in the proof. By restricting to C0(X), we also
obtain a = b ∈ X . Let us assume that −→α 6= ∅, then χa,−→α restricts to zero on C0(X),
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and hence
−→
β 6= ∅ as well. Since the restrictions of χa,−→α and χb,−→β to C(X/Y ) are χα1
and χβ1 respectively, we obtain α1 = β1. The proof is completed by induction using the
restrictions of these characters to E(X/[α1]), as in the first part of the proof. 
We shall describe now the morphism τχ on E(X) defined as the translation by a character
χ = χa,−→α ∈ Ê(X), see Section 2, Definition 2.2.
Theorem 6.15. The translation morphism associated to the character χa,−→α by Definition
2.2 is the unital endomorphism τa,−→α of E(X) introduced in Definition 6.11.
Proof. If χ = χa ≡ τa,∅ for some a ∈ X , then this is just the usual translation by a, i.e.
τχa(u) = τa(u) = a.u is the function x 7→ u(a + x). In general, we have to use the
definition in Definition 2.2, that is, (τχ(u))(y) = χ(y.u) for all y ∈ X . Thus, if χ = χa,−→α
as above, then from Definition 6.12 we get
(τχ(u))(x) = χa,−→α (x.u) = χa(τ−→α (x.u)) .
It is clear thatX acts by translation on each of the algebras E(X/Y ) and that the morphism
τ−→α : E(X)→ E(X/−→α ) is covariant for this action, that is, τ−→α (x.u) = x.(τ−→α (u)). Thus
(τχ(u))(x) = χa(x.(τ−→α (u))) = (x.(τ−→α (u)))(a) = (τ−→α (u))(x + a) ,
and hence we get τχ(u) = τaτ−→α (u), which is (6.12). 
Remark 6.16. Although we shall not use this here, let us mention that in view of Remark
2.5 and of Theorem 6.15, it is interesting to notice that the action of X on the space of
characters of E(X) is given by τx(χa,−→α ) = χa−π−→α (x),−→α , where π−→α is the canonical map
X → X/[−→α ]. Hence, for the determination of the essential spectrum, it is enough to
consider the characters χ0,−→α and their associated translations τχ0,−→α = τ0,−→α = τ−→α .
6.4. The Hamiltonian algebra. We now apply the results we have proved to the study of
essential spectra. Since E(X) is a translation invariant C∗-subalgebra of Cub(X) such that
C0(X) + C ⊂ E(X), we may take A = E(X) in Section 2. The algebra generated by the
Hamiltonians that are of interest for us is the crossed product
E (X) := E(X)⋊X. (6.14)
As explained in Section 2, E (X) can be thought as the closed linear subspace of B(X)
generated by the operators of the form u(q)v(p) with u ∈ E(X) and v ∈ C0(X∗). On the
other hand, since C(X/Y ) is a translation invariantC∗-subalgebra of Cub(X), we may also
consider the crossed product C(X/Y )⋊X and we clearly have
E (X) = C∗-subalgebra of B(X) generated by
⋃
Y⊂XC(X/Y )⋊X. (6.15)
Similarly, for any subspace Y ⊂ X , we may consider the crossed product E (X/Y ) =
E(X/Y )⋊X . We thus obtain a family of C∗-subalgebras of E (X) that, as a consequence
of (6.5), has the following property: if Z ⊂ Y then
C∗(X) = E (0) = E (X/X) ⊂ E (X/Y ) ⊂ E (X/Z) ⊂ E (X). (6.16)
From the general facts described in Section 2, and by taking into account the properties
of E(X) established in the preceding subsection, we see that for any A ∈ E (X) the map
x 7→ τx(A) = T ∗xATx extends to a strongly continuous map χ 7→ τχ(A) ∈ E (X) on the
spectrum of E(X) such that
τχ
(
u(q)v(p)
)
= τχ
(
u(q)
)
v(p) for all u ∈ E(X) and v ∈ C0(X∗).
Here χ ∈ Ê(X), and hence it is of the form described in Theorem 6.14 and the associated
endomorphism τχ of E(X) is described in (6.12). Note that, in virtue of Theorem 2.4, we
28 V. GEORGESCU AND V. NISTOR
are only interested in the characters that belong to the boundary δ(E(X)) of X in Ê(X),
which are those with −→α 6= ∅. Then Proposition 2.3 and Theorem 6.14 imply:
Proposition 6.17. Let χ = χa,−→α ∈ δ(E(X)). Then there is a unique continuous linear
map τa,−→α : E (X)→ E (X) such that τa,−→α (u(q)v(p)) = (τa,−→α u)(q)v(p) for all u ∈ E(X)
and v ∈ C0(X∗). This map is a morphism and a linear projection of E (X) onto its
subalgebra E(X/[−→α ])⋊X .
Now we shall use the special form of the morphisms τa,−→α in order to improve the com-
pactness criterion of Theorem 2.4.
Theorem 6.18. Let A ∈ E (X). Then for each α ∈ SX and a ∈ α the limit τα(A) ≡
α.A := s-limr→+∞ T
∗
raATra exists and is independent of the choice of a. The map τα
is a morphism and a linear projection of E (X) onto its subalgebra E(X/[α]) ⋊ X . The
operator A is compact if, and only if, τα(A) = 0 for all α ∈ SX .
Proof. The first assertion follows from the preceding results, but it is easier to prove it
directly. Indeed, it suffices to consider A of the form A = u(q)v(p) with u ∈ E(X)
and v ∈ C0(X∗). Then T ∗raATra = τra(A) = τra(u(q))v(p), which converges to
(α.u)(q)v(p) by Proposition 6.2 (or see Remark 6.4). The properties of the endomorphism
τα are consequences of the same proposition. Everything follows also by using general
properties of crossed products and the fact that at the abelian level τα : E(X)→ E(X/[α])
is a covariant morphism. To prove the compactness assertion, note first that τα(A) = 0 if
A is compact because Tra → 0 weakly as r →∞. Then if A ∈ E (X) and τα(A) = 0 for
all α ∈ SX then it is clear by (6.12) that τa,−→α (A) = 0 if −→α 6= ∅, and hence τχ(A) = 0 for
all χ ∈ δ(E(X)), and so A is compact by Theorem 2.4. 
Remark 6.19. If Y is a linear subspace of X , then the algebras E(X/Y ) and E (X/Y )
are a priori defined by our formalism as algebras of operators on L2(X/Y ). In Section
6.2, we have defined E(X/Y ) as a subalgebra of Cub(X) satisfying the relation (6.10); this
definition is natural because of our general convention to identify subalgebras of Cub(X/Y )
with subalgebras of Cub(X). On the other hand, we note that the algebras E (X/Y ) =
E(X/Y )⋊ (X/Y ) and E(X/Y )⋊X are quite different objects: indeed
E(X/Y )⋊X ≃ E (X/Y )⊗ C∗(Y ) (6.17)
by a general fact from the theory of crossed products, namely
(A⊗ B)⋊ (G×H) ≃ (A⋊G)⊗ (B ⋊H) (6.18)
if (A, G) and (B, H) are amenable C∗-dynamical systems. In particular:
E(X/[α])⋊X ≃ E (X/[α])⊗ C∗([α]). (6.19)
Corollary 6.20. The map τ(A) =
(
τα(A)
)
α∈SX
induces an injective morphism
E (X)/K (X) →֒ ∏α∈SX E(X/[α])⋊X . (6.20)
The following theorem is an immediate consequence of the preceding corollary.
Theorem 6.21. Let H be a self-adjoint operator on L2(X) affiliated to E (X). Then for
each α ∈ SX and a ∈ α the limit τα(H) ≡ α.H = s-limr→+∞ T ∗raHTra exists and is
independent of the choice of a. We have σess(H) = ∪α∈SXσ(α.H).
The question whether the union ∪α∈SXσ(α.H) is closed or not will not be treated in this
paper (see [39] for related results). That the union is closed if E (X) is replaced by the
standard N -body algebra EC0(X) is shown in [22, Theorem 6.27] and is a consequence
of the fact that {τα(A), α ∈ SX} is a compact subset of EC0(X) for each A ∈ EC0(X).
Unfortunately this is not true in the present case.
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Lemma 6.22. If A ∈ E (X), then {τα(A), α ∈ SX} is a relatively compact subset of
E (X), but is not compact in general.
Proof. We first show that {τα(A), α ∈ SX} is a relatively compact set in E (X). Since
the product and the sum of two relatively compact subsets is relatively compact, it suffices
to prove this for A in a generating subset of the algebra E (X), so we may assume that
A = u(q)v(p) with u ∈ C(X/Y ) and v ∈ C0(X∗) for some subspace Y . Then τα(A) = A
if α ⊂ Y and τα(A) = τα(u)v(p) if α 6⊂ Y . In the second case we have τα(u) ∈ C and
|τα(u)| ≤ ‖u‖, so it is clear that the set of the τα(A) is relatively compact.
We shall give now an example when this set is not closed. Let X = R2, Y = {0} × R,
and let us identify X/Y = R× {0}. The operator A will be of the form A = u(q)v(p) so
that τα(A) = τα(u)(q)v(p) with u = u0 + uY for some u0 ∈ C(X) and uY ∈ C(X/Y ).
We have X/Y = R× {0} ≡ [−∞,+∞], and hence SX/Y consists of two points ±∞. If
α ∈ SX then τα(u) = u0(α) + τα(uY ) where τα(uY ) = uY if α ⊂ Y and τα(uY ) =
uY (πY (α)) if α 6⊂ Y . In the last case we have only two possibilities: τα(uY ) = uY (+∞)
if α is in the open right half-plane and τα(uY ) = uY (−∞) if α is in the open left half-
plane.
Let β be the upper half-axis, i.e. β = {(0, y), y > 0}, and let us choose u0 such that
u0(γ) 6= u0(β) for all γ ∈ SX , γ 6= β. Then choose uY such that uY (+∞) − uY (−∞)
be strictly larger than u0(γ) − u0(β) for all γ ∈ SX . Then {τα(u), α ∈ SX} consists of
the following elements: u0(β) + uY , u0(−β) + uY , u0(α) + uY (+∞) if α is in the open
right half-plane, and u0(α) + uY (−∞) if α is in the open left half-plane. We shall prove
that this set is not closed. Indeed, let {αn} be a sequence of rays in the open right half-
plane that converges to β. Then ταn(u) = u0(αn) + uY (+∞) is a sequence of complex
numbers that converges to u0(β) + uY (+∞). This number cannot be of the form τγ(u)
for some γ ∈ SX because, if γ ⊂ Y , then τγ(u) = u0(γ) + uY is not a number. If γ is
in the open right half-plane, then τγ(u) = u0(γ) + uY (+∞), which cannot be equal to
u0(β) + uY (+∞), because u0(γ) 6= u0(β). On the other hand, if γ is in the open left
half-plane, then τγ(u) = u0(γ) + uY (−∞), which cannot be equal to u0(β) + uY (+∞)
because u0(γ)− u0(β) < uY (+∞)− uY (−∞). 
Remark 6.23. It is important to notice that finding good compactifications of X related to
the N -body problem is useful for the problem of approximating numerically the eigenval-
ues and eigenfunctions of N -body Hamiltonians [1, 16, 17, 18, 19, 50]. In particular, this
gives a further justification for trying to find the structure of the character space of E(X).
6.5. Self-adjoint operators affiliated to E (X). Our purpose here is to show that the class
of self-adjoint operators affiliated to E (X) is quite large. As mentioned at the beginning
of Section 6, we may and shall assume dimX ≥ 2.
We first prove Theorem 1.2. We recall the definition of E♯(X) in terms of the algebras
B(X/Y ) defined as in (3.4) and Lemma 3.3. Note that, according to our notational con-
ventions, B(X/Y ) is identified with a C∗-algebra of functions on X .
Definition 6.24. E♯(X) is the C∗-subalgebra of L∞(X) generated by the functions of the
form v ◦ πY , where Y runs over the set of linear subspaces of X and v ∈ B(X/Y ).
Proposition 6.25. u ∈ E♯(X) if, and only if, there is a sequence of functions un ∈ E(X)
such that supn ‖un‖L∞(X) < ∞ and limn ‖un(q) − u(q)‖Hs(X)→H(X) = 0 for some
s > 0.
Proof. We will need the following consequence of Proposition 3.4: u ∈ B(X/Y ) if, and
only if, there is a sequence of functions un ∈ C(X/Y ) such that ‖un‖L∞ ≤ C with C
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independent of n and limn ‖un(q) − u(q)‖Hs(X)→H(X) = 0 for some s > 0. For the
proof, it is useful to distinguish between the function u on X and the function u′ on X/Y
related to it by u = u′ ◦ πY . Then Proposition 3.4 gives us functions u′n : X/Y → C
of class C(X/Y ) such that ‖u′n‖L∞(X/Y ) ≤ C and u′n(q) → u′(q) in norm in the space
of bounded operators Hs(X/Y ) → H(X/Y ). Thus, if we set un = u′n ◦ πY , it suffices
to show that limn ‖un(q) − u(q)‖Hs(X)→H(X) = 0. But this is clear because, if Z is a
subspace supplementary to Y in X , then we have X/Y ≃ Z , H(X) ≃ H(Y )⊗H(Z) and
Hs(X) ≃ (Hs(Y )⊗H(Z)) ∩ (H(Y )⊗Hs(Z)).
Since E♯ is the norm closure in L∞ of the space of linear combinations of products of
functions in B(X/Y ) with Y running over all subspaces of X , it remains to prove that if
u is a finite product u = u1 . . . uk of functions ui ∈ B(X/Yi), then one may construct
a sequence {un} as in the statement of the proposition. By what we have proved, such a
sequence {uin} exists for each i and clearly it suffices to take un = u1n . . . ukn. 
Proof of Theorem 1.2. We consider first the operatorH defined in (1.3). Since dimX ≥
2, the function h is either lower or upper semi-bounded, and hence we may assume h ≥ 0.
In Theorem 5.8 we take H0 = h(p), so H0 is a positive operator strictly affiliated to E (X).
Then, according to Theorem 5.8, if V is a bounded self-adjoint operator on H such that
ϕ(H0)V (H0 + 1)
−1/2 ∈ E (X) for all ϕ ∈ Cc(R) (6.21)
then H = H0 + V is a self-adjoint operator strictly affiliated to E (X). Since h is a
proper, continuous function we have ϕ ◦ h ∈ Cc(R), and hence for any s > 0 the function
ψ(k) = ϕ(h(k))〈k〉s also belongs to Cc(R), so ψ(p) ∈ E (X). Then ϕ(H0) = ψ(p)〈p〉−s
hence (6.21) is satisfied if 〈p〉−sV ∈ E (X). This last fact is clearly true if V = u(q) with
u ∈ E(X) and remains true if u ∈ E♯(X) by Proposition 6.25.
Now let H be the self-adjoint operator associated to the operator L : Hm → H−m defined
by (1.5). Then we take H0 = 1 +
∑
|µ|=m p
2µ and equip Hm with the scalar product
〈u|H0u〉. If we set V = L −H0, then (1.6) implies V ≥ −(1 − δ)H0 − γ. Since δ > 0
we see that the conditions on V in Theorem 5.8 are satisfied (with a change of notation).
The second condition on V is clearly satisfied if H−10 VH
−1/2
0 ∈ E (X). Observe that
the operator V has the same form as L, only the coefficients gµν in the principal part
being changed in an irrelevant manner (replaced by gµν − δµν and g00 − 1 respectively).
Thus it remains only to check that pµH−10 gµνpνH
−1/2
0 belongs to E (X) if |µ|, |ν| ≤ m.
Since pνH−1/20 belongs to the multiplier algebra of E (X), it suffices to have pµH
−1
0 gµν ∈
E (X). Since H0 is of order 〈p〉2m and pµ is of order at most m, this follows from what
we proved before in the case H = h(p) + V . 
Remark 6.26. One may treat, by the technique of the preceding proof, operators L with
unbounded coefficients in the terms of lower order. Assume that for each µ, ν the operator
of multiplication by gµν mapsHm−|ν| intoH|µ|−m. ThenL : Hm → H−m is well defined
and the condition (1.6) ensures the existence of the self-adjoint operatorH associated to it.
It has been shown in [22, Example 4.13] that this operator is affiliated to the crossed product
Cub(X) ⋊ X , and hence its essential spectrum can be described in terms of localizations
at infinity of H . However, its affiliation to the smaller algebra E (X) would give a much
more precise characterization of the essential spectrum. For this, by the argument of the
preceding proof, it suffices to have pµH−10 gµνpνH
−1/2
0 ∈ E (X) for all µ, ν. And this is
satisfied if the operator gµν(q) is the norm limit in B(Hm−|ν|,H|µ|−m−1) of a sequence
of operators gkµν(q) with gkµν ∈ E(X).
In the rest of this section we consider only potentials that have a simpler N -body type
structure, as explained in Subsection 1.4 (page 4), and we shall prove Theorems 1.5 and
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1.6. We will be able to cover a large class of such interactions by using a more explicit
description of the algebras C(X/Y )⋊X that we describe now.
Observe first that if Z is a supplement of Y in X , so Z is a linear subspace of X such that
Y ∩ Z = {0} and Y + Z = X , then:
C(X/Y )⋊X = C∗(Y )⊗S (Z) relatively to L2(X) = L2(Y )⊗ L2(Z). (6.22)
Indeed, C(X/Y )⋊X is the norm closed subspace generated by the operators of the form
u(q)v(p) with u ∈ C(X/Y ) and v(p) ∈ C∗(X). But once Z is chosen, we may identify
C(X/Y ) = 1⊗C(Z) and C∗(X) = C∗(Y )⊗C∗(Z), and hence (6.22). Of course, this is
a particular case of the relation (6.18) from Remark 6.19.
It is useful to express (6.22) in an intrinsic way, independent of the choice of Z . This is in
fact an extension of Theorem 4.2 to the present setting.
Observe first that if A is a bounded operator on L2(X) and [A, Ty] = 0 for all y ∈ Y , then
T ∗xATx depends only on the class z = πY (x) of x in X/Y . Thus we have an action τ of
X/Y on the set of operators A in the commutant of {Ty}y∈Y such that τz(A) = T ∗xATx
if πY (x) = z. Later on we shall keep the notation τa(A) = T ∗aATa for a ∈ X/Y since
the correct interpretation should be clear from the context.
Theorem 6.27. The set C(X/Y ) ⋊X consists of the operators A ∈ B(X) that have the
position-momentum limit property and are such that
(i) [A, Ty] = 0 for all y ∈ Y ,
(ii) for each α ∈ SX/Y the limit s-lim τa(A)(∗) with a→ α in X/Y exists.
Proof. Let αˇ = π−1Y (α˜) be the inverse image of the filter α˜ through the map πY , i.e.
the set of subsets of X of the form π−1Y (F ) with F ∈ α˜. This is a translation invariant
filter of subsets of X and, if f is a function defined on X/Y with values in a topological
space B, then limz→α f(z) = b if, and only if, limx→αˇ f ◦ πY (x) = b. It is then clear
that the condition (ii) above is equivalent to the fact that s-limx→αˇ T ∗xATx exists for each
α ∈ SX/Y . Now the proof is essentially a repetition of the proof of Theorem 4.2, the filter
α˜ on X/Y being replaced by the translation invariant filter αˇ on X . 
There is no simple analogue of Theorem 5.2 in the present context, but one can extend
Proposition 4.7 and Theorem 5.3. Indeed, both Theorems 1.5 and 1.6 follow from The-
orems 5.7, 5.8 and 6.27. To prove Theorem 1.6 for example, let us set 〈p〉 = (1 +
|p|2)1/2. Since we have 1 + h(p) ∼ 〈p〉2s, it suffices to prove that for each Y the op-
erator 〈p〉−2sVY 〈p〉−s is in C(X/Y )⋊X . This clearly follows from Theorem 6.27.
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