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Equivalence of classical and quantum completeness for
real principal type operators on the circle
Kouichi Taira, ∗
Abstract
In this article, we prove that the completeness of the Hamilton flow and essen-
tial self-dajointness are equivalent for real principal type operators on the circle.
Moreover, we study spectral properties of these operators.
1 Introduction
It is believed that the completeness of classical trajectories and essential self-adjointness
of the corresponding differential operators are closely related. This is because essential
self-adjointness of a differential operator P is equivalent to existence and uniqueness of
solutions to a time-dependent Schro¨dinger equation
i∂tu+ Pu = 0, u|t=0 ∈ L
2.
Hence it seems important to find a proof via microlocal analysis for essential self-adjointness
or not essential self-adjointness of differential operators. In [7], it is shown that the
Laplace-Beltrami operator is essentially self-adjoint on C∞c on any complete Riemmanian
manifolds. However, the converse is not true, for example, consider −∆ on Rn \ {0} with
n ≥ 4. Moreover, it is known that such two concepts of completeness are not equivalent for
one dimensional Schro¨dinger operators −∂2x + V (x) on (0,∞) (see [12]). It is conjectured
that the two concepts of completeness are equivalent for pseudodifferential operators on
closed manifolds in the very recent paper [2].
The purpose of this paper is the following:
• To prove equivalence of two concept of completeness for real principal type operators
on the circle.
• To give its proof in view of microlocal analysis and apply the technique developed
in [13] to operators on closed manifolds.
Moreover, we study spectral properties of real principal type operators on the circle T =
R/2πZ. Here we use the L2-space as L2(T) = L2(T, dx). In addition, our method admits
long-range perturbation V (x,D).
First, we define the notion of classical completeness near fiber infinity.
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Definition 1. Let X be a vector field on T ∗T \ 0. We say that X is forward (resp.
backward) complete at |ξ| = ∞ if the following condition is satisfied: Let (y(t), η(t))
be a integral curve of X and T1 be the maximal (resp. minimal) existence time for the
trajectory (y(t), η(t)). If |η(t)| ≥ 1 for all t ∈ [0, T1) (resp. (T1, 0]), then we have T1 =∞
(resp. T1 = −∞). We say that X is complete at |ξ| = ∞ if X is both forward and
backward complete at |ξ| =∞.
Our main result of this paper is the following theorem.
Theorem 1.1. Let m ≥ 0 and P ∈ OpSm be a symmetric operator on T with a principal
symbol p. Suppose that p is homogeneous of order m and is real principal type in the sense
of Definition 2 in Section 2. Then the following are equivalent:
(i) The Hamilton vector field Hp is complete at |ξ| =∞.
(ii) The operator P + V (x,D) is essential self-adjoint on C∞(T) for each symmetric op-
erator V (x,D) ∈ OpSm−κ with κ ∈ (0, 1].
(iii) m ≤ 1 or P is elliptic.
We give an example for P .
Example 1. Let p(x, ξ) = (sin ℓx)ξ2 and P = ∂x(sin ℓx∂x) for ℓ ∈ Z\{0}. Then P satisfies
the Assumption of Theorem 1.1. Since m = 2 holds and p is not elliptic, Theorem 1.1
implies that P is not essential self-adjoint on C∞(T).
Remark 1.2. Let p(x, ξ) = (sink x)ξ2 and P = ∂x(sin
k x∂x) with k ≥ 2. Then it follows
that p is not real principal type but satisfies the condition of Definition 3 in Section 4. In
Section 4, it is proved that Hp is complete at |ξ| =∞ (see Corollary 4.2).
As a corollary, we give examples of the Laplace-Beltrami operaotors on non-complete
closed Lorentzian manifolds (see also [2]).
Corollary 1.3. Let ℓ ∈ Z\{0}, ε ∈ R\{0} and g = 2dxdy−ε(sin ℓx)dy2 be a Lorentzian
metric on T2(x,y). Then the Laplace-Beltrami operator g = ε∂x(sin ℓx∂x)+2∂x∂y with the
metric g is not essential self-adjoint on C∞(T2).
Proof. By using the Fourier expansion, we have
g = ⊕n∈Z(ε∂x(sin ℓx∂x)− 2nDx) on ⊕n∈Z L
2(Tx).
From Theorem 1.1, it follows that ε∂x(sin ℓx∂x) is not essential self-adjoint on C
∞(T) and
hence have a non-trivial u L2-eigenfunction with the eigenvalue i. Then it turns out that
the function w(x, y) = u(x) ∈ L2(T2) satisfies (g − i)w = 0.
Remark 1.4. From this corollary, it turns out that
• A Lapalce Beltrami operator associated with the Lorentzian metric is not always
essentially self-adjoint even on the closed manifold.
• Essentail self-adjointness of Laplace Beltrami operators is not stable under a C0-
perturbation of the metric.
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We also note that the metric g is not geodesically complete.
Remark 1.5. In [16] and [11], it is shown that the Lapalce Beltrami operator associated
with the Lorentzian metric is essentially self-adjoint on C∞c if the Lorentzian manifold is
asymptotically Minkowski.
Remark 1.6. In [9], the author gives an example for a Lorentzian metric on R4 which
satisfies the following condition:
• g is globally hyperbolic and geodesically complete,
• The Lapalce Beltrami operator associated with g is not essentially self-adjoint on
C∞c (R
4).
In [14], the spectral properties of 0-th order operators are studied. In this paper, we
deal with the operators of order m > 0. It is well-known that the spectrum of an elliptic
operator with order m > 0 is discrete. Hence we assume p is not elliptic in the next
theorem.
Theorem 1.7. Let P and V (x,D) be as in Theorem 1.1 with m > 0. Assume that p is
not elliptic.
(i) Suppose 0 < m ≤ 1. We denote the self-adjoint extension of P + V (x,D)|C∞(T) by the
same symbol P + V (x,D). Then the spectrum of P + V (x,D) is absolutely continuous
with possibly discrete eigenvalues.
(ii) Suppose m > 1. Then each self-adjoint extension of P + V (x,D)|C∞(T) has a discrete
spectrum.
Remark 1.8. The spectral properties of the real principal type operator P is similar to
that of the repulsive Schro¨dinger operator
−∆− (1 + |x|2)α on Rn for α > 0.
In fact, it is well-kwon that the repulsive Schro¨dinger operator is essentially self-adjoint
on C∞c (R
n) if and only if α ≤ 1. In [1], for α ≤ 1, the authors prove that the spectrum of
its unique self-adjoint extension is absolutely continuous. Moreover, in [13, Corollary 1.5],
it is shown that the spectrum of the repulsive Schro¨dinger operator is discrete if α > 1
and n = 1.
To prove Theorem 1.1, we construct the distributional eigenfunctions for P associated
with the complex eigenvalues. In Section 5, we use the method developed in [13], which is
an analog of the standard construction of generalized eigenfunctions in scattering theory.
The proof of Theorem 1.7 is given in Section 6. The proof for part (ii) is essentially
due to the radial sink estimate and the fact that the radial sink for P is isolated in the
characteristic set of p.
In one day before the author uploaded this earlier manuscript in arxiv, the preprint
[2] was uploaded in arxiv. This preprint contains some of results in this paper for second
order differential operators on the circle. The author found the preprint [2] and decided
to submit this note since the method used here is much different from the method in [2].
Our method heavily depends on the strategy in [13].
3
This paper is organized as follows: In Section 2, we rewrite the real principal type
condition for p. In Section 3, we give preliminary definitions and results in microlocal
analysis. In Section 4, Section 5, and Section 6, Theorem 1.1 (i) ⇔ (iii), Theorem 1.1
(ii)⇔ (iii) and Theorem 1.7 are proved respectively.
Acknowledgment. This work was partially supported by JSPS Research Fellowship for
Young Scientists, KAKENHI Grant Number 17J04478 and the program FMSP at the
Graduate School of Mathematics Sciences, the University of Tokyo. The author would
like to thank Shu Nakamura for helpful discussions. The author also would like to thank
Kenichi Ito for encouraging to write this paper and to Keita Mikami for letting me know
the paper [2]. The author is grateful to Yves Colin de Verdie´re for his interest on this
work.
2 Real principal type condition
Let p ∈ C∞(T ∗T \ 0,R) be a homogeneous function with order m > 0 in the sense that
p(x, λξ) = λmp(x, ξ), for (x, ξ) ∈ T ∗T \ 0, λ > 0.
Definition 2. We say that p is real principal type if
p(x, ξ) = 0⇒ dp(x, ξ) 6= 0
for (x, ξ) ∈ T ∗T \ 0.
Lemma 2.1. Let p ∈ C∞(T ∗T\0,R) be a homogeneous function with order m > 0. Then
p is real principal type if and only if we can write p(x, ξ) = a±(x)|ξ|
m for ±ξ > 0 with
smooth functions a± ∈ C
∞(T) satisfying
a±(x) = 0⇒ a
′
±(x) 6= 0 (2.1)
for x ∈ T.
Proof. Set a±(x) := p(x,±1). Since p is homogeneous of order m > 0, we have p(x, ξ) =
a±(x)|ξ|
m for x ∈ T and ±ξ > 0. We observe
(x, ξ) ∈ {p = 0} ⇔ a±(x) = 0,
(x, ξ) ∈ {dp 6= 0} ⇔ a±(x) 6= 0 or a
′
±(x) 6= 0,
for x ∈ T and ±ξ > 0. This completes the proof.
Now let p = a±(x)|ξ|
m (for ±ξ > 0) be a real principal type symbol with order m > 0.
Set
Z± = {x ∈ T | a±(x) = 0}, Z∗,± = {x ∈ T | a∗(x) = 0, ±a
′
∗(x) > 0} (2.2)
for ∗ ∈ {±}. By the condition (2.1), it turns out that Z± is a finite set.
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Remark 2.2. We note
#Z∗,+ = #Z∗,− for ∗ ∈ {±}. (2.3)
To see this, let x ∈ Z∗,+. We consider this problem on the universal cover (and identify
the function a∗ as a periodic function on R). Let
y = min{z ∈ (x,∞) | a∗(z) = 0}.
Since a∗ is periodic, we have y ≤ x + 2π. It follows from x ∈ Z∗,+ that a∗(z) > 0
for z ∈ (x, y). Since a′∗(y) 6= 0, then a∗ does not attain the minimum at y. This implies
a∗(z) < 0 on a small interval (y, y+ε). Hence we have a
′
∗(y) < 0. Consequently, we obtain
#Z∗,+ ≤ #Z∗,−. The inequality #Z∗,− ≤ #Z∗,+ is similarly proved. We also note that the
real principal type condition is necessary for (2.3). In fact, the function a(x) = 1 + sin x
has a unique zero at x = 3
2
π, however, the function a satisfies a(3
2
π) = a′(3
2
π) = 0.
3 Pseudodifferential operators
Let (M, g) be a closed Riemannian manifold with dimension n and let us denote
〈ξ〉 := (1 + |ξ|2g)
1
2 , |ξ|2g :=
n∑
j,k=1
gjk(x)ξjξk,
where the left hand side is independent of the choice of the trivialization of T ∗M . We
denote by the Kohn-Nirenberg symbol classes by Sk:
Sk := {a ∈ C∞(T ∗M) | |∂αx∂
β
ξ a(x, ξ)| ≤ Cαβ〈ξ〉
k−|β|}
for k ∈ R. We also denote the sets of all pseudodifferential operators of order k by OpSk.
Moreover, we fix the Weyl quantization Op(a) of a ∈ Sk (see [3, Proposition E.15]). For
A ∈ OpSk, we denote its principal symbol by σ(A) ∈ Sk (see [3, Proposition E.14]).
Lemma 3.1. [3, Lemma E.45] Let P ∈ OpSm. Assume that u ∈ Hs(M) and Pu ∈
Hs−m+1(M). Then there exists a sequence uj ∈ C
∞(M) such that
‖uj − u‖Hs(M) → 0, ‖Puj − Pu‖Hs−m+1(M) → 0.
Lemma 3.2. [3, Proposition E.23] Let A ∈ OpS2k+1 with k ∈ R and Re σ(A) ≥ 0. Then
there exists C > 0 such that
Re (u,Au)L2(M) ≥ −C‖u‖
2
Hk(M), u ∈ C
∞(M).
In our case (M = T), we can take Op such that Op(a) is formally self-adjoint for
real-valued symbol a.
We recall the definition of the radial source/sink from [3]. Let p ∈ Sk be a real-valued
symbol with k > 0. We denote the projection map by
κ : T ∗M \ 0→ S∗M = ∂T ∗M, κ(x, ξ) = (x,
ξ
|ξ|g
)
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We write the radial compactification T
∗
M = T ∗M ∪ ∂T ∗M . Then it follows that T
∗
M
becomes a manifold with boundary and that the vector field 〈ξ〉1−kHp on T
∗
M generates
the complete flow
ϕt = e
t〈ξ〉1−kHp : T
∗
M → T
∗
M.
Lemma 3.3. [3, Definition E.50] We say that a non-empty invariant set L ⊂ {〈ξ〉−kp =
0}∩∂T
∗
M is a radial source for p if there exists a neighborhood U ⊂ T
∗
M of L such that
κ(ϕt(x, ξ))→ L, t→ −∞,
|ϕt(x, ξ)|g ≥ Ce
θ|t||ξ|g, t ≤ 0
uniformly in (x, ξ) ∈ U ∩ T ∗M with constants C, θ > 0. We say that L is a radial sink if
L is a radial source for −p.
Consider a formally self-adjoint operator P ∈ OpSk with k > 0 and a real-valued
principal symbol p. We assume
〈ξ〉1−kHp vanishes at L. (3.1)
Theorem 3.4. [3, Theorem E.52 and exercise 37] Assume that L is a radial source for
p and (3.1) is satisfied. Let s ∈ R satisfy
(s+
1− k
2
)
Hp〈ξ〉
〈ξ〉
< 0 on L. (3.2)
Then there exists a ∈ C∞(T ∗M ; [0, 1]) with a = 1 near the conic neighborhood of L such
that
‖Au‖Hs(M) ≤ C‖Pu‖Hs−k+1(M) + C‖u‖H−N(M)
for A = Op(a), N > 0 and u ∈ Hs0+0(M), where s0 satisfies (3.3) and s > s0.
Theorem 3.5. [3, Theorem E.54 and exercise 36] Assume that L is a radial sink for p
and (3.1) is satisfied. Fix a conic neighborhood V of L. Let s ∈ R satisfy
(s+
1− k
2
)
Hp〈ξ〉
〈ξ〉
> 0 on L. (3.3)
Then there exists a ∈ C∞(T ∗M ; [0, 1]) with a = 1 near the conic neighborhood of L and
b ∈ C∞(T ∗M ; [0, 1]) supported away from a conic neighborhood of L and supp b ⊂ V such
that
‖Au‖Hs(M) ≤ C‖Pu‖Hs−k+1(M) + C‖Bu‖Hs(M) + C‖u‖H−N (M)
for A = Op(a), B = Op(b) N > 0 and u ∈ D′(M).
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4 Classical trajectories
4.1 Classical trajectories for real principal type operators
In this subsection, we shall show that the equivalence (i)⇔ (iii) in Theorem 1.1.
Proof of Theorem 1.1, (i)⇔ (iii). The Hamilton vector field Hp is written as
Hp = ma±(x)|ξ|
m−2ξ∂x − a
′
±(x)|ξ|
m∂ξ for ± ξ > 0.
We denote the integral curve of Hp with a initial data (x, ξ) by (y(t), η(t)):{
y′(t) = ma±(y(t))|η(t)|
m−2η(t),
η′(t) = −a′±(y(t))|η(t)|
m,
{
y(0) = x,
η(0) = ξ.
(4.1)
By the energy conservation law, we have
a±(y(t))|η(t)|
m = a±(x)|ξ|
m for ± ξ > 0. (4.2)
If Z+ = Z− = ∅, then it follows that p is elliptic and that
|η(t)|m ≤
M1
M0
|ξ|m, where M1 = sup
x∈T,∗∈{±}
|a∗(x)|, M0 = inf
x∈T,∗∈{±}
|a∗(x)| > 0.
This implies that the trajectory (y(t), η(t)) is complete at |ξ| = ∞. Moreover, if m ≤ 1,
then (4.1) gives
|η′(t)| ≤ C|η(t)| if |η(t)| > 1.
The Gronwall inequality implies that Hp is complete at |ξ| =∞. Hence, in the following,
we shall prove Hp is not complete assuming that m > 1 and that Z+ 6= ∅ or Z− 6= ∅. We
deal with the case of Z+ 6= ∅ only.
Let x ∈ Z+ and consider the trajectory (y(t), η(t)) with initial data (x, 1). A simple
calculation gives y(t) = x for all t. Thus the second equation in (4.1) is written as
η′(t) = −a′±(x)|η(t)|
m.
This equation blows up at finite time since a′±(x) 6= 0 which follows from the real principal
type condition (Lemma 2.1).
4.2 k-characteristic symbols
In this subsection, we generalize the above result to higher characteristic symbols.
Definition 3. Let k > 0 be an integer and p = a±(x)|ξ|
m for ±ξ > 0 be a symbol of
order m > 0. We say that p is k-characteristic at (x0, ξ0) ∈ T
∗
T \ 0 if there exist such
that
∂αp(x0, ξ0) = 0 for |α| ≤ k − 1 and ∂
αp(x0, ξ0) 6= 0 for |α| = k.
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Lemma 4.1. Let p = a±(x)|ξ|
m for ±ξ > 0 be a symbol of order m > 0. Suppose p is
k-characteristic at (x0, ξ0) ∈ T
∗T \ 0.
(i) Then we have
a
(j)
± (x0) = 0, a
(k)
± (x0) 6= 0
for j ≤ k − 1 if ±ξ0 > 0.
(ii) Assume m > k. Then it follows that Hp is not complete at |ξ| =∞.
(iii) Assume m ≤ k. Then there exists ε > 0 satisfying the following properties: There
is no solutions (y(t), η(t)) to (4.1) such that y(t) ∈ (x0 − ε, x0 + ε) for t ∈ [0, T ) and
|η(t)| → ∞ at a finite time t→ T .
Proof. We may assume ξ0 > 0. (i) follows from a simple calculation. Since p is k-
characteristic at (x0, ξ0), then we can write
a+(x) = (x− x0)
kb0(x), a
′
+(x) = (x− x0)
k−1b1(x),
where b1, b2 are smooth functions on (x0−ε, x0+ε) with ε > 0 small emonugh and satisfy
b1(x0) = kb0(x0) 6= 0. We may assume b0(x0) > 0 and b1(x0) > 0. Taking ε > 0 small
enough, we may also assume
b0(x) > 0 and b1(x) > 0 for x ∈ [x0 −
1
2
, x0 +
ε
2
]
Let x1 = x0+ε/2 and consider the solution (y(t), η(t)) to (4.1) with the initial data (x1, 1).
The first equation in (4.1) implies y′(t) > 0 for all t. Hence we have y(t) ∈ (x0, x0 + ε/2]
for t < 0. Setting M0 = infx∈[x0,x1] b1(x), we obtain
η′(t) ≤ −M0|y(t)− x0|
k−1η(t)m = −M0(
a+(x1)
b0(y(t))
)
1
k |η(t)|m−
m(k−1)
k = −M0(
a+(x1)
b0(y(t))
)
1
k |η(t)|
m
k
for t < 0, where we use (4.2). Thus it follows that η(t) tends to infinity at a finite time
since m/k > 1. This proves (ii).
Part (iii) is similarly proved as part (ii) using m/k ≤ 1 and the Gronwall inequality.
We omit the detail.
From this lemma, we obtain the following corollary.
Corollary 4.2. We consider the symbol p(x, ξ) = (sink x)|ξ|m with k ∈ Z\{0} and m > 0.
Then it follows that Hp is complete at |ξ| =∞ if and only if m ≤ k.
4.3 Modified Hamilton vector field
We recall
p(x, ξ) = a±(x)|ξ|
m, ±ξ > 0.
Set
Lso =Lso,+ ∪ Lso,−, Lsi = Lsi,+ ∪ Lsi,−,
Lso,± = {(x, ξ) ∈ ∂T
∗
T | x ∈Z±±, ξ = ±∞}, Lsi,± = {(x, ξ) ∈ ∂T
∗
T | x ∈ Z±∓, ξ = ±∞},
where Z±± are defined in 2.2.
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Proposition 4.3. Suppose m > 0. Then it follows that Lso is the radial source for p and
that Lsi is the radial sink for p in the sense of Definition 3.3.
Remark 4.4. It is proved in [3, Remarks after Definition E.50] that p has no radial source
or sink if m = 0.
In the following, we prove that Lso,+ is the radial source only. To see this, we only need
to prove L := {x0}×{∞} is the radial source for any x0 ∈ Z+,+. We may assume x0 = 0,
that is, 0 ∈ Z+,+ (here we identify T = [−π, π) as a set). We denote the ε-neighborhood
of x ∈ T by Bε(x). Take ε > 0 such that
x, x′ ∈ Z+ and x 6= x
′ ⇒ B2ε(x) ∩B2ε(x
′) = ∅ and a′(z) 6= 0 for dist(z, Z+) < 2ε (4.3)
Set
U = {(x, ξ) ∈ T ∗T | |x| < ε, ξ > 1} and H˜p = 〈ξ〉
−m+1Hp. (4.4)
We note that
H˜p|ξ=±∞ = ma±(x)∂x.
We denote the integral curve of H˜p with a initial data (x, ξ) ∈ T× ({ξ > 0} ∪ {ξ =∞})
by (z(t), ζ(t)):{
z′(t) = ma+(z(t))〈ζ(t)〉
−m+1|ζ(t)|m−2ζ(t),
ζ ′(t) = −a′+(z(t))〈ζ(t)〉
−m+1|ζ(t)|m,
{
z(0) = x,
ζ(0) = ξ.
(4.5)
It follows from the Gronwall inequality that the vector field H˜p is complete at |ξ| =∞.
Lemma 4.5. Let x ∈ Z+ and ξ ∈ {ξ > 0} ∪ {ξ = ∞}. Then we have z(t) = x for all
t < 0.
Proof. This lemma immediately follows from the uniqueness of solutions to ODE.
Lemma 4.6. We have a+(x) > 0 for x ∈ (0, ε] and a+(x) < 0 for x ∈ [−ε, 0).
Proof. This lemma immediately follows from 0 ∈ Z+,+ and (4.3).
Now the proof of Proposition 4.3 reduces to Lemma 4.7 and 4.8 below.
Lemma 4.7. There exists θ > 0 such that for each initial value (x, ξ) ∈ U ,
ζ(t) ≥ eθ|t|ξ, for t ≤ 0.
Proof. Let (x, ξ) ∈ U , where U is as in (4.4). Consider the solution (z(t), ζ(t)) to (4.5).
First, we show |z(t)| < ε for all t ≤ 0. We set S = {t ≤ 0 | |z(t)| < ε}. We note that
0 belongs to S. Suppose (−∞, 0] \ S 6= ∅ holds. Setting s0 = sup(−∞, 0] \ S, we have
|z(s0)| = ε and |z(s)| < ε for all s0 < s ≤ 0. We observe from (4.3) and ξ > 1 that
ζ ′(s) > 1 holds for s ∈ (s0, 0]. This contradicts to
d
dt
|z(t)|2|t=s0 = mz(s0)a+(z(s0))
ζ(s0)
m−1
〈ζ(s0)〉m−1
6= 0,
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since (4.3) imply a(z(s0)) 6= 0. Thus we have S = (−∞, 0]. This also implies ζ(t) > 1 for
t < 0.
Then there exists θ > 0 such that
ζ ′(t) ≤ −θζ(t)
for t ≤ 0. From a simple calculation, we obtain
ζ(t) ≥ eθ|t|ξ for t ≤ 0.
Lemma 4.8. For each initial value (x, ξ) ∈ U , we have z(t)→ 0 as t→ −∞.
Proof. Let (x, ξ) ∈ U . As is shown in the proof of Lemma 4.7, we have |z(t, x, ξ)| < ε and
ζ(t) > 1 for t ≤ 0. Thus we have
d
dt
|z(t)|2 = mz(t)a+(z(t))
ζ(t)m−1
〈ζ(t)〉m−1
≥ c|z(t)|2
for t ≤ 0, where we use a′(z) > 0 for z ∈ [−ε, ε] (see (4.3)). Thus we have
|z(t)|2 ≤ |z(0)|2e−c|t| → 0
as t→ −∞.
5 Relationship between essential self-adjointness and
the order of the operators
In this section, we apply the method developed in [13] with our operator P and prove
Theorem 1.1.
5.1 Proof of Theorem 1.1 (iii)→ (ii)
If p is elliptic, then the elliptic regularity of P assures the essential self-adjointness for
P |C∞(T). If m ≤ 1, then Lemma 3.1 implies the essential self-adjointness for P |C∞(T).
5.2 Construction of an escape function
Suppose 0 < m ≤ 1. In this subsection, we construct an escape function which is needed
for the definition of the anisotropic Sobolev space. Let ε > 0 satisfying (4.3) and
inf{|a′∗(x)| | ∗ ∈ {±}, x ∈
⋃
z∈Z+∪Z−
Bε(z)} > 0. (5.1)
For R > 1, define
Uε,R,so =

 ⋃
z∈Z+,+
Bε(z)

× {ξ ∈ R | ξ > R} ∪

 ⋃
z∈Z−,−
Bε(z)

× {ξ ∈ R | −ξ > R},
Uε,R,si =

 ⋃
z∈Z+,−
Bε(z)

× {ξ ∈ R | ξ > R} ∪

 ⋃
z∈Z−,+
Bε(z)

× {ξ ∈ R | −ξ > R}.
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We define a real-valued function e ∈ S0 such that
e(x, ξ) =
{
1 for (x, ξ) ∈ U ε
2
,2R,so,
−1 for (x, ξ) ∈ U ε
2
,2R,si,
supp e ⊂ Uε,R,so ∪ Uε,R,si. (5.2)
Lemma 5.1. We have
Hp(e(x, ξ) log〈ξ〉) ≤ −C〈ξ〉
m−1 for (x, ξ) ∈ U ε
2
,2R,so ∪ U ε
2
,2R,si.
In particular, there exists a real-valued symbol b ∈ S
m−1
2 such that
supp b ∩
(
U ε
4
,4R,so ∪ U ε
4
,4R,si
)
= ∅,
Hp(e(x, ξ) log〈ξ〉) ≤ −C〈ξ〉
m−1 + b(x, ξ)2 (x, ξ) ∈ T ∗T.
Proof. This follows from a simple calculation and from (5.1).
5.3 Fredholm estimate
Let e be a symbol constructed in the above subsection and t > 0. Take an invertible
operator ate ∈ OpS
m−1
2
+te(x,ξ) satisfying (A.1):
ate(x, ξ) := 〈ξ〉
m−1
2
+te(x,ξ), Ate −Op(ate) ∈ OpS
−∞.
Define
Pte := AtePA
−1
te . (5.3)
By the asymptotic expansion (see [6, Lemma 3.2] for the Anosov vector field), we have
Pte = P + itOp(Hp(m log〈ξ〉)) + OpS
m−2+0. (5.4)
Lemma 5.2. We consider the Banach space
D˜te := {u ∈ H
m−1
2 (T) | Pteu ∈ H
−m−1
2 (T)}
equipped with the graph norm of Pte. Then it follows that C
∞(T) is dense in D˜m.
Proof. This lemma immediately follows from [3, Lemma E.45].
For I ⋐ R, we define
I± = {z ∈ C | Re z ∈ I, ±Im z > 0}.
The main result of this subsection is the following Fredholm estimates.
Proposition 5.3. Let t > 0 and I ⊂ R be a bounded interval. Then for any N > 0, there
exists C > 0 such that
‖u‖
H
m−1
2 (T)
≤C‖(Pte − z)u‖
H−
m−1
2 (T)
+ C‖u‖H−N (T), (5.5)
‖u‖
H
m−1
2 (T)
≤C‖(Pte − z)
∗u‖
H
−
m−1
2 (T)
+ C‖u‖H−N (T), (5.6)
for z ∈ I+ and u ∈ D˜te. Here P
∗
te is the formal adjoint operator of Pte. Moreover, if
Im z >> 1, then the term ‖u‖H−N(T) in (5.5) and (5.6) can be removed.
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Remark 5.4. We obtain the Fredholm estimates uniformly in Re z, which is different from
[13, Proposition 3.4]. This seems reflect the property of Hp: The trapped set of Hp lies
only int the zero section of T ∗T.
Lemma 5.5. There exits C > 0 such that for u ∈ C∞(T),
−(u,Op(Hp(e log〈ξ〉)u)L2(T) ≥ C‖u‖
2
H
m−1
2
− C‖Bu‖2L2 − C‖u‖
2
H
m−2
2 +0
,
where B := Op(b) ∈ OpS
m−1
2 and b ∈ S
m−1
2 is as in Lemma 5.1.
Proof. This lemma follows from Lemmas 3.2, 5.1 and the formula (5.4).
Proof of Proposition 5.3. We only deal with (5.5). The inequality (5.6) is similarly proved.
By virtue of Lemma 5.2, it suffices to prove (5.5) for u ∈ C∞(T). Lemma 5.5 implies
Im (u, (Pte − z)u)L2(T) =t(u,Op(Hp(e log〈ξ〉))u)− Im z‖u‖
2
L2(T) +O(‖u‖
2
H
m−2
2 +0(T)
)
≤− Ct‖u‖2
H
m−1
2
− Im z‖u‖2L2 + C‖Bu‖
2
L2 +O(‖u‖
2
H
m−2
2 +0(T)
)
for u ∈ C∞(T). The Cauchy-Schwarz inequality and the interpolation inequality imply
‖u‖2
H
m−2
2 +
0
(T)
≤ ε‖u‖2
H
m−1
2 (T)
+ C‖u‖2H−N (T), ∀ε > 0, N > 0.
Moreover, the elliptic estimate gives
‖Bu‖L2 ≤ C‖(Pte − z)u‖
H
1−m
2
+ C‖u‖H−N(T) for z ∈ I+.
Thus we obtain
Ct‖u‖2
H
m−1
2
+ Im z‖u‖2L2 ≤ C1‖(Pte − z)u‖
2
H
−
m−1
2 (T)
+ C1‖u‖
2
H−N (T).
This implies (5.5). Moreover, if Im z >> 1, the term ‖u‖2
H−N (T) in the left hand side can
be removed.
From Proposition 5.3 and the proof in [13, Corollary 3.6], we obtain the following
corollary.
Corollary 5.6. Consider a family of bounded operators
Pte − z : D˜te → H
−m−1
2 (T). (5.7)
Then it follows that the (5.7) is an analytic family of Fredholm operators with index 0.
Moreover, there exists a discrete subset St ⊂ C such that the map 5.7 is invertible for
z ∈ C \ St.
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5.4 WKB solutions
Suppose m > 1. In this subsection, we construct an approximate eigenfunction of P
whose wavefront set lies in the incoming region (the radial source) for p. See [17] for the
similar construction on closed surfaces (see also [8, §25.2] and [18, §10.2] for calculation
of general Lagrangian distributions). In the following, we may assume
0 < κ < m− 1. (5.8)
Theorem 5.7. Let z ∈ C. If m ≤ 1, then we also assume z ∈ R. Then we have
(P − z)uso,z ∈ C
∞(T) and uso,z satisfies (5.9). In particular, uso,z 6= 0 satisfies
uso,z ∈ C
∞(T \ {0}) ∩H
m−1
2
−0(T), uso,z /∈ H
m−1
2 (T), WF(uso,z) ⊂ Lso, (5.9)
where we recall
Lso = Lso,+ ∪ Lso,−, Lso,± = {(x, ξ) ∈ ∂T
∗
T | x ∈Z±±, ξ = ±∞}, .
In fact, we shall construct uso,z satisfies the condition above and
WF(uso,z) ⊂ {x = x0, ξ =∞} with x0 ∈ Z++.
Rotating the coordinate, we may assume x0 = 0. For k ∈ R and κ ∈ (0, 1], we set
Smκ (R) := {b ∈ C
∞(R) | |∂αξ b(ξ)| ≤ Cα〈ξ〉
k−κα}, Smκ,+(R) := {b ∈ S
m
κ | supp b ⊂ (1,∞)}
First, we consider the WKB state
uso,z(x) := χ(x)
∫
R
eix·ξb(ξ)dξ, (5.10)
where χ ∈ C∞c (R; [0, 1]) and b ∈ S
−m
2
κ,+ (R) satisfy
χ(x) =
{
1 for |x| ≤ ε
2
,
0 for |x| ≥ ε,
b ∼
∞∑
β=0
bβ with bβ ∈ S
−m
2
−κβ
κ (R). (5.11)
Here the latter means
b−
N∑
β=0
bβ ∈ S
−m
2
−(N+1)β
κ (R) for each integer N ≥ 0.
For simplicity of the notation,
in this subsection, we will perform all the calculation on R (not on T).
This is possible since uso,z has small support. We take a real-valued symbol p˜ ∈ S
m
satisfying p˜ = p for |ξ| ≥ 1/2 and p˜ = 0 for |ξ| ≤ 1/4. Since P has the homogeneous
principal symbol p and since p− p˜ ∈ S−∞, the full symbol of P is written as
p˜+ s with s ∈ Sm−1.
By virtue of Lemma B.3 with P = P ∗, we have
Im p˜ = 0, Im s+
1
2
∂x∂ξ p˜ ∈ S
m−2. (5.12)
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Lemma 5.8. Let z ∈ C. If m ≤ 1, then we also assume z ∈ R. We denote the standard
quantization (see [18, §4.1.1 definition (ii)] with h = 1) of a symbol q by q(x,D). Then
we can write
P + V (x,D)− z = p˜(x,D) + i(Im s)(x,D) + q(x,D), (5.13)
where q(= qz) ∈ S
m−κ satisfies Im q ∈ Sm−1−κ.
Proof. Using Lemma B.3 again, we have Im V ∈ Sm−κ−1. Moreover, by the assumption
on z and by (5.8), we obtain Im z ∈ Sm−1−κ. Setting q = Re r+ V − z, we obtain (5.13).
Using the Taylor theorem near x = 0, we write
a+(x) =
N∑
α=1
a
(α)
+ (0)x
α + xN+1r1,N(x), s(x, ξ) =
N∑
α=1
sα(ξ)x
α + xN+1r2,N(x, ξ),
V (x, ξ) =
N∑
α=1
Vα(ξ)x
α + xN+1r3,N(x, ξ), r1,N ∈ C
∞
b (R;R), r2,N ∈ S
m−1, r3,N ∈ S
m−κ.
Next, we deduce the transport equations.
Proposition 5.9. Let z ∈ C. If m ≤ 1, then we also assume z ∈ R. Let b ∈ S
−m
2
κ,+ (R) be
satisfying (5.11). Then, for for each integer N ≥ 0, we have
(P + V (x,D)− z)
∫
R
eix·ξb(ξ)dξ =
∫
R
eix·ξdN(ξ)dξ +H
−m
2
−1+(N+1)κ−0(R),
where dN ∈ S
m
2
−κ
κ,+ (R) is defined by
dN =
N∑
k=1
( ∑
α+β=k
(−Dξ)
α(a
(α)
+ (0)ξ
mbβ(ξ)) +
∑
α+β=k−1
(−Dξ)
α(iIm sα(ξ) + Vα(ξ))bβ(ξ))
)
.
Proof. We recall that x0 = 0 ∈ Z++ and that p˜ = p on supp b. Now this proposition
follows from Lemma B.1.
Proof of Theorem 5.7. First, we shall solve the first transport equation:
(−Dξ)(a
′
+(0)ξ
mb0(ξ)) + (iIm s0(ξ) + V0(ξ))b0(ξ)) = 0, (5.14)
where we recall that a+(0) = 0. The equation (5.14) is written as
ia′+(0)(ξ
m∂ξb0(ξ) +
m
2
ξm−1b0(ξ)) + (iIm s0(ξ) +
i
2
(∂x∂ξ p˜)(0, ξ) + V (ξ))b0(ξ) = 0.
By virtue of (5.12) and Lemma B.3, we have
Im c ∈ Sm−1−κ, where c(ξ) :=
iIm s0 +
i
2
(∂x∂ξ p˜)(0, ξ) + V (ξ)
a′(0)
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and hence obtain Im
∫ ξ
1
η−mc(η)dη is bounded for ξ ∈ (2,∞). Thus we define b0 ∈
S
−m
2
κ,+ (R) as
b0(ξ) = ξ
−m
2 ei
∫ ξ
1 η
−mc(η)dη for ξ ≥ 2. (5.15)
Then b0 solves (5.14) for ξ ≥ 2.
Next, we shall solve the higher order transport equation for k ≥ 1 inductively:
(
∑
α+β=k
(−Dξ)
α(a
(α)
+ (0)ξ
mbβ(ξ)) +
∑
α+β=k−1
(−Dξ)
α(iIm sα(ξ) + Vα(ξ))bβ(ξ)) = 0. (5.16)
The equation (5.14) is written as
i(ξm∂ξbk(ξ) +
m
2
ξm−1bk(ξ)) + c(ξ)bk(ξ) = fk(ξ),
where fk ∈ S
m
2
−κk−1
κ,+ (R) depends on b0, ..., bk−1. Now we define bk ∈ S
−m
2
−κk
κ,+ (R) induc-
tively as
bk(ξ) = −iξ
−m
2
∫ ξ
1
η−
m
2 ei
∫ ξ
η
ζ−mc(ζ)dζfk(η)dη for ξ ≥ 2. (5.17)
Then bk solves (5.16) for ξ ≥ 2.
By Borel’s theorem (see [8, Proposition 18.1.3 and before Theorem 18.1.35]), there
exists b ∈ S
−m
2
κ,+ such that b ∼
∑∞
β=0 bβ. Now Proposition 5.9 proves Theorem 5.7.
5.5 Existence of generalized eigenfunctions
In this subsection, we construct a generalized eigenfunction of P . In order to show
Theorem 1.1 (ii)⇒ (iii), it suffices to prove the following proposition.
Proposition 5.10. Let m > 1 and z ∈ C \ St. Then there exists u ∈ L
2(T) \ {0} such
that (P − z)u = 0 in the distributional sense.
Proof. By (5.3) and Corollary 5.6, it follows that the map
P − z : Dtm := {u ∈ H
m−1
2
+te(x,ξ)(T) | Pu ∈ H−
m−1
2
+te(x,ξ)(T)} → H−
m−1
2
+te(x,ξ)(T)
(5.18)
is a Fredholm operator with index and that z → P − z is analytic. Moreover, (5.18) is
invertible for z ∈ C \ St, where St is same as in Corollary 5.6. We denote the inverse of
(5.18) by R+(z) for z ∈ C \ St.
Take uso,z 6= 0 satisfying (5.9) and (P − z)uso,z ∈ C
∞(T). We denote the inverse of
the map 5.7 by R+(z). Set
u+,z := −R+(z)(P − z)uso,z, uz := u+,z + uso,z.
Then we have uz ∈ L
2(T) and (P − z)uz = 0. Moreover, uz 6= 0 follows. In fact, by the
definition of H
m−1
2
+te(x,ξ)(T), we have u+,z ∈ H
n−1
2
+0 microlocally near Lso. On the other
hand, the wavefront property (5.9) impies uso,z /∈ H
m−1
2 . Thus we conclude uz 6= 0.
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6 Spectral properties for real principal type opera-
tors
6.1 Absolute continuity of the spectrum
In this subsection, we prove Theorem 1.7 (i). In the following, the perturbation V (x,D)
has no essential roles. Hence we may assume V (x,D) = 0. Suppose 0 < m ≤ 1. We shall
use the Mourre theory [10]. Take the symmetric operator Am as
Am ∈
{
S1−m if 0 < m < 1,
S0+ if m = 1,
σ(A)(x, ξ) =
{
−e(x, ξ)〈ξ〉1−m if 0 < m < 1,
−e(x, ξ) log〈ξ〉 if m = 1,
where we recall e ∈ S0 is defined in (5.2). By Theorem 1.1, it turns out that P and Am
are essentially self-adjoin on C∞(T). We denote the unique self-adjoint extensions of P
and Am by the same symbols P and Am respectively. In order to control the lower order
term in the Mourre estimate and to prove the Am-regularity of P , we need the following
standard lemma.
Lemma 6.1. Let l < m and let B ∈ OpSl be satisfying supp σ(B) ⊂ T \ (Z+ ∪ Z−) ×
R. Then the operator B(P − i)−1 is bounded on L2(T) and is a compact operator. In
particular, Bψ(P ) is a compact operator for ψ ∈ C∞c (R).
Proof. We set c(x, ξ) = σ(B)(x, ξ)(p(x, ξ) − i)−1. Since p is elliptic on supp χ, we have
c ∈ Sl−m. The standard symbol calculus gives
Op(c)(P − i) = B +R, R ∈ OpSl−1.
Thus we obtain
B(P − i)−1 = Op(c)−R(P − i)−1,
which is compact since 0 < m ≤ 1 and since m > l.
Now we prove the Am-regularity of P .
Lemma 6.2. P ∈ C2(Am).
Proof. For 0 < m < 1, it follows that both [P, iAm] ∈ OpS
0 and [[P, iAm], iAm] ∈ OpS
0
are bounded in L2(T). Hence it turns out that P ∈ C2(Am).
Suppose m = 1. The standard symbol calculus gives
Hpσ(Am)(x, ξ) =− (Hpe)(x, ξ) log〈ξ〉 − e(x, ξ)Hp(log〈ξ〉)
= : b(x, ξ) + b1(x, ξ)
Since b1 ∈ S
0, we have [P, iA]−B ∈ OpS0, where B := Op(b) ∈ OpS0+. By the definition
of e (see (5.2)), it turns out that B satisfies the condition in Lemma 6.1. Hence it follows
that [P, iA](P − i)−1 is bounded on L2(T) and P ∈ C1(Am). P ∈ C
2(Am) is similarly
proved.
16
Finally, we shall prove the Mourre estimate.
Lemma 6.3. Let ϕ ∈ C∞c (R). Then there exists c > 0 such that
ϕ(P )[P, iAm]ϕ(P ) ≥ cϕ(P )
2 +R,
where R is a compact operator.
Proof. Using the symbol calculus and the support property of e (see (5.2)), we have
Hpσ(Am)(x, ξ) ≥ c+ b(x, ξ),
where b satisfies supp b ⊂ T \ (Z+ ∪Z−)×R. Moreover, b ∈ S
0 if 0 < m < 1 and b ∈ S0+
if S0+. The sharp Ga¨rding inequality with Lemma 6.1 completes the proof.
Applying the Mourre theory [10], we complete the proof of Theorem 1.7 (i).
6.2 Discreteness of the spectrum
Proof of Theorem 1.7 (ii). Suppose m > 1. We point out that the radial source estimate
(Theorem 3.4) and the radial sink estimates (Theorem 3.5) hold for P + V (x,D) even
though P +V (x,D) is not polyhomogeneous since HV is small enough compared with Hp
near |ξ| =∞. We omit the detail (see the proof in [3]).
By Theorem 3.4, Theorem 3.5, and Proposition 4.3, we have
‖u‖
H
m−1
2 −0
≤ C‖(P + V (x,D))u‖
H
1−m
2 +0
+ C‖Bu‖
H
m−1
2 −0
+ C‖u‖L2 (6.1)
for u ∈ L2(T), where the wavefront of B ∈ OpS0 lies near the radial sink Lsi but away
from Lsi. In our cases, we may assume the wavefront set of B ∈ OpS
0 is contained in the
elliptic set of P + V . Thus, the elliptic estimate implies
‖u‖
H
m−1
2 −0
≤ C‖(P + V (x,D))u‖L2 + C‖u‖L2
for u ∈ L2(T). This implies that Dmax = D((P + V (x,D)|C∞(T))
∗) ⊂ H
m−1
2
−0(T). Now
fix a self-adjoint extension of P + V (x,D) and let D be its domain. By virtue of [13,
Proposition 5.1], it suffices to prove that the inclusion D ⊂ L2(T) is compact. Then
D ⊂ Dmax is a continuous inclusion. Since the inclusion H
m−1
2
−0(T) ⊂ L2(T) is compact,
the inclusion D ⊂ L2(T) is also compact.
A Anisotropic Sobolev space
In this appendix, we recall the definition and some standard properties of variable order
Sobolev spaces, which are described in [5, Appendix].
Let (M, g) be a closed Riemannian manifold. For a real valued symbol e ∈ S0 and
ρ ∈ (1
2
, 1), we set
ae(x, ξ) = 〈ξ〉
e(x,ξ), Se(x,ξ)ρ := {a ∈ C
∞(T ∗M) | |∂αx∂
β
ξ a(x, ξ)| ≤ C〈ξ〉
e(x,ξ)+|α|ρ−(1−ρ)|β|}.
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Then it follows that Ae ∈ S
e(x,ξ)
ρ is elliptic in the sense of [5, Definition 8]. From [5,
Corollary 4], we deduce that there exists an operator Ae ∈ OpS
e(x,ξ)
ρ satisfying
Ae −Op(ae) ∈ OpS
e(x,ξ)−(2ρ−1)
ρ .
Moreover, the operator Ae is formally self-adjoint and invertible in C
∞(M) → C∞(M)
(hence, also in D′(M) → D′(M)). If M admits the quantization Op such that Op(a) is
formally self-adjoint for any real-valued sybbol a (for example, M = T, see [18, §5.3]),
then [5, Lemma 12] implies that we can take Ae as
Ae −Op(ae) ∈ OpS
−∞. (A.1)
Now we define the anisotropic Sobolev space.
Definition 4. For a real-valued symbol m ∈ S0, we define
He(x,ξ) = {u ∈ D′(M) | Aeu ∈ L
2(M)}, (u, w)Hm = (Aeu,Aew).
The Hilbert space He(x,ξ) with the inner metric (·, ·)Hm is called the anisotropic Sobolev
space of order m.
B Symbol calculus
Let Q be a pseudodifferential operator on R:
Qu(x) = q(x,D)u(x) =
1
(2π)n
∫
R
q(x, ξ)ei(x−y)·ξu(y)dydξ, with q ∈ Sm.
Lemma B.1. Let k ∈ R, κ ∈ (0, 1] and b ∈ Skκ such that supp b ⊂ (0,∞). Set
u(x) =
∫
R
eix·ξb(ξ)dξ.
Then we have the following results.
(i) WF(u) ⊂ {(0, ξ) ∈ R× R | ξ > 0} and u ∈ H−k−
1
2
−0(R).
(ii)
Qu(x) =
∫
R
q(x, ξ)eix·ξb(ξ)dξ. (B.1)
(iii) If we write
q(x, ξ) =
∑
α≤N
xαqα(ξ) + x
α+1rN(x, ξ) with |∂
β
x∂
β
ξ rN(x, ξ)| ≤ Cβγ〈ξ〉
m−|β| as x→ 0
then we have
Qu(x) =
∑
α≤N
∫
R
eix·ξ(−Dξ)
α (qα(ξ)b(ξ)) dξ +
∫
R
eix·ξ(−Dξ)
N+1(rN(x, ξ)b(ξ))dξ.
Moreover, we have∫
R
eix·ξ(−Dξ)
N+1(rN (x, ξ)b(ξ))dξ ∈ H
−k−m− 1
2
+(N+1)κ−0(R).
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Remark B.2. If κ = 1, the function u is called a conormal distribution [8, Definition
18.2.6].
Proof. (i) It suffices to show that u ∈ C∞(R \ {0}) and WF(u) ⊂ {ξ > 0}. First, we shall
show that u ∈ CN(R \ {0}) for any intger N ≥ 0. Integrating by parts, we have
∂Nx (x
αu(x)) =
∫
R
eix·ξ(iξ)N(−Dξ)
αb(ξ)dξ
for x 6= 0. If we take α > 0 such that k+N −κα < −1, then it follows that the integrant
belongs to L1(R). This implies xαu ∈ CN(R) and u ∈ CN(R \ {0}). Hence we have
u ∈ C∞(R \ {0}). We observe that χ(D)u(x) = 0 for χ ∈ C∞(R) ∩ S′(R) such that
supp χ ⊂ {ξ < 0}. This gives WF(u) ⊂ {ξ > 0}. Since uˆ(ξ) = (2π)nb(ξ) = O(|ξ|k), we
have u ∈ H−k−
1
2
−0(R).
(ii) The equation (B.1) follows from the relation Qeix·ξ = q(x, ξ)eix·ξ.
(iii) This follows from the integration by parts.
Lemma B.3. Suppose Q = Q∗, where Q∗ denotes the adjoint of Q on L2(R) = L2(R, dx).
Then we have
Im q ∈ Sm−1.
Moreover, suppose that we can write
q(x, ξ) = qe(x, ξ) + s(x, ξ) for |ξ| ≥
1
2
with s ∈ Sm−1, (B.2)
where qm is homogeneous of degree m and real principal type. Then we have
qm = qm, Im s+
1
2
∂x∂ξqm ∈ S
m−2 for |ξ| ≥
1
2
. (B.3)
Proof. We denote the full symbol of Q∗ by q∗. By [18, Theorem 9.5], we have
q∗ = q + Sm−1.
On the other hands, Q = Q∗ gives q = q∗. Thus we obtain Im q = (q − q)/(2i) ∈ Sm−1.
Next, suppose (B.2) holds. Using By [18, Theorem 9.5] again, we have
q∗ = qm + ∂xDξqm + s+ S
m−2
for |ξ| ≥ 1
2
. Since q = q∗, we have
qm − qm ∈ S
m−1 for |ξ| ≥
1
2
.
We note that the set {x ∈ R | qm(x, 1) = 0 or qm(x,−1) = 0} is measure zero by the real
principal type condition. Since qm and qm are homogeneous of order m, we have qm = qm.
Using q∗ = q again, we obtain (B.3).
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