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ABSTRACT
A Mul t i var i abl e Control System is designed -for a deeply
submerged submarine using the Linear Quadratic Gaussian
(LOG) with Loop Transfer Recovery (LTR) methodology. The
di-f -f erenti al stern, bow, and rudder control surfaces are
dynamically coordinated to cause the submarine to follow
independent and simultaneous commanded changes in roll, yaw
rate, depth rate and pitch attitude. Linear models of the
submarine a.re developed at a ship speed of 30 knots with
various rudder angles and then analyzed using the method of
modal analysis. The linear models a.re then augmented with
integral control, loop shaping techniques a.re applied to
design a Kalman Filter transfer function, and the LTR
technique is applied to recover the Kalman Filter loop
shapes. The resulting model—based compensator and plant is
tested using a non—linear mathematical model of the
submarine, and comparisons a.re made with an equivalent
compensator design that lacks active roll control
capability. The performance characteristics of the closed
loop design with roll control capability was significantly
better than the characteristics of the design without roll
control
.
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The advent of the microprocessor is having a
significant effect on ship control, as it is in many other
fields of engineering. In particular, the present
technology for the design and implementation of digitally
based multi variable control systems has improved
drastically, resulting in a very strong need for the
analysis of complex, long standing design problems.
As it stands today, multi -input, multi -output (MIMO)
control system design is much more difficult than either
classical control system design or single input, single
output (SISO) control system design. This MIMO methodology,
and in particular the LQG/LTR method, also appears to be
relatively unknown to many researchers and engineers
involved with control systems design. (This observation was
extremely apparent at the Seventh Ship Control Systems
Symposium in Bath, UK in September 1984). It appears that
the major reason the LQG/LTR methodology is as yet unknown
is because of its recent development, and limited
application to actual engineering design problems. Another
reason, although less significant than the first, is that a
significant amount of effort is required to develop a
realistic model of the system being considered, to design
the controller, and then to evaluate the design.

It is there-fore instructive to apply the MI MO
methodology to realistic ship examples to display the power
and benefits of the methodology, to understand possible
shortcomings with the procedures, and to provide results of
model tests (in this case a computer program simulation of a
full scale submarine). See Appendix A for a description of
key issues in submarine control.
1 . 2 F'r 1 or Work
The majority of previous controller designs for
submarines have used the SI SO design methodology or
classical design techniques. There have been a limited
number of examples of MI MO designs for full scale
submarines. These were performed by Navy graduate students
at MIT under the supervision of Professors Lena Valavani and
Michael Athans CIO through 13 3.
In previous designs, the use of pitch, roll, and depth
control were not fully utilized. The vertical velocity (w)
was generally used to represent one of the state variables
considered. Since w(t) is not an inertial reference
variable, it represents the true vertical rate only when the
submarine has zero pitch and roll angles.
Although the depth rate, z(t) , is not directly
available as a state variable, it can be easily constructed
from the geometric relation that
z (t) = -u sin8 + v cos6sin* + w cosOcos*
which consists of terms that Ars readily available.
10

Additionally, active roll control for a crucitorm stern
has not been used in previous theses. Active roll control
is used in this thesis to demonstrate its advantages.
1.3 Contributions of the Thesis
The major contribution of this thesis is to demonstrate
the mul ti var i abl e LQG/LTR feedback control system design
methodology for a submarine. We demonstrate how to design
using the LQS/LTR methodology a four input, four output Ml MO
feedback control system in which the differential stern,
bow, and rudder control surfaces a.re used to cause the
submarine to follow independent and simultaneous commands in
roll, yaw rate, pitch, and depth rate. A second
contribution of this thesis is to demonstrate the
improvement in operational capabilities of full scale
submarines if active roll control is employed. The closed
loop dynamic response of the submarine is improved
considerably ov&r a submarine without active roil control
.
in either case, the LQG/LTR design methodology was found to
be robust when evaluated in non-linear simulations, even
though there were significant changes between the dynamic
characteristics of the linear and non-linear models.
1.4 Outline of the Thesis
Chapter 2 contains a physical description of the
submarine and the development of the model employed in this
thesis. A brief description of the model implementation at
11

Draper's computer facility is also discussed. The latter
part of the chapter describes the process used to linearize
the submarine model, and a discussion o-f the reasoning used
to select the output and control variables.
Chapter 3 contains the analysis o-f the linear model
ei genstructure using modal decomposition. The structure of
the pole—zero composition and singular values are also
utilized to display the open loop dynamics of the model.
Chapter 4 contains a discussion of the LQG/LTR
methodology. The performance specifications of the
controller are discussed, and the linear portion of the
control system design is presented.
Chapter 5 contains the evaluation of the compensator-
using both the linear and non-linear submarine simulations.
Comparisons are also provided with a compensator which does
not have the capability of active roll control , but which is
otherwise designed to the same specifications.







The non-linear submarine dynamical model used in this
thesis is implemented at Draper Laboratory both as a real-
time simulation -facility and as an analytical model
generating facility. A summary of the SUBMODEL program can
be -found in Appendix B. A detailed discussion can be found
in reference L14].
The rudder and stern plane configuration to be
investigated is the so-called cruciform stern. Existing
submarines use a cruciform stern with mechanically coupled
upper and lower rudders, and mechanically coupled port and
starboard stern planes. The advantage of this stern
configuration is that the design allows intuitive actions by
the operator for desired ship motion. For example, if it is
desired to rise or dive, all the operator has to do is
command rise or dive on the stern planes. A similar
situation exists if the operator desires to turn. A major
drawback to this stern however, is that there is no
opportunity to actively control roll on existing submarines.
A submarine has the natural tendency to roll in a turn, and
since the snap roil of a submarine in a turn is a function
of the speed into the turn and the initial displaced rudder
angle, it becomes very difficult for the operator to
maintain a level trajectory, and even more difficult to
13

command at the same time a desired pitch and/or depth rate
change
.
This thesis will investigate the utilization of active
roll control, and implementation of a control surface
feedback control scheme that will consider the mobility
characteristics of depth, course, and speed (in that order).
This investigation will be performed using the LQG/LTR
methodology for the control system design.
Experience with full scale submarines has shown that
roll plays a significant factor in the ability of the
operator to maintain ordered depth in turns or rudder-
malfunctions. This experience has also been shown in
computer models of submarines, including the SUE'.Slli model at
Draper laboratory. if methods a.re utilized to reduce the
snap roll, the ability to maintain ordered depth is greatly
i increased
.
This chapter discusses the development, implementation,
and linearization of the submarine model upon which the
remainder of this thesis is based. The reasoning used to
select the output and control variables is also presented.
2.2 Model Development
Submarine hydrodynamics is primarily concerned with the
motion of a body through the water. Consequently, there
must, be a means of defining the body orientation with
respect to the fluid flow, and the location of the body with
respect to some fixed reference frame.
14

In defining the motion of a submarine, reference must
be made to two sets of coordinate axes; one fixed in the
ship and one fixed with respect to the earth.
2.2.1 Ship Coordinates
The axes fixed in the ship (x,y, and z) are in a right-
handed orthogonal system where the origin is taken to be the
mass center of the ship. The mass center is assumed to lie
in the vertical center plane of the ship and is usually a
short distance below the longitudinal axis of symmetry. The
mass center is assumed not to move during ship maneuvers.
The center of the coordinate system is at the center of mass
for motion along any of the three orthogonal axes.
Additionally, the moments of inertia, including the inertia
due to the water, <Ar& taken around the three orthogonal axes
and are designated K, M, and N.
2. 2
._2 Fi x ed Coordi nates
The second set of axes (X, Y, and Z) required to
define the motion of the submarine is one which is fixed
with respect to the earth. Like the ship axes, these
coordinates form a right-handed orthogonal system.






Fi qure 2. 1 Sketch showing positive directions of axes
angles, velocities, -forces, and moments.
:^.2.3 Definitions of Submarine States and Contro l Van abl es
In general, for the purposes o-f modelling the dynamics
of submarine motion, the equations o-f motion ar<s expressed
in the ship coordinate system because hydradynamic -forces
and moments a.re readily computed in this reference frame.
On the other hand, when interested in guidance and control
of a submarine, it may be desirable to describe the vehicle
motion in terms of the fixed coordinate system.
General equations have already been developed for the
description of the dynamics of underwater vehicle motion,
these equations generally contain expressions for Newtonian
forces and moments on the left hand side, and the
16

expressions for dynamic response on the right hand side.
The left hand side of the equations becomes quite involved
due to the transformations o-f the coordinate system -From the
center o-f mass to the center of buoyancy; which is more
correctly the reference point in these equations because
this point is a function of the submarine geometry and is
fixed whereas the center of mass may shift due to shifting
of weights within the submarine. Details of these
transformations can be found in Abkowitz [16J. The right
hand side of the equations represent the external forces and
moments exerted on the submarine by hydrodynami c , control
surface, propulsion, and other effects.
The force and moment equalities of the equations of
motion describe the six possible degrees of freedom of
submarine motion. Motions of surge, heave, and sway a.r&
represented by the three forces in the axial, lateral, and
normal directions of motion. Motions of roll, pitch, and
yaw a.re represented by the three moment equations.
The state vector for the submarine must include the six
degrees of freedom from the ships coordinate system, the
three Euler angles which describe the relationship of the
motion of the submarine with respect to the two coordinate
systems, and the desired position variables to locate the
submarine with respect to the fixed coordinate system. As
stated earlier, the critical effort for this thesis will be
to maintain ship's depth in hard rudder maneuvers, thus z is
included in the state vector, as shown in Table 2.1.
17

Tab 1 e 2.1 Dei i ni t i on of Submar 1 ne State;

























lateral velocity (ft /sec)
vertical velocity (-ft /sec)
roil rate (rad /sec)
pitch rate (r ad /sec)




depth (+ down) (-feet)
Control Variables
bow/f ai rwater planes (rad)
rudder deflection (rad)
port stern plane deflection (rad;
starboard stern plane deflection (rad)
Further details of the derivation o-f the non-linear
equations of motion and a description of the hydradynamic
coefficients describing the submarine geometry and control
surfaces can be found in NSRDC Report 2510 C53.
To reflect current operating procedures, the propeller
related thrust control variable RPS will be constrained to
turn at a constant specified value during maneuvering




_3 Model Imp lament at i on
Initially, the computer program was developed at the
Naval Ship Research and Development Center (NSRDC) , and was
provided to CSDL along with the 2510 Standard Equations of
Motion. These equations have since been improved to include
the effects of cross-flow drag and vortex contributions.
After approximately one year of development, programming,
debugging, and documentation, Draper's adapted model was
implemented in the simulation laboratory, resulting in a
real time simulation environment of the submarine model. A
Digital Equipment Corporation VAX 11-780 and graphics
display workstation a.re used to provide visual display of
the submarine motion for maneuvering situations. The
capability of hard-copy output is also provided.
Later, for the purposes of analytical control system
design, the computer program was implemented on the IBM
timesharing computer at CSDL. To aid the design engineer,
the following capabilities o-f the system &r& now included:
1. A user friendly executive routine to allow the
modification of parameters and selection of
options for simulation runs. The routine submits
the user specified program for batch processing.
2. The option of calculating the A and B matrices
that describe the linearization of the model about
a specified nominal point, in the form
x (t) = A x (t) + B u(t)
.
The options of setting control surfaces, as
desired by the designer, as a function of time,
The options can be specified in a data file,
19

calculated using full state feedback, or by
calculation using a LQG/LTR derived compensator.
Hard copy print—outs, plots, or both, of the state
variables over time may be provided of either the
non-linear or the linear models.
The capability of searching for a local
equilibrium point for the non-linear model that i<
close to the specified desired nominal point.
It is important to note the following limitations of
the non-linear model as it is currently implemented:
1. Actuator dynamics, or the actual angle rate limit-
of the control surfaces Are not modelled.
2. Vortex shedding and separation effects of the
fluid Are not included in the linearized model.
2.4 Model Linearization
The controller design procedure begins with the
expression of the equations of motion in linear time
invariant state space form. The non—linear, multi variable
system that represents the submarine is described by:
d x(t) = f (x <t) ,u(t) )
dt
y_(t) = g(x (t) )
where:
x_(t) is the state vector
u(t) is the control vector
y_(t) is the output vector
These non-linear equations can then be linearized through a
fairly straight-forward technique. A nominal point is
20

chosen for the design by integrating the non-linear equations
of motion using a specified set of initial conditions. An
equilibrium point is -found that corresponds to minimum
accelerations for all the state variables determined from
the integration of the equations of motion. The values of
the state variables at the equilibrium point then specify
a nominal point, about which higher order terms may be
neglected. From these results, a set of linear differential
equations may then be produced, the A and B matrices
calculated, and a state space description of the submarine
model produced.
For each nominal point determined, the resulting linear
model must be validated by perturbing the nominal point to
form a set of initial conditions, and then comparing the
results of integrating the non-linear and linear equations of
motion. For small perturbations, the non-linear model should
always return to the equilibrium point values. The linear
model, however, will never reach equilibrium due to the
forces imposed by the control surfaces. The comparisons of
the two models should, however, provide a means to compare
initial derivatives, natural frequencies, and the damping
effects.
The nominal point chosen for the design corresponds to
a level submarine trajectory at 30 knots. The rudder
deflection, £r, can be set at arbitrary angles to cause the
submarine to turn at different rates, and to roll at
different angles. This attempts to determine the open loop
21

sensitivity of the submarine to roll, which has a
significant effect on the depth of a submarine in a turning
maneuver
.
Linear models were developed for rudder deflections
from 0° to 25°. The models Are designated S30R0, S30R1,
S30R5, etc. , reflecting the speed and rudder deflection.
To adequately validate the linear models, it is
necessary to perturb the nominal point of the linear and
non-linear models, and compare the time histories of the
state parameters. Provided the perturbations Are not
excessive, the non-linear model will return to the
equilibrium point. The linear model, however, will not
return to it's equilibrium point resulting from the non-zero
forces imposed by the control forces, and the absence of
non— linear hydrodynamic effects.
Perturbations were applied to the models differently-











per tur bat i on
5 ft /sec
0.5 ft /sec
. 5 ft / sec
-0.005 d eg /sec
+0.001 d eg /sec




The remaining models were perturbed 10"/. above the nominal
values obtained from the intergration of the non-linear
dynamics. Remember, these perturbations were not selected

analytically, but were arbitrarily selected to validate the
1 1 near model s.
The comparisons of selected non-linear and linear model;
and state variables show excellent correlation, thus, serve
to validate the linearized models. Figures 2.2 and 2.3 show
the initial derivatives, natural frequency response, and
damping -factors are almost identical. Similar results were
obtained for the other models.
2.5 Output and Control Variable Selections
2. 5. 1 Constrain ts o-f the Methodol ogy
Selection of the output variables requires a careful
study of the A and B matrices and determination of the
objectives of the controller design. Four control variables
exist if RPS is fixed, and differential stern planes are
ut i 1 i zed
.
The Loop Transfer Recovery method for the class of
Model Based Compensators places a natural constraint on the
design process at an early stage. Common sense mathematics
of the singular values requires the number of independent
control inputs to equal the number of independent output
controlled variables. In other words if
iTl
y_(t) E F
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where R indicates the dimension space of the system. Thus,
the r eq u i r emen t is
p = m
and with tour independent control surfaces available
p = 4.
2.5.2 Output Variable Selection :
An autopilot (position controller) is one option, where
the position variables lV and 2 are used, or a rate
controller could be designed, where the rate variables u, v,
w, p, q, and r are used. The attitude variables 8 and * can
be utilized in either design, depending on their importance.
Additionally, a controller can be designed which is
concerned with vertical or horizontal plane motion. A more
challenging design, however, is one which controls the
dynamics of the submarine simultaneously in both planes.
Since it is desired to control the submarine during
maneuvering situations, a rate controller will be
investigated. The -four output variables selected are depth
rate z, yaw rate '4-' , roll angle <t> , and pitch angle 9.
Remember that depth rate can be constructed from the
n on — 1 i near ex p r ess 1 on
z(t) = -u sinO -1- v C058 sin* + w cosh cos* (2.4)
30

md that yaw rate can be constructed from the non-linear
express! on
y(t) = (r cos* + q sin8) /cosh k^.Zt)
Using small angle appro;; i mat i ons we obtain the expressions
that
*
z (t ) = - Lie + w
and
'+'
( t ) = r .
With the output variables determined, and the A and B
matrices calculated, the state space description of the
submarine model is now complete and takes the form
x<t> = A x (t) + B u<t)
£<t) = C x <t)
,
( 2 . 1
)
(2.2)
where the output vector y_(t) is given by
y_(t) = c *(t) e<t) v(t) z(t) :
2.5.3 Control Variable Selection
As mentioned previously, there a.re -four possible





&r, and &b. Fiqur 4 illustrates the





Showing Rudder und Differential Sterns
Figure 2.4 Submarine Control Surface Configurations
^.
.. a 3U miliar y
This chapter has introduced the submarine model used
-for this thesis- Additionally, the coordinate systems,
definitions of the submarine states and control variables,
and the process of developing a linear model were briefly
described. Finally, the reasoning for selection of the
output variables was presented.
Chapter Three will analyze the linearized models using
the method of modal decomposition. The ei genstructure of
the linearised models will also be presented.

CHAPTER THREE
ANALYSIS OF THE LINEAR MODEL
5.1 Introduction
In this chapter, the structure of the various models
will be investigated.
In the previous chapter, a state space description of
the submarine model was developed in the -form of
»
x(t) = A x(t) + B u(t)
y_(t) = Cx <t) .
The state space description described results in a
tenth order system. It will be shown that the order of the
system can be reduced to an eighth order system because of
the zero entries in the A and B matrices. This is desirable
only if these states Are not utilized in the control of the
sub mar i ne.
The ei genstruc ture of the various models is analyzed
using the method of modal analysis [173. This method starts
with a state equation in a nondi agonal form and uses matrix
similarity transformations to arrive at the di agonal l zed
form of the A matrix. The entries of the di agonal i zed A
matrix a.re the poles of the open loop system. The advantage
to using similarity transformations is that the linearized
system is described in state space form as separately
decoupled modes, thus yielding information as to the
c on t r o 1 iabi
1
i t y and ob se r
v
ability o f t h e sys t em
»

"I"hi3 information, along with the pole -zero structure,
will provide the basis and validity for the LQG/LTR design
in the -following chapters.
3.2 Reduction of the Model
Inspection o-f the A matrix -for the linearized model
(Appendix CI) show that the present value o-f the states '+' and
z can have no influence on any other state because the last
two columns of the A matrix contains ail zeros. This means
the dynamic response o-f the submarine is not affected by
either the heading angle or depth of the submarine. Again,
note that this is for a deeply submerged submarine. For a
submarine near the surface, heading and depth can have a
significant impact on the dynamic response of the submarine
due to wave action and hull suction forces.
Inspection of the B matrix (Appendix CI) for the model
reveal zeros in the last four rows. This indicates that the
control surfaces exert no direct influence on the
derivatives of '+' , 8, *, or z.
Since the controller design is not concerned with any
of these states, then they may be removed from the linear
model. This is accomplished by deleting the rows and
columns associated with those states, resulting in a reduced




3. 3 Sc a 1 _i^ iig
Scaling is a method of weighting the physical unite of
a system so the numerical values of the variables make sense
and become equally important. Scaling and its effects
have recently been discussed by Kappas C20 3 and Boettcher
11213. Note that scaling does change the magnitude of the
singular values, and as such, it impacts the design.
In this thesis, scaling is performed in two distinct
steps. The -first step requires transformations of the
linearized A, B, and C matrices such that angular components
of the matrices are expressed in units of degrees, feet,
degrees/sec, and feet/second. If the unsealed system is
def i ned by
A, B, C, y_ , y, and x,
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where Sw , 3w , and S,, a.re matrices chosen to provide the/\ y —
u
desired scaling. Details of the matrices used for the
transformation from radians to degrees can be found in
mp p endi x C ...i
.

Now that the state apace description of the model is in
units that make physical sense, scaling is required to
include weighting on the inputs and outputs. The weightings
on the outputs are chosen to reflect the importance of the
maximum allowable output state error. It is assumed that an
error of one degree in pitch or roll is as significant as
0.1 degree/sec yaw rate or 0.1 ft/sec depth rate. This then
determines the scaling matrix which will be applied at the




Because the control surfaces have physical position
limits, consideration must be given to weighting the inputs
to the plant. The limitations on the control surfaces e.re
shown belows
control
6 '=> | )Ui> •••;.
rate limit position limit





Since the actuator dynamics are above the anticipated
bandwidth of the compensator and plant, they will be
considered as high frequency modelling errors, and will be
neglected C 1
,
1 1 , 1 2 , 1 33 . The position limits cannot be
neglected however, because they Are based on physical
interference constraints, and on saturation of the control
ta

surfaces. To model the control surface position limits, the
input vector to the plant must Pe scaled by an appropriate





Appendix C3 lists the matrices used for weighting the
inputs and outputs, and the -final state space matrices for
the linearized model are listed in Appendix C4. Figure 3.1
represents the block diagram of the plant transformed for
units, and weightings on the inputs and outputs. This will
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igure 3.1 Block Diagram of Plant Transformed




4 Moda l An alysis o-f th e Syst em
The natural modes o-f the linearized model are determined
by di agonal i 2 1 ng the state space description o-f the system.
For a linearized dynamic system which does not have direct
coupling o-f the output and input,
x(t) = A x (t) + B u(t)
Z (t) = 9. * (t)
{>. 1 )
( -2- . Z )
Performing a linear transformation from the state vector
x_(t) to a new state vector z_(t) by means of an as yet
unspecified constant, square, and invertible matrix T yields
x (t) = T z (t) (3.3)
Then we have
I L (t) = 6. I E. (t) + §. y. (t)
y_(t) = C T z (t) .
Multiplying (3.4) by T , we have
z(t) = T 1 A T z(t) + T * B u(t) (3.6)
Z (t) = 0. I L (t)
(3.4)
(3.5)
( _. . / )
If T is such that the resulting T AT matrix is diagonal,
then the vector z_(t) de-fines a new state space in which the
eigenvalues of the diagonal matrix are equal to the diagonal
elements. Now, define




The T matrix is called the modal matrix because of the
decoupling of the modes that is accomplished when the state
space vector is trans-formed. To find out the nature of the
modal matrix, we premultiply both sides of (3.8) by T which
yields
A T = T A. (3.9)
1+ we now designate each column of the modal matrix by v. ,
i
where i represents the number of column vectors, then






Thus we see that the columns of T are the eigenvectors of A,
Each column of the modal matrix describes the submarine
motion along the coordinate axes of the state vector
components u, v, w, p, q, r, #, and 9 for a particular mode,
Since the dynamic response of the submarine consists of
linear combinations of the decoupled modes, analyzing the
columns of T can provide useful information regarding the
dynamic response of the submarine.
The modal matrix columns are graphed in bar chart form
by taking the absolute value of each element of the
n or ma
1
i z ed col umn vect or s . Th e bar char t s f or t h
e
linearized model, provided in Figure 3.2, have a vertical
icale o t t o 1 "a, wh i c h reflect r e 1 a t i ve maq n i t Lid <

the response, with the eigenvalue of the mode considered
being displayed directly beneath the chart.
Additionally, although the bar charts provide a convenient
means to display the modes of the linearized system, the
physical interpretation is fairly obscure. As such,
interpretation of the modes is limited to the following
ob se r v a t i on s i
1. All open loop poles Are in the left hand plane.
2. Modes 1, 2, and 3 for the various models Are
dominated by the response of variables w, *,
and 9.
3. Modes 4 through S exhibit reductions in the





corresponding increase in the other variables.
4. Modes 5 and 6 represent an oscillatory mode
dominated by the roll response.
The eigenvalues and modal matrices for the linearized model
are presented in Appendix Dl.
To form a complete analysis, the specifications for
control 1 abi 1 i ty and observabi
1
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b i 1 i t
y
The eigenvalues and eigenvectors that were determined
in the previous steps will be studied, and the conditions
-for controllability and observability of the linearized
systems will be investigated. This step is vital in
establishing the validity of the linearized model.
First, the linearized system must have no unstable
modes which are not controllable. Second, the system must
have no unstable modes which are not observable. if these
conditions of controllability and observability are





and detectabi 1 i ty are assured.
The modal transformation leading to a diagonal ized A
matrix provides a fairly straightforward technique to
determine satisfaction of controllability and observability
requirements. Additionally, if the system does not meet
those conditions, the weaker conditions of stabi i zabi i ty
and detectab i 1 i ty can be determined.
Since the new state space representation of the
linearized system (3.6) defines a state space in which the
natural modes of the system are decoupled, the eigenvalues
give the response characteristics of the system's modes.
The eigenvectors are the link that relate these response
characteristics to particular changes in the state of the
system as measured by the state variables :••; ,
,
x , . . . , ;;3.
Thus, a particular row of the T
-
B matrix links the input
vector u to a particular mode of z. Each element in the row
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will then link a specific input to a mode. Consequently, a
zero entry in the (i,j) position of the T B matrix would
indicate the 1 mode cannot be controlled by the j ' input.
In a similar manner, the C T matrix (3.7) indicates
whether a particular mode is observable in the output.
In the previous section it was observed that, for the
linearized model, the system response was dominated by the
variables w, *, and 6 in the first two or three modes. In
the remaining modes, it was evident that all the state
variables a.re affected to some extent. Questions generally
arise in Modal Analysis on the significance of the responses
when the physical units a.rs not the same. Because the
scaling in section 3.3 accounted for the differences in
units, and weightings on the magnitude of the system
responses, the ability to compare the relative magnitudes of
the system responses is valid.
Combined with the analysis of T B, it is observed in
Figure 3.3, that modes 4,7, and 8 appear to be least
affected by the control inputs. For the other modes, it
appears the control inputs exhibit strong influence on the
sub mar i n e s r esp on se
.
It appears then, that the modes which should be
considered in the controllability issue Are Modes 1,2,3,5, and
6. Referring back to the modal response charts for each
model, the variables which show the most promise of
controlling Are w, ©, p, q, r, and *.
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It is desirable to select the output variables which
can be referenced in the inertial reference frame instead of
the body reference -frame. Based on this desire, and the
fact that it is also desirable to control heading rate in
high speed maneuvers with a minimum excursion in depth, this









Fi qur Controllability Analysis for the Linearized
Roll Control Model.

3 . <b S t r uc t u r e o f t h e F'oies. Zeros, £tnd
_
S inqu I ar_Va i ues
In section 3. 1 it was observed that the poles of the
open loop plant a.r& the eigenvalues o-f the A matrix. The
models investigated are all open loop stable because they
ail have left half plane poles.
T h e multi var i ab 1 e t r an sm i ss i on z er os are 1 i s t ed i n t h
e
Mod a 1 An a 1 y s is results in Ap p e n d l x D 1 . T h e mod e 1 p r es e n t e d
i s f or a r e d u c ed or d er state space syst em i n wh i c h t he
states z and '+' were removed, as described in section 3 .2.
The output variables, z and 4>, for the C matrix a,re derived
using the appropriate rows of the A matrix. If a
transmission zero is in the right half plane, and if it is
in the bandwidth o-f the system, it will impose severe
limitations on the performance of the system [4,18,193. If
the non—minimum phase zero is above the system bandwidth,
then its adverse effect should be greatly attenuated. None
o f t h e 1 i n e a r mo d e 1 s s t ud i e d h a ve low f r eq ue n c y n o n —m i n i mu
m
p h a se z e r os ..
I n t h e multi v a r i ab I e case, a p lot o f t hi e t r an s f e r
mat r i x s i n g u I a r va 1 ues is an a I og ous t o t h e E-io d e p J. o t s f or
S i n g 1 e I n p u t. S i n g 1 e u t p u t (SI S ) s y s t ems C 1 S 2 . T h e
singular values of a matrix M, cr(M), ^re defined ass











singula r va I ue
e :i. q e n va 1 ue o f M
M — c o li'i p 1 e x c o i"i j ug a t e t r a n spose o f M
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In the MlliO case, substituting the plant transfer matrix




y i e 1 d s
G(s) = C Csl - A 3 1 B
-
-P ~ -P -P
(3. 10)
Solution tor G(s) , with s = ja, on a computer yields the
singular values o-f G(s) as a function of -frequency. The
singular value plot of the scaled open loop model is shown
in Figure 3.4. The larger singular values of Figure 3.4
are dominated by 2 and V. The smaller singular values are
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1
As an indication of the effect of the control surfaces on
the outputs, the clc gains of the open loop transfer functio
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matrix are listed in Table 3.1 By reading across for each
output variable, the relative effect o-f the control surfaces
can be determined. The rudder angle is shown to strongly
influence the roll angle, which is as expected. Pitch angle
is most affected by the stern planes, and the rudder
strongly influences yaw rate. Depth rate is strongly
influenced by the stern planes, and slightly affected by the
bow planes. The rudder strongly influences depth rate due
to the roll angles, which influence the depth rate.




-• / . 3 -5. 1
13.2 0. 2
45. 1 -y,. 3




Fig ur e 3 . 5 r ep r esen t s s i n g u 1 a.r va 1 ue decompos i t i on o •
the linearized model at dc. The bar charts represent the
normalized left and right singular vectors where
G(s) = CCsI-A3 _1 B.
For s = 0,
G(0) = -CA 1 B, where
G = U£V, and y<t) = Gu(t)
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Then y.(t) = U£Vu(t) , and we can define v.' *t) = ?y ( t) , whers
y'(t) = LJ_1 y(t) and u'(t) = VyCt).
Since Z 1 s a diagonal, square matrix, each element of _E
allows us to compare the left and right singular vectors to
display the response of the output variables with respect tc
the input variables.
Referring to Figure 3.5(a)
,
for cr., ., we observe the
stern planes contribute to both roil and yaw rate, and for
o- ,-,,-, , the bow planes contribute to pitch angle and depth
rate. in Figure 3.5(b) , for a rT , we observe the stern
planes and rudder contribute to depth rate and pitch angle,
while, for cr , the rudder contributes primarily to roll
angle and yaw rate.
3. 7 Summary
This chapter concentrated on describing the technique
of modal analysis and its ability to determine the
ei genstru.cture and modal decomposition of the state space
description of a linear model.
The use of modal analysis has allowed the formulation
of the prerequisites necessary to pursue the LQG/LTR design
methodology which will be discussed in the following
chapter. These prerequisites are that the open loop linear-
model is detectable and stab i i i z ab 1 e , and that the location
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CHAPTER FOUR
MULT I VARIABLE CONTROL SYSTEM DESIGN
4.1 Introduction
In this chapter, a controller is designed using the
LQG/LTR design methodology. The singular value loop shaping
approach is used to obtain desirable singular values of the
system transfer function matrix to meet the
specifications of performance and robustness to plant
uncertainties and modelling errors.
The chapter begins with a description of the LQG/LTR
design methodology, and specifications to which the
controller will be designed.
Section 4 of the chapter is involved with the
design of the controller, and its application with LQG/LTR.
The last section of the chapter describes the
closed loop system, which will be tested and analyzed in
Chapter Five.
-" - The LQG/LTR Pes
1
g n Met h od o 1 oq
y
The mul t l var l ab 1 e LQG/LTR design methodology consists
of four major steps CIS].
The first step is the development of a low frequency
model of the nominal plant and determination of modelling
uncertainties. For purposes of good command following and
disturbance rejection, the frequency range of interest is at
1 ow f r e q ue n c i es < < 1 r a d / sec; .

The modelling uncertainty in the nominal model due to
sensor noise, unmodelled dynamics, and actuator dynamics, is
assumed to be concentrated at high frequencies. Fixing the
crossover -frequency of the singular values of the loop
transfer function matrix will determine the significance of
the unmodelled dynamics, and the ability of the plant to
meet command following specifications.
The actual linear time invariant plant and the nominal
model at low frequencies are assumed to be identical, and
determination of the modelling uncertainty will not be
performed in this thesis. As a result, step one is limited
to development of the linear model and determination of the
maximum allowable crossover frequency.
The second step of the design process establishes the
low frequency performance requirements. The state space














= reference signal or command input vector
= error signal vector
= control vector to the plant
= output vector of the plant
= disturbance vector at the plant output
= compensator transfer function matrix
= augmented plant transfer matrix
The transfer matrix G(s) contains the nominal low
frequency model 6 (s) and anv auqmentinq dynamics G (s)
,
and is defined the nominal desiqn model. Thus
G(s) = G_ <s) G_ (s)
.
(4. 1)
To determine the requirements of K(s) , the overall loop
transfer function of the closed loop system is analyzed
where
y_(s) = CI^ + G(s)K(s): 1d(s) + CI_ + G(s)K(s)] 1 G (s) K (s) r (s)
For good command following, y_(s) :S r(s) , and for disturbance
rejection, the effect of d(s) must be kept small. If the
minimum singular value of G(s)K(s) is large with respect to
unity at frequencies below crossover, both of these
requirements can be met. Likewise, for frequencies above
crossover, the response of the outputs with respect to
sensor noise can be minimized and stability-robustness
enhanced if the maximum singular value of G(s)K(s) is small
w 1 1 h r esp e c t to u n i t y
.

Combining the above conditions, we essentially impose
high and low -frequency barriers on the singular value plots














Figure 4.2 Plot of Desired Singular Value Shapes
The high -frequency barrier imposes a robustness constraint
on the compensator and the low frequency barrier imposes the
c o inmand fallowi n g a n d disturbance re ,:i e c 1 1 on req u i r eme n t s .
The third step o-f the design process is determining the
c omp en sa t or t r an s f e r f u n c t i on ma t r 1 ;; , K (s ) , t h a t w i J. 1

p r o v i d a the s 1 n q u i ar va 1 u e s of G(s)K(s) s h a w n a b o v e . T h i
s
step o-f the process is appropriately termed "loop shaping".
The Kalman Filter methodology is first applied to the
nominal design model. This produces a transfer matrix
B,.,p(s) that has the desired singular value loop shapes. A
distinction is noted in this procedure however, because the
KF theory is applied in a specific manner which is not to be
confused with optimal state estimation.
Recall from Chapter 2, the nominal state space
description
x(t) = A x<t) i- B u(t)
y_(t) = C x <t) .
(4. 2)
(4.3i)
This description is modified to reflect the process and
measurement noise
x_(t) - A x_(t) + L i<t> (4.4)




]l_(t) = process white noise with J. intensity rnatri
0(t) = measurement white noise with yil intensity
iatr i x
The design parameters }L and L Are used to produce the
d es i r ed 1 oop sh ap es o f t h e t r a n s f e r m a t r i ;•; G ..,,-( s ) w h e r
=KF
^C.) ccsi - a: *h
H = <l//>0 EC'
,
(4.6)
( 4 . ? )

an d E is t h e so 1 u 1 i on to t h e F ilte r A 1 g e b r
a
i c R i c c a1 1
i
Eq uat i on ( FAR£ )
= AE + EA' + LL' - <1/V>)EC'CE. (4.8)
For a specific value of /l, the trans-fer matrix G.,p(s) can be
approximated quite readily. Since at high and low
-|- requencies s — j w
,
W (5) l-ll 4.9)
o-
i
CGKF (s)3 a (l/V)0 4ri CSFQL (s) 3,
then the L matrix can be chosen in a way to produce the
desired loop shapes and }L can then be used to adjust, the
singular values up or down to meet the required crossover
•frequency spec if i cat i oris
.
As long as CA,LJ is stabi 1 l zabl e and CA,CJ is
detectable, then any choice o-f )L and L will provide the
following guaranteed properties tor G,.,-- ( s ) °
1
.
c 1 osed 1 oop st ab 1
e
2. robust
CT . CI + G,,.-(s) 1 =t 1
min — —KF
o- . CI + G.
~ 1 (s) 3 £ 1/2
min — —KF
3. infinite upward gain margin
4. 6 dB downward gain margin
5 ±6 ° p h ase mar g i n s
The -fourth and final step of the design process
involves the "recovery" of the loop shapes of G,.r-(s) by the

compensated plant transfer matrix G(s)K(s).. This is done by
solving the Control Algebraic Riccatti Equation (CARE)
= -KA - A'K - qC'C + KBB ' K , for q > 0, (4.10)
Using the design parameter q, and defining the control gain
matr i ;;
G = B'K. (4.11)
For a valid solution of the CARE, three conditions Are
necessary:
1. CA,B3 must be stab i 1
l
z ab 1 e
,
2. CA,CD must be detectable, and
3. The nominal design plant must not have non-
m i n i mum phase zeros.
When calculated using the above procedure, the Filter
gain matrix H and the Control gain matrix G define a special
type of compensator known as a "Model Based Compensator"
(MBC)
,
designated as KMBC <s). This compensator differs from
other LQG/LTR compensators only in the manner in which G and
H Are calculated. The state space description of the MBC is
z(t) = (A - BG - HC) z(t) - H e(t)
u(t) = - G z (t)
,
































FT ov lding the pi an t is m i n i mum p hase C 23, t h e sin g u I ar
values of G(s)KMpp(s) converge to the singular values of
Gk.F (s) as the design parameter q -* co. Above crossover
frequencies, additional roll off is produced by the recovery
phase, which further enhances the high frequency robustness
characteristics. As a result, the loop shape of §Kp(s) is
recovered, and the resulting controller will have the
desired performance characteristics.
4. 3 Controller Specifications
Performance specifications outlined in this thesis Are
not all encompassing and do not necessarily reflect
established Navy specifications for submarine control
systems. The performance requirements a.re mainly driven by
the intuitive engineering approach to obtain good command
following, good system response, robustness, and disturbance
rejection. These performance requirements will be met
through loop shaping techniques.
Two performance requirements are imposed on the
controller design. First, the steady state error to step
commands and step disturbances is to be zero. Second, the
maximum crossover frequency is limited by the ability of the
submarine to respond and by the rate at which the
compensator deflects the control surfaces.
The zero steady state requirement is met by placing
integrators in each of the four input channels. Since the
error signal appears at the input to the plant, this is
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where? the integrators will be placed,. In this manner, the
integrates r s w 1 1 .1 t h e n b e c ome p a r t o f t h e c omp en sat or wh i c
h
is before the plant in the feedback loop. Note that the use
of integral control in the input channels will not prevent
the specification for maximum crossover frequency from being
met
.
The max 1 mum c r os sover f r e q ue n cy of the c omp en sa t a
r
determines the rapidity of the control surface deflections
based on the error signals which a.r& generated by the
difference between the reference commands and the ijieasured
outputs. Various models were analyzed during this research
to determine the effects of the maximum crossover frequency.
As t h e ina x i mum c r ossov e r f r e q ue n c y was v a r i ed f r om . 1
rad/sec to 1.0 rad/sec, two major observations were made.
The first ob se r v a t i o n was t h a t f o r h i g h c r osso ve
r
frequencies the dynamic response of the submarine reacted
more quickly and improved. The second observation was that
the control surface deflections occurred more rapidly, which
contributed to the improved dynamic response of the
su b inanne. Si n c e a.c t ua t or d y n am i c s <Are n o t d i r e c t .1. y
modelled in t
h
i s t hesis, the ma x i mu m c r os so v e r frequen c y wa
s
selected based on control surface deflections which
approximate actuator dynamics as listed in section 3.3.
A 1 1 h oug h n o t e ; ••; p 1 i c i 1 1 y s t a t ed a s a p e r f o r tita n c e
sp e c i f i c a t ion, f r om t h e p er f o r m an c e as p ec t , it is d es i r ab 1
e
to have all singular values cross over at about the same
f r eq ue n c y . A 1 so , on t h e h l q h f r eq uen c y s i d e , t h e c on t r o 1 1 er
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rnust o ts ca.p able a -f r e J ec t :i. n g n t J i se & n id b e r a b us t t a I "\ :i. q h
f r eque n c y mo ci e 1 1 i n g e r r a r s . Na i se sou r c es q en erai 1 y
originate from the environment, or from the sensor itself.
Sensor noise typically occurs at a higher frequency than thi
system bandwidth and should not affect the dynamics of the
sh i p since sh i p e i gen va 1 ues will t yp i c a 1 1 y lie in the 1 ower
f r eque n c y b an d
.
4.4 Con t r o 1 1 er Des i q
n
4.4.1 Au g men
t
ation of the Model Dynamics
Au g men 1 1 n g t hi e d y namies o f t h e sub mar i n e c on t r o i sys t e m
normally serves a dual purpose. One is to model the
actuator dynamics to make the model as accurate as possible
a n d to achie ve desirable r o 1 1 o •f f a t c r osso ver f o
r
robustness . T h e o t her is to i
n
elude i n t eg r a t or s t o c aus
e
the compensator to permit the submarine to achieve zero
steady state error to step inputs and disturbances ( i.e.
,
g oo d c om ina n d f o 1 1 ow i r i g ) . T h e at c t ua t o r d y n am i c s a\ r e a Lj o ve
t h e ma ;•; i inum e ;; p ec t ed c r os sover f requenc y , an d t l~i us ar e




.1. 3 ] . Th i s i s pert ect 1 y val i d as 1 ong as
the roil off above crossover is fast enough and satisfies the
robustness criteria.
A block d i ag r am of t h e au g men t e d model a.p p e ar s i n
Figure 4.4. 1 1 i s s een t hi a t t h e i n t e g r a t or s ar e p laced i n
the control channels. The mathematics of the augmented
states will be manipulated in such a way as to provide a








'igure 4.4 Integrators placed in the
con t r o 1 channel of p 1 an t
-
We define the augmentation dynamics by G (s) , whose






where e ac h matn ;•; i s [ 4 ;•; 43. The au g menting d yn am i c s ar e
tl"
i n t r od u c e d to t h e 3 or d e r syst em us inq s
t
c a c e s p a c e
th
mu. 1 1 i p 1 i c at i on , p r od uc i n g a 12 or der syst em . Not e t hat
the physical input to the plant is labelled u (s) to
distinguish it from the output o-f the compensator y (s) .
Although the augmentation dynamics G (s) will eventual 1 v bea
-
-a
1 ump ed wit h the c ompensator , they are k e p t se p a r a t e un t i I
t h e LQG / L TR p r oc ed u r e is c omp lets. F l g ure 4 . 5 sh ows a
c omp ar :i. son o f t h e u n aug men t e d and au g me n t e d mod e I . As
shown, the integrators at the input produce a high dc gain
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(b) Plant augmented with integral control
'igure 4.5 Comparison of Open Loop Singular Value*





K a 1 man F i
1
1 e r Loop Design
In section 4.2, it was stated that at high and low
-frequencies the singular values of the Kalman filter
transfer function matrix a.rs approximated by the singular
values of ( 1 / V>) G^ni * s) " fr°r eacn choice of L, Gpg, (s) is
easily calculated using available software.
To meet the loop shaping requirements displayed in
Fig ur e 4.2, the ma ;; i mum a n d m i n i mum s i n g Li 1 a r v a 1 ues o
f
B.,p(s) should be identical at high and low frequencies, and
as close as possible at crossover. The choice of the design
parameter L will thus be based on this philosophy.
Recall from section 4.2 that G<s) -~ G (s)G <s> , and
-p -a











Csl-A : 1 B /s Csl-A 1 1
-
"P ~P " ~P
At low frequencies, sI-A x -A and Csl-A 1 as -A
P ~P ~ "P ~P
Since A„ has distinct and non-zero eigenvalues, A exists.
-p »
-p
We now partition the L matrix into L- and L-,, where L 1 will
be selected far* low f r equen c y matching, an d L^ w :i. 1 1 b
e
se 1 e c t ed f o r h i g h f r eq ue n c y ma t c h 1 n g .






GF0L < 5 ) * eg cp :
-p -p-A
1 B /« -A
-1
C A i B L, /s - C A 1 L^,
-p--p -p-1 ~p-p 2 ( 4 . 14)
It is now seen that the singular values can bJf II I c* L L. Il fa' U c-V 1
low -frequencies if we select the matrix (_., as -follows:
L. - -CC A 1 B ] 1
-1
-p-p -p (4. 15)
At high frequencies, sI^-A >I, and Lsl-A ]
-' p I/s
Forming Gpn . (s) for high frequencies




C B L./s + C L^/s,
-p-p-1 - p -2
The singular values can n ow b e ma t c h e d a t h i q h f r e q ue n c i e
s





since as s ~* co, 1/s i/s""", and the second term dominates
the max i mum si ngul at val ues
.
The above method for constructing the L matrix provide-;
the designer with a guarantee of identical behavior of the
kalman filter loop singular values at both high and low
66

frequencies. However, this method does not provide an
opportunity to directly control the shape of the singular
values at crossover.
Once the L matrix is determined, the parameter ^ is
used to move the singular value plots up or down to obtain
the desired crossover -frequency. Then we can solve the FARE
and calculate G.,p(s). The final value of >i used for the
model during the Kalman filter design process is 4. The
Kalman -filter gain matrices a.re included in Appendix E.
Figure 4.6 is a plot of the singular values of the
Kalman filter transfer matrix Gpn , (s) tor the L matrix as
defined in equations 4.15 and 4.16, and for )K = 4.0.
Although the singular values match at high and low




Fig ur e 4.6 S i n g u 1 a.r Va 1 uei 5F0L (s)

If the dynamic response of the model is not
satisfactory, it is necessary to investigate the elements of
the transfer function matrix !?FOL^ s * in an attempt to
control the separation of the singular values at crossover.
The purpose is to achieve a scaling matrix ior C which will




As stated in the overview of the LQG/LTR design
procedure, once the Kalman filter design is complete, the
remainder of the design process is quite straightforward.
It is now necessary to choose the design parameter q,
and solve the CARE to obtain the K matrix. Then, we
determine the Control gain matrix
G = B'K.
Recall that for this recovery method to work well, the
su b m a r 1 n e mod e 1 mus t n o t h a v e low f r eq uen c y t r a n sm i ss i o
n
zeros. A value of q = 1000 was used for the model
,
producing the Control gain matrices in Appendix El.
The entire design sequence is summarized in Figure 4.7,
which Are the singular value plots of GFn.(s) , G.,.-(s), and
G ( s ) K < s ) . The mini mum and m a x i mum c r ossover f r eq u e n c i e s a r
e
. 2 r ad / sec an d „ 5 r ad / sec, r es p ec 1 1 ve 1 y .
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(c) Recovered Open Loop Transfer Function, G(s)K(s)
with q = 1000
lqure 4„ bum 1 11a r y o f t h e LD / L T R Des 1 g n .i-Hquence
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4. 15 The Gl ased Loop System




X <t) A -BG x (t)
•
=








x(t) = the state of the nominal design model, and
z(t) = the state of the compensator.
I he poles and zeros tor" the closed loop system are
contained in Appendix El. Since all the poles a.r& in the
left half plane, the system is in Tact stable.
Referring to the overall loop transfer function of the
closed loop system (section 4.2) , from command input to
output H then the singular values of the closed loop plant
should be ajnprox i matel y dB from dc up to the crossover
f r eg uen c y , an d t h en rol 1 of f a t f r eq Lien c l es above c r ossover .
This is shown in Figure 4.8, which is a singular value plot

















Figure 4.S Singular Values o-f the Closed Loop
The singular values o-f the compensator are shown in
Figure 4.9- Here we observe the lead-lag characteristics of
the compensater ove r t h e f r equenc y range o-f mte r est. No t
e
the large amplifications at frequencies below crossover.
The 1 ar g e sp read l n t he singular va 1 Lies i nd i cates c er t a i n
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Figure 4.9 Compensator Singular Values
Figure 4.10 represents the singular values -for the loop
transfer -function broken at the plant input instead o-f the
plant output. Referring back to Figure 4.1, we see that the
plots represent the net ampl i -f i cati on -from reference
commands r <s) to the controls u (s) , where
-
-p
u (s) = CI »- K(s)6(s) 3 _1K(s) r(s) .
_p _ _ _ _ _
The -figure shows that there s.re certain directions where





Figure 4.10 Singular Values -for the Transfer Function
broken at the Plant Input
4.6 Summar y of LQG /LTR Design Sequence -for Model
without Roll Control
Figure 4.11 displays a summary o-f the LQG/LTR design
sequence -for a model which does not have active roil
control. The entire design sequence is illustrated -from the
singular values of the original 3—input 3—output plant,
through the loop transfer recovery process. For





(a) Open Loop Plant
100
dB
(b) Augmented Upen Loop Plant
100
om«oo CrodXs«o)
(c) Kalman Filter Open Loop, GFDL
1 qure 4.11 Summary of the LQG/LTR Design























— IO - ^^^^==5
—20 - ^<vj
—30 - \ \
—
















orntfla (rad^aao) 10 100




Singular Values 0+ the Closed Loop
100
igure 4.11 Summary of the LQG/LTR Design Sequence for
Mo d e 1 w i t h ou t Ro J. 1 Con t r o 1

4 > / Su inmar y
This chapter demonst rated the application o-f the
LQ6/LTR control system design methodology. Specifications
for the controller design were also presented, and then the
methodology was applied to the design of a submarine control
sys t em
.
Compensator designs were studied for various crossover
frequencies, and then a compensator was selected which
provided system response characteristics which were
desirable, and which deflected the control surfaces in a
reasonable manner.
Additionally, summary plots of the design sequence for
a control system design without active roll control
capability was also provided.
Figure 4.12 represents the final closed loop design on
which Chapter Five is based.
1
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EVALUATION OF THE MODEL BASED COMPENSATOR
5.1 Introduction
In this chapter, the performance of the controller
design is evaluated. The controller is tested using both
the linear and non— linear submarine simulations to determine
how closely the performance specifications are met, and to
test for instabilities in the design.
The 4-input, 4—output design is also compared to a 3-
input, 3—output design that does not have the capability of
active roll control. The comparisons provide a measure of
performance improvements for the submarine when active roll
control using the differential stern planes a\~& employed.
5.2 Impl ernen tation of the Comp en sat or
To implement the compensator on the computer facility
at Draper, programming changes were necessary in two
su b r ou t i n es which ar& need ed b y t h e sub mar i. n e si mu 1 a 1 1 o
n
program. Subroutines OUTPTS and MBDCMP were modified to
reflect scaling for consistent units from radians to
d eg r ees . Add i t i on all y , to ma i n t a i n a p r op er 1 y seal eel er r or
vector to the compensator, it was necessary to apply
appropriate scaling matrices to the B and C matrices of the
MBC . T h ese ma t r l c es r e f 1 ec t the we i g h 1 1 n g s wh i c h we r e
a pip lied to the input and output vectors of the open loop
model during the compensator designs of Chapter Four.

Once complete, the linear plant dynamics, upon whicn the
compensator was designed, were replaced with the submarine
simulation program to evaluate the per-formance o-f the
compensator. This implies then, that the error vector, a(t)
,
at the input to the Model Based Compensator is always the
true difference between the commanded input and the output
van ables.
Figure 5.1 displays how the MBC -feedback con-figuration
-for this design is modified by scaling. The block
identified as COMP is now the MBC with the augmenting
dynamics as discussed in the previous chapter. Describing
the MBC with A, B, and C matrices (as shown in section 4.5)
we now include the scaling matrices S — 1
u
tnd S into the
-y
compensator, and de-fine the resulting compensator as the
compensator provided to the computer simulation at Draper
*) «<t) r
—Q- -» Sv COMP ISsI * SUBMARINE L
>(t)
Figure 5.1 Modifications of the MBC Feedback Design
for Weightings on Incuts and Outputs
Testing of the Compensator Desian
The LQG/LTR compensator design was tested by providing
the computer simulation at Draper with a data file

the computer simulation at Draper with a data file
containing time sequenced command inputs and then
integrating either the linear or non-linear equations of
motion. Transient and steady state maneuvers were performed
to validate the resulting designs. To provide comparisons
for the various models, however, only the steady state
maneuvers will be displayed in this thesis.
The evaluations of the Model Based Compensators are
performed by first comparing the linear and non-linear
simulations of the roll control model. The evaluations are
completed by comparing a second liBC , designed without roll
control capability, to the MBC designed with roll control
c a p a b i 1 i t y .
5. 4 Compar i son of t h e Li n e ar a.n d Non -• 1 i n ea r S i mul_a I :i. oris
Use of the LQG/LTR design methodology allows us to
analyze the linear and non -linear applications of the design
to ascertain whether the design is valid. Discounting
effects due to non-linearities, the resulting linear
simulation provides a prediction of initial derivatives,
nat ural f r equen
c
i es , an d damp i n g ef f ec t s wh i ch c an b
e
expected in the non-linear simulation.
Figure 5.2 represents a comparison of the linear
( LQ (3 / LTR ) a n d n o n - 1 i n ea r r e s p o n ses o f t hi e su b m a r l n e
s i mulation f or a c omman d ed 1.5 - p 1 1 c hi angle. 1 n t h e 1 i n e a
r
model, we observe that the forward velocity is essentially
constant, while in the non-linear model we observe a

decrease of approximately u.b knots in the ship s -forward
veioci t y . BecausG t h e 1 i n ear mod el neglects t h e n o n — 1 me a r
dynamics of the submarine, we see a roil angle develop -for
the linear model which causes a heading change and depth
excursion which is much more significant than in the non-
linear response.
Comp a r i n g t h e c on t r o 1 su r face d e f 1 e c t i o n s , we see t h a
t
t hi e 1 i n e ar mod e 1 r squires s 1 i g h 1 1 y more defiecti o n t o o b t a i n
the desired response, which indicates that, in the linear
case, the control surfaces are less effective. The fact
that the linear model indicates less control surface
authority explains the fact that the controller error signal
does not disappear un t i i mu c h later t h an i n t h e n o n - 1 i n e a
r
si mui at i on
.
For com p 1 e t en ess , t h e ou t p u t s are a 1 so p r ov i d e d . No t
e
t h a t t h e ou t puts esse n t i a 1 1 y e x h i b it the m i r r o r 1 ma g e o f t h
e
controller error, but additionally provide indication of the
t r ue o u t p u t i n t h e varia b .1 e c omman d e d f or t h e m an eu v er , i n
t h i s c ase
, p i t c h an g 1 e 8
.
The purpose of this comparison was to establish the
validity of both the compensator design, and the computer
so f tware used f or t he si mu 1 a1 1 ons « T h l s was p a r t i c u 1 ar 1
y
l m p or t an t b e c ause o f t h e mod i f i c a
t
i on s made t o t h e c om p u t e
r
subroutines for scaling and selection of output variables,,
T h e s i mu 1 a t i on s p er f or med i n t h e n e x t sect i on use o n 1 y t h e
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Having established the validity of the compensator
design and the compensator software, it is now necessary to
demonstrate the performance characteristics of the roll
control model as compared to a comparably designed
c amp en sa t or w 1 1 h out roll control cap ab i 1 i t y .
Using the criteria presented in Chapter Four, a Model
Based Compensator was designed which does not have roll
control capability. The elimination of roll angle, <t>
,
as a










Information regarding the state space descriptions of the
model without roll control capability is provided in




a. n d p r o p e r t i es o f t h e close d 1 oo p sys t em a r e p r o v ided i n
Appendix E2.
To allow comparisons between the two models that
provide useful information, the same design parameters were
used for both models. The output vector for this model is
y_ (t ) , where
y_<t) = C §<t) y(t) z(t) 3 T .
Comp a i" i so n s 3.ro made f o r f ou r s i mu 1 a t i on s . T h e f i r s
t
two simulations are for heading changes by •:.. omrnaru'li ng & stpij
S6

input o~i- 1 deg /second, and 2 deg/secnnd, respective I /. I he
i n t e n t o f t h ese two s i mu 1 a 1 1 on s is to d i sp 1 ay t h e su b m a r i n
e
trajectory when a steady turning rate is commanded. A
larger commanded heading rate should accelerate the
nonlinear characteristics of the system. The third
comparison is for a combined maneuver in which step commands
of 1 degree of pitch, 0.5 feet /second o-f depth rate, and
1 degree /second o-f heading change are provided to the
compensators. The -fourth simulation is less detailed than
the three preceding ones, however, the commanded turning
rate is 3 degrees/second, and provides additional insight
into the differences in the two compensators.
I n a 1 1 f our s i mu 1 a t i on s the camman d s Are a p p 1 i e d a
s
step inputs at t = 5 seconds. Additionally, in the
s i mu 1 a t i o n s f or t he design wit hi out roll c on t r o 1 , t h e s t e r n
plane deflections &s.. and £>s, Are shown separately to
f u r ther l 1 1 us t rate t h e s t e r n plane clef lee t i o n s i n t h e d es 1 g n
wit h roil c on t r o 1
.
5 „ '5.1 Mil d Tu r ning Ma n euve r
F i g u r e 5.3 d i sp 1 ays t h e r esu 1 1 s o f c omma n din g a m i i d
turning maneuver of 1 d eg /sec. For this turning rate, the
ship experiences a decrease in forward velocity of 6%.
Looking first at the design with roil control, we
ob se r v e t hi a t t h e su b mar i n e i n 1 1 1 a 1 1 y r o lis ou t w a r d , t l"i e r'i
snap roils into the turn at t = 12 seconds. The maximum
inward roil angle is 2° at t = 22 seconds. The ship has a
87

maximum downward pitch angle of — 1°« 1 he ship loses 8 feet
i n d e p t h d u r ing t h e en 1 1 r e m a n euver. It i s ob se r ve d t h
e
stern planes deflect di f -f erent i al 1 y to compensate for the
roll moment, with a steady state difference of 6°. Note the
use of bow planes to minimize the depth rate. Once depth
rate error has been eliminated, the bow planes return to
their neutral position.
To ob t a i n t he c ommanded t u r n i n g r ate, the r u d d e
r
i n 1 1 1 al 1 v clef I ec t< As the error in yaw rate decreases
the rudder steadies at slightly less than 2° deflection.
Looking now at the model without roll control , it is
i mmed i a t e 1 y ob se r ved t h at t h e sh i p e ;; p e r i en c es a s n a p r o 1 J.
of 10°, with roll angle steadying out at 8° . Due to the
roll angle, a n d t h e e f f e c t o f t h e r udde r , t h e s h i
p





which causes the ship to experience a depth loss of almost'
65 feet. Because the roll angle is contributing to the
d e p t h r a t e , t h e b ow p I an es a r e d e f 1 e c t e d 7 ° , w i t h st e r n
plane deflections of -1°. The combination of stern planes
and b ow p 1 an es a r e m i n i m i z i n g t h e d e p t h e ;; c u r s i o n . No t e
,
however, that since roll angle strongly influences pitch and
depth rate, that these two terms are not being damped as
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5.5.2 Moder ate Turning Maneuver
This s i mulation is for a commanded yaw r ate of 2
deg/sec. Referring to Figure 5.4, we observe a 257. decrease
in forward velocity. The model with roll control
experiences an outward roll of 6°, then snap rolls inward to
3°. By t :~ 30 seconds, the roll angle is essentially zero.
T h e s I~i i p i n itiall y p 1 1 c h es up ward due t o t h e ou t wa r d r o 1 1
an d rudder d e
f
lectio n . Wh e n t h e s n a p ra 1 1 o c c ur s , t h e p i t c
h
angle achieves an angle of —2°
,
but steadies out at -1.3'-' at
t = 55 seconds. This negative pitch angle contributes to
the constant depth rate of 0.4 ft/sec. The significant loss
o f sp eed c ontributes to the lac k o f ab
i
lit y o f t h e c o n t r o
1
su r faces t o m i n i in i z e vertical plane e r r or s „ For t h i s
s i mu 1 a t 1 o n , t h e st er n p lanes a deflecting a d i f f er e n c e o
f
12° to compensate for the roll moment in the turn. To
minimize depth rate, we see the bow planes 3.r& deflecting
3°, and to maintain the turn, the rudder is deflecting
a .!. most B ° .
Comparing the model without, roll control, we observe
the ship snap rolls inward 15°, then comes to a steady roll
angle; of 12°. Because of the large roll angle, the ship
p i tches down 6° i n itiall y , wi th p itch ang 1 e corni ng to -2.5'-
a t t = 2 s e c on d s . The d e p t h 1 oss i n t h e turn is 225 f ee t
.
Th e b ow p 1 a n es a 1 most sa t u r a t e i
n
itiall y , deflecting t a 1 S °
to counteract the depth rate. At t — 200 seconds, the bow
planes a.r<3 deflected 9° (or three times the deflection in




k i matei y S ° , wh i c h i s s i m 1 1 a r i n t h e r oil c o n t r o
1
model. Additionally, the stern planes are deflected to
minimize the depth rate, whereas, in the roll control model,
they were deflected only to minimize roll angle because the
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b. 5. 3 Combi n ed Maneuver
This maneuver is for step input commands of —0.5 ft/sec
in depth rate, 1 deg/sec in yaw rate, and 1 degree in pitch.
Referring to Figure 5.5, we observe a 6"/. decrease in the
forward velocity.
Looking first at the model with roil control, it is
observed that the errors in roil angle and yaw rate ay-b
damped by t = 40 seconds. The errors in pitch and depth
rate, however, a.re not damped until t = 140 seconds. By
t = 200 seconds, the ship has experienced a depth rise of SO
feet. Again, the stern planes Are deflected differentially
to counteract the roil moment, with a steady differential
deflection of 6°. The bow planes ^re deflected at -1.5° to
maintain the commanded depth rate, and the rudder is
deflected —2° to maintain the commanded yaw rate.
Comparing the design without roll control, it is
observed that the ship experiences a snap roll of 10°. This
roll angle causes a pitch angle of -2° which results in a
large pitch error. In fact, at t = 200 seconds, there is
still an error in pitch of 0.5°
,
or 507. of the commanded
pitch angle. This also causes a -0.35 ft /sec depth rate
instead of the commanded -.5 ft /sec. The net result of
these errors is displayed in the depth of the ship. The
depth rise in this design is 25 feet, instead of 80 feet, as
in the model with roll control. Note here, that a depth




The steady state stern planes angle is -0.75°, which
indicates the stern planes are being used to obtain the
ordered pitch angle. Because the depth rate is a result of
the combination o-f pitch angle and ship's speed, we observe
the bow planes are being used to obtain the ordered depth
rate. In the roll control model, the ship obtained the
ordered pitch angle rather quickly, thus, the bow planes are
deflected in the opposite direction to limit the depth rate
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5.5 .4 Hard _Turnin g_ Haneuver
This maneuver is for a commanded yaw rate of 3 deg/sec,
and is provided to display the effects of control surface
saturation. Referring to Figure 5.6, we observe a drop in
ship's speed of almost 45"/.. Looking at the model with roll
control, it is observed that the ship initially rolls
outward approximately 8°, then snaps inward at t = 14
seconds. The maximum downward pitch angle reaches 4° at
t = 160 seconds, and starts to reduce by the end of the run.
The depth loss in this case is 184 ft. The stern planes
again deflect differentially to counteract the roil moment,
but now, we observe the port stern planes Are deflected at
-3.9° at t =200 seconds whereas the starboard stern planes
Are deflected at 7.8°. This indicates that the stern
planes, although deflecting differentially for roll control.
Are also being deflected for control of pitch angle. The
bow planes Are deflected at 6.25° in an attempt to minimize
depth rate. To maintain the ordered yaw rate, the rudder is
deflected -27° at the end of the run.
Comparing the model without roll control, we observe
that the ship snap rolls inboard 19°, and pitch angle
approaches -12". The stern planes deflect to limit the
pitch angle, and the bow planes deflect to limit depth rate.
The bow planes, however, saturate in this run at t = 22
seconds. Up to this point, the ship's depth was maintained
fairly well. As soon as the bow planes saturate, the depth
r a t e :i. n c r eases
,




the stern planes to deflect in the opposite direction in an
attempt to minimize pitch angle and depth rate. At t = 25
seconds, the pitch angle steadies, and starts to come off.
At t = 108 seconds, the depth rate goes negative, and it is
observed the bow planes come out o-f saturation. By t = 200
seconds, we observe that the roll angle has been reduced to
S° , maximum negative pitch angle is 7° , depth rate is
significantly reduced, and none o-f the control surfaces are
saturated. Depth at the end of the run is S20 feet, which
equates to a depth loss of 320 feet, as compared to the roil
control model 's depth loss o-f 1B4 feet.
The purpose of this run was to demonstrate how different
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5 . 6 Summary
This chapter has presented the implementation of the
MBC designed in Chapter Four, and evaluation of the closed
loop model. The linear and non-linear simulations were
performed to demonstrate how the predictions for the Kalman
•filter loop of the linear can be used to validate the
compensator's use on the non-linear model.
A second compensator, designed without roil control
capability was presented, and then used to display the





SUMMARY, CONCLUSIONS, AND DIRECTIONS FOR FUTURE RESEARCH
6. 1 Summary
This thesis has presented a multi variable control





The vehicle model was based on the NSRDC 2510 equations
including vortex shedding and cross-flow drag terms. These
equations were linearized to generate linear models of the
submarine which were then analyzed and verified.
The resulting models were reduced to eight order
systems, scaled, and then subjected to modal analysis, which
allowed the -Formulation of the prerequisites necessary to
pursue the LQG/LTR design methodology.
Model Based Compensators with and without roll control
capability were designed -For the time and -Frequency domains.
Specifications for the controller designs were presented,
then, the methodology was applied to the design of submarine
control systems. Compensators were designed and studied for
various crossover frequencies, and a compensator was
selected which provided desirable closed loop system
response characteristics.
The selected compensator was evaluated by comparing the
linear and non-linear dynamic simulations and determining
how closely the performance specifications were met, and
also, whether instabilities existed in the design. The MBC
1 12

was then compared with an equivalent compensator which did
not have roll control capability.
6.2 Conclusions
Multi variable control system design using the LQG/LTR
methodology has been successful 1 y utilized to design a
submarine control system with roll control capability.
it has been demonstrated that modal analysis and
decomposition of the singular values of the plant can be
used effectively in control system design. Modal analysis
allows us to investigate the structure of the linear model
and consider the ability to control and observe selected
state variables. Singular value decomposition, once
understood, can be used in a similar manner as Bode plots,
and provides a convenient way to describe and ensure the
performance requirements for the design.
The purpose of, and techniques used to scale the open
loop plant were discussed in rigorous detail because the
scaling strongly affects the singular value decomposition o-
the open loop plant, and the resulting compensator design.
The purpose of this thesis was to demonstrate the
advantages of roll control on a full scale submarine. A
limited number of simulations were performed, and the
p er f or man c e o f t h e su b ma r i n e wit h r oil c on t r o 1 is m u. c h
improved over the design without roil control. The control
system was designed for a submarine at 30 knots, and we
observed the control system did fairly well, even for a
1 13

45 V. dec r eass i n f o r ward velocit y o f t h e s h i p . A dd i 1 1 o n a I 1 y ,
the control system was designed using the mertial reference
frame rather than the body reference frame of the ship.
Use of the fixed inertial coordinate system provided better-
control of the submarine in maneuvering situations than for
previous designs which used the body reference frame.
A t t h i s p o i n t i t is i mportan t t o st r ess t h e f o 1 1 ow i n
g
o b s e r vation s
-
*
The performance characteristics of the submarine
with active roll control a.re enhanced considerable
over the design without roil control. The
simulations demonstrated considerable depth
improvement, and less control surface deflections
and saturation in severe maneuvers, as
demonstrated in Figure 5.6.
This thesis demonstrates a technique to simulate
performance characteristics of "paper" control
systems for trade-off studies for specified
p e r f or man c e c r i t e r i a
.
One model cannot be used to globally control a
submarine. Although the compensator performed
well with large variations from the nominal
operating point, reduced effectiveness
control surfaces was observed.
.he
The fact that only small perturbations can be
applied in validation of the design is not a
limit a t i on o f t he c on t r o 1 d es l q n me t h od o 1 o q y
.
however a limitation of the linear model
It
Results of this thesis could be improved upon by
including actuator dynamics, then selecting the
compensator bandwidth and control gains to provide
the best d es i rab 1 e sh i p r esp on se c har act er i si: ics,
T o d emon s t r a t e t h e f 1 e ;•; i b i 1 i t y a c on t r o 1 s e n q i n e er
has wh en us i n g mu 1 1 i var i ab 1 e c on t r o 1 , t h
e
bow/ f ai rwater planes were included in this thesis.
Use of the bow/ f ai rwater planes at 30 knots may not
be considered practical due to flow noise and










This thesis provides many of the building blocks
necessary to refine the use of differential stern planes.
Including actuator dynamics is an extension that needs to be
completed. Additionally, limited designs were conducted
wh i c h i n vest i gated t h e ef feet s of compensator b an d w i d t h an
d




Another Area, which needs additional research is in the
use of propulsion as a dynamic control variable. if
propeller rprn is allowed to vary, the control system design
could effect maneuvers while minimising speed loss in a turn
( w i t h i n p r op u 1 s i on c o n s t r a i n t s ) .
Finally, an Area which is rather significant , and in
which serious efforts have to be directed is in the area of
casualty situations. This thesis has only looked at
c o n trol led maneuve r s , i n w
h
i c h the c on t r o 1 sys t em p e r f o r m
s
1 1 " s f u n c t i o n c omp 1 e t e 1 y . F a i 1 u r es o f t h e c on t r o 1 s ys t em
during submerged operations must be fully investigated,
understood, and designed into the compensator.
11!
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Detailed Definition of the Submarine Problem
Any subm&r i
contr a 1 lab ilit y
st abi 1 1 1 y must be
sp eed and at a
sh i ps and man y s
sma i .1 degree
,
r
acc ep t abi e str aiq
a t emP orar y i n ter
1 n a h i g h speed
si igh t i n stabi 1 1
1
St abi 1 i t y i s r equ
n e hius t n'iee t c e i- t a l ri m 1 1 1 1 mum
Its course keeping and d
adequate tor transportation a
low but useful speed. While
ub mar l n es ana d i rec t i on a 1 1 y un
equiring constant attention
ht course, the consequences of
r up t i on of r udder or d i v i n g pi
su b marine ma k e 1 1 i mp r ud e 1i 1 t o




epth 1-:: ee P i n g
t the ina x i inU Ml
ma n v sur ri B.ce
*rstabl e t O a
t o s t eer an
a rn l stak H or
ane ac t i V ity
A\ZCS P j- Sven
c ontr o 1 f 1 xed
3 f t e n
-atic
Slow speed ope r a t i an a f a c omb a t an t su b mar i n e j. s
required. Because of the pendulum-like hydros
stability o-f the submarine, as the submarine moves very
slowly through the water, the hydrodynamic effects of stern
plane def lectio n a,re too sma 1 1 to change the su b ma r i n e h u J. 1
angle—of—attack by an amount large enough to develop rise or
dive forces on the hull. The net vertical force on the
t h at result s i s due mos 1 1 y t o t h e f o r c e o f t h
e
a 1 wa ys i n t I"i e d i r e c t i o
n
>i te t o t he c.an ve n t i on a 1 r i se or d l ve c omma n d . T I". l 3
is often referred to as "stern plane reversal".
I"h i s p ar t i c u 1 ar ef f ec t c an be c on trolled b y p r op er d es i q n




p hen omen or
a n d b u i 1 d i n g o f the s h i p su c
h
t h e c : e n t e r o f b ucya n c y a n d t h
i"
Ar e within prescribed max / m i n
b e t ween t h e 1 o c a 1 1 o n o f
center of gravity of the ship
1 i in its.
At ar near zero ship speed, control
attitude and depth using forces generated b.
hull and control surfaces is not possible. Contr
can be obtained by changing the weight of the




d e p t h
i m a r i n e
In the absence of external force disturbances, such as
Are encountered near the surface under a seaway, hovering by
application o f small weig h t and / or b uoya n c y c l"'i anges h a
s
become a common experience for submariners. Quiet seas,
skii 1 ex p er i en c e , and an op p or t un 1 1 y to l mprove t h e t r
l
while slowing to hovering speeds a.r^ all necessary. Lacking
any of these factors, and given a need to hover, one
i mme d i at e 1 y recognizes a n eed f or some f o r m o f p r operi y
e n g i n e e r e d h ove r i i"i q sys t em .
Each submarine must operate a portion of its service
life on the surface-:-, which generates a different set of
s t eer i n g p a r ameter s and r e q u i r emen t s „ Ad eq ua t e su r face d
s t &e r i n g wit I i s 1 i g h t d i r ect i o n a 1 u n s t ab i 1 i t y i s f eas i b 1 e , so
that specific values of directional stability on the surface
are not necessary or' even useful. Some degree of steering
1 19

c o n t r o I w hi lie- bac k i i "i g i
i n " p or t ina n euverin g «
il so nscsssary when deck i no or for"
The attributes of combatant service that affect
controllability and performance requirements range from
those associated with stealth to those associated with
max i mum speed viol en t maneuver s . V i ol en t maneuver s
,
involving full acceleration, possible course reversals, and
severe depth changes could be necessary. The prescribed
Submerged Operating Envelope (SOE) should be the same for
p eac e1 1 me and wa r t i me op er ations. The ma ;•; i mum exploitati on
of speed, depth, and maneuvering capabilities will be a
n —c ess 1 1 v t c z> p r e p a r e f o r p o t e n 1 1 a 1 s i "i g a g e rne n t s o r c a —ua i ": y
en v :i. r on men t s t. h a t m ay b e e x p e r i en c e d ove r t h e i i f e 1 1 me o f
t h e sub inar i n e .
Un d er 1
y
i n g all combatant sub mar i n e at t r i b u
t
* n d i n
• , dommating them , Are t h e r eq u i r emen t s to ope r a t e
Mandator y n o i se requiremen t s and ev e n mor a
desirable goals are generally imposed on all
one of the most significant contributors
man y c ase •
qui et 1 y.
stri ngent
s y st ems n
overall noise characteristics are operations o-
surfaces, thus, the ship control system





n ow b e
The act that the submarine is a "dirigible" i
w i t In i n t h e b ou n d s o f t hi e su r face, t h e b o1 1 om , an d
d ep t h , m a n d a t es t h a t :i. t s h a n d 1 i n g p r op e r ties be d es
c
a set o f h or i z on t a 1 a n d ve r t i c a 1 p 1 an e p r o p e r 1 1
e
c on sequences o f er r or l n the vertical p 1 a n e t h a
t
imagined are dramatically different from those
horizontal plane. Groundings and collisions
h or i z ontal plane er r or , n o matter h ow d i s t r ess i n
g
sh i p ( s ) i n vo 1 ved , d o n o t h ave t h e se n se o f f i n a 1
i
sin k i n g s hi ave . F or t h i s r e aso n , t h e h i g hi es t
a 1 1 e n t ion i s g i ven to v e r tical p 1 a n e ma n euve r i n g p r
and vertical plane consequences of horizontal
man euve r s . The r ema l n i n g mob i 1 i t y c h ar a c ten s t i c s ,






















W i t h depth i'ac t or s as t h e f l r s t priori t y , t h e c: r i t er i a
for judging the quality of vertical plane maneuvers will be
based upon reliability and precision of control at constant
or dered d e pi t h , a n d u p on t h e ease o f m a k i n q o r d e r e d d e p t i"i
chanqes
.
n tl if h o r i z on t a 1 p 1 an €e it rare that iipec i f
m i n i rnum va 1 Lie o f t u r n i n g d l amete r wou 1 d be c r 1 1 :i. c a J. f or a
su b ma r i n e „ A rnuc hi mor e use f i.a 1 t u r n i n g q ua 1 i t y t o i mpose is





e t c.J, w 1 1 h m i n l mum d e p t li k ee p l n g d i sr u p 1 1 o n a n d
ma ;•; i m um sp ee d r em a. i n i n q w h e n t h e t u r i"i i us c omp 1 e t e d . T It is is
a pr operty which c. <r,ii be perceived hy the opt-raturs, i~. va^i ye
flic-; I i t' 11 vi: r
'





Sip Sfcrd ., COLIT
du.r i nq 1 arg
ope r a i o f ..
& ,, itn d d ts p t h . I h e p e r ? o r ma n c e o t 1 h e s
u
!. ) m 5. : " i n
R
c h a ft g es sh ou 1 d p r ov i d e t h e mast f r ee d am t. o t. h e
i t i'i'in ii- L b e p o li => i b 3. e ., w i t h z on fiden c e i n c h e
safety O":" the iTianyuver" , to or der si mul t.dnt'QUi spesd
;
course,
and depth changes in any combination. This requirement
leads to the addition o-f a parameter describing the required
control authority in the vertical plane to the time to reach
the heading change requirement within a specified time








T h e r ema i n i n g d e p t h c o n trol aut h o r 1 1
y
1 a t t u r n c ou 1 d b e use d en
. i mu 1 1 an eous d ep t h c h anqe
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Summary of the SUBMODEL Prog ram
The SUBMODEL program was written to perform any of the
-following tasks:
1) Integrate the nonlinear equations of motion of a
sub mar i ne.
2) Search for a local equilibrium point in the
nonlinear equations of motion. (A local
equilibrium point is the point where the
derivatives of the state variables chosen Are
zero.
)
3) Calculate the linearized dynamics about a
particular nominal point.
4) Integrate the linearized equations of motion.
This description of the SUBMODEL program consists of
three sections. Section 2 describes briefly the equations
of motion that Are implemented in the program. Section 3
describes the program.
Section Two; Nonlinear and Linear Equations of Mot l on
This section describes the equations of motion which
have been implemented in the SUBMODEL program.
The nonlinear equations Are in the form
Ex = £(x,u)
where
x = 10 x 1 state vector
u = n x 1 control vector (n=user specified)
£ — 10 x 1 vector that is a nonlinear function of
the states and the controls
E = 10 x 10 matrix
The first nine differential equations Are the same as
the 688 nonlinear equations documented in CSDL Memo BUB £-•
1083 except for three propulsion and drag terms. These
changes Are documented in the memo on propulsion and drag
models. The nine states Are ordered as stated in the main
body of this thesis ( Chapter Two ). The tenth differential
equation and state is used to describe the propulsion
d yn am i c s
.
There Are two propulsion models - an rps propulsion
model and an eta propulsion model. The rps propulsion model
contains a first order differential equation in terms of rps
123

(revolutions per second) and is the more accurate model of
the two models. The eta propulsion model contains a first
order differential equation in terms of eta (a. is defined to
be u/U, where U is the actual speed of the submarine and u
is the commanded forward velocity) and is a slightly
simplified version of the rps model. The importance of the
eta model lies in the fact that it was the propulsion model
that was linearized and included in the linear equations of
motion. These propulsion models are documented in another
Draper memo.
The controls that may be specified are bow/f ai r water
planes, rudder, stern planes (which may be segmented) , and
WSTEAM (steam flow).
Secti on Threes Program Descri ption
This section describes how the four main






coef f i c
constan























p r og r am
EE" 1 )
.
fore linearized dynamics can be calculated, equations
ion integrated, and/or local equilibrium points
d for, the program must be read in and can print out
request the mass properties, the hydrodynamic
ients, and the propulsion and drag constants. These
ts and coefficients describe the dynamics of a
ed submarine, and with two exceptions, are assumed to
d for any dynamic condition. The exceptions are the
ion variables "thrded" and "wake". The rps
ion model calculates these variables and, therefore,
that are read in are ignored. However, in
lating the rps propulsion model into the eta
ion model, these two propulsion variables were
to be constant. A method of determining appropriate
of these constants is to integrate the nonlinear
n s wit h t h e r p s p r op u 1 s i o n model us i n g t h e sam
e
conditions that will be used to integrate the
ns with the eta model. Then, use the values of
" and "wake" after the initial transients of the
have "died out". The program prints out the final
of "thrded" and "wake" at the end of integrating the
ar equations with the rps model
inde program then proceeds to calculate the E
s as the E matrix is needed for any of the




ained by multiplying the E and E







ices. I h e
E, E , and
if the option to integrate the nonlinear equations of
motion was selected, the initial conditions necessary to
integrate the equations are read in. There is an option





iti on s on p , q , an cl r f r om initial conditi on s on
psidot, phi dot, and thetadot. Also, the input, data file
contains initial conditions for both the variables rps and
eta „ As mentioned in section 2, there &re: both an rps and
an eta propulsion model. I f the rps model was chosen, the
initial condition on rps is used and eta is calculated. If
the eta model was chosen, the initial condition on eta is
used and the rps initial condition is ignored.
The program proceeds to integrate the nonlinear
equations of motion using a fourth order Runge Kutta
routine. The values of the controls can be set in two ways,,
They can be either initialized and kept constant at that
value throughout the run or be read from a data file.
Another possibility, if the rps model is being used, is to
calculate the controls using full state feedback. For this
condition, the gain matrix is read by the program.
Therefore, it is necessary for the program to read in the
nominal point which corresponds to the linearized model used
to design the gain matrix. For the purposes of calculating
the controls using full state feedback on 1 y , eta is
calculated from rps and u. It is subsequently used as the
tenth state.
When integrating the nonlinear equations of motion, the
initial time, the final time, and the integration time step
must be chosen. In addition, there ar& options to print the
states and to store the values of the states and the
controls for plotting. The program writes the plotting data
using an unformatted write. A plotting program, such as
XPL0T4B, must be run to actually plot the data. The
frequency of printing and storing data for plotting can be?
individually specified in terms of time steps.
Also, the program has the option to search for a local
equi 1 l br i urn point. If this opt i on i s sei ected , the program
needs an initial guess of the local equilibrium point to
begin the search. This initial guess can be provided in
either of two ways. One way is to integrate the nonlinear
equations of motion using the eta propulsion model. The
program will use the final condition from integrating the
nonlinear equations as the guess for the search routines.
The other way is to read in an initial guess in the same
manner as reading in the initial conditions to integrate the
nonlinear equations of motion.
When searching for a local equilibrium point, the
program uses the set of nonlinear equations with the eta
propulsion model. The reason for using the eta propulsion
model is that the linearized propulsion model was derived
from it. Presumably, the reason for searching for a local
equilibrium point is to use that point as a point about
which to linearize the nonlinear equations of motion. If
the veh l c 1 e i s i n a t u r n
,




therefore the search routines will be unable to find a local
equilibrium point for this case. As psi has no effect on
the other differential equations, deleting the differential
equation in psi allows a local equilibrium point (except in
psi ) to be found when the vehicle is in a turn.
To search for a 1 ocal equilibrium point, the program
uses two IMSL search rout i nes - ZSPOW and ZSCNT These
rout ines take a supp 1 i ed i ni tial guess of the p oint and
i ter ate for a specif ie d number of times before ret urning a
poi n t. The number of iterations per call to a routine must
be specified by the user . The program i ter ates by
pert urbing the number of van ables specified by the user
( flna x i niuiTi of eight ar e all owed
)
The point r eturn e d rfi a v c r
may not be closer to a 1 oca
1
equi 1 i br i urn pc i i n t than the
i ni t lal guess. The c 1 oseness of a point to being a 1 oc al
equi 1 l b r i urn point is d etermi ned by the sum of the squares of
the der i vat i ves.
Finally, when searching f or a local equi 1 l br i mil point ,
ther e is one addition a 1 option that must be s pec l f i ed - the
numb er of times to ca 1 1 each one of the sea.rch rout i nes.
The program calls the rout i nes in the foil owi ng man n e r .
Usin g the initial guess supplied by either in put d at a or b
y
i ntegrating the nan linear equat ions with the e ta p i- upul si on
mode 1 , the program ca lis the ZSPOW routine. Aft er ZSPOW
returns a point, the program will cause the ZSPOW rout i ne
again using the point returned as the initial guess . 1 h e
program repeatedly calls the Z SPOW routine un 1 ess: (1) the
poi n t returned is not c loser th an the initial guess
,
or (2)
the specified number of times t o call the sear ch routine is
exceeded. Then the pr ogram fo 1 1 ows the same procedure with
the ZSCNT routine with the fir st guess being the c 1 osest to
a 1 ocal equilibrium point avail ab 1 e
.
1 f t h e opt i on to calculate the 1 i near i z ed d yn am i c s was
selected, the program would read in the nominal point about
which the nonlinear equations are linearized.
If the option to integrate the linear
chosen, the program will read in the no
calculate the linearized dynamics if the op
the linearized dynamics was not al ready cho
program will then read in the initial co
states and on the controls, calcul ate the p
the nominal point, and integrate the I i nea
As with integrating the nonlinear equat i on
user must specify the initial time,
integration time step. Also, the opt i ons
plotting, to print, as well as the f requenc
each step are the same as in integrati n g t hi
i z t;d d yn am l <_ s wa •=>






s o f motion , t h
e
final t i me , and
to store data for




STATE SPACE MATRICES FOR THE LINEARIZED MODELS
The elements of the A, B, and C matrices are presented in
the standard row and column format.

APPENDIX CI
ORIGINAL MATRICES PRIOR TO SCALING
x =Cuvwpqroevz!]
A MATRIX
-3.8245E-02 -2.1911E-02 -2.7720E-03 -1.B964E-02 -2.9363E-01 3.1674E+00 O.OOOOE+OO 2.9326E-04 O.OOOOE+QO O.OOOOE+OO
1.1461E-03 -1.5919E-01 -1.9338E-03 -1.1464E+0Q 1.127AE-01 -1.5397E+01 1.3004E-01 -1.7564E-03 O.OOOOE+OO O.OOOOE+OO
2.4225E-05 4.6499E-04 -1.0631E-01 -1.5984E+00 1.2070E+01 8.0194E-02 O.OOOOE+OO 7.5597E-03 O.OOOOE+OO O.OOOOE+OO
2.4614E-04 -1.1AB0E-02 -1.3226E-03 -4.3445E-01 -2.3879E-01 -7.1773E-03 -1.5995E-01 2.1603E-03 O.OOOOE+OO O.OOOOE+OO
5.3732E-06 -1.8585E-05 1.3207E-03 -1.1380E-02 -4.0.755E-01 1.0074E-04 O.OOOOE+OO -2.4934E-03 O.OOOOE+OO O.OOOOE+OO
-2.7564E-05 -2.0277E-03 2.4063E-05 -B.1034E-03 3.6042E-03 -3.81B0E-01 2.5836E-04 -3.4895E-06 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO 1.3427E-02 -1.2348E-01 -2.0244E-10 -1.2660E-02 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 9.9414E-01 1.0810E-01 1.2467E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.0893E-01 1.0018E+00 1.6423E-09 1.5&05E-03 O.OOOOE+OO O.OOOOE+OO
1.2326E-01 -1.0728E-01 9.8656E-01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.5702E+00 -4.8493E+01 O.OOOOE+OO O.OOOOE+OO
B MATRIX
-1.6315E-03 -5.8396E-02 2.8022E-03 2.8022E-03
O.OOOOE+OO 2.3119E+00 -1.6950E-01 1.6950E-01
-1.4442E+00 -1.4815E-06 -9.8476E-01 -9.8476E-01
O.OOOOE+OO 4.2586E-02 2.0848E-01 -2.0848E-01
1.3872E-02 4.8862E-07 -2.3825E-02 -2.3825E-02
O.OOOOE+OO -5.8593E-02 -3.3676E-04 3.3676E-04
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO




MATRICES TO PERFORM UNIT TRANSFORMATIONS
Matrix used to premultiply the A and B matrices:
1.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0OOOE+OO 0.0000E+00 O.OOOOE+00 0.0000E+00
0.0000E+00 1.0000E+00 O.OOOOE+00 0.0000E+00 0.0000E+00 0.0O00E+00 0.0000E+00 O.OOOOE+OO 0.0000E+00 0.0O00E+OO
0.0000E+00 O.OOOOE+00 l.OOOOE+00 O.OOOOE+00 O.OOOOE+OO O.OOOOE+OO O.OOOOE+00 O.OOOOE+00 O.OOOOE+OO O.OOOOE+00
O.OOOOE+00 O.OOOOE+OO O.OOOOE+OO 5.7300E+01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 5.7300E+01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 5.7300E+01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 5.7300E+01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 5.7300E+01 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 5.7300E+01 O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO
Matrix used to postmultiply the A matrix:
l.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO l.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO




Matrix used to postmul tipl y the B matrix:
1.7452E-02 0.0000E+00 O.OOOOE+00 O.OOOOE+00
0.0O00E+0O 1.7452E-02 0.0000E+00 0.0000E+00
0.0000E+O0 O.OOOOE+00 1.7452E-02 O.OOOOE+00
0.0000E+00 0.0000E+00 0.0000E+00 1.7452E-02
Matrix used to premultiply the C matrix:
5.7300E+01 0.0000E+00 O.OOOOE+00 0.0000E+00
0.0000E+00 5.7300E+01 0.0000E+00 0.0000E+00
0.0000E+00 O.OOOOE+00 5.7300E+01 0.0000E+00
0.0000E+00 0.0000E+00 0.0000E+00 1.0000E+00
Matrix used to postmultiply the C matrix:
1.0000E+00 0.0000E+00 0.0000E+00 O.OOOOE+00 0.0000E+00 O.OOOOE+OO 0.0000E+00 0.0000E+00 O.OOOOE+OO 0.0000E+00
O.OOOOE+00 1.0000E+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+00
O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+00 O.OOOOE+00 O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.7452E-02 O.OOOOE+OO




MATRICES USED TO PERFORM TRANSFORMATIONS FOR CONTROL SURFACE DEFLECT!!
AND RELATIVE WEIGHTING OF THE OUTPUTS
S
u
l.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO 6.6700E-01 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO 8.0000E-01 O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 8.0000E-01
V
l.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO 1.4993E+00 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO 1.25OOE+00 O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.2500E+00
s
y
l.OOOOE-Ol O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO l.OOOOE-Ol O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO O.OOOOE+OO




REDUCED AND SCALED PLANT MATRICES WITH APPROPRIATE C MATRIX
MODEL WITH ROLL CONTROL
x =Cuvwpqr$93
A MATRIX
-3.8269E-02 -2.1964E-02 -2.7533E-03 -3.3173E-04 2.0734E-03 5.5394E-02 Q.OOOOE+OO 5.1285E-06
1.1417E-03 -1.5939E-01 -3.3786E-05 -2.357BE-02 2.8353E-03 -2.686QE-01 2.2745E-03 -2.5914E-05
-4.7476E-04 1.3910E-03 -9.6526E-02 -2.7949E-02 2.1163E-01 7.6140E-04 O.OOOOE+OO 1.3221E-04
1.3945E-02 -6.6430E-01 -B.0931E-02 -4.3452E-01 -2.5262E-01 -2.1920E-02 -1.6030E-01 1.8264E-03
7.1418E-05 -2.5929E-04 7.8117E-02 -1.1406E-02 -4.0815E-01 -7.7327E-04 O.OOOOE+OO -2.4985E-03
-1.5782E-03 -1.1622E-01 3.4035E-04 -8.0011E-03 2.2809E-03 -3.8201E-01 2.5893E-04 -2.9501E-06
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO 1.1328E-02 -1.0538E-01 -4.9352E-10 -1.2635E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 9.9427E-01 1.0689E-01 1.2494E-02 O.OOOOE+OO
8 MATRIX
-1.2666E-03 -1.5279E-03 9.8625E-05 9.8625E-05
O.OOOOE+OO 6.0491E-02 -3.6976E-03 3.6976E-03
-2.5204E-02 -3.B763E-08 -2.1483E-02 -2.1483E-02
O.OOOOE+OO 6.3847E-02 2.6060E-01 -2.6060E-01
1.3873E-02 7.3256E-07 -2.9781E-02 -2.9781E-02
O.OOOOE+OO -8.7846E-02 -4.2094E-04 4.2094E-04
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO






O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 l.OOOOE-01 O.OOOOE+00
O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 l.OOOOE-01
O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+OO -1.0749E-01 9.9984E-01 4.6827E-09 1.3316E-03




REDUCED AND SCALED PLANT MATRICES WITH APPROPRIATE C MATRIX
MODEL WITHOUT ROLL CONTROL
x =Cuvwpqr*93
A MATRIX
-3.8269E-02 -2.1964E-02 -2.7533E-03 -3.3173E-04 2.0734E-03 5.5394E-02 O.OOOOE+OO 5.12B5E-06
1.1417E-03 -1.5939E-01 -3.3786E-05 -2.3578E-02 2.8353E-03 -2.&860E-01 2.2745E-03 -2.5914E-05
-4.7476E-04 1.3910E-03 -9.6526E-02 -2.7949E-02 2.1163E-01 7.6140E-04 O.OOOOE+OO 1.3221E-04
1.3945E-02 -6.6430E-01 -8.0931E-02 -4.3452E-01 -2.5262E-01 -2.1920E-02 -1.6030E-01 1.8264E-03
7.1418E-05 -2.5929E-04 7.8117E-02 -1.1406E-02 -4.0815E-01 -7.7327E-04 O.OOOOE+OO -2.4985E-03
1.57B2E-03 -1. 1622E-01 3.4035E-04 -8.0011E-03 2.2809E-03 -3.8201E-01 2.5893E-04 -2.9501E-06
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO l.OOOOE+OO 1.1328E-02 -1.0538E-01 -4.9352E-10 -1.2635E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 9.9427E-01 1.0689E-01 1.2494E-02 O.OOOOE+OO
u
T














Y = C © V z 3
C MATRIX
O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOOE+OO O.OOOOE+00 l.OOOOE-Ot
O.0OO0E+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.0749E-01 9.9984E-01 4.6827E-09 1.3316E-03





The matrices are presented in the standard row and column
•format. Additionally, the data presented consists o<- complex
numbers. As such, the numbers Are always displayed with the
inaqinary part directly below the real part. The





MODAL ANALYSIS FOR DESIGN WITH ROLL CONTROL
PLANT EIGENVALUES
-1.4176E-02 -4.0661E-02 -4.2B86E-02 -7.1364E-02 -1.9689E-01 -1.9689E-01 -4.5114E-01 -5.0486E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 3.1300E-01 -3.1300E-01 O.OOOOE+OO O.OOOOE+OO
TRANSMISSION ZEROS
5.8302E+07 1.2014E+07 7.8269E+06 -3.8414E-02 -2.5097E-01 -1.3680E+01 -1.3579E+01 -2.6894E+08
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.1609E+04 -1.1609E+04 O.OOOOE+OO
EIGENVECTORS (MODAL MATRIX)
-6.B361E-03 -2.5658E-01 1.0505E-01 2.5104E-01 -1.3119E-03 -1.3119E-03 -1.0292E-03 1 . 7A39E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.6355E-03 1.6355E-03 O.OOOOE+OO O.OOOOE+OO
2.6727E-03 -2.0890E-02 2.4216E-03 1.8514E-01 -1.3216E-02 -1.3216E-02 2.9403E-02 -2. 1901E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.8009E-02 1.8009E-02 O.OOOOE+OO O.OOOOE+OO
4.0471E-02 1.5080E-01 1.7237E-01 8.5127E-02 -2.9186E-02 -2.9186E-02 2.1418E-01 -4.1687E-03
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -6.5275E-03 6.5275E-03 O.OOOOE+OO O.OOOOE+OO
•1.2341E-02 -8.9644E-03 -6.2565E-03 5.9660E-02 -2.3086E-01 -2.3086E-01 -1.4102E-01 -4.4041E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 2.5728E-01 -2.5728E-01 O.OOOOE+OO O.OOOOE+OO
1.4711E-02 3.8749E-02 4.3690E-02 1.7590E-02 -6.9174E-03 -6.9174E-03 -3.7838E-01 -4.7868E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -5.9444E-03 5.9444E-03 O.OOOOE+OO O.OOOOE+OO
4.3411E-04 8.8786E-03 -8.1227E-04 -7.2642E-02 5.1B50E-03 5.1850E-03 4.3218E-02 -2.3648E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -B.4312E-03 8.4312E-03 O.OOOOE+OO O.OOOOE+OO
3.4241E-02 -6.2985E-02 -1.5239E-01 -9.4101E-01 9.2397E-01 9.2397E-01 3.5497E-01 8.2716E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.5763E-01 -1.5763E-01 O.OOOOE+OO O.OOOOE+OO
9.983BE-01 -9.5150E-01 -9.6648E-01 2.8480E-02 -1.8602E-02 -1.8602E-02 8.1384E-01 1.2387E-01





5.6156E-01 1.7840E-01 4.1655E-01 4.8436E-01
-1.9911E-10 1.4232E-09 -3.7882E-10 4.7169E-10
2.8596E-01 3.5042E-01 -1.2380E-01 -1.5388E-01
6.2679E-10 2.7076E-09 7.3586E-10 -5.1437E-10
-6.4135E-01 -5.2348E-01 -2.5188E-01 -2.6555E-01
8.6262E-10 -4.1367E-09 -4.7910E-10 1.4451E-10
-5.1517E-02 5.7248E-01 1.6873E-04 -4.3806E-02
-1.0340E-09 4.5318E-09 7.6296E-10 -3.8432E-10
4.2000E-02 1.5533E-01 -1.1720E-01 1.3250E-02
1.1239E-01 -2.9618E-01 -5.9723E-01 5.7354E-01
4.2000E-02 1.5533E-01 -1.1720E-01 1.3250E-02
1.1239E-01 2.9618E-01 5.9723E-01 -5.7354E-01
-3.9615E-01 -2.3595E-02 7.4600E-02 8.4577E-02
3.8132E-12 -1.3261E-10 -5.0678E-10 5.0520E-10
-5.6283E-02 1.3913E-01 -3.6203E-02 6.2273E-02
2.5680E-10 3.5415E-10 2.0900E-09 -2.1848E-09
OBSERVABILITY MATRIX
3.4241E-03 -6.2985E-03 -1.5239E-02 -9.4101E-02 9.2397E-02 9.2397E-02 3.5497E-02 8.2716E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.5763E-02 -1.5763E-02 O.OOOOE+OO O.OOOOE+OO
9.9B38E-02 -9.5150E-02 -9.6648E-02 2.8480E-03 -1.8602E-03 -1.8602E-03 8.1384E-02 1.2387E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -4.9793E-04 4.9793E-04 O.OOOOE+OO O.OOOOE+OO
3.3447E-03 3.4451E-03 -6.7951E-03 -7.4483E-02 5.9029E-03 5.9029E-03 8.4965E-02 -2.3113E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -7.7975E-03 7.7975E-03 O.OOOOE+OO O.OOOOE+OO
B.8514E-01 9.2986E-01 9.9710E-01 4.1263E-02 1.3249E-02 1.3249E-02 -4.7233E-01 -6. 1643E-02




MODAL ANALYSIS FOR DESIGN WITHOUT ROLL CONTROL
PLANT EIGENVALUES
1.4176E-02 -4.0661E-02 -4.2B86E-02 -7.1364E-02 -1.9689E-01 -1.96B9E-01 -4.5114E-01 -5.0486E-01




5.5553E+03 -3.8432E-02 -1.8029E-01 -1.8029E-01 -3.1812E-01 -5.5561E+03 -1.5282E+08
O.OOOOE+OO O.OOOOE+OO 3.0164E-01 -3.0164E-01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
EIGENVECTORS (MODAL MATRIX)
6.8361E-03 -2.5658E-01 1.0505E-01 2.5104E-01 -1.3119E-03 -1.3119E-03 -1.0292E-03 1.7639E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.6355E-03 1.6355E-03 O.OOOOE+OO O.OOOOE+OO
2.6727E-03 -2.0890E-02 2.4216E-03 1.8514E-01 -1.3216E-02 -1.3216E-02 2.9403E-02 -2.1901E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.8009E-02 1.8009E-02 O.OOOOE+OO O.OOOOE+OO
4.0471E-02 1.5080E-01 1.7237E-01 8.5127E-02 -2.9186E-02 -2.9186E-02 2. 1418E-01 -4. 1687E-03
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -6.5275E-03 6.5275E-03 O.OOOOE+OO O.OOOOE+OO
1.2341E-02 -8.9644E-03 -6.2565E-03 5.9660E-02 -2.3086E-01 -2.3086E-01 -1.4102E-01 -4.4041E-01















-4.3411E-04 8.B786E-03 -8.1227E-04 -7.2642E-02 5.1850E-03 5.1850E-03 4.3218E-02 -2.3648E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -8.4312E-03 8.4312E-03 O.OOOOE+OO O.OOOOE+OO
•3.4241E-02 -6.2985E-02 -1.5239E-01 -9.4101E-01 9.2397E-01 9.2397E-01 3.5497E-01 8.2716E-0!
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.5763E-01 -1.5763E-01 O.OOOOE+OO O.OOOOE+OO
9.9838E-01 -9.5150E-01 -9.664BE-01 2.8480E-02 -1.8602E-02 -1.8602E-02 8.1384E-01 1.2387E-01






















-9.9838E-02 -9.5150E-02 -9.6648E-02 2.8480E-03 -1.B602E-03 -1.B602E-03 8.1384E-02 1.23B7E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -4.9793E-04 4.9793E-04 O.OOOOE+OO O.OOOOE+OO
•3.3447E-03 3.4451E-03 -6.7951E-03 -7.4483E-02 5.9029E-03 5.9029E-03 8.4965E-02 -2.3113E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -7.7975E-03 7.7975E-03 O.OOOOE+OO O.OOOOE+OO
8.B514E-01 9.2986E-01 9.9710E-01 4.1263E-02 1.3249E-02 1.3249E-02 -4.7233E-01 -6.1643E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 3.7872E-03 -3.7872E-03 O.OOOOE+OO O.OOOOE+OO
140
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GAIN MATRICES AND PROPERTIES OF THE CLOSED LOOP SYSTEM
For the 4—input, 4—output design the Kalman filter, control
gain, and L matrices Are real matrices displayed as 1.2x4,
4x12, and 1 2 x 4 mat r i c es
,
r es p ec 1 1 ve 1 y . I n t h e c ase o -f
c on t r o 1 g a i n matrices, t. he 1 2 e 1 eme n t s o f each
displayed as two rows, containing the first si
one row and the last six elements in the next.
eigenvalues and transmission zeros of the open
loop plant Are 1x24 complex matrices.. The 24 element









each r ow „ T h e i ma g i n ar y p a r t of ea c h e 1 emen t i s d i r ec 1
1
below the real part. Similar notation is used for the 3




PROPERTIES OF THE ROLL CONTROL MODEL
FILTER 6AIN MATRIX
-1.0282E+00 -1.B198E+01 -8. 1019E-01 -2.1680E+00
1.1923E-01 7.9327E-02 -7.5141E-01 2.8994E-02
1.9031E+00 1.7664E+00 -B.6529E-01 1.5857E-01
-1.4904E+00 4.2619E-01 1.2014E+00 1.1415E-01
9.3005E-03 4.4870E-01 9.2495E-02 5.4981E-02
6.8777E-03 -3.47B3E-01 -2.6354E-01 -3.8983E-02
2.4814E-02 4.1892E+00 2.1197E-01 4.9849E-01
1.B704E-01 2.4765E-01 -3.5220E-01 4.9200E-02
-3.0473E-02 -4.2343E-03 -3.1907E-02 3.5337E-04
-4.2073E-02 2.1331E-02 3.8510E-01 -4.2349E-03
5.3431E+00 2.1792E-01 -3.8501E-01 -1.5210E-O1
2.1792E-01 4.9887E+00 2.B426E-01 -4.8414E-03
CONTROL GAIN MATRIX
1.3487E+00 1.4722E-03 -1.8437E-03 3.2330E-03 -2.8935E+00 2.1865E+00
•2.3081E+01 4.6679E-02 2.3366E+01 2.0238E+00 -2.3789E-01 2.5951E+01
1.4722E-03 2.0983E+00 -1.1733E-02 -4.2671E-02 -4.7100E-02 2.5212E+00
•7.6947E-01 1.9053E-01 1.7016E+00 -2.3196E+01 8.8982E-02 3.6430E-01
1.8437E-03 -1.1733E-02 1.3132E+00 -3.5292E-01 -7.9515E-01 -1.3192E+00
•8.6155E+00 2.5982E+00 -1.9569E+00 1.4596E+00 1.4934E+00 4.8954E+00
3.2330E-03 -4.2671E-02 -3.5292E-01 1.2835E+00 -9.4105E-01 2.7612E+00





-6.0839E-01 -3.6479E+Q1 5.6633E-01 -4.3555E+00
1.5610E-02 B.7114E-02 -1.5284E+00 6.4870E-03
3.3627E+00 3.5527E+00 -2.4355E+00 4.4871E-01
-2.6540E+00 B.8502E-01 2.7545E+00 1.5325E-01
-2.8582E-02 8.9419E-01 8.1547E-14 1.0539E-01
2.8826E-02 -9.0182E-01 -8.2242E-14 -1.0629E-01
-2.6814E-01 8.3888E+00 7.6502E-13 9.8873E-01
O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 O.OOOQE+00
4.9774E-09 1.4154E-03 -1.0629E-01 -4.4369E-13
-4.6300E-08 -1.3166E-02 9.8873E-01 4.1272E-12
l.OOOOE+01 -1.4691E-09 -3.8444E-17 1.2488E-11
•1.3286E-10 l.OOOOE+01 6.9211E-12 -5.5841E-09
OPEN LOOP EIGENVALUES
9.5843E-09 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO -1.4176E-02 -3.8412E-02
4.4084E-01 -4.4084E-01 -4.5114E-01 -5.0486E-01 -5.B965E-01 -5.8965E-01
-4.0661E-02 -4.2886E-02 -7.1364E-02 -1.9689E-01 -1.9689E-01 -2.5114E-01
-9.5148E-01 -9.5148E-01 -1.0104E+00 -1.3887E+00 -1.3887E+00 -1.4462E+00
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
4.7901E-01 -4.7901E-01 O.OOOOE+OO O.OOOOE+OO 1.1366E+00 -1.1366E+00
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 3.1300E-01 -3.1300E-01 O.OOOOE+OO




OPEN LOOP TRANSMISSION ZEROS
1.0000E+30 1.0000E+30 1.0000E+30 1.0000E+30 1. 1625E+08 1.0192E+08
-3.9767E-02 -3.9767E-02 -1.9869E-01 -2.0469E-01 -2.0469E-01 -2.5097E-01
1.2816E+05 1.4260E+04 1.2133E+00 1.2202E+00 -1.4256E-02 -3.8414E-02
•2.8357E-01 -4.5944E-01 -1.4263E+04 -1.2816E+05 -8.6484E+07 -5.8038E+09
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
1.6540E-03 -1.6540E-03 O.OOOOE+OO 2.8343E-01 -2.8343E-01 O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO 1.0851E+04 -1.0851E+04 O.OOOOE+OO O.OOOOE+OO
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
CLOSED LOOP EIGENVALUES
•1.4220E-02 -3.8414E-02 -3.8479E-02 -4.1399E-02 -1.0317E-01 -1.0317E-01
5.1064E-01 -5.1064E-01 -5.1516E-01 -5.2355E-01 -5.2355E-0I -7.1513E-01
•2.3970E-01 -2.3970E-01 -2.5106E-01 -2.7292E-01 -2.7292E-01 -4.122BE-01
-7.4533E-01 -7.5232E-01 -7.5232E-01 -1.0388E+00 -1.1957E+00 -1.1957E+00
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.0659E-01 -1.0659E-01
7.0401E-02 -7.0401E-02 O.OOOOE+OO 9.2146E-01 -9.2146E-01 O.OOOOE+OO
3.3649E-01 -3.3M9E-01 O.OOOOE+OO 2.7737E-01 -2.7737E-01 O.OOOOE+OO
O.OOOOE+OO 8.5953E-01 -8.5953E-01 O.OOOOE+OO 1.1639E+00 -1.1639E+00
CLOSED LOOP TRANSMISSION ZEROS
7.5203E+10 1.1350E+04 8.6830E+03 6.7422E+03 2.5300E+02 2.5300E+02
3.9768E-02 -3.9768E-02 -1.9869E-01 -2.0469E-01 -2.0469E-01 -2.5097E-01
1.5900E+00 1.4499E+00 2.5446E-01 7.5507E-01 -1.4253E-02 -3.8414E-02
2.B357E-01 -4.5944E-01 -5.0698E+02 -6.7412E+03 -B.6823E+03 -1.1349E+04
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 4.3878E+02 -4.3878E+02
1.6527E-03 -1.6527E-03 O.OOOOE+OO 2.8343E-01 -2.8343E-01 O.OOOOE+OO
2.4470E+05 -2.4470E+05 1.5450E+04 -1.5450E+04 O.OOOOE+OO O.OOOOE+OO


















1.3399E+00 2.4951E-03 -4.1531E-02 -2.8549E+00 2.1877E+00 -2.2711E+01
2.8530E-02 2.3251E+01 1.993BE+00 -2.3664E-01 2.5708E+OI
2.4951E-03 2.0950E+00 -4.4818E-02 -6.1695E-02 2.5273E+00 -9.1184E-01
8.4496E-02 1.7283E+00 -2.3191E+01 -5.5890E-02 4.6906E-01
4.1531E-02 -4.4818E-02 1.1898E+00 -1.3346E+00 1.2073E+00 -1.3296E+01

















1.4791E-08 O.OOOOE+OO O.OOOOE+OO -1.4176E-02 -3.B430E-02 -4.0661E-Q2
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
4.2886E-02 -7.1364E-02 -1.8012E-01 -1.8012E-01 -1.9689E-01 -1.9689E-01
O.OOOOE+OO O.OOOOE+OO 3.0158E-01 -3.0158E-01 3.1300E-01 -3.1300E-01
-3.1857E-01 -4.5114E-01 -4.5954E-01 -4.5954E-01 -5.0486E-01 -1.0233E+00
O.OOOOE+OO O.OOOOE+OO 4.9673E-01 -4.9673E-01 O.OOOOE+OO 1.1072E+00
-1.0233E+00 -1.0643E+00 -1.3940E+00 -1.3940E+00




OPEN LOOP TRANSMISSION ZEROS
1.0000E+30 1.0000E+30 1.0000E+30 1.7438E+11 2.5380E+10 1.2540E+08
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
2.4318E+04 1.3204E+04 -1.4324E-02 -3.8432E-02 -3.9719E-02 -3.9719E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 9.8294E-04 -9.8294E-04
-1.5509E-01 -1.8029E-01 -1.8029E-01 -1.9034E-01 -1.9034E-01 -3.1812E-01
O.OOOOE+OO 3.0164E-01 -3.0164E-01 3.1017E-01 -3.1017E-01 O.OOOOE+OO
-3.5414E-01 -4.5896E-01 -1.3205E+04 -2.4309E+04
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
CLOSED LOOP EIGENVALUES
1.4259E-02 -3.8432E-02 -3.8768E-02 -4.0957E-02 -1.3245E-01 -1.3245E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 1.0424E-01 -1.0424E-01
1.7991E-01 -1.7991E-01 -1.9902E-01 -1.9902E-01 -2.8854E-01 -2.8854E-01
3.0178E-01 -3.0178E-01 3.0667E-01 -3.0667E-01 2.9348E-01 -2.9348E-01
-3.1880E-01 -4.5B68E-01 -4.8610E-01 -5.2124E-01 -6.8742E-01 -7.5761E-01
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
-8.4879E-01 -8.4879E-01 -1.1972E+00 -1.1972E+00
9.4987E-01 -9.4987E-01 1.1636E+00 -1.1636E+00
CLOSED LOOP TRANSMISSION ZEROS
1.0000E+30 7.5842E+08 3.0352E+04 1.3159E+04 5.1442E+02 -1.4324E-02
O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO
-3.8432E-02 -3.9718E-02 -3.9718E-02 -1.5509E-01 -1.8029E-01 -1.8029E-01
O.OOOOE+OO 9.8524E-04 -9.8524E-04 O.OOOOE+OO 3.0164E-01 -3.0164E-01
1.9034E-01 -1.9034E-01 -3.1812E-01 -3.5414E-01 -4.5896E-01 -2.5748E+02
3.1017E-01 -3.1017E-01 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 4.4566E+02
-2.5748E+02 -1.3166E+04 -3.0347E+04 -8.0668E+09
































trol system design for
a submarine using ac-
tive roll control.

