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ABSTRACT

Absolute Neutral Densities and Temperatures and their Climatologies in the Middle
Atmosphere using an Optimal Estimation Method with Rayleigh-Scatter Lidar
Observations obtained at Utah State University
by
Jonathan L. Price, Doctor of Philosophy
Utah State University, 2021

Major Professor: Dr. Vincent B. Wickwar
Department: Physics
The Earth’s atmosphere is composed of stratified layers characterized by their
temperature structure. They are, from the ground up, the troposphere, stratosphere,
mesosphere and thermosphere. The least well-known region of earth’s atmosphere is
the mesosphere. This is due to the difficulty in observing the region remotely. Direct
observations can be made using sounding rockets, however due to logistics and cost
these are impractical for frequent observation. Remote sensing techniques are the only
practical methods for regular study of the mesosphere. There are various types of
remote sensing equipment capable of observing this region, however all have their
drawbacks. Some are limited to certain altitudes based on metallic layers present, some
depend on the ionization within the region and others are limited to nighttime only
observations. Rayleigh-scatter lidar is a remote sensing technique, used mainly at
nighttime, which has the capability of observing the entirety of the mesosphere, even
observing the upper stratosphere and lower thermosphere. Utah State University is
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currently home to one of the most powerful Rayleigh lidar systems in the world. It can
observe from 40 km to above 115 km. Planned upgrades will extend this range to above
125 km.
The data reduction method for extracting temperature profiles from Rayleigh
lidar observations has been around since 1980. In 2015 a new method for reducing
Rayleigh lidar temperatures was introduced which uses an optimal estimation method
to find the optimal temperature profile which fits the observed data. This new method
boasts a more robust uncertainty budget and a more well-defined topmost altitude in
the temperature profile. This new method was used to obtain Rayleigh lidar
temperature at Utah State University. Temperature climatologies were produced using
the new method and compared with those made with the old method. We found good
agreement between the two from 45 km to ~85 km. Above this we see periods of large
disagreement, likely due to effects from using model temperatures to seed the profile in
the old method. The optimal estimation technique was further used to directly obtain
absolute neutral densities from Rayleigh lidar observations. This new method is superior
to previous methods for obtaining absolute densities in that it does not require
normalization to model densities at the lowest altitude and provides well defined
uncertainties in the resulting densities. With this new reduction, we now have another
state variable with which to study the middle atmosphere. This is used in tandem with
the temperatures to study annual trends with climatologies and other common
atmospheric features such as tides.
(137 pages)
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PUBLIC ABSTRACT

Absolute Neutral Densities and Temperatures and their Climatologies in the Middle
Atmosphere using an Optimal Estimation Method with Rayleigh-Scatter Lidar
Observations obtained at Utah State University
Jonathan L. Price

The Earth’s atmosphere is comprised of layers which can be defined by their
temperature characteristics. These layers are the troposphere, stratosphere,
mesosphere and thermosphere. The region where life exists is in the troposphere,
however the study of the layers above is important as changes in these regions can
directly impact, or indicate significant changes in, weather in the troposphere. The
mesosphere is the least well-known region because it is the most difficult to observe.
One of the best tools for observing this region is the Rayleigh-scatter lidar. It is capable
of remotely observing the entirety of the mesosphere with good time and altitude
resolution. Until recently, this tool was used mainly to study temperatures in the middle
atmosphere. In this work we introduce a new, reliable method for obtaining the
absolute densities in this region. Long term trends were studied, and are presented, in
the temperature and densities int the form of climatologies. Additionally, a case study of
atmospheric tides is presented which utilizes the new densities and temperatures.
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CHAPTER 1
INTRODUCTION

Earth’s atmosphere is one its most important features for fostering life on the
planet. It acts as a blanket, trapping infrared radiation for heat while filtering higher
energy radiation harmful to most living things. Because of its vital importance to life, the

Figure 1.1: A model atmosphere showing the stratified atmosphere as defined by its
thermal structure. The regions between, which contain the -pause suffix, are regions
where the temperature gradient transitions occur.
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study of the atmosphere from the ground to the edge of space can be considered
extremely important. The atmosphere can be divided into strata defined by thermal,
chemical or dynamical structure. The most common stratification definition is by
thermal properties that divide layers by the sign of their temperature gradient. The
names of the regions in this convention are the troposphere, stratosphere, mesosphere
and thermosphere (Figure 1.1).
The troposphere extending from the ground to ~12 km is characterized by a
negative temperature gradient. The neutral atmosphere consists mainly of N 2, O2, and
Ar with a significant presence of H2O and CO2. This is the region where life exists. Its
upper limit coincides with the upper limit of commercial airflight. Because of the ease of
access in this region, there are many instruments available for monitoring state
variables such as temperature, density and pressure. The region where the temperature
gradient changes from negative to positive is called the tropopause. The exact altitude
of the transition regions in the atmosphere varies largely by latitude and time of year.
The stratosphere contains the ozone layer which absorbs ultraviolet radiation,
protecting life below from its harmful effects. The absorption causes the neutral
atmosphere to heat up and thus the stratosphere is characterized by a positive
temperature gradient extending from the tropopause to ~50 km. Weather balloons are
launched twice daily from approximately 800 locations around the world providing a
good network of observations within this region up to just above 30 km. The region of
temperature gradient transition from positive to negative at 50 km is the stratopause.
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The mesosphere contains some of the coldest temperatures recorded on Earth
and is considered the most difficult region to observe. Cooling by infrared emission,
predominantly from CO2, produces a negative temperature gradient, extending from the
stratopause to ~90 km (Brasseur & Solomon, 2006). Large-amplitude oscillations, such
as tides and gravity waves, which originate in the troposphere and stratosphere, caused
by solar radiation absorption, propagate through the mesosphere and deposit energy
and momentum in the upper mesosphere and lower thermosphere. The top region
where the temperature gradient reverses again is called the mesopause. Above the
mesopause is the thermosphere which contains aurora and artificial satellites. It is
characterized by a large positive temperature gradient, with temperatures reaching as
high as 2000 K.
The region from ~10 km to ~100 km is generally referred to as the middle
atmosphere. Here, the composition of the neutral atmosphere remains consistent at
roughly 78% N2, 20% O2, and 1% Ar with other trace elements present. Because of this
homogeneity, the region, starting from the ground, is also known as the homosphere
while above that it is known as the heterosphere. In this region the densities are low
enough that turbulent mixing no longer dominates. In addition, photodissociation splits
the O2 to produce 2O, thus changing the composition of the neutral atmosphere. A
study presented by Argall (2007) showed the effects of these compositional changes had
on RSL temperature retrieval were small. Sox (2016) extended this study further,
describing a difference in temperatures due to these effects in the 85-115 km region to
be at most 2 K. She concluded that the temperature reduction equations were still valid
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with minor modifications to account for the increase in atomic oxygen. The region
where these conditions begin to appear is known as the turbopause, which occurs at
around 100 km.
Various techniques are used with lidar, radar, optical and radiosonde equipment
to study the middle atmosphere. Most techniques alone can only observe certain
sections, or altitude ranges, of the middle atmosphere. Radar instruments are used
mainly to observe winds and electron densities in the middle atmosphere between ~60
km to above 100 km. Radiosondes are typically launched aboard weather balloons twice
daily from many locations around the world providing, among other variables,
temperature, pressure and wind data up to around 30 km. USU houses a powerful
AMTM, which is headed by Dr. Mike Taylor, that is used to observe the OH layer in the
mesosphere which is used to obtain temperatures in a narrow region of the
atmosphere. Lidar instruments can be used to observe aerosol properties,
concentration of gases such as H2O and O3, and temperature and wind profiles using
Mie-scatter, Raman-scatter, Rayleigh-scatter and resonance-scatter techniques. Of
these techniques, Rayleigh-scatter lidar (RSL) is uniquely capable of observing an
extended portion of the middle atmosphere from the upper stratosphere, through the
mesosphere, and into the lower thermosphere, from around 30 km to above 115 km.
The current observational capabilities of the RSL at Utah State University (USU) are to
measure temperatures and densities over an altitude range from 40 km to above 115
km with planned improvements increasing the top of the range to above 125 km. More
on the RSL system at USU will be discussed in Chapter 2.
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A technique for reducing RSL observations, based on the lidar equation
introduced in Chapter 2, to determine temperatures was presented by Hauchecorne
and Chanin (1980) (referred to as the HC method) and has been widely used for over 30
years. Recently, a new method for reducing RSL observations was presented by Sica and
Haefele (2015) that uses an optimal estimation method (OEM) to obtain temperatures.
Both methods are detailed in Chapter 2. Advantages of the OEM over the HC method
include a full uncertainty budget and a mathematically determined cutoff for the
topmost valid altitude in the profile while maintaining consistency with HC derived
temperatures at lower altitudes. This new method has now been used to obtain
temperatures from the USU RSL. These results are presented in Chapter 3 through
comparisons of the original temperature climatology presented by Herron (2007) and
the new climatology using OEM temperatures.
Until recently, due to the small variability in atmospheric transmission and in
laser power, only a relative scale for the neutral atmosphere density was produced from
RSL observations. Efforts have been made to provide an absolute scale for densities
through solving initial value problems (IVP) for the lidar equation, described in Chapter
2, (Mwangi et al., 2001) and by scaling the relative profile to a model-provided absolute
density values at the altitude chosen to be unity in the normalized density profile
(Barton et al., 2016; Wing et al., 2020). Drawbacks for both methods are their reliance
on external data sources. The IVP method relies on an external source for temperatures,
for which they use temperatures obtained from a collocated sodium lidar, which limits
the results to an altitude range of between ~85 km and ~110 km. Using the scaling
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technique produces its own challenges as it relies on model data to seed the density
values within the entire profile and is limited in temporal resolution to that provided by
the model.
Chapter 4 presents a new technique for producing absolute neutral densities by
adapting the OEM presented in Chapter 2 to reduce RSL observations into densities
rather than temperatures. This method includes the benefits outlined in the
temperature retrieval as well as the capability of achieving finer temporal resolution.
Chapter 5 presents composite climatologies of density profiles produced using the two
USU RSL data sets, the original one and the newer, higher altitude one both of which are
described in Chapter 3. Comparisons with densities seeded by reanalysis models are
shown using the original data set comprising observations from 1993 through 2004. A
case study of atmospheric tides using 5 nights of observations from July 2003, using
both temperature and density profiles, is presented in Chapter 6. Conclusions and final
thoughts on expanding on these studies are presented in Chapter 7.
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CHAPTER 2
RAYLEIGH-SCATTER LIDAR TEMPERATURE REDUCTION METHODS

1. Introduction

Rayleigh scattering is the elastic scattering of electromagnetic radiation by
particles whose diameter is much smaller than the wavelength of the radiation. This
collision induces an oscillation of the particle at the same frequency as the incident
radiation causing a photon to be emitted at the same wavelength. The scattering crosssection is proportional to the inverse of the wavelength to the fourth power (~𝜆−4).
Because of this, radiation with shorter wavelengths will scatter more strongly than
radiation of longer wavelengths. This is the basic principle involved in Rayleigh-scatter
lidar (RSL). A laser beam directed vertically into the atmosphere will interact with the
neutral atmosphere causing scattering of light in all directions. A portion of this
propagates back toward the telescope where it is focused onto a detector and stored
into altitude bins over a set period of time.
The RSL receiver at Utah State University consists of four 1.25 m diameter
mirrors operating together in a large housing and one separate 44 cm diameter mirror
operating independently. Two lasers operating in tandem, providing more signal,
directed vertically, parallel to the fields of view of the mirrors, are used to induce the
scattering. The lasers are both high-powered Nd:YAG lasers from Spectra Physics with a
fundamental wavelength of 1064 nm. Both lasers are frequency-doubled to generate a
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beam at 532 nm producing a total power of 42 W at 30 Hz. Each mirror has a fiber optics
cable at the focal point which directs the light to a series of lenses in the detector
chamber to combine and focus the light from the four large mirrors. A mechanical
chopper, placed at the focus, is used to block the high intensity light from below the

Figure 2. 1: Block diagram of the current USU Rayleigh lidar. From Sox (2016).

desired bottom altitude to prevent saturation of the detector. The light is then
collimated and passed through a narrow band-pass interference filter and directed into
the detector housing which holds a photomultiplier tube (PMT) from Electron Tubes.
The detector housing is cooled to approximately -25° C with a combination of a Peltier
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cooler and water cooled to 5° C. A multichannel scaler (MCS) is used to record the signal
from the PMT, using an analog to digital converter, and save it into altitude bins with a
37.5 m resolution and integrate it over two minutes. (For more details on the USU
system, see Herron, 2007; Sox, 2016; and Wickwar et al., 2001). An analogous system is
used with the signal from the 44 cm mirror and the two resulting profiles are combined
in the data reduction. The cross over from the low-altitude to the high-altitude signals is
at approximately 70 km. The current capabilities of the USU RSL system, using the small
and big telescopes, allow us to observe the middle atmosphere from 40 km to above
115 km. There are plans to further upgrade the system in 2021 with a higher efficiency
PMT and higher transmittance interference filter for the high-altitude detection of the
return signal to enable us to extend these altitude limits at least another 10 km.

2. RSL Temperature Reduction

As mentioned previously, the main method used for temperature reduction of
RSL observations was first introduced by Hauchecorne and Chanin (1980) (herein
referred to as the HC method). It combines the assumption of an ideal gas in hydrostatic
equilibrium with the lidar equation to solve for the temperature using a seed
temperature at the top altitude. More recently, a group at the University of Western
Ontario (UWO) in London, Ontario, Canada have adapted a method widely used in the
radiometry community to use for RSL temperature reduction (Sica & Haefele, 2015).
This optimal estimation method (OEM) utilizes an optimization algorithm to obtain the
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most likely temperature profile for a given RSL observed profile. It also uses the
assumptions of an ideal gas and hydrostatic equilibrium combined with the lidar
equation to produce temperature profiles. This new method, developed in MATLAB at
UWO which implements the Qpack software package developed by Eriksson et al.
(2005), was converted into Python and implemented at USU. The main benefits of using
OEM, as outlined by Sica and Haefele, include a full uncertainty budget which provides
uncertainties for each component of the lidar equation and a mathematically derived
top-most valid altitude in the profile, with less dependence on a seed temperature at
the top altitude. Both methods are outlined in this chapter.

2.1 HC Method

To extract temperature, we use the lidar equation to relate the relative neutral
density in the atmosphere to the absolute temperature. The lidar equation itself relates
the observed number of backscattered photons, 𝑁(ℎ), to the number of emitted
photons, 𝑁0 , the area, 𝐴, of the aperture, the atmospheric transmission, 𝜏(ℎ) which is
squared due to the round trip of the emitted photons, the total efficiency of the
receiver, 𝑄, the Rayleigh cross section, 𝜎𝑅 , and the neutral number density, 𝑛(ℎ), at a
given height above the detector ℎ. The equation is expressed as
𝑁0 𝐴𝑄𝜏 2 (ℎ)
(𝑛(ℎ)𝜎𝑅 ).
𝑁(ℎ) =
ℎ2

(2.1)
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We can then provide initial conditions at a given altitude, ℎ0 (in our case ℎ0 is the
topmost altitude above sea level), using the MSIS2.0 model. This is then used to take the
ratio of the atmospheric number density at two altitudes to find the relative density.
Doing this produces the equation

𝑛(ℎ) = 𝑛(ℎ0 )

𝑁(ℎ)ℎ2 𝜏 2 (ℎ0 )
.
𝑁(ℎ0 )ℎ02 𝜏 2 (ℎ)

(2.2)

Hydrostatic equilibrium is the balance between the gravitational force and the pressure
gradient,
𝑑𝑃(ℎ)
= −𝑛(ℎ)𝑚(ℎ)𝑔(ℎ),
𝑑ℎ

(2.3)

where 𝑃(ℎ) is the pressure, 𝑚(ℎ) is the mean molecular mass and 𝑔(ℎ) is the
gravitational force, all at altitude ℎ. We can obtain the temperature using the ideal gas
law,
𝑃(ℎ) = 𝑛(ℎ)𝑘𝑇(ℎ)

(2.4)

where k is Boltzmann’s constant, to replace the pressure term in 2.3. We then integrate
over altitude from ℎ to ℎ0 to get
ℎ0

𝑘[𝑛(ℎ0 )𝑇(ℎ0 ) − 𝑛(ℎ)𝑇(ℎ)] = − ∫ 𝑛(ℎ′ )𝑚(ℎ′ )𝑔(ℎ′ )𝑑ℎ′ .

(2.5)

ℎ

Here, 𝑇(ℎ0 ) is the initial temperature at the top altitude in the profile and is obtained
from an outside source such as the MSIS2.0 model. The top altitude is chosen by
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determining the altitude where the signal is 16 times its standard deviation. . We can
solve Equation 2.5 for the temperature at a given altitude, 𝑇(ℎ):
ℎ0

𝑛(ℎ0 ) 1 𝑛(ℎ0 )
𝑛(ℎ′ )
𝑇(ℎ) = 𝑇(ℎ0 )
+
∫
𝑚(ℎ′ )𝑔(ℎ′ )𝑑ℎ′ .
𝑛(ℎ) 𝑘 𝑛(ℎ)
𝑛(ℎ0 )

(2.6)

ℎ

Because of the dependence of the temperature on the ratio of two relative density
measurements, the temperatures are absolute up to the initial value at the top altitude.

2.1.1 HC Method Temperature Uncertainty

The uncertainty for the photocounts follows Poisson statistics which relates the
variance at each height to the photocounts at that height. Thus, the uncertainty in the
photocounts is equal to the square root of the photocounts. The total photocounts
include the return RSL backscatter signal and the noise. The noise, 𝑁, is due mainly to
shot noise in the PMT and external light pollution from various sources such as moon
light and scattered city lights. The noise is found by selecting a high-altitude region
where no detectable backscattering occurs and taking the average value over the
number of gates as the noise. The actual signal is found by separating out the noise, i.e.,
𝑆 = (𝑆 + 𝑁) − 𝑁 where 𝑆 + 𝑁 is the observed signal, which includes the noise 𝑁.
To find the uncertainty in the signal we must include the background and
account for any temporal and vertical averaging. The observed signal at time j becomes
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𝐾

𝐿

1
1
̅𝑗
𝑆𝑗 = ∑(𝑆 + 𝑁)𝑘𝑗 − ∑ 𝑁𝑙𝑗 = (𝑆 + 𝑁)𝑗 − 𝑁
𝐾
𝐿
𝑘=1

(2.7)

𝑙=1

where 𝐾 is the number of altitude bins being averaged together, and 𝐿 is the number of
bins in the range chosen to produce the average noise count. The background variance
can be represented by
𝐿

𝐿

𝜕𝑁𝑗
1
𝑑𝑁𝑗 = ∑
𝑑𝑁𝑗 = ∑ 𝑑𝑁𝑙𝑗 .
𝜕𝑁𝑙𝑗
𝐿
𝑙=1

(2.8)

𝑙=1

The variation of (𝑆 + 𝑁)𝑗 with respect to (𝑆 + 𝑁)𝑘𝑗 is given by
𝐾

𝐾

𝜕(𝑆 + 𝑁)𝑗
1
𝑑(𝑆 + 𝑁)𝑗 = ∑
𝑑(𝑆 + 𝑁)𝑘𝑗 = ∑ 𝑑(𝑆 + 𝑁)𝑘𝑗 .
𝜕(𝑆 + 𝑁)𝑘𝑗
𝐾
𝑘=1

(2.9)

𝑘=1

Applying the convention where 𝜎𝑥2 = (𝑑𝑥)2 to equations 2.8 and 2.9 and substituting
into equation 2.7 gives
𝐽

𝐾

2
𝜎𝑆2𝑗 = 𝜎(𝑆+𝑁)
+ 𝜎𝑁2𝑗
𝑗

1
1
2
= 2 ∑ 𝜎(𝑆+𝑁)
+ 2 ∑ 𝜎𝑁2𝑙𝑗 .
𝑘𝑗
𝐾
𝐿
𝑘=1

(2.10)

𝑗=1

Because the photocount profile follows Poisson statistics where 𝜎𝑥2 = 𝑥, the signal
variance becomes
𝐾

𝐿

1
1
𝜎𝑆2𝑗 = 2 ∑(𝑆 + 𝑁)𝑘𝑗 + 2 ∑ 𝑁𝑙𝑗 .
𝐾
𝐿
𝑘=1

(2.11)

𝑙=1

When the vertical averaging is done on the right side of equation 2.11, it simplifies
further to
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𝜎𝑆2𝑗 =

1
1
〈𝑆 + 𝑁〉𝑗 + 〈𝑁〉𝑗 .
𝐾
𝐿

(2.12)

In similar fashion, multiple photocount profiles are averaged together for a vertically
and temporally averaged signal resulting in the total variance (the square root of which
is the standard deviation)

𝜎𝑆2 =

1
1
〈𝑆 + 𝑁〉 + 〈𝑁〉 .
𝐽𝐾
𝐽𝐿

(2.13)

The uncertainties in the signal are used to derive the uncertainty for the temperature
profile. Using equation 2.6 we start with

𝑑𝑇 =

𝜕𝑇
𝜕𝑇
𝜕𝑇
𝑑𝑇0 +
𝑑𝑛0 +
𝑑𝑛,
𝜕𝑇0
𝜕𝑛0
𝜕𝑛

(2.14)

where 𝑇0 and 𝑛0 denote the temperature and density respectively at the starting
altitude ℎ0 . Performing the derivatives gives

𝑑𝑇 =

𝑛0
𝑇0
𝑑𝑇0 +
𝑑𝑛
𝑛(ℎ)
𝑛(ℎ) 0

ℎ0

ℎ0

𝑇0 𝑛0 𝑚𝑔(ℎ)
𝑑𝑛
𝑚𝑔(ℎ) 𝜕
−[
+
∫ 𝑛(ℎ′ )𝑑ℎ′ ]
+
[∫ 𝑛(ℎ′ )𝑑ℎ′ ] 𝑑𝑛.
𝑛(ℎ) 𝑘𝑛(ℎ)
𝑛(ℎ)
𝑘𝑛0 𝜕𝑛
ℎ

(2.15)

ℎ

Now we let 𝑐 = 𝑚𝑔/𝑘, 𝜕/𝜕𝑛 = 𝑑/𝑑𝑛 and 𝑑𝑛 = (𝑑𝑛/𝑑ℎ)𝑑ℎ with the relationship
between density and a constant scale height, 𝐻, being

𝑛(ℎ) = 𝑛0 𝑒

ℎ0 −ℎ
𝐻 ,

with 𝑑𝑛/𝑑ℎ = −(𝑛/𝐻). Substituting these terms into 2.15 simplifies to

(2.16)
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2

𝜎𝑇2

𝑛0 2 2
𝑇0 2 2
𝑇(ℎ)
=[
] 𝜎𝑇0 + [
] 𝜎𝑛0 + [
] 𝜎𝑛2 .
𝑛(ℎ)
𝑛(ℎ)
𝑛(ℎ)

(2.17)

Finally, substituting equation 2.16 into 2.17 we find the calculation of the temperature
variance
𝜎𝑛 2 −2(ℎ0−ℎ)
𝜎𝑛 2
𝜎𝑇2ℎ = 𝑇ℎ2 ( ) + [𝜎𝑇20 + 𝑇02 ( 0 ) ] 𝑒 𝐻 .
𝑛
𝑛0

(2.18)

The scale height for the neutral atmosphere, 𝐻, is assumed to be a constant 7 km. The
uncertainty related to the initial temperature, the first term within the brackets, is often
unknown and so is assumed to be zero. This approximation turns out to have little
influence as it decreases rapidly with decreasing altitude, as does the second term
inside the brackets.
2.2 Optimal Estimation Method
The OEM was first adapted for use with RSL observations to obtain temperatures by Sica
and Haefele (2015). The method was adapted from the work detailed by Rodgers (2000)
and his earlier works (Rodgers, 1976; Rodgers 1990). Further work has been done by
Jalali (2018) to reproduce temperature climatologies from the Purple Crow Lidar, in
London Ontario Canada (PCL) observations using OEM and using the OEM to derive O3
densities in the stratosphere. OEM iterates through the routine, making fine
adjustments to the a priori temperature to find the optimal temperature which will
coincide with a good fit of the RSL photocounts based on the forward model. The
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treatment of the OEM derivation follows that of Sica and Haefele (2015). The general
form of the forward model 𝐹⃑ is
𝑦⃑ = 𝐹⃑ (𝑥⃑, 𝑏⃑⃑) + 𝜖,

(2.19)

where 𝑦⃑ is the measurement vector, 𝑥⃑ is the true state vector, 𝑏⃑⃑ contains the model
parameters and 𝜖 is the measurement noise. The true state vector, 𝑥⃑, contains all
parameters to be retrieved and the model parameters, 𝑏⃑⃑, contain all other parameters
needed to model the measurements. The forward model is derived from equation 2.1,
with the ideal gas law substituting temperature and pressure in place of density. The
state variables here include temperature and detector noise. The lidar equation
depends on atmospheric properties and the system hardware configuration which are
part of the model parameter vector.
Solutions for the state vector are found by minimizing a cost function. A cost
function is used to measure the performance of the model in its ability to fit the
observed data, with a value of one being a perfect match. The cost function is formed
using Bayes’ theorem using the instrument measurement, 𝑦⃑, the covariance of the
⃑⃑⃑⃑⃑
measurement, 𝑆
𝑥𝑎
𝑦 , the forward model, the retrieved state parameters, the a priori, ⃑⃑⃑⃑⃑,
and the a priori covariance, ⃑⃑⃑⃑⃑
𝑆𝑎 . The general form of the cost function is
𝑇

𝑐𝑜𝑠𝑡 = [𝑦⃑ − 𝐹⃑ (𝑥⃑, 𝑏⃑⃑)] 𝑆⃑𝑦−1 [𝑦⃑ − 𝐹⃑ (𝑥⃑, 𝑏⃑⃑)] + [𝑥⃑ + 𝑥⃑𝑎 ]𝑇 𝑆⃑𝑎−1 [𝑥⃑ − 𝑥⃑𝑎 ].

(2.20)

The most likely state variable, or retrieval state 𝑥̂, is produced when the cost function is
sufficiently minimized and is given by
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−1

⃑⃑ 𝑇 𝑆⃑𝑦−1 𝐾
⃑⃑ + 𝑆⃑𝑎−1 ) 𝐾
⃑⃑ 𝑇 𝑆⃑𝑦−1 (𝑦⃑ − 𝐾
⃑⃑ 𝑥⃑𝑎 ) = 𝑥⃑𝑎 + 𝐺⃑ (𝑦⃑ − 𝐾
⃑⃑ 𝑥⃑𝑎 ).
𝑥̂ = 𝑥⃑𝑎 + (𝐾

(2.21)

⃑⃑ is the Jacobian matrix and 𝐺⃑ is the gain matrix. The gain matrix demonstrates
Here, 𝐾
the sensitivity of the retrieval state vector to the measurement and is retrieved by

𝐺⃑ =

𝜕𝑥̂
−1
⃑⃑ 𝑇 𝑆⃑𝑦−1 𝐾
⃑⃑ + 𝑆⃑𝑎−1 ) 𝐾
⃑⃑ 𝑇 𝑆⃑𝑦−1 .
= (𝐾
𝜕𝑦⃑

(2.22)

The gain matrix is also used in the computation of the averaging kernel. The averaging
kernel is a diagnostic tool that gives the sensitivity of the retrieved state to the
measurements:
⃑⃑𝑥 .
𝐴⃑ = 𝐺⃑𝑦 𝐾

(2.23)

⃑⃑ 𝑥⃑ and apply this to equation 2.21 to get
Now we let 𝜖⃑ = 𝑦⃑ − 𝐾
𝑥̂ = 𝑥⃑𝑎 + 𝐴⃑(𝑥⃑ − 𝑥⃑𝑎 ) + 𝐺⃑ 𝜖⃑.

(2.24)

Here we can see that if 𝐴⃑ is unity at each altitude then 𝑥⃑𝑎 drops out, leaving the
retrieval only sensitive to the measurements with no influence from the a priori.
Altitudes where 𝐴⃑ is less than unity have some amount of contribution from the a priori.
This can be visually represented by plotting the sum of each row of 𝐴⃑. Values of one
indicate no a priori influence while values below one show what fraction of the return is
based on the measurements versus the a priori. An example of this is found in Figure
2.2. We can also find the number of degrees of freedom in the retrieval state by taking
the trace of 𝐴⃑. The number of degrees of freedom is associated with the number of valid
bins in the retrieval. For example, if the number is 20 and we have an altitude resolution
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of 2.5 km starting at 45 km, the topmost valid altitude in the retrieval is 20 x 2.5 + 45 =
95 km. We can also obtain the retrieved vertical resolution, or altitude resolution, by
measuring the full width at half-maximum of 𝐴⃑ at each altitude. The OEM itself uses the
Marquardt-Levenberg method iteratively because the lidar temperature is nonlinear
(Sica & Haefele, 2015).
The forward model, 𝐹⃑ (𝑥⃑, 𝑏⃑⃑ ), used is based on the lidar equation,

Figure 2. 2: Averaging kernels from OEM temperature reduction for February 25, 1995.
The black dashed line shows the top altitude of the profile, determined by the number of
degrees of freedom of the averaging kernel matrix.

20

𝑁(ℎ) =

𝜓(ℎ)𝑛(ℎ)
+ 𝐵,
ℎ2

(2.25)

where 𝐵, which is retrieved with temperature, is the instrument noise and 𝜓(ℎ) is the
instrument function:
𝜓(ℎ) = 𝐶𝜎𝑅 (ℎ)𝑒 −2𝜏𝑂3 (ℎ) 𝑒 −2𝜏𝑅(ℎ) .

(2.26)

Here, 𝐶 is the lidar constant, which is also retrieved and consists of the area of the
receiver, the system efficiency, and the number of emitted photons; 𝜎𝑅 is the Rayleigh
cross section; 𝜏𝑂3 is the ozone optical depth at 532 nm; and 𝜏𝑅 is the optical depth due
to Rayleigh extinction. The temperature reduction is equivalent to the HC method in
that it uses the assumptions of the atmosphere as an ideal gas in hydrostatic
equilibrium. With these assumptions we replace 𝑛(ℎ) using
′

′

) ′
𝑛0 𝑇0 − ∫ℎℎ0𝑚(ℎ )𝑔(ℎ
𝑑ℎ
𝑅𝑇(ℎ′ )
𝑛(ℎ) =
𝑒
,
𝑇(ℎ)

(2.27)

where 𝑅 is the gas constant and 𝑇 is the temperature which in the first iteration it is the
a priori temperature. The mean molecular mass, 𝑚, is thought to be constant up to the
point (~90 km) where photodissociation occurs causing 𝑂2 to split into 2𝑂 and
turbulent mixing loses dominance to chemical processes. The change in the composition
of the neutral atmosphere is accounted for by estimating the mean molecular mass at
each altitude bin using the MSIS2.0 model to retrieve the predicted Rayleigh crosssectional density of each component at the given altitude (Argall, 2007; Sox, 2016).
Equation 2.27 is a modified form from Sica and Haefele (2015) who use pressure
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Figure 2. 3: The averaging kernel matrix with the sum of the rows of the matrix (plotted
in blue, orange and green). The blue line shows the sum of the rows using a 1 km
correleation length while the orange used a 2 km length and the green used a 3 km
length.

instead of density for their temperature retrieval. Chapter 4 introduces the use of this
method to obtain absolute neutral densities with the main difference from the
temperature retrieval being that we do not need to substitute equation 2.26 into 2.25
to find solutions.
Here we need to discuss the importance of the covariances from the observation
and from the a priori. The values at each altitude bin in the RSL signal is assumed to be
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independent of values at other altitudes. As such, the signal covariance matrix, 𝑆𝑦 , is a
diagonal matrix (Sica & Haefele, 2015). The a priori covariance, however, should have
off-diagonal elements (Eriksson et al., 2005). A correlation length appropriate to the
desired retrieval altitude resolution is required to generate the off-diagonal
components. This was done using a tent function to correlate off diagonal components.
Different values for the correlation length were tested by adjusting the values and

Figure 2.4: Plot of the temperatures using different correlation lengths to generate the
off-diagonal components for the a priori covariance.
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observing the effect on the averaging kernel. Figure 2.3 shows a plot of the sum of the
rows in the averaging kernel for a sample night with a 1 km altitude resolution. The
values tested for correlation length were 1 km, 2 km and 3 km. A length of 1 km
demonstrated over constraint as the sum of the values drops below 1 more quickly,
bringing in more a priori influence at lower altitudes. The 3 km length showed under
constraint with some rows summing to greater than 1. The 2 km length appeared to
show the proper amount of constraint with less influence from the a priori at lower
altitudes while showing a gradual increase in a priori influence at higher altitudes. Thus,
the correlation length used to produce off diagonal components was the desired
altitude resolution plus 1 km. Figure 2.4 shows the direct impact of differing correlation
lengths on the temperature profile.

2.2.1 OEM Error Analysis

A full uncertainty budget can be retrieved using the Jacobian matrix retrieved with the
state variable. The covariance due to measurement noise, 𝑆⃑𝑚 , is defined as
𝑆⃑𝑚 = 𝐺⃑𝑦 𝑆⃑𝑦 𝐺⃑𝑦𝑇 .

(2.28)

The statistical covariance due to forward model parameters, 𝑆⃑𝐹 , is given by
⃑⃑𝑏 𝑆⃑𝑏 𝐾
⃑⃑𝑏𝑇 𝐺⃑𝑦𝑇 ,
𝑆⃑𝐹 = 𝐺⃑𝑦 𝐾

(2.29)
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where 𝑆⃑𝑏 is the model parameter covariance, which includes the covariance of each
⃑⃑𝑏 is the Jacobian of those parameters. The total
parameter in the forward model, and 𝐾

Figure 2.5: Temperature uncertainty budget showing the uncertainties of each
parameter used in the OEM temperature reduction.

covariance is found from 𝑆⃑𝑡𝑜𝑡𝑎𝑙 = 𝑆⃑𝑚 + 𝑆⃑𝐹 . The covariances for each model parameter,
⃑⃑𝑥 , and using the retrieved
𝑆⃑𝑝 , are found by calculating the Jacobian matrix for each, 𝐾
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gain matrix along with the estimated uncertainty of the parameter. This is represented
by
⃑⃑𝑥 𝑆⃑𝑥 𝐾
⃑⃑𝑥𝑇 𝐺⃑𝑦𝑇 .
𝑆⃑𝑝 = 𝐺⃑𝑦 𝐾

(2.30)

An example plot of the temperature uncertainty budget is provided in Figure 2.5. Note
that the major contributors to the total uncertainty are the statistical uncertainty and

Figure 2.6: Temperature uncertainties at different temporal resolutions for the nights of
February 25, 1995 (left) and November 8, 2014 (right). Here we see the uncertainties
grow with finer temporal resolution along with lowering the top altitude (dashed lines
with the 60 min and 30 min profiles in November having the same top altitude).
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the uncertainty of the lidar constant with the rest having negligible impact on the total
uncertainty.
The total OEM temperature uncertainty depends on the chosen temporal resolution. As
an example of this, Figure 2.6 shows the total uncertainties for temporal resolutions of
all night (9 hours for February 25 and 11.5 hours for November 8), 1-hour, 30-minutes
and 10-minutes all with a 2 km altitude resolution using the original and upgraded lidar
data. Here we see that, along with lowering the top altitude of the profile, the
uncertainties increase starting at the lowest altitudes with finer temporal resolution.
The changes in uncertainty, however, are relatively small with the maximum difference
between the all-night uncertainties and the 10-minute uncertainties being around 8 K
near the cutoff altitudes of the 10-minute profiles. Above the top altitude, the
temperature uncertainties decrease rapidly as a result of the a priori taking over the
returned profile.
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CHAPTER 3
COMPARISON OF RAYLEIGH-SCATTER LIDAR TEMPERATURE CLIMATOLOGIES IN THE
MESOSPHERE AND LOWER THERMOSPHERE BETWEEN THE TRADITIONAL REDUCTION
METHOD AND THE NEW OPTIMAL ESTIMATION METHOD.

Abstract

An optimal estimation method (OEM) was used to obtain all-night temperature profiles
from Rayleigh-scatter lidar (RSL) observations obtained by the original and updated lidar
systems at Utah State University (USU). These data were used to produce annual
climatologies of temperatures above USU. The climatology of temperatures from the
original lidar, which operated from late 1993 through 2004, was compared with the
climatology produced using the widely used Hauchecorne-Chanin method (HC). This
comparison highlights the similarities at lower altitudes and differences, which start
between 70 km and 80 km and extend to the top altitudes with the OEM temperatures
warmer on average than those of the HC. The differences between methods are likely
due to the reliance of the HC on a seeding temperature at the top altitude which likely
has a large influence on the temperatures at the top 10 km. OEM and HC temperature
climatologies were also produced using observations from the upgraded RSL at USU,
which operated from early 2014 to early 2015. Like the original climatology, the newer
climatology was seen to differ most at higher altitudes. The OEM climatologies from the
original and newer data sets were compared, showing good agreement in the location
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of the summer mesopause but with colder temperatures in this region from the newer
observations.

1. Introduction

Rayleigh-scatter lidar (RSL) is an important tool for studying the middle
atmosphere. It is uniquely capable of observing the upper portion of the stratosphere,
the entirety of the mesosphere and the lower thermosphere with high temporal and
height resolution. RSL has been used mainly in studying temperature characteristics in
the middle atmosphere. Study topics have included atmospheric gravity waves
(Hauchecorne et al., 1987; Kafle 2009; Sica & Argall, 2001), model validation (Ehard et
al., 2018; Wing et al., 2018a, 2018b), and long-term temperature trends (Hauchecorne
et al., 1991). A useful tool for studying annual temperature trends is by creating a
temperature climatology (Argall & Sica, 2011; Herron, 2007; Herron & Wickwar, 2018;
Jalali et al., 2018). An annual temperature climatology consists of averaging
temperature profiles from each day, week or month over the entire data set. One such
climatology was done by Herron (2007) (Herron & Wickwar, 2018) which used
observation from over 900 nights of RSL data between late 1993 through 2004.
Hauchecorne and Chanin (1980) (HC) introduced a robust temperature retrieval
method for the RSL observations. This widely used method uses a top down method
integrating from the top altitude down, requiring an initial temperature at the top
altitude. The lidar equation is utilized along with the assumptions that the atmosphere
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consists of an ideal gas in hydrostatic equilibrium. Recently, a new method has been
introduced which uses an optimal estimation method (OEM) to retrieve atmospheric
temperatures. The method was developed by Rodgers (2000) for use in the radiometric
community and applied to RSL temperature reduction by Sica and Haefle (2015). Some
key improvements over the HC method include a robust uncertainty budget which
provides uncertainties in instrument performance, atmospheric transmission, Rayleighscatter cross section along with statistical uncertainties and a well-defined limit for the
topmost altitude in the temperature profile. Originally developed for use with the
MATLAB scientific programming language, I have ported the OEM into Python and used
it to reduce the USU RSL observations. The conversion to Python is based on the goal of
providing an open-source version of the OEM which removes the reliance on expensive
software subscriptions.
For comparisons with the HC results from Herron (2007), a new climatology was
produced in the same manner using OEM temperatures reduced from the original USU
RSL observations. Jalali et al. (2018) did a similar comparison between these methods
using data from the Purple Crow lidar (PCL) at the University of Western Ontario,
Canada (UWO), demonstrating good consistency with the HC method. Good agreement
between the HC and OEM temperature climatologies using USU RSL observations,
particularly for the first 40 km, was demonstrated in this study. A slight increase in the
altitudes of the topmost valid temperatures was also demonstrated. In addition to the
slight increase in altitude, the temperatures at the top altitudes are much less
dependent on an a priori temperature value than in the HC method. An additional
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temperature climatology using both OEM and HC methods consisting of observations
made using the upgraded lidar system (Sox, 2016), which extends about 20 km higher,
up to 115 km, is also presented.

2. RSL Instrument

The original RSL on the Utah State University campus (41.74o N, 111.81o W)
operated from August 1993 through November 2004. During this period there were two
Nd:YAG lasers used at different times. The initial setup used a 24-watt Spectra Physics
laser operating at 532 nm at a 30 Hz repetition rate. It was later replaced with an 18watt Spectra Physics laser operating at 532 nm at a 30 Hz repetition rate. The telescope
receiver consisted of a single 44 cm diameter mirror which focused light through a field
stop, limiting the field of view to 3 times that of the 1-mrad divergence of the laser
beam. The light was focused onto the plane of a mechanical chopper to prevent
oversaturating the PMT detector with very intense light from scattering at lower
altitudes. The light was then collimated and passed through a narrow bandpass filter,
which isolated light at the laser wavelength, and then passed to a Peltier cooled
photomultiplier tube (PMT). The signal was converted from analog to digital using a
converter then sent to a multichannel scaler and stored into altitude bins of 37.5 m (125
ns sampling) and integrated over two minutes. The effective range of observation was
from 45 km to above 90 km when the signal was integrated over an entire night. More
details on the system are given by Wickwar et al., (2001) and Herron, (2004).
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By 2014, the lidar system had been significantly upgraded. The new system
combined both the 18-watt and 24-watt lasers for a total power of 42 watts. The
receiver system was upgraded to four coaligned 1.25 m diameter mirrors, providing an
effective aperture area of 4.9 m2. A 1.5 mm diameter fiber optic was placed at the focal
point of each mirror. The light from the four mirrors was then combined, focused on the
chopper plane, collimated and directed onto the PMT. The increased power and

Altitude Range:
45 - ~95 km.

Altitude Range:
70 - ~115 km.

Figure 3. 1: Chart showing the number of nights the RSL operated at USU. The original
lidar operated from 1993 through 2004. The upgraded system mainly operated during
2014 and 2015 with just over 50 nights of test data shown in 2012 and 2013.
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aperture area extended the all night USU RSL observation range upward to ~115 km.
The bottom of the valid altitude range was moved up to 70 km in order to prevent signal
from lower altitudes saturating the detector, preventing us from detecting the faint
signal at the topmost altitudes. Over 100 nights of observations were made between
2014 and 2015. Sox (2016) provides extensive details on the upgraded lidar system.
Another upgrade repurposed the 44 cm diameter mirror and added another detector
system, lowering the bottom altitude to 40 km while overlapping significantly with the
signal from the 4-mirror telescope. This combined system showed that the range could
be extended from 40 to 115 km. A future planned upgrade involving new detectors and
interference filters should extend the top range upward to 125 km and lower the
minimum range to 30 km. Figure 3.1 shows a chart of the number of nights of
observation for each year of operation. The nights in 2012 and 2013 are early tests of
the upgraded system, some of which are used in the data analysis herein.

3. Climatology

Creating a climatology of the temperature data is a technique used to model the
expected behavior for the temperatures on a given day of the year. This provides a
broad look at the quality of the data and a quick look at how the OEM compares with
the HC method for temperature retrieval. It also provides a way to detect and compare
individual profiles that differ significantly or demonstrate interesting behavior from the
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composite model profile for that night. The original eleven-year data set, consisting of
over 1000 nighttime observations, provides an excellent foundation for a climatology.
The composite year climatology of USU RSL temperatures using the OEM
retrieval method is created in the same way as the HC based climatology of Herron and
Wickwar (2018). The temperatures were first averaged by day of year over the eleven
years. A running average was then performed for each composite day using a 31-day
window with each day at the center to produce a composite day representing each day
of the year. Before any averaging is performed, outliers within the data set are filtered
from use if the profile differs by more than 3 standard deviations from a monthly mean
profile. This is done to exclude extreme temperature profiles to create a more likely
representation of a typical year. Out of the 1090 available profiles, ~200 profiles were
excluded using this process. Many of these excluded profiles contain erroneous
temperatures mainly due to instrument errors or poor weather conditions. Some are
likely due to anomalous temperatures caused by unknown, but real, sources, such as on
the night of February 20, 2004 (Bentley et al., 2018). While many of these profiles were
deemed as ‘bad’ nights (Herron, 2007), not all should be labeled as such and merit
further investigation as they could represent real anomalous atmospheric behavior. As
the purpose of a climatology is to present more normal behavior, these nights have
been left out.
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4. Results

4.1 Original Lidar Results

Figure 3.2 shows the temperature climatology for a composite year using the
OEM. The climatology consists of ~890 nights of temperature observations from USU
extending from 45 km to about 100 km in some cases. The summer mesopause (starting

Figure 3.2: Temperature climatology of USU RSL temperatures reduced using OEM.
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with the dark purple region), which contains the lowest temperatures in the mesopause,
occurs from mid-April through mid-August, with the minimum temperatures (light
purple region) occurring between mid-June through the end of July centered about
roughly 83 km. Hints of lower temperatures in the spring and fall can be seen at the top
altitudes. However, without being able to see higher we cannot say for sure where the
winter mesopause is located. We can only say that we expect it to be above 100 km.
Large temperature gradients occur in the summer between 50 km and 80 km.
This is due to the high altitude of the summer stratopause, which is the hottest region of
the stratosphere located around 45 km, and low altitude of the summer mesopause
being closer together in altitude during the summer causing a higher rate of change in
the temperature in this range. The top of the summer stratopause can be seen around
45 km from April through mid-August (light pink). From winter to spring we see higher
relative temperatures descend from ~90 km down to ~65 km from late-January until
early March respectively. Later, from fall to winter we see higher relative temperatures
ascending from ~55 km to ~87 km from mid-November until late-December
respectively, with a low temperature trough creating a double peak appearance.
Between these relative maxima we see a relative minimum occur in mid-January, most
evident between 50 km and 70 km. Similar features were described by Herron and
Wickwar (2018) which used the same data set but with the HC method to derive the
temperatures. They also discuss the hotspot seen up to 50 km from late-December to
early-January as a common feature among lidar groups and attribute the phenomena to
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Figure 3.3: Temperature climatology of USU RSL temperatures reduced by Herron and
Wickwar (2018) using the HC method.

Sudden Stratospheric Warmings (SSWs), pointing to a study of SSWs by Sox (2016)
which also uses the USU RSL HC temperatures in the study.
Figure 3.3 shows the earlier climatology produced using temperatures reduced
with the HC method for ~880 nights. The two temperature climatologies largely agree,
with the summer mesopause (starting with the dark purple region) occurring around 83
km from mid-April through mid-August and the minimum temperatures centered
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Figure 3.4: Plot showing the difference in temperature between OEM and HC. The overall
positive temperatures differences mean that the OEM temperature reduction produced
higher temperatures overall than the HC temperature reduction, particularly above 70
km.

around mid- to late -June. The summer stratopause around 45 km shows the warmest
temperatures between mid-April and mid-July in both images. Above 80 km, however,
the temperatures are, on average, higher in the OEM climatology. Only minor
differences are apparent at lower altitudes, which show similar features discussed by
Herron and Wickwar (2018). The differences between the OEM and HC derived
climatologies are plotted in Figure 3.4.
Figure 3.4 was made by subtracting the HC composite temperatures from the
OEM composite temperatures. In this manner, the positive values denote higher OEM
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temperatures while the negative values denote higher HC temperatures. From the
comparison we see that, overall, the OEM temperature climatology shows higher
temperatures than the HC climatology. Below 70 km, however, the temperature
differences are small (under ~2 K). The largest differences occur above 85 km from midSeptember through November. Because the top altitude of the HC temperature retrieval
is obtained externally (from a model or other source), many RSL researchers remove the
top 10 km altogether from the retrieval in order to remove the possible effect of the
seed temperature (Argall & Sica, 2007; Jalali et al., 2018; Sica & Haefele, 2015). This
does not necessarily mean we should ignore the top 10 km in the HC temperature
climatology, but that it could be a source of error attributing to the differences between
the HC method and OEM method temperatures at these altitudes. The OEM
temperatures do not rely wholly on the a priori temperature and so the values, with
their uncertainties, can be used with confidence throughout the valid profile (Jalali et
al., 2018; Sica & Haefele, 2015).
To further examine the temperature variations, a climatology of the change in
temperature with respect to the annual mean of the composite year was created using
the OEM composite temperatures. For comparison, a similar climatology was created
using temperatures from MSIS2. This model was chosen for the comparison because it
uses vast amounts of observations from various ground-based and space-based
detectors (Emmert el al., 2020) to generate the model temperatures above USU. It is
also the model used to provide the apriori temperatures used in the OEM temperature
reduction. Figure 3.5 shows how the OEM temperatures change with respect to the
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Figure 3.5: Contour plots showing the change in temperature in the climatology with
respect to the annual mean temperature. Top: OEM temperature climatology. Bottom:
MSIS2 temperature climatology.

OEM annual mean temperature (top) and how the MSIS2 model temperatures change
with respect to the model annual mean temperature (bottom). Positive values indicate a
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nighttime temperature which is hotter than the annual mean temperature.
The summer mesopause can be identified in both the OEM and MSIS2
climatologies centered around July. The altitude of the mesopause centers around 85
km in both climatologies. The winter mesopause cannot be determined from the OEM
data because it does not go high enough, but we can start to see it in the MSIS2 data
centered around February. We see similar features in both plots showing higher
temperatures descending from mid-January until early- to mid-June. MSIS2 shows this
descent starting in October, with the local maximum in early-November around 92 km,
and descending all through the winter until April whereas OEM shows a lot more
structure in between October and April with a local maxima occurring around 88 km in
late-December and around 90 km in mid-January. Counting from January until mid-June,
the rate of descent for the high temperatures within the OEM climatology is -9.8 km per
month while the rate for the MSIS2 climatology is slower at -7.1 km per month. In both
the OEM and MSIS2 plots we see a larger temperature gradient in the spring than in the
fall below 60 km. The hot region in the summer below 50 km is centered around earlyJune in OEM but occurs ~15 days later in MSIS2.
At lower altitudes in Figure 3.5, we see a clear annual oscillation occurring in
both OEM and MSIS2 plots with higher temperatures in summer and lower
temperatures in winter below 60 km, the opposite being true between 70 km and 100
km. The OEM temperature difference climatology, however, shows higher order
harmonics appearing above 70 km which are not apparent in the MSIS2 temperature
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difference climatology. A likely cause for the lack of higher order harmonics is the large
amount of data averaging within the model (Emmert et al., 2020).

4.2 Upgraded Lidar Results

Figure 3.6 shows the OEM and HC temperature climatologies using observations
from the high altitude lidar system which consisists of over 130 nights between 2014
and 2015. Due to the small number of nights in the data set, which do not quite cover
an entire calendar year, this climatology is based on monthly averages instead of
composite monthly averages about each night. Thus, because March and April do not
have any data they are left blank. As with the lower altitude lidar temperature
climatologies, these two plots show very similar temperatures, especially between May
and November. The main differences occur, as with the low altitude temperatures, at
the higher altitudes. In this case, they occur above 100 km. These differences occur
mainly during the winter months and show a much higher temperature in the HC
method. Large differences at high altitudes were also seen, and discussed, in the
comparisons from the original lidar data. It is important to note that both the OEM and
HC methods take account of the change in neutral atmosphere composition (Argall,
2007; Sox, 2016), which also affects the Rayleigh-scatter cross section. Accordingly, this
is not a likely cause for the differences we see. The OEM climtology shows cold
temperatures high in the wintertime that may be related to the winter mesopause. This
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Figure 3.6: Temperature climatology using the upgraded RSL at USU which operated
between 2014 and 2015. Top: OEM-reduced temperature climatology from data
averaged by month. Bottom: Same as top but with HC-reduced temperatures. The white
arrows show the ascent of the mesopause layer in altitude from summer to fall.

appears to be centered below 110 km, though due to insufficient nights of data we
cannot define the mesopause for certain. Indeed in the HC plot there is no winter
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mesopause apparent. More and better data, meaning higher signal to noise RSL
observations collected as often as possible, are needed from the high altitude system to
attempt a study of the winter mesopause.
The summer mesopause can be seen clearly in both the HC and OEM
climatologies, with minimum temperature regions plotted in dark grey. This cold region
is centered between May and August and is centered in altitude around 86 km in both
plots. There is another large cold region centered at ~100 km and around mid-October,
which can be seen in both plots as well. This region is likely the location of the
mesopause during the fall of 2014. With this we can see that the low temperature
mesopause region appears to ascend from summer to winter (highlighted by white
arrow). We can see a hint of a cool region the OEM climatology of the original
temperatures shown in Figure 3.2 between mid-October and December between 95 km
and 100 km as well. However, because this is the top altitude limit of the original data
set we cannot say for certain that these features are related or if a prominent fall
mesopause would be present in other climatologies. More observations using the highaltitude lidar system is needed to confirm the existence of this fall feature.
Further comparisons between the OEM temperature climatologies from the
original data and the newer data, Figure 3.2 and Figure 3.6 (top) respectively, we see
some similarities in the overall climatology. However, the high altitude lidar
temperatures show cooler temperatures in the summer mesopause than those of the
low altitude lidar and warmer temperatures in January and December above 90 km.
There are three main factors that might contribute to these differences. First, there is a
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somewhat significant number of years between the observations taken from the old
lidar system and the new lidar system. At a minimum there were 10 years and at a
maximum 21 years. There have been studies that show climate change may have an
impact on temperature and dynamics in the atmosphere, which would likely propogate
upwards in a coupled atmosphere (Roble & Dickinson, 1989; Solomon et al., 2018;
Thomas, 1996). Furthermore, the upgraded lidar operated over a single year of the solar
cycle, whereas the original lidar operated over a full solar cycle. This means that the
averages could reflect a different period of the solar cycle than the single year (FriisChristensen & Lassen, 1990; Hathaway, 2015). This idea is explored further in Chapter 5.
Second, because the newer lidar system is much more powerful (~57 times larger
power aperture product) than the old. The regions of difference would have smaller
uncertainties with the newer system than with the older system. However, the third
point is that there are significantly more nights being averaged using the older lidar
data, which lessens the impact a single profile has on the overall climatology and results
in smaller uncertainties in each profile. Whatever the cause for the differences may be,
the new lidar system will be able to address these issues better by covering a greater
altitude range with the larger mirrors, two lasers, and more efficient detectors. It will be
used at every opportunity to start building another dense data set like the original set.
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5. Discussion/conclusions

The OEM temperature climatologies show good agreement with the HC
temperature climatologies, but with notable differences. These differences occur mainly
at higher altitudes suggesting there is a common issue behind these differences. Other
RSL groups have addressed an issue with the HC method in its reliance on a seed
temperature at the topmost altitude. Sica and Haefele (2015) and others (Sica & Argall,
2007; Jalali et al., 2018) have discussed the need to remove the top 10 km to 15 km
from the analysis due to the uncertainties and unknown biases introduced into the
temperature reduction by using the HC method. This would lower the original lidar
temperatures to a max altitude of ~85 km, which is significant. As described in Chapter
2, the OEM provides an advantage over HC in that the top altitude is statistically
determined using the averaging kernel matrix to determine the point at which the a
priori temperature becomes significant. At this altitude, and beyond, all temperatures
are determined to be due to the a priori value rather than the relation to the observed
RSL data. Thus, the data under this altitude threshold is expected to be reliable. As such,
these differences in analyses may prove to be the largest factor in the differences we
are seeing between the OEM and HC temperature climatologies.
The location of the summer mesopause can be seen in both the old and newer
climatologies to occur between 80 and 90 km centered around ~83 km in the old data
and ~86 km in the newer data. We can see a secondary minimum temperature
occurring during the fall in the newer lidar temperatures around 100 km. It is not clear if
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this is a feature unique to 2014 or whether it is a third mesopause, a fall mesopause.
However, it does appear to show the low temperature region of the summer
mesopause ascend upwards towards the winter mesopause. The newer lidar data shows
minima in the winter occurring at or above 110 km. Again, due to lack of data during the
winter and with the newer data set in general it is unclear if these values are reliable or
if they only reflect the winter mesopause of 2014-2015. Published estimates of the
location of the winter mesopause put it around 105 km (She et al., 2000; She & von
Zahn, 1998; von Zahn et al., 1996). If the winter mesopause was indeed around 110 km
in 2014, it would indicate a much warmer winter mesosphere and may provide an
interesting study into how tropospheric weather (affecting all life) is reflected in the
mesospheric temperature behavior. With few instruments capable of observing this
region of the mesosphere this may be challenging. However, a collaborative study with
another lidar group such as the one at UWO might prove interesting. Another resource
that may be useful is the possibility of comparisons with the SABER instrument aboard
NASA’s TIMED satellite, which has been operating since January 2002. With the
additional upgrades coming shortly to the USU RSL shortly, we expect the range of
operation to cover from below 40 km to above 120 km and hope to add to this study by
providing another high-quality, dense data set.
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CHAPTER 4
OBTAINING ABSOLUTE NEUTRAL DENSITIES IN THE MESOSPHERE FROM RAYLEIGHSCATTER LIDAR USING AN OPTIMAL ESTIMATION METHOD

Abstract

Observations of absolute neutral densities in the mesosphere and lower
thermosphere (MLT) have been difficult to obtain. Direct observations using
sounding rockets are expensive and infrequent. Passive observation methods have
previously been unable to derive neutral densities directly. To a limited extent, the
backscattered signal from Rayleigh-scatter lidar (RSL) has been used, but it is
affected by laser power, atmospheric transmission, and composition. We have
developed a more effective approach to this problem utilizing an optimal estimation
method (OEM). The method is explained, and the resultant OEM density profiles are
compared to profiles based on the lidar signal normalized to densities from the
MERRA-2 reanalysis model and to the independent, empirical MSIS2.0 model
densities. Results show MERRA-2 densities consistently larger than OEM but with
similar structure in the density profiles. Due to height and temporal limitations in
reanalysis models, seeding densities for systems which begin observations above the
upper limits of the model, or which require finer temporal resolution, are
impractical. We demonstrate the OEM’s capability of retrieving densities from RSL
observations starting at 70 km and with 15-minute resolution.
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1. Introduction

Measurements of the absolute neutral density in the mesosphere and lower
thermosphere (MLT) are difficult to make, only relatively few instruments are capable of
making density observations in this significant region of the atmosphere. Rocket
sounding observations are capable of direct measurements of temperature and density
but are used infrequently because of high cost and logistical complications. Direct
measurements from weather balloons are impossible in this region as they can only
observe to just above 30 km before the balloon breaks. Passive instruments from the
ground and aboard satellites are most commonly used to observe this region. Passive
instruments rely on observations of energetic reactions either from solar absorption or
external stimuli. Satellites can provide a global view of atmospheric state variables but
are limited in temporal resolution for any given location because of their orbital motion.
Rayleigh-scatter lidars (RSLs) are the only ground-based instruments capable of making
regular night-time observations of the entire MLT. A study by Mwangi et al. (2001)
provides a method for estimating the densities of 𝑁2 , 𝑂2 , and 𝑂. However, their method
relies on temperature measurements from an independent source, such as a collocated
sodium lidar, to solve initial value problems for the lidar equation. In this study, we
have implemented an optimal estimation method (OEM) for estimating the absolute
neutral density that does not rely on temperatures and that minimizes the influence of a
priori values.
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An OEM for obtaining temperatures from RSL observations was implemented by Sica
and Haefele (2015). It provides a complete uncertainty budget and a derived cut-off
height for retrievals while maintaining consistency with the currently used method
introduced by Hauchecorne and Chanin (1980) (HC method). Here we adapted the OEM
to retrieve the absolute neutral densities throughout the mesosphere using RSL
observations above the atmospheric lidar observatory at Utah State University (ALOUSU) in Logan, UT (41.74° N, 111.81° W). The resulting densities are compared to model
densities using MSIS2.0 (Picone et al., 2002) and to densities obtained from RSL data
with a conventional method using the MERRA-2 reanalysis model (Bosilovich et al.,
2015; Koster et al., 2016; Rienecker et al., 2011) for normalization at 45 km. An example
of the conventional method is given by Barton et al. (2016). While reanalysis models
provide useful data that are grounded in observations, they do not extend in altitude
past ~65 km. This limitation prevents the use of reanalysis models to scale RSL densities
whose lower altitude boundary is above 65 km, such as that of the upgraded ALO-USU
RSL. To further demonstrate the capabilities of OEM, data from the large aperture lidar
at ALO-USU is used to produce densities at a finer altitude resolution with 15-minute
integrations.

2. Absolute Neutral Density Retrieval

The original atmospheric lidar observatory at USU (ALO-USU) operated from 1993
until 2004. It consisted of a 44 cm diameter mirror with a 532 nm Nd:YAG laser
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producing a power-aperture product (PAP) of 2.74 Wm2 to 3.65 Wm2 depending on
laser power (18 W or 24 W at 30 Hz). Nighttime observations were obtained in the
mesosphere from 45 km to ~95 km with a 37.5 m resolution integrated over 2 minutes.
This data set consists of over 950 good nights amounting to more than 5900 hours of
observation. The system was overhauled and made operational again in 2014. The
upgrades to the system, including four 1.25 m mirrors and using both the 18 W and 24
W lasers, increased the PAP to 206 Wm2 and the altitude range to between 70 km and
above 115 km. Over 90 nights of observations were made with this system between
2014 and mid-2015. Still more recently the 44 cm mirror was repurposed with a second
detector system to regain the lower altitudes so that the total altitude range is between
40 km and above 115 km. More details regarding the RSL-USU can be found in Herron
(2007), Sox (2016) and Wickwar et al. (2001).

2.1 OEM Density Retrieval

The OEM was developed for use in remote sensing by Rodgers (2000) and is widely
used as a retrieval method in passive remote sensing. (Haefele et al., 2009; Palmer &
Barnett, 2001; Watts et al., 2011). The OEM method for obtaining MLT neutral densities
follows the work by Sica and Haefele (2015), where they describe in detail the OEM
method for obtaining temperatures from RSL observations, differing only in the state
vector and forward model used. The core of OEM is the forward model (given by
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equation 4.1) describing the lidar measurements as a function of state and model
parameters. The general form for the forward model is written as

𝑦⃑ = 𝐹(𝑥⃑, 𝑏⃑⃑) + 𝜖,

(4.1)

where 𝑦⃑ is the measurement vector, in our case the observed photocounts from RSL, 𝑥⃑
is the state vector for which we are solving, in our case the neutral density profile, 𝑏⃑⃑ is
the known model parameter vector, and 𝜖 is the measurement noise. The solution for
the state vector is found by minimizing a cost function associated with the forward
model:

𝑇

𝑇

𝑐𝑜𝑠𝑡 = [𝑦⃑ − 𝐹(𝑥̂⃑, 𝑏⃑⃑)] 𝑆⃑𝜖−1 [𝑦⃑ − 𝐹(𝑥̂⃑, 𝑏⃑⃑ )] + [𝑥̂⃑ − 𝑥⃑𝑎 ] 𝑆⃑𝑎−1 [𝑥̂⃑ − 𝑥⃑𝑎 ],

(4.2)

where 𝑆⃑𝜖 is the error covariance matrix of 𝑦⃑ , and 𝑥⃑𝑎 is the a priori array with covariance
matrix 𝑆⃑𝑎 . The a priori is used to constrain the solution to physically plausible solutions.
The algorithm attempts to minimize the cost value by adjusting the state vector 𝑥̂⃑ until
the second part of the right side of equation 2 becomes smaller than a chosen
threshold. A cost value of order unity is the desired outcome.

The forward model used to determine the neutral density based on RSL
photocounts is the lidar equation which relates the observed back-scattered photons to
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instrument parameters and the number density at a given altitude. Here the equation is
written in the general form as from Equation 1:

𝑁𝑡 (𝑧) = 𝜓(𝑧)

𝑛(𝑧)
+ 𝐵,
𝑧2

(4.3)

where 𝑁𝑡 (𝑧) is the observed photocount at altitude z, and n(z) is the neutral number
density at altitude z. 𝐵 is the background noise, which is also retrieved in the OEM.
The instrument function is

𝜓(𝑧) = 𝐶𝜎𝑅 (𝑧)𝑒 −2𝜏𝑂3 (𝑧) 𝑒 −2𝜏𝑅(𝑧) .

(4.4)

Here, C is the lidar constant, also retrieved in the OEM, consisting of the area of the
receiver, the receiver efficiency, the detector quantum efficiency, and the number of
emitted photons per unit time; 𝜎𝑅 (𝑧) is the Rayleigh-scatter cross section; 𝜏𝑂 3 is the
ozone optical depth at the transmitted wavelength; and 𝜏𝑅 (𝑧) is the optical depth due
to Rayleigh extinction. As the optical depth due to Rayleigh extinction depends on the
state vector, 𝑛(𝑧), it must be accounted for in the OEM forward model. The
composition of the neutral atmosphere begins to change in the mesopause due to
photodissociation and diffusive equilibrium of O2 above 90 km (Argall, 2007). As such,
MSIS is used to provide an estimate of the Rayleigh-scatter cross section at each altitude
to account for this change.
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Figure 4.1: Uncertainty budget for the density reduction of RSL observations for the night
of January 4, 1995.

The OEM provides a full uncertainty budget for all parameters used to obtain the
densities (Figure 4.1). This includes the uncertainty due to model parameters,
measurement noise and statistical uncertainties. Along with this, the derived averaging
kernel matrix (not shown) is used to determine the sensitivity of the retrieved density to
the changes in the real atmosphere and a mathematically derived value for the topmost
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Figure 4.2: Density percent uncertainties at different temporal resolutions for the nights
of February 25, 1995 (left) and November 8, 2014 (right). Here we see the percent
uncertainties grow with finer temporal resolution along with lowering the top altitude
(dashed lines with the 60 min and 30 min profiles in November having the same top
altitude).

valid altitude (Rodgers, 2000; Sica & Haefele, 2015). Below the top-most valid altitude,
the a priori densities have minimal effect on the density retrieval (Jalali et al., 2018).
As discussed in chapter 2 with temperature uncertainties, the total OEM density
uncertainties depend on the chosen temporal resolution. As an example of this, Figure
4.2 shows the density percent uncertainties for temporal resolutions of all night (9 hours
for February 25 and 11.5 hours for November 8), 1-hour, 30-minutes, and 10-minutes all

61

with a 2 km altitude resolution using the original and upgraded lidar data. Here we see
that, along with lowering the top altitude of the profile (dashed lines, discussed in
chapter 2), the percent uncertainties increase starting at the lowest altitudes with finer
temporal resolution. Above the top altitude the uncertainties are not reliable, as with
the data, because the a priori becomes more significant than the observations.

2.2 Reanalysis Model Densities

An alternative method for obtaining an absolute density profile in the mesosphere
using RSL observations is by normalizing the observed relative values at some altitude to
the model density at that altitude. Reanalysis models, such as MERRA-2, ERA20c and
JRA-55, provide estimates for various atmospheric state variables, such as temperature
and pressure. Reanalysis model parameters are determined by constraining theoretical
calculations to available observations from various sources of ground-based and
satellite-based instruments (Gelaro et al., 2017; Harada et al., 2016; Kobayashi et al.,
2015; Koster et al., 2016; Poli et al., 2016). They extend the model parameters to above
45 km. The use of empirical data to restrain model calculations gives benefit over using
values obtained from strictly theoretical models or strictly from observations. The model
chosen for this study is NASA’s Modern-Era Retrospective analysis Research and
Applications, version 2 (MERRA-2). Model temperature and geopotential height were
selected for pressure levels from 5 hPa to 0.1 hPa (~36 km to ~65 km) with ALO-USU
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(41.74° N, 111.81° W) at the center of a 1° latitude by 1° longitude grid. Geopotential
height was converted into geometric altitude. Then temperature and pressure were
interpolated in altitude to 45 km. The ideal gas law was then used to obtain model
density values at 45 km. This process was done for each available night of observations
from ALO-USU.

Normalized densities (𝑁𝑛 (𝑧)) are obtained from RSL signal, 𝑁𝑟 (𝑧), by normalizing to
unity at an altitude of 45 km:
Nr (𝑧) = 𝑃𝑐𝑜𝑢𝑛𝑡𝑠 (𝑧) ∗ 𝑅 2

𝑁𝑛 (𝑧) =

𝑁𝑟 (𝑧)
𝑁𝑟 (𝑧 = 45)

(4.5𝑎)

(4.5𝑏)

where 𝑃𝑐𝑜𝑢𝑛𝑡𝑠 (𝑧) are the observed photocounts and R is the relative height above ALOUSU. The distinction between height, 𝑅, and altitude, 𝑧, is the altitude accounts for
height above sea level where the height is relative to the ALO-USU laser as the starting
altitude. The RSL relative densities are then scaled to the MERRA-2 density at 45 km by

𝑁𝑎 (𝑧) = 𝑁𝑚𝑒𝑟𝑟𝑎 (𝑧 = 45) ∗ 𝑁𝑛 (𝑧).

(4.6)

Uncertainties in the signal follow Poisson statistics where the variance is equal to the
signal at each altitude. The effect on uncertainties due to the initial MERRA-2 density
values are not represented in the results as they are not made clear in the literature.
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Reinecker et al. (2008) outlines the various uncertainties of data assimilated into
MERRA-2, which are altitude and latitude dependent, but are unclear on resulting

Figure 4.3 a (top): Density profiles from OEM, MERRA-2 and MSIS2.0 for the night of
September 9, 2002. Large differences between OEM and MERRA-2 are shown due to a
large difference in the scaling value at 45 km from MERRA-2. Figure 4.3b (bottom):
Percent difference of OEM and MERRA-2 with respect to MSIS2.0. The large differences
in density values can be seen more clearly between OEM and MERRA-2 while the shape
of the profile remains similar. The difference between OEM and MERRA-2 is shown to
be as large as 25%. This demonstrates the significant influence of the scaling value
used to find absolute density and the drawback of this method.
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Figure 4.4a (top): Same as Figure 4.3a for May 5, 2001. The initial value in MERRA-2 at
45 km is much closer to the OEM value at 45 km resulting in a better agreement in density
profiles. Figure 4.4b (bottom): Same as Figure 4.3b for February 17, 1997. This shows a
closer view of the similarities in density profiles produced by scaling and OEM.

uncertainties from model outputs. The topmost altitude where the signal is still deemed
useable is determined using an arbitrary value for the ratio of the lidar signal to the
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uncertainty (Herron, 2007; Sox, 2016; Wickwar et al., 2001). The chosen threshold is a
signal-to-sigma of 1/16. Densities at altitudes associated with a value smaller than this
ratio are therefore ignored.

3. Comparison Results

Log plots of the OEM densities, lidar relative densities normalized to the MERRA-2
densities at 45 km, and MSIS2.0 empirical densities for the night of September 9, 2002
are shown in Figure 4.3a. A shift in the MERRA-2 density profile relative to that of the
OEM of ~9 𝑥 1021 m-3 is apparent. Figure 4.3b shows the percent difference between
OEM and MSIS2.0 and between MERRA-2 and MSIS2.0. The shift is evident in this plot
with a difference between OEM and MERRA-2 densities of ~25%. The error bars from
the MERRA-2 densities are not shown as a result of insufficient information on the
model uncertainties. A statistical comparison using the coefficient of determination, r2,
of the density profiles results in a value of 0.99997. The r2 value indicates how much
variation exists between the two curves with a value of one being a perfect fit, thus the
two density profiles show good agreement in structure. This is a further indication that
the resulting densities properly reflect the original RSL data. Similar results are shown in
Figure 4.4a from May 5, 2001 with a closer match between OEM and MERRA-2 based
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Figure 4.5a (top): Absolute density values for each night of RSL-USU data at 45 km for
OEM, MERRA-2 and MSIS2.0. An obvious annual oscillation is present in all three profiles.
Figure 4.5b (bottom): The percent difference between OEM and MERRA-2 with respect to
MSIS2.0 at 45 km for each night of RSL-USU data. Larger negative values in MERRA-2
demonstrate consistently smaller density values in MERRA-2 over OEM.

densities at lower altitudes. This is further evident in Figure 4.4b with differences less
than 1% below 75 km.
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Figure 4.6a (top): Samples of nighttime absolute density profiles from OEM, MERRA-2 and
MSIS2.0 from each year of available data. Figure 4.6b (bottom): Samples showing the
percent differences between OEM and MERRA-2 with respect to MSIS2.0 from each year
of available data.

Figure 4.5a shows the OEM, MERRA-2 and MSIS2.0 density values at 45 km. At this
altitude, the MERRA-2 values are independent of the RSL signal. A strong annual
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oscillation is seen in all three with peak densities occurring in the summer months.
Differences in actual density values can be seen, particularly in Figure 4.5b which shows
the percent difference between OEM vs. MSIS2.0 and MERRA-2 vs. MSIS2.0. Here we
see consistently smaler density values at 45 km in MERRA-2 than in OEM. A similar
result was found by Moser (2019) where reanalysis model temperature values at 45 km
are consistently lower than RSL temperatures at that altitude.

Figure 4.7: A contour plot of the log of density profiles for the night of November 8,
2014. Each profile was integrated over 15 minutes for a total of 36 profiles with an
altitude resolution of 500 m.
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4. High-Altitude Lidar Densities

The high-altitude lidar densities, which start at 70 km, were produced in 15-minute
integrations with an altitude resolution of ~500 m for the night of November 8, 2014.
Figure 4.7 shows a plot of the log of the 15-minute integrated absolute neutral
densities. The top altitude of each profile declines over the course of the night, starting
at ~104 km and ending at ~99 km, likely due to a combination of declining return signal

Figure 4.8: Contour plot showing the percent difference of the 15-minute density profiles
minus the all-night average density profile.
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Figure 4.9: Contour plot of the percent uncertainties of the absolute densities from
November 8, 2014. Overall, uncertainties are low except for a few pockets at high
altitudes.

and increasing background noise. Some features can be noted from this plot, such as
high frequency oscillations above 90 km. However, to obtain a closer look at these
features, the percent difference of the profiles minus the all-night average density
profile (Figure 4.8). Here we see below 75 km that the density is nearly constant with a
slight change from lower to higher density in the middle of the night. At ~83 km we see
a prominent semi-diurnal oscillation with the maximum centered around 2 UT and the
minimum centered around 8 UT. Above this level shorter wavelength oscillations and
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turbulence have a larger influence with the largest swings in density occurring at higher
altitudes.

Figure 4.9 shows the percent uncertainties for the densities shown in Figure 4.7. The
uncertainties increase at a given altitude over the course of the night, again as the
photocounts decline and background noise increases. The densities have an uncertainty
of 8% and below up to above 95 km for most of the night, increasing to ~10% at 95 km
for the last couple of hours. A few profiles with higher uncertainties at high altitudes
contribute to a few pockets of uncertainties >20%, but the uncertainties at these
altitudes are at or below 18% with an average uncertainty for densities above 100 km
being ~13%.

5. Conclusions

OEM offers a new way to obtain absolute neutral densities in the mesosphere using
Rayleigh-scatter lidar observations. Benefits over other methods include computation of
a full uncertainty budget and densities that have minimal dependence on the a priori
values and provide a mathematically derived value for the topmost valid altitude (Jalali
et al., 2018; Rodgers, 2000; Sica & Haefele, 2015).

Scaling with reanalysis models can be used to determine the density, however the
dependence on a model value to scale to introduces unknowns such as biases in the
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model output that are difficult to account for and uncertainties that are not well
defined. Also, the altitude limitations of reanalysis models make them impractical if the
lower limit of the lidar altitude is above the upper limit of the model. Because of this we
were unable to normalize to MERRA-2 with the high-altitude lidar data. Further, a study
by Moser (2019) has outlined the large, consistent differences in reanalysis model
temperatures at 45 km compared with those obtained at RSL-USU. This discrepancy will
transition into the densities through the ideal gas law.

There are other methods for obtaining neutral densities. Seeding densities using
sounding rocket observations can provide good density estimates but the infrequency of
the observations and the typically remote location of the launch site make this
impractical for broader studies of the neutral atmosphere. Obtaining absolute neutral
densities can be done numerically using RSL observations, as presented in Mwangi et al.,
(2001). This method as outlined relies on independent temperature observations from a
collocated instrument such as a sodium lidar. This reliance on other measurements
limits this method and the use of sodium temperatures limits the altitudes range of the
retrieval to approximately between 95 km and 110 km. Additionally, it has been shown
there is disagreement between sodium and RSL temperatures (Argall & Sica, 2007; Sox
et al., 2018), which merits further study into why these discrepancies exist and to
determine which temperature results are the more reliable.
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High-altitude RSL observations from ALO-USU were used to obtain densities in the
mesosphere and lower thermosphere with 15-minute temporal and 500 m vertical
resolution. These finer resolutions can be useful for studies in atmospheric oscillations
of higher frequency, such as gravity waves, and could prove useful for estimating drag
conditions higher up in near-earth orbit.
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CHAPTER 5
ABSOLUTE NEUTRAL DENSITY CLIMATOLOGY OVER UTAH STATE UNIVERSITY FROM
RAYLEIGH-SCATTER LIDAR OBSERVATIONS USING AN OPTIMAL ESTIMATION METHOD

Abstract

Absolute neutral densities from Rayleigh-scatter observations at Utah State University
using an optimal estimation method were used to produce composite annual density
climatologies from the original lidar data (1993-2004) and from the upgraded lidar data
(2014-2015). High densities in the summer and low densities in the winter were seen
around 70 km in both climatologies while low summer and high winter densities were
visible around 110 km in the upgraded lidar climatology. Comparisons with model and
USU normalized climatologies were made, showing good agreement in the extrema
found in the original lidar climatology. Comparisons were also made between
climatologies of temperature annual percent variation and density annual percent
variation. The results show an interesting relation between the extrema found in both
the temperatures and densities. They are both centered around the same time of the
year in the summer and winter but they are opposite in their behavior. During the
summer we see a high-density region around 70 km, whereas the temperature shows a
low region ~10 km higher in altitude. The reverse is true for the winter months.
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1. Introduction

Studies of the middle atmosphere depend on the state variables, such as
temperature, pressure, wind and geopotential height, available from the various types
of equipment capable of observing this region. RSL observations have typically relied on
temperature profiles to present the various studies that have been done (Kafle, 2009;
Moser, 2019; Sox, 2016; Sox et al., 2018). This has been due to the limitations in the
reduction of RSL data in the past. Recently (see Chapter 4), an optimal estimation
method (OEM) was used to obtain RSL absolute density profiles along with the
temperatures, providing another state variable with which to study the middle
atmosphere.
Among the various studies that use RSL data, atmospheric climatologies of RSL
observations are useful tools that are used to determine the normal behavior of
atmospheric variables such as temperature and density. These provide a standard with
which to compare individual nighttime observations. Many examples of temperature
climatologies exist in the RSL community (Argall & Sica, 2007; Hauchecorne et al., 1991;
Herron, 2004, 2007; Jalali et al., 2018) including those done in Herron and Wickwar
(2018) that was updated using OEM temperatures in Chapter 3. Recently, a study was
done by Barton et al. (2016) that presented RSL neutral density climatologies from
model-seeded densities obtained from the early USU data set between 1993 and 2004.
The results show that the density climatology depends greatly on the model data used,
which is not ideal. A new USU RSL neutral density climatology, which does not rely
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heavily on model densities, is presented herein that uses the absolute densities
obtained through using OEM. This new climatology was created using the same method
as that used to generate the temperature climatology outlined in Chapter 3. It has a 31day floating point average for each day of the year, for both the original lidar data and
the upgraded lidar data. The resulting climatology was compared with results from
Barton et al. (2016) as well as with climatologies produced using other model-seeded
densities. The models with which the OEM density climatology was compared are

Figure 5. 1: Annual density climatology, using OEM, showing the log of the densities
using data from the original lidar (1993-2004).
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NASA’s Modern Era Retrospective analysis for Research and Applications version 2
(MERRA-2) reanalysis model (Koster et al., 2016; Rienecker et al., 2011) and the Naval
Research Lab’s Mass Spectrometer Incoherent Scatter radar (MSIS2.0) empirical model
(Cheng et al., 2020; Emmert et al., 2020).

2 Absolute Density Climatology

2.1 Original USU RSL System (1993-2004)

A contour plot showing the log of the OEM composite annual absolute density
climatology from RSL USU observations between 1993 and 2004 is presented in Figure
5.1. A log scale is used to better view the contours at each altitude range. More gradual
changes in the density over the year occur below 85 km. Above that we can start to see
more perturbations breaking up the smooth annual cycle. At the highest altitudes we
see large perturbations occurring. Although the density values in this region are real, the
large bumps found above 90 km, which extend to the top of the profile, could be
artifacts of having fewer nights to average. This would cause the few density profiles
which reach this altitude to dominate, meaning much less averaging and smoothing
occurs. It is possible that these areas of steeper slope in density profiles reflects what is
really happening. In this region we know that molecular diffusion begins to suppress the
turbulent air motion (Salby, 2012), causing O2 to split into 2O and the rate of decreasing

81

density and pressure lessens. Comparisons to results from the upgraded lidar will be
discussed in the next section.
Though an annual cycle in Figure 5.1, along with its harmonics, is visible, the log
scale makes it somewhat difficult to see the peaks and troughs. Figure 5.2 shows
contours of the percentage variation of the density from the annual mean density

Figure 5.2: Plot showing the annual percent difference in OEM density with the log of the
densities superposed on top. This shows the annual oscillation more clearly with peak
densities occurring in the summer around 70 km and wintertime low densities centered
around 75 km. Also, clear evidence of harmonics of the annual oscillations can be seen
above 85 km.
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profile superposed on the density contours. The spacing between contour lines is
greater here than in Figure 5.1 in order to more clearly see the percent variation in color
contour lines. Here we see a clear region of high density which occurs between 60 km
and 75 km from late May to early August. In the winter, the lowest densities are
between ~65 km and ~81 km from early December to late January, centered about
early January. Clear harmonic behavior can be seen with a strong annual oscillation (AO)
dominant below 80 to 85 km. Above this, higher order harmonics begin to dominate

Figure 5.3: Density climatology showing the log of the densities from the upgraded lidar
data (2014-2015).
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over the AO. The high-density region, around 63 km in June and July, is centered below
the low-density region, around 73 km in December and January. This ~10 km difference
between the high and low density regions can also be seen in the temperature
climatology (Figure 3.2).

2.2 Upgraded USU RSL System (2014-2015)

Figure 5.3 shows the contour plot of the log of the annual density climatology
using observations from the upgraded USU RSL. Here we see similar density values to
those from Figure 5.1, with higher order frequencies apparent above 85 km, without the
large jumps we see in the original data. These differences were explored by comparing
the single year of densities from the upgraded lidar to an equivalent, single year of
densities from the original lidar. Equivalency was based on solar inputs from the annual
mean F10.7 and from the sunspot count. The year 2003 produced the closest values,
with a mean F10.7 of 128.9 compared to 145.2 for 2014, and a mean sunspot count of
65.8 compared to 74.7 in 2014. Also, the 11-year difference between 2003 and 2014
represents one solar cycle with both occurring near a solar maximum. The solar inputs
from 2003 are lower, however they were the closest to the 2014 values of F10.7 and
sunspot count of all other years available in the original data.
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Figure 5.4 shows the upgraded lidar densities, on the left, next to the 2003
densities, on the right. The number of profiles in the 2003 data set were 150, whereas
the 2014 data set has 128. The same scale was used for both contour plots to more
easily identify equivalent density levels. A large density spike in the 2003 data can be

Figure 5.4: Density climatologies from the upgraded lidar (2014-2015), left, and those
from the original lidar (2003), right. The log scale is the same in both plots for easier
comparison of equivalent density layers.

seen centered around the beginning of September starting just above 70 km, extending
to the top of the altitude range. This is not apparent in the 2014 data until higher up,
around 80 km, and builds with a double peak rather than the single peak seen in 2003.
We also see a drop in density in November starting above 60 km in the 2003 data where
in the 2014 data we see the reverse. In January of the 2014 data we see a spike in
density starting around 95 km propagating upward. We do see a bump at the same
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location above 90 km in the 2003 data, however it is at the top of the altitude range and
so we cannot see if it propagates upward also. The spikes we see originate from lower
altitudes which suggests they are real since the uncertainties at lower altitudes are
smaller, thus the observations are more reliable. Spikes are seen in other annual
climatologies which indicates they are unique events within the year they occur. We can
see from these two plots is that the differences between the old and new data sets are

Figure 5.5: Same as Figure 5.2 but with the upgraded lidar densities. Similar maxima and
minima to Figure 5.2 are seen around 70 km. Higher up, the maximum occurs in winter
around 110 km with the minimum in the summer around the same altitude.
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due to more variables than just solar activity and the number of profiles and merits
future study.
Similar to Figure 5.2, the contours in Figure 5.5 shows how the density varies
from the mean over the year. We can see the top end of the high-density region just
above 70 km in the summer with low densities in the winter. The behavior of both data
sets below 85 km is remarkably similar. Above 85 km we see harmonics of the annual
oscillation starting to become more important. Above 100 km, in the lower
thermosphere, the low-density region has a minimum centered around 115 km that
stretches from summer into fall while the high-density region occurs in the winter
months.

3 Model Comparisons

One of the benefits of using OEM to reduce densities from RSL is that it can be
done with data whose starting altitude is higher than reanalysis models can go. Before
OEM, the upgraded lidar data could not easily be used to estimate absolute neutral
densities using reanalysis models to seed them because they do not extend high enough
(for example, MERRA-2 extends to around 65 km maximum with others only extending
to just above 45 km). Because of this, only the original lidar densities will be used for
comparisons with model-seeded densities and the Barton et al. (2016) results.
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Figure 5.6 shows the density climatology on the left from MSIS2.0 densities and
on the right USU relative densities normalized to MERRA-2 at 45 km. To be clear, the
MSIS2.0 densities are independent of any USU RSL data, they are strictly model
densities. In contrast, the so called MERRA-2 densities on the right are obtained by
seeding the normalized relative RSL neutral density profiles to the MERRA-2 model
density values at 45 km. These are plotted as in Figure 5.2. Note that because the RSL

Figure 5.6: Density climatologies from the MSIS2.0 empirical model, left, and from
the original USU RSL observations normalized to MERRA-2 densities at 45 km. Similar
features in the summer maximum and winter minimum are found in both
climatologies.

relative densities are normalized at 45 km, the values at this altitude in the MERRA-2
plot do not have any influence from RSL observation, they are strictly model values.
Above this, however, the RSL observations begin quickly to take over and the influence
from the initial values diminishes as altitude increases. This means that the features we
see at the higher altitudes reflect the actual RSL observations. Both climatologies
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generally show similar high-and low-density areas in the summer and winter,
respectively.
Between 90 km and 95 km similar peaks occur in both the OEM (Figure 5.2) and
MERRA-2 images, with the notable exception of the peak in early December which is
much less pronounced in the MERRA-2 derived plot. The contour lines showing the log
of the densities show similar values in each plot, with the MSIS2.0 values slightly higher
and the MERRA-2 derived values slightly lower than the other two, up to ~95 km where

Figure 5.7: Plot of absolute neutral densities at 45 km from the OEM (blue), the MSIS2
model (orange), and the MERRA-2 model (green). The solid horizontal lines represent the
value of the average of the densities at 45 km about which the annual oscillation
appears to occur. This shows an average difference between OEM and the two models to
be around ± 3 ∗ 1021 𝑚−3.

we see larger densities occur in the OEM (Figure 5.2). Similar to the temperature
climatologies described in Chapter 3, we see higher order frequency oscillations, with
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equivalent periods less than the semiannual oscillation (<180 days), occur in the OEM
climatology (Figure 5.2) and MERRA-2 seeded climatology but do not occur in the
MSIS2.0 climatology. We see many more similarities between the normalized USU
densities (Figure 5.6, right) and the OEM-derived USU densities (Figure 5.2) than
between either USU-based densities and MSIS2.0 model densities. This is because both
methods are highly dependent on the raw RSL observations to produce the densities.
The largest benefit of using OEM is that it provides a robust uncertainty budget where
the MERRA-2 model does not. So, normalizing to these values produces a large
unknown in both precision and accuracy of the model-seeded densities.
Work done by Barton et al. (2016) shows similar plots to Figure 5.6 that were
obtained by normalizing other available models, such as ECMWF’s ERA and the Climate
Prediction Center’s CPC, to the original USU data set at 45 km. The results show the
significant differences in results from using different normalizing values. The plots do,
however, show similar structure in that there are high densities around 70 km in the
summer and low density slightly higher in altitude in the winter. Figure 5.7 shows the
absolute neutral densities at 45 km from the MSIS2 and MERRA-2 models and the USU
density retrieved using OEM. The average density value for each was also plotted
horizontally, which is essentially the line about which the annual oscillation apparently
occurs. The USU OEM density values are, on average, between the two model values at
about ±3 ∗ 1021 𝑚−3. We also see that the USU OEM densities vary more than the
models, with a range as large as 1.9 ∗ 1022 𝑚−3 from minimum to maximum while both
models have a narrower range of about 1.00 − 1.25 ∗ 1022 𝑚−3.
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4 Density and Temperature Climatology Comparison

Some similarities between the OEM temperature climatology shown in Chapter 3
and the OEM density climatology shown here were made previously. Figure 5.8 shows

Figure 5.8: Climatologies of the annual percent difference in densities (colored contours)
and temperatures (solid and dashed lines) from the original USU RSL data (OEM), left,
and from the MSIS2.0 empirical model, right. Both images show the temperature and
densities have their maxima and minima occur during the same time of year, but
opposite to one another. Also, there is an offset of ~10 km in altitude between the
temperature minimum/maximum and the density maximum/minimum.

contour plots from OEM (left) and MSIS2.0 (right) of both the annual percent variation
in the temperature (black lines/dashes) and density (colored contours. The MSIS2.0 plot
gives us strictly model density and temperature changes for comparison. This gives us
the benefit of making a more direct comparison as to how both the density and
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temperature are changing over a composite year. We see that, in the OEM
temperatures and densities, both have a clear annual oscillation component with the
peaks and troughs centered in the summer and winter. However, these extrema occur
at opposite times of year with low temperatures occurring in the summer and high
densities occurring in summer. We see similar behavior in the MSIS2.0 plot. As
mentioned previously, these opposite highs and lows, occurring in the same season,
differ in altitude by about 10 km in both the OEM and MSIS2.0 data. We know that
through the ideal gas law and hydrostatic equilibrium, the temperatures and densities
are directly related as shown in Chapter 2, Equation 2.27. We can take the derivative of
this equation with respect to height, ℎ, to get:
′

′

) ′
1 𝑑𝑛
𝑇0 𝑑𝑇 𝑚𝑔𝑇0 𝑑𝑇 − ∫ℎℎ0𝑚(ℎ )𝑔(ℎ
′ ) 𝑑ℎ
𝑅𝑇(ℎ
)𝑒
= (− 2
+
,
𝑛0 𝑑ℎ
𝑇 𝑑ℎ
𝑅𝑇 2 𝑑ℎ

(5.1)

where density (𝑛), temperature (𝑇), gravity (𝑔) and mean molecular mass (𝑚) all
depend on ℎ. First, we can see the inverse relation between density and temperature
with the negative sign in front of the first part of the righthand side of the equation. The
shift in the positions of minima and maxima from Figure 5.8 are likely dependent on 𝑔
and 𝑚, which depend largely on ℎ, found in the second term on the righthand side of
the equation.
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5 Conclusions

The climatology produced using the OEM-derived absolute densities shows good
structural agreement with the MSIS2.0 model climatology, the MERRA-2 normalized
climatology, and those produced in the earlier study by Barton et al. (2016). The main
differences are based in the absolute density values in the models, with MERRA-2
generally producing lower densities at 45 km than OEM and MSIS2.0 producing higher
densities than OEM. A large benefit to using OEM densities is that we can generate
densities using RSL observations that begin at a higher altitude. This was shown with a
climatology of the densities from the upgraded USU RSL system. This climatology
showed a summer peak density around 70 km, which agrees with the original data set,
with an apparent minimum during the summer and into the fall above 115 km.
Agreement was demonstrated between climatologies of the percent variation in
temperature and density, showing opposite behavior in seasonal extrema and with a
separation of ~10 km between the maxima and minima altitudes. With the improved
lidar system at USU, which will be made operational in 2021, we will be able to obtain
density profiles extending from below 40 km to above 120 km. With continued
operation, a more complete climatology of the entire mesosphere and lower
thermosphere will be made which can be used as a standard against individual nights for
comparative purposes.
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CHAPTER 6
TIDES IN THE MESOSPHERE USING RAYLEIGH-SCATTER LIDAR TEMPERATURE AND
DENSITY OBSERVATIONS FROM JULY 20-24, 2003

Abstract

Solar atmospheric tides are global-scale oscillations observable in variables such as
temperature, density and wind. They mainly originate in the troposphere and
stratosphere through solar radiation absorption, causing them to propagate upwards
where they deposit energy and momentum in to the middle and upper atmosphere.
Five nights of temperature and density profiles retrieved from the Utah State University
Rayleigh-scatter lidar were used identify the diurnal tide and its harmonics. The
amplitudes and phases for these tides were obtained using a least squares fit. The n=1-4
tides were then removed from the data at each altitude and a Fourier analysis was done
for each night to view the higher order harmonics. Evidence of nonmigrating
oscillations, such as from gravity waves, affecting the resulting peak frequencies can be
seen. Peak frequencies in the temperatures and densities were shown to match, with
only differing relative amplitudes, providing us with two independent observations of
the same phenomena and proof that we can use absolute neutral densities to study
atmospheric waves.
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1. Introduction

Atmospheric tides are oscillations that occur on a global scale in atmospheric
fields such as temperature, pressure, density and wind. The periods of these tides are
subharmonics of a solar or lunar day. The solar diurnal tide has a period of 24 h while
the lunar diurnal tide has a period of 24.8 h. The solar and lunar semidiurnal tides have
periods of 12 h and 12.4 h, respectively. Other harmonics exist as integer fractions of 24
h and 24.8 h. Lunar tides are driven by the gravitational pull of the moon (see Sandford
et al., 2006) for analysis of lunar tides observed in meteor radar data). Solar tides are
driven mainly by thermal excitation and, to a much lesser extent, the gravitational pull
of the sun.
The most significant driver of atmospheric tides comes from thermal excitation
due to solar radiation. Solar radiation absorption by H2O in the troposphere and O3 in
the stratosphere are the most well-known tidal sources (Chapman & Lindzen, 1970;
Forbes et al., 2006). Tides generated in the lower atmosphere will propagate up and
away from their source, transporting energy and momentum in to the middle and upper
atmosphere (Oberheide et al., 2007; Teitelbaum & Vial, 1981). This makes studying tides
in the atmosphere important for understanding the dynamics and energetics of Earth’s
middle and upper atmosphere and can be used to couple the lower and middle
atmospheres together.
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Identifying the diurnal and semi-diurnal tides using RSL observations is difficult
due to the nighttime-only observations. There have been studies that use multiple
consecutive nights of observations to attempt to identify the diurnal and semidiurnal
tidal amplitudes and phases (Dao et al., 1995; Leblanc et al., 1999; Meriwether et al.,
1998) and then to compare their results with model results. In this chapter, a similar
approach is used. Five consecutive nights of observation during July of 2003 are
identified to use for this tidal study. Attempts were made to establish the presence of
the tidal influences using Fourier analysis and the Lomb-Scargle method to find the most
influential frequencies on these nights both consecutively and individually.

2. Classical tidal theory

In classical tidal theory, tides are treated as perturbations of state variables, such
as temperature or density, in the atmosphere. This treatment of classical theory, here,
follows that of Forbes (1995) and Oberheide (2006). The atmosphere is assumed to be
horizontally stratified with negligible viscosity such that the zonal, following longitude,
mean wind and temperature gradient are zero. These assumptions allow us to represent
the atmospheric wave motions as linear perturbations in an initially motionless state.
The linearized equations for perturbations in spherical coordinates are (Holton, 1975):

𝜕𝑢
1 𝜕Φ
− 2Ω sin(𝜃) 𝑣 +
= 0,
𝜕𝑡
𝑎 𝑐𝑜𝑠𝜃 𝜕𝜆

(6.1)

99

𝜕𝑣
1 𝜕Φ
+ 2Ω sin(𝜃) 𝑢 +
= 0,
𝜕𝑡
𝑎 𝜕𝜆

(6.2)

𝜕 2Φ
𝜅𝐽
+ 𝑤𝑁 2 = ,
𝜕𝑡𝜕𝑧
𝐻

(6.3)

1
𝜕𝑢 𝜕
(𝑣 𝑐𝑜𝑠𝜃)]
[ +
𝑎𝑐𝑜𝑠𝜃 𝜕𝜆 𝜕𝜃
1 𝜕
(𝜌 𝑤) = 0.
+
𝜌0 𝜕𝑧 0

where
𝑢

zonal (eastward) velocity

𝑣

meridional (northward) velocity

𝑤

upward velocity

Φ

geopotential height

𝑁2

buoyancy frequency squared = 𝜅𝑔/𝐻

Ω

Earth’s angular velocity

𝜌0

density ∝ 𝑒 −𝑧/𝐻

𝑧

altitude

𝜆

longitude

𝜃

latitude

𝜅

𝑅/𝑐𝑝 ≈ 2/7

𝐽

heating rate per unit mass

𝑎

Earth’s radius

𝑔

acceleration due to gravity

𝐻

scale height

(6.4)
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𝑡

time

Equations 6.1 and 6.2 represent the local conservation of momentum in the
zonal and meridional direction, Equation 6.3 describes the energy and Equation 6.4 is
the continuity equation. Now let 𝑠 be the zonal wavenumber and 𝜎 the frequency of
waves that propagate longitudinally so that:

̂ , 𝐽̂ }𝑒 𝑖(𝑠𝜆−𝜎𝑡) .
{𝑢, 𝑣, 𝑤, Φ, J} = {𝑢̂, 𝑣̂, 𝑤
̂, Φ

(6.5)

In this convention, the zonal wavenumber, 𝑠, is a positive integer, with 𝑠 = 0 allowed,
so that positive values for the frequency, 𝜎, correspond to waves that propagate
eastward while negative values correspond to westward propagating waves. By
substituting Equation 6.5 into Equations 6.1-6.4, substituting 𝜕/𝜕𝑡 → −𝑖𝜎 and
𝜕/𝜕𝜆 → 𝑖𝑠, allows us to combine these equations into a single second-order partial
̂ (𝑧, 𝜃):
differential equation for Φ

𝑖𝜎
1 𝜕 𝜌0 𝑖𝜎 𝜕
1 𝜕 𝜌0 𝜅𝐽̂
̂+
̂) = −
( 2
−(
ℒ) Φ
Φ
(
),
𝜖𝑔ℎ
𝜌0 𝜕𝑧 𝑁 𝜕𝑧
𝜌0 𝜕𝑧 𝐻𝑁 2
ℒ=

𝜕 1 − 𝜇2 𝜕
1
𝑠 (𝜂2 + 𝜇 2 )
𝑠2
[ 2
]
−
[−
+
],
𝜕𝜇 𝜂 − 𝜇 2 𝜕𝜇
𝜂2 − 𝜇2
𝑛 (𝜂2 − 𝜇 2 ) 1 − 𝜇 2

where 𝜇 = sin(𝜃) , 𝜖 =
the equivalent depth.

(2Ω𝑎)2
𝑔ℎ

(6.6)

(6.7)

, 𝜂 = 𝜎/2Ω and ℎ is a separation constant referred to as
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Further separation of latitude, 𝜃, and altitude, 𝑧, can be done by letting:

̂ = ∑ Θ𝑛 (𝜃)𝐺𝑛 (𝑧) ,
Φ

(6.8)

𝑛

𝐽̂ = ∑ Θn (𝜃)𝐽′𝑛 (𝑧)

(6.9)

𝑛

From Equations 6.1, 6.2, 6.5 and 6.8 we can express the horizontal velocity components
in terms of Θ𝑛 and 𝐺𝑛 :

𝑢̂ =

𝜎
∑ 𝑈𝑛 (𝜃)𝐺𝑛 (𝑧) ,
4Ω2 𝑎

(6.10)

𝑖𝜎
∑ 𝑉𝑛 (𝜃)𝐺𝑛 (𝑧),
𝑟Ω2 𝑎

(6.11)

𝑛

𝑣̂ = −

𝑛

where

𝑈𝑛 =

(𝜂2

𝑉𝑛 =

1
𝑠
𝑠𝑖𝑛𝜃 𝜕
[
+
]Θ ,
2
− sin 𝜃) 𝑐𝑜𝑠𝜃
𝜂 𝜕𝜃 𝑛

(6.12)

1
𝑠 𝑡𝑎𝑛𝜃
𝜕
[
+ ] Θ𝑛 .
2
− sin 𝜃)
𝜂
𝜕𝜃

(6.13)

(𝜂2

The resulting equations from separating altitude and latitude are the vertical structure
equation for an isothermal atmosphere:
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𝑖𝜎𝐻 [

1 𝜕
𝜕
1 𝜕
𝑖𝜎𝜅
(𝜌0 𝜅𝐽𝑛′ ) = −
𝜌0 𝐺𝑛 ] +
𝐺 ,
𝜌0 𝜕𝑧 𝜕𝑧
𝜌0 𝜕𝑧
ℎ𝑛 𝑛

(6.14)

and Laplace’s tidal equation (horizontal structure equation):

(6.15)

ℒΘ𝑛 + 𝜖Θ𝑛 = 0.

Equation 6.15 represents an eigenfunction-eigenvalue problem where, given
specified 𝑠 and 𝜎, a complete set of orthogonal eigenfunctions (Θ𝑛 , called Hough
functions) and eigenvalues (𝜖) can be obtained. Hough functions can be expressed as an
infinite sum of associated Legendre polynomials. Each pair of eigenfunctions and
eigenvalues constitute a mode of oscillation. These modes can be identified by
expressing 𝑠, the zonal wavenumber or number of wave crests occurring along a
latitude circle, and 𝜎, the frequency. The meridional index, 𝑛, provides information on
the number of latitudinal nodes and symmetry characteristics of Θ𝑛 .

The vertical and horizontal components are coupled through the set of
𝐻

eigenvalues referred to as the equivalent depth, ℎ𝑛 given by ℎ𝑛 = 1−𝜅. The vertical
wavelength is given by:
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(6.16)

For large or negative values of ℎ𝑛 the waves are evanescent or trapped. To observe
vertically propagating waves the condition 0 < ℎ𝑛 < 4𝜅𝐻 must be met.

3. Migrating and nonmigrating tides

Migrating solar tides propagate westward and follow the apparent motion of the
Sun. This is due to the primary driving force of solar radiation absorption by water vapor
and ozone in the troposphere and stratosphere respectively (Oberheide et al., 2002).
Due to the rotation of the Earth, the solar radiation input into the atmosphere is
periodic from the perspective of a ground-based observer. The period of these
oscillations are subharmonics of a solar day.
Nonmigrating tides are waves which do not propagate following the apparent motion of
the sun. They can propagate eastward, westward or remain stationary. These tides are
produced through various processes such as interactions brought on by longitudinal
differences in topology and land-sea contrast (Oberheide et al., 2007), through
nonlinear interactions between global-scale waves, and large-scale latent heat release
due to deep convective activity in the troposphere (Hagan & Forbes, 2002). Due to the
sources of oscillation, nonmigrating tidal components are typically less significant than
migrating tidal components.
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Tidal oscillations can be represented by taking the real part of Equation 6.5:
𝐴𝑛,𝑠 𝑐𝑜𝑠(𝑠𝜆 − 𝜎𝑛 𝑡 − 𝜙𝑛,𝑠 ),

(6.17)

where 𝐴𝑛,𝑠 is the amplitude of the oscillation of the observed field, 𝜙𝑛,𝑠 is the tidal
phase and 𝑛 is a positive integer that denotes a subharmonic of a solar day. A wave
crest (maximum amplitude) occurs when
𝜙𝑛,𝑠 = 𝑠𝜆 − 𝜎𝑛 𝑡

(6.18)

is satisfied. The horizontal wave speed of the tide, 𝑐𝑝ℎ is obtained by differentiating
Equation 6.18.
𝑠𝑑𝜆 − 𝜎𝑛 𝑑𝑡 = 0

𝑐𝑝ℎ ≡

𝑑𝜆 𝜎𝑛
=
𝑑𝑡
𝑠

(6.19)

(6.20)

For solar tides, the nth harmonic frequency is 𝜎𝑛 = 𝑛Ω where Ω is the rotation rate of
the Earth (Ω = (2𝜋/24) ℎ−1 ). Equation 6.17 can be represented in terms of local time,
𝑡𝐿 = 𝑡 + 𝜆/Ω:
𝐴𝑛,𝑠 cos ((𝑠 + 𝑛)𝜆 − 𝑛Ω𝑡𝐿 − 𝜙𝑛,𝑠 ) .

(6.21)

For migrating solar tides, 𝑠 = −𝑛 (for 𝑛 < 0 which indicates westward propagating
tides), Equation 6.21 becomes:
𝐴𝑛,𝑠 cos(|𝑛|Ω𝑡𝐿 − 𝜙𝑛,𝑠 ).

(6.22)
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This shows that for migrating solar tides, the amplitude variations that occur at the

Figure 6. 1: Plot of temperature profiles with 30-minute and with 1-km altitude
resolution from the nights of July 20-24, 2003. The gap between each night is scaled
down for easier viewing of the nightly temperatures.

same local time are the same at all longitudes. The diurnal tide occurs when 𝑛 = −1
and 𝑠 = 1, moving westward with the apparent motion of the Sun. Because the RSL at
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USU observes from a fixed geographical location with a stationary vertical beam, the
non-migrating components cannot be distinguished from the migrating components.

4. USU RSL Tides

Five consecutive nights of data from July 20 through July 24, 2003, totaling 62
hours of observation, were chosen for this study. The observations for each night were
reduced into temperature (Figure 6.1) and absolute density (not shown) profiles with a
1 km vertical resolution and 30-minute temporal resolution. The gap between each
night in the figure is scaled down for easier viewing of the temperatures. Because the
RSL only operated at night, it is difficult to observe the long period wave structure on
individual nights and so we looked at multiple consecutive nights to determine their
influences. Due to the gaps in data between nights of observation, a Lomb-Scargle
periodogram (LSP) analysis was used on the five nights to identify the prominent peaks
in frequency in both the temperature and density profiles. Figure 6.2 shows the LSP at
eight different altitudes from the RSL density and temperature profiles. Here we see the
temperature and density LSPs are nearly identical, both showing prominent diurnal and
semidiurnal tidal signatures. Also shown are the locations where the n=3, 4, and 5
harmonics are located. The peaks of these higher-order harmonics are slightly shifted
from the center frequency which might indicate interference from other wave sources
such as gravity waves. The large relative power values for the diurnal and semidiurnal
signatures indicate the strong presence of these tides. The larger width at the base of
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the 24-hour location is likely due to the relatively small number of observed hours. With
more nights, or longer observations such as are available in the winter, the width of the
base would likely narrow.
Having established the presence of the tides with the LSP, we used a leastsquares fit to find the amplitude and phase for each tidal component. Because the RSL
operates only at night, the diurnal and semidiurnal components are difficult to find on
individual nights. We must, then, use the five consecutive nights to generate a
composite view of these tides. To do this, the data were arranged in order by hours past

Figure 6.2: Lomb-Scargle periodograms of the temperature (left) and density (right) from
July 20-24, 2003 (62 hours total). Both periodograms show remarkably similar peaks for
the n=1-5 tides.

midnight, UTC, on July 20th. The amplitude profiles are plotted in Figure 6.3. The blue
profiles are the temperature amplitudes, and the red profiles are the density
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Figure 6.3: Plot of the temperature (blue) and density (red) amplitudes of the first 5
harmonics of the diurnal tide (including the diurnal tide itself) from July 20-24, 2003. The
peaks of the amplitudes appear to be offset by about 3 km in altitude.

amplitudes, which were plotted relative to the 5-day mean density. The peak
temperature amplitudes occur around 75 km with the peak amplitude found in the
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diurnal component. The density amplitude peaks appear to be offset from the
temperature peaks by ~2-3 km with large peaks found around 77 km in all amplitude
profiles. The largest amplitudes are found in the higher order tides, with the n=5 tide

Figure 6.4: Frequency spectrum of temperatures (blue) and densities (orange) at 65 km.
The n=1-4 tidal components have been removed from each night. Both temperature and
density peaks appear at the same frequencies which shows that the FFT is able to see the
same waves in both variables.

producing a maximum amplitude around 83 km. This difference, or offset, in altitude
with the temperature amplitude peaks agrees with what was found in Chapter 5 where
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it was noted that the altitude where the maximum and minimum temperature and
densities occur differs by ~10 km. The offset in the altitude of the peak amplitudes may
be contributing to these differences in the altitudes of the climatological extrema. The
averaged vertical wavelength is 16.1 ± 1.3 km for the temperature and 18.1 ± 1.9 km for
the density.
Next, we looked at the frequency spectrum for each night to see what
oscillations are left after subtracting the main tidal components. This was done by using
the coefficients found by using a least squares fit with Equation 6.22, producing the
amplitude and phase components at each altitude. We then generated a superposition
of the n=1-4 tides at each altitude using these coefficients and then subtracted each
from the 5-day temperatures (and densities). A fast-Fourier transform (FFT) was used to
convert the data into frequency space for each night at each altitude. In order to
produce reliable spectra, the FFT requires uniform spacing in the data. This limits the
top altitudes of the analysis as they vary in height for each 30-minute profile, some of
which do not extend as high as others. Thus, the temporal data may have gaps where
the temperature or density values are missing and the FFT is less reliable at these
altitudes. This starts to occur in most of the 5 nights at around 80 km.
Figure 6.4 shows the resulting temperature and density frequency spectra for
each night at 65 km. The first and last nights are notably different than the middle
nights. This is because there were far fewer 30-minute profiles for use in the analysis.
Otherwise, we see that the density and temperatures exhibit remarkably similar
wavelike behavior over the course of a given night with the relative amplitudes being
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the most notable difference. The peak amplitudes differ in frequency for each night,
with nights 2 and 3 producing the closest spectra to one another. The peak amplitude in
the densities occurs on night 2 centered around a period of 5.25 hours. As this is not a
harmonic of the diurnal tide, it likely represents a superposition of waves included
within the width of the peak such as the n=4, 5 and 6 tides with likely higher frequency
gravity waves included. As such, it is likely that gravity waves are a major factor as to
why we do not see the same peaks for each night. This is because gravity waves are,
generally, shorter term phenomena that are produced by weather related or
topographically related sources and likely will not be present over consecutive nights
(Beissner, 1997; Ehard et al., 2016; Pugmire, 2018;). This has an impact on the location
of the peak frequencies day to day. The peak in the temperatures and densities do occur
centered around the same frequencies, suggesting we are seeing the same waves in
both variables, though with differing relative amplitudes with respect to one another.

5. Conclusions:

Temperature and density tides were explored using RSL observations over 5
nights in July, 2003. A LSP was used to identify the dominant periods of oscillation,
showing strong diurnal and semidiurnal signatures over the 5 nights. There were also
strong signals in the 8-hour and 6-hour tides. The average vertical wavelength of the
tides was found to be 16.1 ± 1.3 km for the temperature and 18.1 ± 1.9 km for the
density. A study of RSL diurnal tidal perturbations by Dao et al. (1995) found the diurnal
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amplitude at Haleakala, Maui in June 1993 to be 19.7 ± 1.1 km. Though the latitude is
quite different, and the studies are 8 years apart, our values for the vertical wavelength
are consistent with this value.
A superposition of sine functions was used to remove the influence of the n=1-4
tides from the signal over 5 nights and an FFT analysis was done for each night using the
results at each altitude. The density and temperature FFTs agree in the frequencies of
the dominant oscillations, with only minor variations in relative amplitudes. This
agreement between variables that both originate from the same RSL observations, but
whose data reduction methods are independent from one another, gives credence to
the validity of the frequencies found in the FFT analysis.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK

1. Summary and Conclusions

The work in this dissertation is largely centered around a new approach at
Rayleigh-scatter lidar (RSL) data reduction. The optimal estimation method (OEM) was
introduced to the RSL community by Sica and Haefele (2015) as an improvement in
temperature reduction over the long-used HC method (Hauchecorne & Chanin, 1980).
The benefits of OEM over HC include a more robust uncertainty analysis and a welldefined top altitude, below which the temperatures are deemed valid. This method was
used to reduce RSL temperatures obtained at Utah State University and produce
temperature climatologies from the original data (1993-2004) and the upgraded system
data (2014-2015). The OEM climatologies were compared with temperature
climatologies produced from the original data using the HC method (Herron & Wickwar,
2018) and with MSIS2.0 model temperatures. The OEM temperatures were found to be
slightly higher overall than the HC temperatures, particularly above 85 km. Other RSL
groups using the HC method have suggested that the top 10 km to 15 km should be
removed from any analysis because it is difficult to know how much the seed
temperature, used at the top altitude in the profile to retrieve temperatures, is
influencing these lower altitude values. This is not a problem for OEM since the method
accounts for all inputs, even calculating the uncertainties for each component in the
forward model, and uses the averaging kernel to define the topmost valid altitude in the
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profile by defining the amount of influence the apriori temperature has on the resulting
temperature profile.
The OEM was used, for the first time, to obtain absolute neutral densities (as
opposed to temperatures) from RSL observations. This novel approach was developed
by using a modified version of the forward model used in the temperature reduction.
Previous to this work, a model value was needed to normalize RSL relative neutral
densities in order to obtain an absolute scale. This introduces large uncertainties, which
are difficult to define for model variables, into the analysis. Work done by Barton et al.
(2016) reflects this issue as they produce climatologies of USU densities normalized to
various models at 45 km which differ greatly in absolute scale. Furthermore, Moser
(2019) showed that reanalysis model temperatures vary greatly from the USU RSL
values at 45 km. Since the RSL values at this altitude are well defined we know the issue
is with the model values. This is a problem when trying to normalize densities since this
process relies on combining two model variables, the temperature and pressure, to
generate the density, using the ideal gas law. Densities retrieved using the OEM provide
a robust uncertainty budget with a well-defined top cutoff altitude. Like the
temperature retrieval (Sica & Haefele, 2015), the a priori density does not have a large
impact on the resulting density profile.
Using the RSL absolute densities reduced using OEM, we generated the first
density climatologies. Results showed that around 70 km there is a region of high
densities that occurs in the summer and of low densities in the winter. This was
apparent in both the original lidar data and the new extended lidar data. The upgraded
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lidar shows another possible set of maxima and minima centered around 110 km, with
the low density occurring in the summer and the high density in the winter, though
because this is the upper limit of the climatology, we cannot say for certain these are
the correct altitudes for the maxima and minima. Comparisons of MSIS2.0 model
densities and USU densities normalized to MERRA-2 show high- and low-density regions
like those found in the OEM density climatology. The MERRA-2 normalized climatology
shows similar higher frequency oscillations, which equate to periods less than that of
the semi-annual oscillation (<180 days), above 85 km. The temperature and density
annual percent variations were directly compared showing the time of year when the
maxima/minima occur are the same for both, but opposite to each other so that when
the density experiences a maximum the temperature experiences a minimum. We also
see a shift in altitude of ~10 km between where the density and temperature extrema
occur.
A case study into tides was presented using the RSL temperatures and densities
focusing on the nights of July 20-23, 2003. The reduction was done using a 30-minute
time resolution with a 1 km altitude resolution. A Lomb-Scargle periodogram was used
to identify the diurnal tide and its harmonics to verify they are present. Once identified,
a least squares fit was applied across the 5 nights at each altitude to retrieve the
amplitudes and periods of the n=1-5 tides. These were used to generate a superposition
of the n=1-4 tides in order to remove their influence from each night. Once these were
removed, an FFT was used to identify the peak frequencies left over. It was shown that
the density and temperatures both show peaks at the same frequencies which indicates
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the waves are identifiable in both the density and temperature profiles. This provides us
with another state variable with which to study atmospheric waves. We also saw that
the frequency of the peaks changed day to day suggesting that shorter period, nonmigrating harmonics are present such as gravity waves.

2. Future Work

The introduction of a new method of obtaining absolute neutral densities opens
the door to many new studies. We now have another state variable with which to study
atmospheric phenomena. As such, we can use these data to verify other studies
performed using temperature such as characterizing gravity waves (Kafle, 2009),
identifying sudden stratospheric warming events with RSL observations (Sox, 2016), and
regional comparisons of climatologies (Herron, 2007).
With an upgraded lidar system, extending the altitude range above 120 km, we
can study the changes in the neutral composition directly. This can be done through
further modification of the OEM forward model to retrieve the individual components
making up the neutral atmosphere. We can then study at what point O begins to
become important in the neutral composition. With enough observations over time a
climatology of the neutral atmosphere in the lower thermosphere will be possible to
create. This would provide valuable data for the improvement of models such as
MSIS2.0.
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Further work is ready to be done with atmospheric pressure. By obtaining the
pressure, we will add yet another state variable that can be used to study the
atmosphere. This can be done in two ways. We can use the ideal gas law to simply
calculate the pressures using the OEM temperatures and densities. We can also
formulate a new forward model with the OEM to extract pressures directly from RSL
observations. Apart from providing an interesting study into the OEM itself by
comparing the resulting pressures with each method, we can then see how the pressure
changes over a composite year and where its extrema are located in altitude and
compare these results with those from Chapter 5.
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