This work reports new experimental radiative lifetimes and calculated oscillator strengths for transitions of astrophysical interest in singly ionized cobalt. More precisely, nineteen radiative lifetimes in Co + have been measured with the time-resolved laser-induced fluorescence technique using one-and two-step excitations. Out of these, seven belonging to the high lying 3d 7 ( 4 F)4d configuration in the energy range 90697 -93738 cm −1 are new, and the other twelve from the 3d 7 ( 4 F)4p configuration with energies between 45972 and 49328 cm −1 are compared with previous measurements. In addition, a relativistic Hartree-Fock model including core-polarization effects has been employed to compute transition rates. Supported by the good agreement between theory and experiment for the lifetimes, new reliable transition probabilities and oscillator strengths have been deduced for 5080 Co ii transitions in the spectral range 114 -8744 nm.
INTRODUCTION
The final stage of exothermal elemental production in stars is the iron-group elements. The even-Z atoms are produced by consecutive capture of helium nuclei, and named α-elements. The production of the odd-Z elements is not as well constrained, and does not follow the abundance trends of the α-elements, indicating non-common production sites. As a result of this nucleosynthesis in the interior of stars, the even-Z nuclei such as Ca, Ti, Cr, and Fe have a higher cosmic abundance compared to the odd-Z nuclei located in between. However, the astrophysical interest for the odd-Z iron-group elements has increased in recent years. In the present project, we target atomic data for Co ii (Z=27). Cobalt is believed to be produced primarily in type II supernova, and also to a lesser extent in type Ia (Woosley & Weaver 1995 , Bravo & Martinez-Pinedo 2012 , Battistini & Bensby 2015 . Abundance determinations in stars serve as important tests of the stellar evolution and supernova explosion models (Pagel 2009 ). Furthermore, high-excitation ⋆ E-mail: Pascal.Quinet@umons.ac.be spectral lines have additional diagnostic value, since they can be used to benchmark non local thermodynamical equilibrium (non-LTE) modelling of stellar atmospheres. Along with the development of 3D model atmospheres, a trustworthy non-LTE treatment is the current challenge for accurate stellar abundances. High-precision atomic data for selected lines is important for this development (Lind et al 2012) .
In the case of cobalt, a big effort was recently made by Lawler et al (2015) to provide improved oscillator strengths for about 900 lines belonging to the first spectrum (Co i). These were deduced from emission branching fractions measured from hollow cathode lamp spectra recorded using a Fourier transform spectrometer and a high-resolution echelle spectrograph combined with radiative lifetimes determined by the time-resolved laser-induced fluorescence (TR-LIF) technique.
Concerning the second spectrum (Co ii), several papers have reported experimental determinations of radiative data. Lifetime measurements have been performed by Pinnington et al (1974) and Sørensen (1979) using the beamfoil technique and by Salih et al (1985) and using TR-LIF. Experimental transition probabilities c 2016 The Authors were reported for 41 spectral lines by Salih et al (1985) , Crespo Lopez-Urrutia et al (1994) and by combining branching fraction measurements with available lifetimes. Theoretical data have been published by Raassen et al (1998) who computed oscillator strengths for a large number of Co ii lines using the method of orthogonal operators. However, all these studies were limited to radiative decays from the odd-parity 3d 7 4p configuration to lower states belonging to the 3d 8 and 3d 7 4s even-parity configurations. More extensive calculations are reported by Kurucz (2011) .
The main goal of the present work is to extend the knowledge of radiative data to higher energy states and to provide a consistent set of transition rates for a large number of spectral lines in singly ionized cobalt. More precisely, new experimental lifetime measurements were performed by TR-LIF for 12 energy levels belonging to the 3d 7 4p oddparity configuration and 7 energy levels belonging to the 3d 7 4d even-parity configuration using one-and two-step excitations, respectively. In addition, transition probabilities and oscillator strengths were computed for 5080 Co ii lines in a wide spectral region, from ultraviolet to infrared, using a pseudo-relativistic Hartree-Fock model including corepolarization effects.
RADIATIVE LIFETIME MEASUREMENTS
The experimental set-up for one-and two-step experiments at the Lund High Power Laser Facility has recently been described in detail (Engström et al 2014 , Lundberg et al 2016 . For an overview we refer to Figure 1 in Lundberg et al (2016) , and here we mainly give the most important details. The Co + ions were produced by focusing 10 ns long pulses from a frequency doubled Nd:YAG laser onto a rotating Co target placed in a vacuum chamber where the pressure was about 10 −4 mbar. The Co plasma created in the ablation process was crossed by one or two laser beams 5 mm above the target.
Both laser systems consisted of a frequency doubled Nd:YAG laser (Continuum NY-82) pumping a Continuum Nd -60 dye laser, mostly operating with DCM dye. For the wavelengths above 225 nm the second (or only) laser used Oxazin dye instead. In all measurements the final output from the dye lasers was frequency tripled using KDP and BBO crystals. The pulse length from the first laser was 10 ns, whereas for the second (or only) laser we achieved a pulse length after tripling of about 1 ns by injection seeding and compressing the output from the Nd:YAG laser. The compressor utilized stimulated Brillouin scattering in water.
The fluorescence emitted by the Co + ions was dispersed by a 1/8 m grating monochromator, with its 0.1 mm wide entrance slit oriented parallel to the excitation laser beam, registered by a fast micro-channel-plate photomultiplier tube (Hamamatsu R3809U) and finally digitized by a Tektronix DPO 7254 oscilloscope. The oscilloscope, with 2.5 GHz analog band width, sampled the decay in 50 ps intervals. All measurements used the second spectral order, giving an observed line width of about 0.5 nm. The excitation laser pulse shape was recorded simultaneously using a fast photo diode and digitized in a second channel on the oscilloscope. The final decay curves and pulse shape were obtained by averaging over 1000 laser pulses. The code DECFIT (Palmeri et al 2008) was then used to extract the lifetimes by fitting a single exponential function convoluted by the measured shape of the second-step laser pulse and a background function to the observed decay. Table 1 gives the wavelengths for the excitation and detection channels used in the single-step measurements. All two-step excitations started from the 3d 7 4p z 5 G5 level at 47346 cm −1 , and the excitation and detection channels used are listed in Table 2 .
For the two-step measurements several special experimental aspects have to be considered. Before every measurement the delay between the two lasers was adjusted so that the short pulse from second laser coincided with the maximum population of the intermediate 3d 7 4p z 5 G5 level. The latter was found by observing the maximum in the fluorescence light from this level at either 231 or 266 nm. When detecting the decay of the final 3d 7 4d levels two types of line blending can occur. The very intense light emitted by the intermediate level at 231 nm results in a time dependent background observable in a several nm wide wavelength region. The lifetime of z 5 G5 is about 3 ns but the fluorescence signal extends over more than 10 ns due to the width of the first-step laser pulse. This blending problem can, however, be accurately handled by recording the background signal with the second-step laser turned off and then subtracting this from the observed final decay. This technique is illustrated in Figure 1 , and the measurements influenced by this effect are marked in Table 2 . A more difficult problem is that the level under investigation usually decays along several cascade chains where one or more secondary (4s -4p) channels may occur close to the measured decay. Contrary to blending from the intermediate level the cascades are of much lower intensity, and hence the blending has to be almost perfect in wavelength to cause a serious problem. Since such blends cannot be compensated for, we carefully investigated this possibility before choosing the appropriate channels to use, as discussed in Lundberg et al (2016) .
The final lifetimes are given in Table 3 and represent the averages of 10 -20 measurements performed over several days. The quoted uncertainties are mainly based on the variation between the different measurements (Palmeri et al 2008) .
OSCILLATOR STRENGTH CALCULATIONS
To model the atomic structure and to compute the radiative decay rates in singly ionized cobalt, we considered a relativistic Hartree-Fock (HFR) model using the suite of computer codes originally developed by Cowan (1981) , and subsequently modified to take core-polarization into account, giving rise to the HFR+CPOL approach (see e.g. Quinet et al 1999 Quinet et al , 2002 . In the present case, the configurations explicitly included in the configuration interaction expansions were the following : 3d 8 + 3d 7 4s + 3d 7 5s + 3d 7 4d + 3d 7 5d + 3d 6 4s 2 + 3d 6 4s5s + 3d 6 4s4d + 3d 6 4s5d + 3d 5 4s 2 4d + 3d 5 4s 2 5s (even parity) and 3d 7 4p + 3d 7 5p + 3d 7 4f + 3d 7 5f + 3d 6 4s4p + 3d 6 4s5p + 3d 6 4s4f + 3d 6 4s5f + 3d 5 4s 2 4p + 3d 5 4s 2 4f (odd parity). The ionic core considered for the corepolarization model potential and the correction to the dipole operator was a vanadium-like core, i.e. a 3d 5 Co 4+ core. The dipole polarizability for such a core is 1.01 a 3 0 according to b All levels were excited using the third harmonic of the dye laser c All fluorescence measurements were performed in the second spectral order d Corrected for scattered laser light at the same wavelength et al. (1976) . For the cut-off radius, we used the HFR mean value of the outermost 3d core orbital, i.e. 1.00 a0.
Some radial integrals, considered as free parameters, were then adjusted with a least-squares optimization program minimizing the discrepancies between the calculated Hamiltonian eigenvalues and the experimental energy levels from the NIST database (Kramida et al 2014) . In this compilation, Co ii energy levels from Pickering et al (1998) and from Pickering (1998) were increased by 6.7 parts in 10 8 to account for the calibration correction found by Nave & Sansonetti (2011) . Moreover, the additive constant '+x' introduced by Pickering et al (1998) for the 3d 7 ( 2 F)4s and 3d 7 ( 2 F)4p energy levels was eliminated by adjusting these levels to fit the wavelengths of 20 observed intersystem spectral lines. Four of these lines were measured by Pickering et al (1998) while the other 16 lines were observed by Iglesias (1979) . For the 3d 8 , 3d 7 4s, 3d 7 5s and 3d 7 4d even-parity configurations, the average energies (Eav), the electrostatic direct (F k ) and exchange (G k ) integrals, the spin-orbit (ζ nl ), and the effective interaction (α, β) parameters were allowed to vary during the fitting process. In addition, the average energies for the 3d 7 5d and 3d 6 4s 2 configurations were also included in the adjustment. For the few experimental even levels located above 111000 cm −1 it was very difficult to establish an unambiguous correspondence with the calculated values so these levels were omitted in the semi-empirical process. In the odd parity configurations, only experimental levels located below 90000 cm −1 were used to optimize some radial parameters in the 3d 7 4p and 3d 6 4s4p configurations. The fitting process was not applied to the highly excited levels reported in the NIST compilation as belonging to 3d 7 5p and 3d 7 4f configurations because most of them appeared to be very strongly mixed with experimentally unknown levels. For both parities, all the other radial electrostatic interaction parameters were fixed at 80% of their ab initio HFR values.
The numerical values of the parameters adopted in the present calculations are reported in Tables 4 and 5 for Kurucz (2011) even-parity and odd-parity configurations, respectively. This semi-empirical process led to average deviations with experimental energy levels equal to 110 cm −1 (158 levels, 30 fitted parameters) for the even parity, and 127 cm −1 (114 levels, 12 fitted parameters) for the odd parity.
RESULTS AND DISCUSSION
The computed radiative lifetimes obtained in the present work are compared with the available experimental values in Table 3 . Our experimental values agree within the mutual error bars with Salih et al (1985) and . However, there is a tendency for our new values to be somewhat shorter. This could probably be explained by our shorter pulse length and better time resolution in the detection system. As shown in this table, the overall agreement between theory and experiment is good, the average relative differences being found to be equal to 12%, 17% and 5%, when considering the lifetime measurements due to Salih et al (1985) , and the present study, respectively. For comparison, Table 3 includes the theoretical lifetimes obtained by Kurucz (2011) . This work also used a semi-empirical approach based on a superposition of configurations calculation with a modified version of the Cowan (1981) codes and experimental level energies. We note a very good qualitative agreement between the two calculations, but that our new results, with two exceptions, are consistently 5% longer and closer to the experimental values. Table 6 gives the HFR+CPOL oscillator strengths (log gf ) and weighted transition probabilities (gA), together with the experimental energies of the lower and upper levels and the corresponding wavelengths for 5080 Co ii spectral lines from 114 to 8744 nm. These correspond to all the electric dipole transitions involving the experimentally known levels (Pickering 1998 , Kramida et al 2014 for which log gf is larger than -4. In the last column of the table, we also give the value of the cancellation factor (CF ), as defined by Cowan (1981) . Very small values of this factor (typically < 0.05) indicate strong cancellation effects in the calculation of the line strengths and the corresponding transition rates can be affected by larger uncertainties and should be considered with some care. This concerns about 25% of the lines listed in Table 6 , the large majority of them being characterized by weak oscillator strengths (log gf < -2).
When comparing the results obtained with our computational approach with the previously published decay rates, we find an overall good agreement. This is illustrated in Figures 2-5 , where our calculations are compared with the experimental data reported by Salih et al (1985) , Crespo López-Urrutia et al (1994), and the those obtained theoretically by Raassen et al (1998) . More precisely, as shown in Figure 2 , we obtain a mean ratio of 1.036 ± 0.205 when comparing our transition probabilities with those of Salih et al (1985) , who combined lifetime values obtained by TR-LIF with branching fractions measured on spectra recorded with the 1-m Fourier-transform spectrometer at the Kitt Peak National Observatory, to deduce the decay rates for 41 transitions depopulating the 3d 7 4p z 5 F, z 5 D and z 5 G levels. Figure 3 shows a slighly larger scatter between our calculations and the transition probabilities published by Crespo López-Urrutia et al (1994).
Here the mean ratio gA This work /gACrespo is equal to 1.098 ± 0.493. However, it is worth noting that the gA-values obtained by the latter authors were deduced from the combination of branching ratio measurements with available experimental lifetimes for the 3d 7 4p z 5 F, z 5 D, z 5 G levels Pinnington et al 1973 , 1974 , Salih et al 1985 but also with estimated lifetimes for the z 3 G, z 3 F and z 3 D levels from the measurement of total intensity of all lines of each of these levels under the assumption of almost equal population. The branching fractions were found using intensity measurements with a special hollow electrode r.f. discharge and using a phase method with a modified wall-stabilized arc in a spectro-interferometric arrangement. reported 28 oscillator strengths for ultraviolet Co ii lines deduced from laser-induced fluorescence lifetimes and branching fraction measurements using a high resolution grating spectrometer and an optically thin hollow cathode discharge. As illustrated in Figure 4 , our gf -values were found to agree in general within 20-30 % with the results obtained by . More particularly, the mean ratio gf This work /gf Mullman was found to be equal to 1.339 ± 0.552 when using all the common lines, and to 1.238 ± 0.411 when using the strongest transitions for which log gf > -1. Finally, Figure 5 shows the comparison between our computed oscillator strengths and those published by Raassen et al (1998) who used the theoretical method of orthogonal operators to determine the log gf -values for (3d 8 + 3d 7 4s) -3d 7 4p transitions in Co ii. In this case, the two sets of data generally agree within about 20%, this percentage difference being reduced to 12% when considering the most intense transitions with log gf > -1. We also note that our oscillator strengths are on average larger than those obtained by Raassen et al. This could be due to the fact that these latter authors included explicitly a less extended set of interacting configurations in their model. Figure 1 . Decay of the 4d 7 ( 4 F)4d e 5 H 6 level at 236 nm perturbed by the fluorescence from the 4d 7 ( 4 F)4p z 5 G 5 level at 231 nm excited by the first-step laser. The lower curve shows a measurement at 236 nm with the second-step laser turned off, revealing the contribution from z 5 G 5 .
CONCLUSION
Transition probabilities and oscillator strengths have been obtained for 5080 spectral lines in Co ii using the pseudorelativistic Hartree-Fock method including the most important intravalence correlation and core-polarization effects. The accuracy of the new data has been assessed through detailed comparisons with previously published experimental and theoretical radiative rates together with new lifetime measurements performed in the present work using the laser-induced fluorescence technique with one-and two-step excitations. In view of the overall agreement obtained between all sets of results, it is expected that the new gAand gf -values should be accurate to a few percent for the strongest transitions and to within 20-30% for weaker lines. Comparison between the transition probabilities (gA in s −1 ) calculated in the present work and those deduced from the experimental measurements due to Salih et al (1985) .
gA ( Comparison between the oscillator strengths (log gf ) calculated in the present work and those deduced from the experimental measurements due to . Figure 5 . Comparison between the oscillator strengths (log gf ) calculated in the present work and those computed by Raassen et al (1998) .
