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Nilai akhir mahasiswa dapat ditentukan dengan berbagai cara, beberapa diantaranya 
menggunakan range nilai, standart deviasi, dll. Dalam penelitian ini akan ditawarkan sebuah 
metode baru untuk menentukan nilai akhir mahasiswa menggunakan clustering dalam hal ini 
adalah Fuzzy C-Means. 
Fuzzy C-Means digunakan untuk mengelompokkan sejumlah data dalam beberapa 
cluster. Tiap data memiliki derajat keanggotaan pada masing-masing cluster antara 0-1 yang 
diukur melalui fungsi objektif. Pada Fuzzy C-Means ini fungsi objektif diminimumkan 
menggunakan iterasi yang biasanya terjebak dalam optimum lokal. Algoritma genetika  
diharapkan dapat menangani masalah tersebut karena algoritma genetika berbasis evolusi 
yaitu dapat mencari individu terbaik melalui operasi genetika (seleksi, crossover, mutasi) dan 
dievaluasi berdasarkan nilai fitness.  
Penelitian ini bertujuan untuk mengoptimasi titik pusat cluster pada Fuzzy C-Means 
menggunakan algoritma genetika. Hasilnya, bahwa dengan menggunakan GFS didapatkan 
fungsi objektif yang lebih kecil daripada menggunakan FCM, walaupun membutuhkan waktu 
yang relative besar. Meskipun selisih antara FCM dan GFS tidak terlalu besar namun hal 
tersebut berpengaruh pada anggota cluster  
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Abstract 
The final grade of students could be determined in various ways, some of which use a 
range of values, deviation standard, etc. In this study will be offered a new method for 
determining final grades of students by using the clustering method. In this research the 
clustering method that will be used is the Fuzzy C-Means (FCM). 
Fuzzy C-Means is used to group a number of data in multiple clusters. Each data has a 
degree of membership (the range value of membership degree is 0-1). Membership degree is 
measured through the objective function. In Fuzzy C-Means,  objective function is minimized by 
using iteration and is usually trapped in a local optimum. Genetic algorithm is expected to 
handle these problems. The operation of genetic algorithm based on evolution that is able to 
find the best individuals through genetic operations (selection, crossover and mutation) and 
evaluated based on fitness values. 
This research aims to optimize the cluster center point of FCM by using genetic 
algorithms. The result of this research shows that by combining the Genetic Algorithm with 
FCM could obtained a smaller objective function than using FCM, although it takes longer in 
execution time. Although the difference of objective function that produced by FCM and FCM-
Genetic Algorithm combination is not too big each other, but it takes effect on the cluster 
members. 
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erdapat berbagai cara untuk menentukan nilai akhir huruf mahasiswa, diantaranya adalah 
menggunakan skala pasti maupun  standar deviasi, Tapi dengan cara yang seperti itu 
mungkin akan menyulitkan dosen jika terjadi kondisi-kondisi tertentu yang memerlukan 
pertimbangan dosen, pada sistem ini ditawarkan alternatif baru untuk penilaian dimana dosen 
diberi kebebasan (hak istimewa) untuk menentukan standart nilai menggunakan metode 
clustering dalam hal ini menggunakan fuzzy clustering. Cluster adalah sekelompok sesuatu yang 
mempunyai kesamaan sifat [1]. Fuzzy clustering memainkan peran yang paling penting dalam 
pencarian struktur dalam data [2]. 
Metode ini dipilih karena dengan metode ini, bisa ditentukan jumlah cluster yang akan 
dibentuk. Dengan penentuan jumlah cluster di awal, bisa diatur keragaman nilai akhir atau 
pelabelan nilai sesuai dengan clusternya. 
Pada fuzzy c-means nilai awal titik pusat cluster  dibangkitkan secara acak sehingga 
terjadi optimum lokal,dimana proses selanjutnya bergantung pada nilai awal yang dibangkitkan 
secara acak, disini akan digunakan algoritma genetika untuk mengoptimasi nilai awal titik pusat 
cluster.  
Algoritma genetika (GA) sebagai teknik optimasi dapat diterapkan pada clustering yang 
berbasis optimasi fungsi  tujuan. Pada pendekatan GA untuk fuzzy clustering fungsi fitness 
diambil dari fungsi objektif yang diminimumkan, yaitu Jm(U,V) [3]. 
Pada pendekatan algoritma genetika, Pada setiap generasi, kromosom dievaluasi 
berdasarkan nilai fungsi fitness [4], untuk pencarian titik pusat cluster dilakukan dengan cara 
meng-evolusikan matrik pusat cluster (seleksi, crossover dan mutasi)dengan fungsi fitness 
menggunakan fungsi objektif yang terdapat pada fuzzy c-means 
 
 
2. METODE PENELITIAN 
 
Secara umum sistem yang akan dibuat dalam penelitian ini adalah sistem untuk 
menentukan nilai akhir huruf mahasiswa dengan menggunakan perhitungan Fuzzy clustering 
dan algoritma genetika dimana algoritma genetika digunakan untuk optimasi titik pusat cluster 
pada Fuzzy C-means.  
Dengan menggunakan algoritma genetika, nilai awal titik pusat cluster V dibangkitkan 
secara acak, kemudian nilai V tersebut digunakan untuk menghitung matriks u. Selanjutnya nilai 
V ini akan dievolusikan menggunakan seleksi, crossover dan mutasi untuk mendapatkan nilai V 
yang paling optimum. Deskripsi umum sistem tersebut ditunjukkan pada Gambar 1 
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Langkah-langkah kegiatan yang akan dilakukan untuk permasalahan ini adalah: 
1. Representasi solusi dan spesifikasi masukan dan keluaran. 
2. Penentuan ukuran parameter genetika meliputi ukuran populasi, jumlah generasi, 
probabilitas crossover, probabilitas mutasi, maxIterasi. 
3. Menentukan fungsi fitness yang digunakan, dalam hal ini fungsi fitness yang digunakan 
adalah fungsi objektif yang meminimumkan jarak antar data dengan titik pusat cluster (V) 
yang terdapat pada Fuzzy C-means. 
4. Menentukan encoding kromosom yang digunakan yaitu real encoding. 
5. Pemilihan fungsi seleksi yaitu menggunakan metode rank, crossover menggunakan one 
cut point, dan mutasi dengan mengubah gen secara acak. 
6. Melakukan pengupdatetan matriks u yang merupakan derajat keanggotaan data pada 
masing-masing titik pusat cluster (V). 




Gambar 2. Penerapan Algoritma Genetika pada Fuzzy C-means 
2.1 Perancangan Sistem  
Pada penelitian ini digunakan metode GFS (Genetic Fuzzy System) untuk menentukan 
nilai akhir kuliah mahasiswa. Dari data nilai mahasiswa akan dikelompokkan menjadi beberapa 
cluster, dalam hal ini dosen berhak menentukan jumlah cluster yang diinginkan berdasarkan 
nilai terendah dan nilai tertinggi pada data nilai mahasiswa. Kemudian dari hasil cluster yang 
didapatkan, dosen dapat memberi pelabelan nilai yang sesuai 
Dalam clustering, persoalan sebenarnya adalah persoalan untuk mencari titik pusat 
cluster yang paling optimum berdasarkan fungsi objektif. Pada penelitian ini, persoalan ini akan 
diselesaikan dengan menggunakan algoritma genetika. Dalam algoritma genetika, solusi dari 
persoalan direpresentasikan dengan kromosom.  
2. 1.1 Representasi Kromosom 
Pada penelitian ini nilai awal kromosom akan dibangkitkan secara acak sebanyak n 
cluster (V) dan sebanyak jumlah populasi kromosom m. Jadi satu gen mewakili satu cluster. 
Banyaknya jumlah cluster ditentukan oleh dosen berdasarkan nilai minimal dan maksimal dari 
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data nilai mahasiswa, sedangkan jumlah awal kromosom yang digunakan pada penelitian ini 
adalah 50, hal ini dikarenakan algoritma genetika membutuhkan ruang solusi yang cukup besar 
dan ini berdasarkan rekomendasi dari De Jong 1975 yang terdapat pada dasar teori. 
Tabel 1. Contoh Representasi Kromosom 
 v1 v2 v3 v4 ... 
vn 
Kromosom 1 1.4 5.0 7.1 1.5 ... 0.4 
Kromosom 2 0.5 4.4 6.0 1.3 ... 2.6 
... ... ... ... ... ... ... 
Kromosom 
m 
1.7 2.1 6.3 5.5 ... 2.7 
 
2.1.2 Hitung Matrik U 
Matriks u adalah derajat keanggotaan data pada tiap-tiap cluster, Berdasarkan rumus 
perhitungan matriks u membutuhkan input berupa data nilai dan nilai titik pusat cluster. Rumus 
untuk menghitung matriks u ditunjukkan pada Rumus 1 
           (1) 
2. 1.3  Fungsi Fitness 
Fungsi fitness merupakan ukuran kinerja suatu individu agar tetap bertahan hidup dalam 
lingkungannya. Dalam algoritma genetika fungsi fitness adalah fungsi objektif dari masalah 
yang akan dioptimasi.  
  Fungsi fitness yang digunakan  dalam penelitian ini mengadopsi rumus fungsi objektif 
yang terdapat pada Fuzzy C-means yang meminimumkan jarak antara data dengan titik pusat 
cluster. Rumus fungsi objektif yang digunakan dalam fungsi fitness ditunjukkan pada Rumus 2 
 
                                                                                 (2) 
2.1.4 Seleksi 
Pada penelitian ini, seleksi kromosom dilakukan dengan menggunakan metode rank  
yang bertujuan untuk mendapatkan prosentase yang lebih merata. Seleksi ini menggunakan 
fitness skala dalam memilih kromosom dari populasi. Untuk menghitung fitness skala dari suatu 
kromosom, maka perlu diketahui terlebih dahulu jumlah seluruh fitness dalam populasi. 
Prosedur seleksi adalah sebagai berikut: 
1. Menghitung nilai fitness (fk) tiap kromosom 
2. Urutkan nilai fitness secara descending menggunakan library value comparator.  
3. Beri prosentase pada tiap kromosom dengan membagi tiap kromosom dengan jumlah total 
kromosom dikalikan 100% 
4. Hitung akumulasi prosentase 
5. Pilih induk yang menjadi kandidat untuk di-crossover dengan cara: 
IJCCS  ISSN: 1978-1520  
 
Optimasi Cluster Pada FCM Menggunakan GA Untuk Menentukan Nilai Akhir  (Putri Elfa M.) 
105 
a. Bangkitkan suatu bilangan [0,1] 
b. Memilih kromosom dengan nilai kumulatif  qk  yang lebih besar dan yang paling 
mendekati dari nilai random sebagai parent. 
6. Lakukan langkah 5 sebanyak ukuran  populasi. 
 
2.1.5 Crossover 
Metode crossover yang digunakan pada penelitian ini adalah metode one cut point 
karena mudah diterapkan pada kromosom yang diencodingkan secara real. Tidak semua 
kromosom mengalami crossover, kromosom yang di crossover  sesuai dengan probabilitas 
crossover (Pc). Jika terdapat dua kromosom yang nilai randomnya lebih kecil dari Pc, maka 
langsung di crossover, jika lebih dari dua kromosom maka dicrossover secara berurutan dan 
hanya dipilih satu offspring terbaik yang dapat menggantikan induk. 
Prosedur persilangan satu titik sebagai berikut: 
1. Menentukan Pc dan nilai acak p, dimana Pc adalah peluang crossover dan p adalah 
nilai yang dibangkitkan secara acak. Hanya p yang lebih kecil dari Pc yang akan di 
crossover. Nilai awal Pc yang digunakan pada penelitian ini adalah 0,6 yang 
merupakan rekomendasi dari De jong yang mengacu pada dasar teori pada Bab III 
2. Tentukan posisi crossover dengan cara membangkitkan bilangan acak dengan 
batasan 1 sampai n-1, dimana n adalah panjang kromosom. Misalkan didapat posisi 
crossover adalah 20 maka kromosom induk akan dipotong mulai gen ke 21 sampai 
gen ke n, kemudian potongan gen tersebut saling ditukar antar induk. 
3. Posisi cut-point crossover dipilih menggunakan bilangan acak 1-(n-1) sebanyak 




Metode mutasi dilakukan dengan cara uniform, yaitu dengan mengganti satu gen yang 
dipilih secara acak dengan suatu nilai baru dalam hal ini nilai baru tersebut juga ditentukan 
secara acak. Jumlah kromosom yang mengalami mutasi dalam satu populasi ditentukan oleh 
parameter peluang mutasi (pm).  
Langkah-langkah mutasi sebagai berikut: 
1. Menentukan Pm dan p, dimana Pm adalah peluang mutasi dan p adalah nilai yang 
dibangkitkan secara acak. Nilai awal Pm yang digunakan pada penelitian ini adalah 
0,001 yang merupakan rekomendasi dari De jong yang mengacu pada dasar teori 
yang terdapat pada Bab III 
2. Untuk memilih posisi gen yang akan mengalami mutasi dilakukan dengan cara 
membangkitkan bilangan acak (p) antara 0 sampai 1. Jika p < pm, maka gen akan 
dimutasi, misal pm kita temukan 10% maka diharapkan ada 10% dari populasi yang 
mengalami mutasi. 
3. Bangkitkan bilangan acak untuk mengubah nilai gen yang ditentukan secara acak 
dengan nilai yang acak. 
 
3. HASIL DAN PEMBAHASAN 
 
Pembahasan pada sistem ini meliputi perbandingan clustering menggunakan FCM dan 
GFS dilihat dari nilai objektif, hasil pengelompokan data, waktu dan analisis pengaruh 
parameter genetika terhadap nilai objektif dan lama proses sistem. Pengaruh parameter yang 
dipelajari dalam penelitian ini dikelompokkan menjadi 4 bagian yaitu: 
1. Hasil clustering menggunakan FCM 
2. Pengaruh parameter ukuran populasi. 
3. Pengaruh parameter jumlah iterasi 
4. Pengaruh kombinasi parameter Pc dan Pm 
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3.1 Hasil Percobaan 
Hasil percobaan pertama adalah hasil clustering dengan menggunakan parameter 
popsize, Pc, Pm rekomendasi dari De jong, yaitu populasi = 50, Pc = 0,6, Pm=0,001, maksimal 
iterasi = 100 dan jumlah cluster = 4 Data tersebut ditampilkan dalam Tabel 2 berikut ini. 
 
Tabel 2 Data Nilai Mahasiswa Percobaan 1 
 
 
Dari hasil yang ditunjukkan pada Tabel 6.1, didapatkan fungsi objektif sebesar 800,557 dan 
membutuhkan waktu 869 ms 
Percobaan selanjutnya sistem dijalankan dengan menggunakan data parameter genetika 
dengan jumlah cluster yang sama, tetapi parameter berbeda. Jumlah cluster = 4, ukuran populasi 
50, probabilitas crossover (Pc) 0.3, probabilitas mutasi (Pm) 0.9, pembobot 2 dan max iterasi 
300. 
Tabel 3. Data Nilai Mahasiswa Percobaan 2 
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Dari hasil percobaan tersebut terlihat sedikit perbedaan pengelompokkan nilai. Fungsi 
objektif terakhir yang dihasilkan pada percobaan kedua adalah 662.817 dan membutuhkan 
waktu 2795 ms, nilai ini jauh lebih baik dibandingkan percobaan sebelumnya, data inilah yang 
digunakan sebagai acuan untuk membandingkan hasilnya dengan metode FCM. 
 
3.2 Hasil Perbandingan dengan FCM 
Dilakukan perbandingan menggunakan FCM dan GFS dengan data yang sama dan 
jumlah cluster yang sama.Metode GFS dijalankan dengan menggunakan data parameter 
genetika dengan jumlah cluster = 4, ukuran populasi 50, probabilitas crossover (Pc) 0.3, 
probabilitas mutasi (Pm) 0.9, pembobot 2 dan max iterasi 300. Data ini ditentukan secara acak. 
Fungsi objektif terakhir yang dihasilkan adalah 662.817 dan membutuhkan waktu 2795 ms. 
Pengelompokan data nilai mahasiswa menggunakan FCM (Fuzzy C-Means) dilakukan 
dengan nilai parameter jumlah cluster = 4, pembobot = 2, maxIterasi = 100.Dari percobaan 
tersebut diketahui bahwa hasil cluster data nilai mahasiswa hasilnya sama baik menggunakan 
FCM maupun GFS, sedangkan dilihat dari waktu yang digunakan untuk mengklaster data, FCM 
relative lebih singkat disbanding GFS. 
Fungsi objektif yang dihasilkan FCM lebih besar dari GFS yaitu 662.82, hal ini 
dikarenakan proses penyelesaian optimasi secara klasik sering menghantar pada penyelesaian 
yang merupakan optimum  lokal sedangkan algoritma genetika akan selalu berevolusi untuk 
menemukan individu yang lebih baik tergantung dari parameter masukan.  
3.3 Pengaruh Parameter Ukuran Populasi 
 
Percobaan pertama adalah dengan mengambil jumlah cluster = 4, ukuran populasi = 10, 
Pc = 0.4, dan Pm = 0.8, jumlah iterasi = 100. Satu nilai parameter yang sama dihitung sebanyak 
5 kali. Percobaan selanjutnya adalah dengan  menambah ukuran populasi dan tetap 
menggunakan nilai parameter yang sama seperti pada percobaan pertama. Setelah dilakukan 10 
kali percobaan dengan ukuran populasi yang berbeda diperoleh hasil seperti Tabel2 
 
Tabel 4 Pengaruh Parameter Ukuran Populasi 
 
 
Dari tabel diatas dapat dilihat bahwa semakin besar jumlah populasi maka nilai 
objektifnya semakin kecil dan stabil dan membutuhkan waktu yang relative lebih besar. Hal ini 
dikarenakan semakin banyak jumlah populasi kemungkinan ruang solusi juga semakin besar 
          ISSN: 1978-1520 
IJCCS  Vol. 6, No. 1,  January  2012 :  101 – 110 
108 
dan peluang untuk memperoleh individu yang lebih baik semakin besar walaupun harus dibayar 
dengan waktu yang lebih banyak. 
3.4 Pengaruh Parameter  Jumlah Iterasi 
Percobaan pertama adalah dengan mengambil  jumlah iterasi awal = 100, ukuran 
populasi = 50, Pc = 0.8, dan Pm = 0.2. Percobaan selanjutnya adalah dengan  menambah jumlah 
iterasi dan tetap menggunakan nilai parameter lain yang sama seperti pada percobaan pertama. 
Setelah dilakukan 8 kali percobaan  diperoleh nilai objektif seperti Tabel 5 
  




Dari Tabel 6.5 diketahui bahwa nilai objektif terbaik (yang lebih kecil daripada FCM) 
diperoleh mulai dari jumlah iterasi 500 dan seterusnya, dimana nilai objektif yang diperoleh 
yaitu 662,817. Perbedaan nilai yang terjadi pada iterasi yang sama dikarenakan setiap kali 
perhitungan yang berbeda, proses seleksi, crossover, dan mutasi yang terjadi juga berbeda 
tergantung bilangan acak yang didapatkan. Hasil ini bisa lebih baik maupun lebih buruk. 
 
3.5 Pengaruh Kombinasi Pc dan Pm 
Percobaan pertama adalah dengan mengambil nilai Pc = 0.6, dan Pm = 0,001 ukuran 
populasi = 50,  jumlah iterasi = 500. Percobaan selanjutnya adalah dengan  menambah nilai Pm 
dan tetap menggunakan nilai parameter lain yang sama seperti pada percobaan pertama 
kemudian dilanjutkan mengubah Pc = 0,1 dan seterusnya. Satu parameter dihitung sebanyak 3 
kali 
Hasil pengujian menunjukkan bahwa perubahan nilai Pm sangat berpengaruh pada hasil 
fungsi objektif dimana nilai Pm yang dapat menghasilkan fungsi objektif terbaik adalah antara 
0,7- 0,9. Nilai parameter Pm yang cenderung besar ini menyebabkan jumlah kromosom baru 
hasil mutasi lebih banyak untuk generasi berikutnya sehingga nilai objektif terbaik akan mudah 
dicapai.  
Untuk perubahan nilai Pc tidak terlalu berpengaruh secara signifikan pada hasil fungsi 
objektif, namun ketika kombinasi Pc = 0,3 dan Pm = 0,9 setelah 10 kali perhitungan semua hasil 
proses menghasilkan  nilai objektif yang lebih rendah dari FCM. Hal ini dikarenakan parameter 
Pc=0,3 tidak terlalu kecil tapi juga tidak besar. 
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3.6 Perbandingan FCM dan GFS dengan Data Terperinci 
Percobaan selanjutnya dilakukan dengan mengubah-ubah data yang lebih presisi untuk 
menguji apakah fungsi objektif yang berbeda dengan selisih yang sangat kecil berpengaruh 
terhadap anggota cluster. Hal ini terbukti pada hasil yang diperoleh pada data 82,87 dimana 
fungsi objektif yang dihasilkan dari proses GA dan GFS berbeda dengan selisih 0,01. Fungsi 
objektif hasil proses FCM adalah 675,53 dan fungsi objektif hasil proses GFS adalah 675,527. 
Hasil percobaan diatas menunjukkan bahwa dengan selisih fungsi objektif yang kecil yaitu 0,01 
dapat berpengaruh terhadap anggota cluster jika datanya adalah  data yang lebih presisi (dengan 
beberapa angka dibelakang koma). Hal ini dikarenakan walaupun fungsi objektif hanya selisih 
0,01 tapi hal tersebut berpengaruh terhadap titik pusat cluster. Data yang lebih terinci, akan 
membutuhkan ketelitian lebih untuk memilih anggota pada cluster.  
Pada hasil proses FCM_GA data nilai 82,87 masuk ke cluster 4 dengan titik pusat 
cluster adalah 72,391 sedangkan hasil proses FCM, data nilai 82,87 masuk ke cluster 2 dengan 
titik pusat cluster adalah 93,359. 
 
 
Gambar 3. Hasil Perhitungan GFS 
 
 
Gambar 4. Hasil Perhitungan FCM 
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1. Algoritma genetika (GFS) dapat digunakan untuk mengelompokkan data nilai mahasiswa 
dengan nilai fungsi objektif yang lebih kecil daripada menggunakan FCM. 
2. Meskipun selisih nilai objektif hasil proses GFS dan FCM tidak terlalu besar tetapi hal 
tersebut berpengaruh terhadap keanggotaan pada tiap-tiap cluster karena data yang lebih 
terperinci (beberapa dibelakang koma) membutuhkan ketelitian tinggi untuk memilih 
anggota cluster. 
3. Setiap dilakukan beberapa kali perhitungan pada parameter genetika yang sama, hasilnya 
bisa berubah-ubah karena setiap kali perhitungan, proses seleksi, crossover dan mutasi yang 
terjadi juga berbeda. Namun pada kombinasi Pc 0,3 dan Pm 0,9 perubahan yang terjadi 
sangat kecil dan relative stabil. 
4. Jika ditinjau dari waktu komputasi, metode GFS  masih relative membutuhkan waktu yang 
lebih lama dibanding menggunakan FCM karena untuk menemukan individu terbaik 
menggunakan proses evolusi (seleksi, crossover, mutasi) yang membutuhkan waktu lebih 
besar daripada FCM yang hanya meminimumkan jarak dengan menggunakan iterasi. 
Namun dengan perkembangan prosesor yang semakin baik kemungkinan hal tersebut dapat 
diatasi. 
5. Semakin besar ukuran populasi dan jumlah iterasi maka hasil yang didapatkan akan 
semakin optimal dan stabil, stabil dalam artian nilai objektif  relatif sama meskipun 
dilakukan beberapa kali perhitungan. karena semakin banyak jumlah generasi maka 
memberikan eksplorasi terhadap ruang pencarian yang lebih besar walaupun harus dibayar 





Berdasarkan pada pengujian yang telah dilakukan pada sistem yang dibuat, masih 
banyak kekurangan dan kelemahan sehingga perlu dikembangkan lagi agar kinerjanya lebih 
baik, oleh karena itu saran yang diberikan adalah sebagai berikut: 
1. Metode GFS ini lebih baik digunakan untuk studi kasus yang membutuhkan data yang 
lebih presisi, misalnya pengukuran yang membutuhkan tingkat ketelitian yang tinggi. 
2. Pada penelitian lebih lanjut diharapkan melakukan riset algoritma untuk mengoptimalkan 
nilai parameter Pc dan Pm sehingga didapatkan nilai Pc dan Pm yang terbaik yang dapat 
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