Abstract-We study multi-robot routing problems (MR-LDR) where a team of robots has to visit a set of given targets with linear decreasing rewards over time, such as required for the delivery of goods to rescue sites after disasters. The objective of MR-LDR is to find an assignment of targets to robots and a path for each robot that maximizes the surplus, which is defined to be the total reward collected by the team minus its total travel cost. We develop a mixed integer program that solves MR-LDR optimally with a flow-type formulation and can be solved faster than the standard TSP-type formulations but also show that solving MR-LDR optimally is NP-hard. We then develop an auction-based algorithm and demonstrate that it solves MR-LDR in seconds and with a surplus that is comparable to the surplus found by the mixed integer program with a 12 hour time limit.
I. INTRODUCTION
Teams of robots are more fault-tolerant and faster than single robots. In this paper, we introduce multi-robot routing problems (MR-LDR) where a team of robots has to visit a set of given targets with linear decreasing rewards over time. The objective of MR-LDR is to find an assignment of targets to robots and a path for each robot that maximizes the surplus, which is defined to be the total reward collected by the team minus its total travel cost. Consider, for example, rescue sites in a geographic area that was hit by an earthquake or hurricane. A team of robots has to visit these rescue sites to deliver supplies to the victims. Delays in the deliveries have negative effects, for example, can result in inconvenience, deteriorating health and even death, which is modeled by the linear decreasing rewards over time.
We develop a mixed integer program that solves MR-LDR optimally with a flow-type formulation and can be solved faster than the standard TSP-type formulations. However, we also show that solving MR-LDR optimally is NP-hard. Auction-based algorithms have been used on actual robots [8] , [16] and have successfully been applied to simpler kinds of multi-robot routing problems [10] , [11] , [12] , [14] . They are decentralized algorithms and more fault-tolerant than centralized algorithms. They can result in near-optimal solutions and are efficient in terms of both the required This research was partly supported by NSF under contracts ITR/AP0113881, IIS-0098807 and IIS-0350584 as well as the US Army Research Laboratory. The views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of the sponsoring organizations, agencies, companies or the U.S. government. amount of computation and communication since information is compressed into numeric bids that the robots can compute in parallel. We therefore develop an auction-based algorithm and demonstrate that it solves MR-LDR in seconds and with a surplus that is comparable to the surplus found by the mixed integer program with a 12 hour time limit.
II. PROBLEM DEFINITION: MR-LDR
We now define MR-LDR formally. A set of equally fast robots move on a connected undirected graph G = (V, E), where V = R ∪ S is the set of vertices, R is the set of initial vertices of the robots and S is the set of vertices of the targets. Each target s ∈ S has a reward function f s (t) = (a s − tb s ) + , where a s , b s > 0, the ratios as bs = d are the same for all targets s ∈ S and x + is an abbreviation for max(0, x). E ⊆ V × V is the set of edges. Each edge (s, s ′ ) ∈ E has a travel time d ss ′ > 0 and a travel cost c ss ′ ≥ 0. We assume that the travel times and travel costs satisfy the triangle inequality.
With a slight abuse of notation, R is also the set of robots. Each robot r ∈ R starts at its initial vertex at time zero and then moves along the edges of the graph, which takes time and incurs cost. If the first robot visits target s ∈ S at time t, then the team receives reward f s (t) ≥ 0. Note that the reward is zero if and only if t ≥ d. The objective of MR-LDR is to find an assignment of targets to robots and a path for each robot that maximizes the surplus, which is defined to be the total reward collected by the team minus its total travel cost. The robots might not visit all targets since the rewards become zero at time d and the robots thus have no incentive to move at time d or later.
We make the following assumptions without loss of generality: (1) S ∩ R = ∅ since a target s ∈ S at an initial vertex of a robot can always be visited at time zero, with reward f s (0) = a s and travel cost zero. (2) Graph G = (V, E) is complete since the Floyd-Warshall algorithm can make it complete in time O(|V | 3 ).
III. RELATED WORK
MR-LDR is related to several combinatorial optimization problems from the literature, as shown in Table I .
In the k-minimum weighted latency problem (k-MWLP), the objective is to find k subtours for k given initial vertices of the robots that minimize the total weighted latency (= visit times of the targets). Thus, k-MWLP is a special case [15] yes always positive no MCPTDR [5] no becomes zero no DR-TSP [3] no always positive no MR-LDR yes becomes zero yes of MR-LDR where all reward functions are always positive (d >> 0) and all travel costs are zero. The robots visit all targets since all rewards are always positive and all travel costs are zero. k-MWLP is a generalization of the minimum latency problem (MLP) [2] , whose objective is to find a tour for a given initial vertex of a single robot that minimizes the total unweighted latency. MLP is at least as hard as the traveling salesperson problem (TSP) [2] . The literature describes numerous approximation algorithms for MLP [1] , [2] , [9] . The best algorithm is a 3.59-approximation algorithm [4] . In the maximum collection problem with time dependent rewards (MCPTDR), different from MR-LDR, there is only a single robot, the ratios as bs are not necessarily the same for all targets s ∈ S and all travel costs are zero. The robot can visit all targets since all travel costs are zero but does not necessarily have to visit all of them. The literature describes an exact branch-and-bound algorithm for MCPTDR and a penalty-based heuristic that finds near-optimal solutions for small MCPTDR instances [5] .
In the discounted-reward traveling salesman problem (DR-TSP), different from MR-LDR, there is only a single robot, the fixed rewards are discounted by a constant factor after each time unit and all travel costs are zero. The robot visits all targets since all rewards are always positive and all travel costs are zero. The literature describes a constant-factor (6.75 + δ) approximation algorithm for DR-TSP [3] .
IV. COMPLEXITY
We now explain how difficult it is to solve MR-LDR and some of its special cases optimally. MR-LDR is a combination of TSP (travel costs) and MLP (rewards), two NP-hard problems [13] . For example, solving MR-LDR optimally is NP-hard even if there is only a single robot and all travel costs are zero since MLP is a special case of MR-LDR where there is only a single robot, all reward functions are identical and always positive (d >> 0) and all travel costs are zero. We now show that solving MR-LDR optimally remains NPhard on star graphs even if there is only a single robot and all travel costs are zero.
Theorem 1: Solving MR-LDR optimally is NP-hard on star graphs even if there is only a single robot and all travel costs are zero.
Proof: We reduce from the subset sum problem, which is NP-complete [7] . An instance of the subset sum problem is defined as follows: Given a set of positive integers A = {x 1 , x 2 , . . . , x n } and a positive integer X, is there a set T ⊆ A such that xi∈T x i = X? From such an instance of the subset sum problem, we construct an MR-LDR instance on + , d 0s = x s and c 0s = 0. We now show that this MR-LDR instance has a solution with surplus X 2 if and only if the subset sum problem has a solution. Without loss of generality, assume that the robot visits the targets 1, 2, . . . k with k ≤ n in order. Then, the robot visits target s at visit time 2
Thus, the surplus depends only on k s=1 x s . Its maximum value X 2 can be achieved if and only if k s=1 x s = X. This special case is important for three reasons: (1) It is a realistic case that models robots that need to return to a depot after visiting a target, for example, to pick up new supplies after they have dropped off their supplies at a rescue site. (2) It shows a difference between k-MWLP and MR-LDR. We have shown that solving MR-LDR optimally on star graphs is NP-hard even if there is only a single robot and all travel costs are zero. On the other hand, k-MWLP can be solved optimally in polynomial time on star graphs if there is only a single robot [15] . (3) It is one of the simplest special cases for which solving MR-LDR optimally is NP-hard. In fact, the following theorem shows that MR-LDR can be solved optimally in polynomial time on star graphs if we impose only one additional restriction, namely that the decrease rates b s are the same for all targets s ∈ S.
Theorem 2: MR-LDR can be solved optimally in polynomial time on star graphs if there is only a single robot, b s = b for every target s ∈ S and all travel costs are zero.
Proof: Consider an MR-LDR instance on star graphs where there is only a single robot, b s = b for every target s ∈ S and all travel costs are zero, see Figure 1 . Without loss of generality, assume that d 01 ≤ d 02 ≤ . . . ≤ d 0n . We propose the following solution: The robot visits the targets 1, 2, . . . , k * in order, where k * is the last target that it can visit before time d. Our proposed solution can be found in time O(n log n). The robot visits its sth target, namely target s, at visit time t * s := 2
We claim that the surplus cannot be larger if the assignment of targets to the robot or the path of the robot is different. Assume that the robot visits k targets before time d and that it visits its sth target at visit time t s . t * s ≤ t s and k ≤ k * since k * is the maximum number of targets that the robot can visit before time d. The resulting surplus is
whereas the surplus of our proposed solution is
* , which proves our claim.
V. MIXED INTEGER PROGRAM
Although solving MR-LDR optimally is NP-hard, we need to solve at least small MR-LDR instances optimally to have a gold standard. We thus model MR-LDR as a mixed integer program with a flow-type formulation (similar to [6] for MLP):
The variables are: (1) the assignment variable y ijr is one if robot r moves from vertex i directly to vertex j and zero otherwise; and (2) the flow variable x ijr (= the flow of robot r from vertex i directly to vertex j) is the sum of the values b k of the targets that robot r visits from the time directly before it visits target j until it visits its last target.
The objective is to maximize surplus. Each robot starts at its initial vertex, visits zero or more targets and returns to its initial vertex. The first term in the objective function would be the total reward if the total reward did not decrease over time, namely a reward of a j for each visited target j. The second term is the decrease of the total reward over time because the total reward of the targets visited by a robot from the time directly before it visits target j until it visits its last target decreases by the flow x ijr times the travel time d ij when it moves from vertex i directly to vertex j. The third term is the total travel cost where we do not count the travel cost when a robot returns to its initial vertex.
The constraints are: (a) a vertex is left by at most one robot; (b) the number of times a vertex is entered by a robot is equal to the number of times it is left by the same robot; (c) the difference of the flow of a robot that enters a target k and leaves the same target is equal to b k if the robot enters the target and zero otherwise; (d) if a robot does not move from vertex i directly to vertex j then the flow of the robot from vertex i directly to vertex j is zero (M is any constant that is at least as large as the largest flow of any robot, such as M := k∈S b k ); (e) the total travel time of a robot is at most d (this inequality is in brackets since it is implied but can be used to strengthen the mixed integer program); (f) flows are non-negative; and (g) assignments are binary.
VI. AN AUCTION-BASED ALGORITHM
Since solving MR-LDR optimally is NP-hard, we need to solve large MR-LDR instances suboptimally. Auctionbased algorithms are decentralized algorithms and more fault-tolerant than centralized algorithms. They can result in near-optimal solutions and are efficient in terms of both the required amount of computation and communication since information is compressed into numeric bids that the robots can compute in parallel. We therefore develop an auctionbased algorithm for MR-LDR in the following.
A. Ordering Rules
Each robot has a set of targets assigned to it during and after the auction. We now discuss ordering rules that the robot can use to determine in which order to visit these targets to maximize its surplus, where its surplus is the total reward collected by the robot minus its total travel cost. We have already argued that solving MR-LDR optimally is NPhard even if there is only a single robot. Thus, each robot needs to determine the order greedily in which it should visit the targets. We consider five ordering rules O 1 , O 2 , . . . , O 5 and define w ri (S ′ ) to be the surplus of robot r and d ri (S ′ ) to be its travel time if it orders the targets in S ′ according to O i and then visits the targets in this order as long as its surplus increases and does not visit the remaining targets:
Each robot visits the targets in S ′ in the order in which they were assigned to it.
1 O 2 : Each robot pretends that it has not been assigned any targets yet and then assigns itself repeatedly a target with its largest surplus gain per unit of travel time according to O 1 among all targets in S ′ . Let S r be the set of targets assigned to robot r, d r be its travel time and s r be the last vertex assigned to it. The robot sets S r := ∅, d r := 0 and s r := r, and then determines the target s ∈ S ′ with its largest surplus gain per time unit. The surplus gain per time unit of target s for robot r is defined as follows (similar to [11] ):
The surplus gain of a target for a robot is thus the increase in its surplus if it is assigned the target. Then, the robot assigns itself the target s with its largest surplus gain per time unit by setting S ′ := S ′ − s, S r := S r ∪ s, d r := d r + d srs and s r := s and repeats the process until S ′ = ∅. It visits the targets in the order in which it assigned them to itself. O 3 : Each robot visits the targets s ∈ S ′ in nonincreasing order of their initial rewards a s . O 4 : Each robot pretends that it has not been assigned any targets yet and then assigns itself repeatedly a target with the largest surplus loss per unit of travel time according to O 1 among all targets in S ′ . Let S r be the set of targets assigned to robot r, d r be its travel time and s r be the last vertex assigned to it. The robot sets S r := ∅, d r := 0 and s r := r, and then determines the target s ∈ S ′ with the largest surplus loss per time unit. The surplus loss per time unit of target s for robot r is defined as follows (similar to [5] for MCPTDR), where w ′ r1 (X, x) is an abbreviation for w r1 (X ∪ x) − w r1 (X):
The surplus loss of a target for a robot is thus the decrease in its surplus gain of the target if it visits the best other target in S ′ . Then, the robot assigns itself the target s with its largest surplus loss per time unit by setting S ′ := S ′ − s, S r := S r ∪ s, d r := d r + d srs and s r := s and repeats the process until S ′ = ∅. It visits the targets in the order in which it assigned them to itself. 
B. Auction
All robots use the same two ordering rules, namely O i during the auction and O j after the auction (although, technically, O j is also used during the auction), written as O i /O j . O i has to be run during every round and thus needs to be sufficiently fast, while O j needs to be run less frequently. The auction then proceeds in several rounds. The robots are the bidders and the targets are the goods. Initially, all targets are unassigned. We consider three bidding rules to determine which unassigned target a robot should bid on during the current round: B 1 : Each robot bids on the unassigned target s with the largest initial reward a s . Thus, all robots bid on the same target. If at least one bid is submitted, then bidding ends. If no bid is submitted, then the robots bid on the unassigned target with the second-largest initial reward, and so on until the robots bid on the last unassigned target (similar to [12] for multi-robot routing with rewards and disjoint time windows). B 2 : Each robot bids on the one unassigned target s with its largest surplus loss per time unit according to O 1 (Sequential Single-Item Auction Based on Surplus Loss). The surplus loss per time unit of target s for robot r is defined as follows, where S ′ is the set of unassigned targets, S r is the set of targets that have already been assigned to robot r in previous rounds and w
Thus, each robot might bid on a different target. B 3 : Each robot bids on the one unassigned target with its largest surplus gain per time unit according to O i (Sequential Single-Item Auction Based on Surplus Gain). The surplus gain per time unit of target s for robot r is defined as follows, where S r is the set of targets that have already been assigned to robot r in previous rounds:
Thus, each robot might bid on a different target. (This rule is equivalent to each robot bidding on all unassigned targets.) Assume that robot r has already been assigned the set of targets S r in previous rounds and needs to bid on unassigned target s during the current round. It bids its surplus gain per time unit of the target according to Equation (1) if positive and does not bid otherwise.
The largest bid submitted in the current round wins, and the corresponding target is assigned to the corresponding robot. All robots listen to the bids and determine the winning bid in parallel so that no central auctioneer is needed who could become a bottleneck. Another round of the auction f 2 (t) = 11-t f 3 (t) = 11-t f 1 (t) = 11-t Fig. 2 . Example Graph starts, and the process repeats until robots no longer bid. Then, each robot determines which targets assigned to it not to visit and in which order to visit the remaining targets to maximize its surplus. The robot pretends from now on that the targets assigned to it were assigned to it in the order suggested by O j . The targets that it does not visit according to O j become again unassigned. (If each robot performs this step only if it increases its surplus, then the auction is guaranteed to terminate.) Another round of the auction starts, and the process repeats. Eventually, each robot visits the targets assigned to it according to O j . To understand the purpose of using O j after the auction, consider the graph from Figure 2 where there is only a single robot and all travel costs are zero. The initial vertex of the robot is 0 and the vertices of the targets are 1, 2 and 3. The robot is assigned the targets in the order 1, 3 and 2 if it uses B 3 with O i = O 1 during the auction. However, its surplus is maximized if it visits the targets in the order 2 and 3. Thus, the robot should not visit all targets assigned to it and should visit the remaining targets in a different order.
VII. EXPERIMENTAL RESULTS
We now evaluate the bidding and ordering rules experimentally in a terrain of size 100 × 100 for (1) 5 robots and 25 targets (5/25); (2) 10 robots and 50 targets (10/50); or (3) 10 robots and 100 targets (10/100). The initial vertices of the robots are randomly chosen from the entire terrain. The vertices of the targets are randomly chosen from either (1) the entire terrain (random) or (2) the upper left and lower right squares after the terrain was divided into nine equal squares (cluster). We use reward functions with either (1) time limit d = 50 (small) or (2) time limit d = 100 (large) and decrease rates b s that are uniformly chosen from 1, 2, . . . , 20 for each target s. The travel times are the Euclidean distances between the vertices. The travel costs are either (1) c ss ′ = 0.2d ss ′ (small) or (2) c ss ′ = d ss ′ (large). We average over 10 instances for each parameter setting. The large runtime of the mixed integer program prevented us from using a larger sample size.
A. Experiment 1
We first investigate the surplus achieved by the different bidding rules if we use the most sophisticated ordering rule, namely O 5 , both during and after the auction. The left columns of Table II 
C. Experiment 3
We now investigate by how much the surplus decreases if we use a less sophisticated ordering rule than O 5 after the auction. The right columns of Table II 
VIII. CONCLUSIONS
In this paper, we studied multi-robot routing problems (MR-LDR) where a team of robots has to visit a set of given targets with linear decreasing rewards over time, such as required for the delivery of goods to rescue sites after disasters. We developed a mixed integer program that solves MR-LDR with a flow-type formulation and can be solved faster than the usual TSP-type formulations. However, we also showed that solving MR-LDR optimally is NP-hard. We then developed an auction-based algorithm and demonstrated that it solves MR-LDR in seconds and with a surplus that is comparable to the surplus found by the mixed integer program with a 12 hour time limit. We showed that Sequential Single-Item Auction Based on Surplus Gain (bidding rule B 3 ) results in a larger surplus than the other bidding rules. It is sufficient if the robots assume during and after the auction that they visit the targets assigned to them in the order in which they were assigned to them (ordering rule O 1 ) rather than the order that maximizes their surplus approximately but is slower to compute.
