Abstract. We report a novel approach for designing test-cost sensitive classifiers that consider the misclassification cost together with the cost of feature extraction utilizing the consistency behavior for the first time. In this approach, we propose to use a new Bayesian decision theoretical framework in which the loss is conditioned with the current decision and the expected decisions after additional features are extracted as well as the consistency among the current and expected decisions. This approach allows us to force the feature extraction for samples for which the current and expected decisions are inconsistent. On the other hand, it forces not to extract any features in the case of consistency, leading to less costly but equally accurate decisions. In this work, we apply this approach to a medical diagnosis problem and demonstrate that it reduces the overall feature extraction cost up to 47.61 percent without decreasing the accuracy.
Introduction
In classification, different types of cost have been investigated till date [1] . Among these costs, the most commonly investigated one is the cost of misclassification errors [2] . Compared to the misclassification cost, the other types are much less studied. The cost of computation includes both static complexity, which arises from the size of a computer program [3] , and dynamic complexity, which is incurred during training and testing a classifier [4] . The cost of feature extraction arises from the effort of acquiring a feature. This type of cost is especially important in some real-world applications such as medical diagnosis in which one would like to balance the diagnosis accuracy with the cost of medical tests used for acquiring features.
In machine learning literature, a number of studies have investigated the cost of feature extraction [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . The majority of these studies focus on the construction of decision trees in a least costly manner by selecting features based on both their information gain and their extraction cost [5, 6, 7, 8, 9] . While the earlier studies [5, 6, 7] consider only the feature extraction cost, more recent ones [8, 9] consider the misclassification cost as well. Another group of studies focuses on the sequential feature selection also based on the information gain of features and their extraction cost [10, 11, 12] . In these studies, the gain is measured as the difference in the amount of information before and after extracting the features. As the information after feature extraction cannot be known in advance, these studies estimate this information making use of maximum likelihood estimation [10] , dynamic Bayesian networks [11] , and neural networks [12] . The theoretical aspects of such feature selection are also studied in [13] . The other group of studies considers the feature selection as optimal policy learning and solves it formulating the classification problem as a Markov decision process [14] and a partially observable Markov decision process [15] . All of these studies select features based on the current decision and those obtained after features are extracted. None of them considers the consistency between these decisions.
In this paper, we report a novel cost-sensitive learning approach that takes into consideration the misclassification cost together with the cost of feature extraction utilizing the consistency behavior for the first time. In this approach, we make use of a Bayesian decision theoretical framework in which the loss function is conditioned with the current decision and the estimated decisions after the additional features are extracted in conjunction with the consistency among the current and estimated decisions. Using this proposed approach, the system tends to extract features that are expected to change the current decision (i.e., yield inconsistent decisions). It also tends to stop the extraction if all possible features are expected to confirm the current decision (i.e., yield consistent decisions), leading to less costly but equally accurate decisions. In this paper, working with a medical diagnosis problem, we demonstrate that the overall feature extraction cost is reduced up to 47.61% without decreasing the classification accuracy. To the best of our knowledge, this is the first demonstration of the use of conditioned loss functions for the purpose of test-cost sensitive classification.
Methodology
In our approach, we propose to use a Bayesian decision theoretical framework in which the loss function is conditioned with the current and estimated decisions as well as their consistency. For a given instance, the proposed approach decides whether or not to extract a feature, and in the case of deciding in favor of extraction, which feature to be extracted by using conditional risks computed with the new loss function definition.
In Bayesian decision theory, decision has to be made in favor of the action for which the conditional risk is minimum. For instance x, the conditional risk of taking action α i is defined as
where {C 1 , C 2 , ..., C N } is the set of N possible states of nature and λ(α i |C j ) is the loss incurred for taking action α i when the actual state of nature is C j . In Table 1 . Definition of the conditioned loss function for feature extraction, classification, and reject actions
our approach, we consider C j as the class that an instance can belong to and α i as one of the following actions:
stop the extraction and classify the instance using the current information, and (c) reject: stop the extraction and reject the classification of the instance.
In the proposed framework, we use a new loss function definition in which the loss is conditioned with the current and estimated decisions along with their consistency. The loss function for each of the aforementioned actions is given in Table 1 . In this table, C actual is the actual class, C curr is the class estimated by the current classifier, and C est k is the estimated class when feature F k is extracted. Here, C actual and C est k should be estimated using the current information as it is not possible to know these values in advance.
As shown in Table 1 , for a particular action, the loss function takes different values based on the consistency among the actual (C actual ), current (C curr ), and estimated (C est k ) classes. In this definition, the actions that lead to correct classifications and the action that rejects the classification when the correct classification is not possible are rewarded with an amount of REWARD value by adding −REWARD to the loss function. When there are more than one feature that could be extracted, reject action is rewarded only if none of the classifiers using each of these features could yield the correct classification. On the contrary, the actions that lead to misclassifications and the action that rejects the classification when the correct classification is possible are penalized with an amount of PENALTY value. Additionally, the extraction cost (cost k ) is included in the loss function when feature F k is to be extracted. In this definition of loss function, the only exception that does not follow these rules is the case of extract k action in Case 1. In this case, although it yields the correct classification, this action is not rewarded since it does not provide any additional information but brings about an extra feature extraction cost. By doing so, for Case 1, we force the algorithm not to extract an additional feature.
For a particular instance x, we express the conditional risk of each action using the definition of loss function above. With C = {C curr , C est 1 , C est 2 , ..., C est M } being the set of the current class and the classes estimated after extracting each feature, the conditional risk of the extract k action is defined as follows.
implies that the extraction of feature F k requires paying for its cost. It also implies that the extract k action is penalized with PENALTY if the class estimated after feature extraction is incorrect and is rewarded with REWARD if this estimated class is correct but it is different than the currently estimated class. Similarly, for a particular instance x, we derive the conditional risk of the classify and the reject actions in Equations 5 and 6, respectively.
means that classifying the instance with the current classifier (classify action) is rewarded with REWARD if this is a correct classification and is penalized with PENALTY otherwise. Equation 6 means that rejecting the classification is only rewarded with REWARD if neither the estimated classes nor the current class is correct; otherwise, it is penalized with PENALTY.
As given in Equations 4, 5, and 6, the conditional risks are computed using the posterior probabilities. Posterior probabilities P (C curr = j|x) can be calculated by the current classifier before any possible feature extraction, since all of its features are already extracted. On the other hand, posterior probabilities P (C est k = j|x) could not be known prior to extracting feature F k . Thus, these posteriors should be estimated making use of the currently available information. For that, we use estimators which are trained as follows: First, we learn the parameters of the classifier Y k that use both the previously extracted features and feature F k on training samples. Then, for each of these samples, we compute the posterior probabilities using the classifier Y k . Subsequently, we train the estimators to learn these posteriors by using only the previously extracted features. Note that similar posterior probability estimations have been achieved by using linear perceptrons [4] and dynamic Bayesian networks [11] .
In the computation of posterior probabilities P (C actual = j|x) in Equation 4, we employ the posteriors computed for the current classifier as well as those estimated for the classifiers whose features are to be extracted. To do so, for each class, we multiply the corresponding posteriors, and then normalize them such that N j=1 P (C actual = j|x) = 1. For Equations 5 and 6, we only use the posterior probabilities of the current classifier, since the corresponding actions (classify and reject) require stopping feature extraction, and thus, no additional features are extracted after taking these actions.
In order to dynamically select a subset of features for the classification of a given instance x, our algorithm first computes the conditional risk of the classify action, the extract k action for each feature F k that is not extracted yet, and the reject action as given in Equations 4, 5, and 6, and then selects the action for which the conditional risk is minimum. This selection is sequentially conducted until either the classify or the reject action is selected.
Experiments
We conduct our experiments on the Thyroid Dataset 1 in which there are three classes (hypothyroid, hyperthyroid, and normal) and 21 features. The first 16 features are based on the answers of the questions that are asked to a patient; thus, we assign no cost to them. The next four features are obtained from the blood tests and the assigned cost of these blood tests is {$22.78, $11.41, $14.51, $11.41}. The last feature is calculated from the nineteenth and twentieth features; we use the last feature in classification only if these two features are already extracted.
In our experiments, we use decision tree classifiers and Parzen window estimators whose window function defines hypercubes. We train both classifiers and estimators on the training set. For Parzen window estimators, the test set includes some samples for which there is no training sample falling in the specified hypercubes. For these samples, we do not penalize any feature extraction since the estimators provide no information and we consider only the posteriors obtained on the current classifier to compute the conditional risks.
In Table 2 , we report the test results obtained by our algorithm. In this table, we provide the confusion matrix for the test set, indicating the number of samples for which the reject action is taken. These results are obtained when REWARD and PENALTY values are selected to be 100 and 10000, respectively. For comparison, in Table 3 , we also report the confusion matrix for the test set when all features are used in classification; here, we also use a decision tree classifier (herein referred to as all-feature-classifier ). Tables 2 and 3 demonstrate that, compared to the all-feature-classifier, our algorithm yields the same number of correct classifications for hypothyroid and hyperthyroid classes. Moreover, for these classes, our algorithm does not lead to any misclassification. For the samples misclassified by the all-feature-classifier, our algorithm takes the reject action, reducing the overall misclassification cost. Furthermore, for normal class, our algorithm yields a larger number of correct classifications. For the selected parameters, the decrease in the overall feature extraction cost is 47.61%. This demonstrates that the proposed algorithm significantly decreases the overall feature extraction cost without decreasing the accuracy.
In the proposed algorithm, there are two free model parameters: REWARD and PENALTY. Next, we investigate the effects of these parameters on the classification accuracy and the reduction in the overall cost of feature extraction. For that, we fix one of these parameters and observe the accuracy and the cost reduction in feature extraction as a function of the other parameter. In Figures 1(a) and 1(b) , we present the test set accuracy, for each individual class, and the percentage of the reduction in the overall feature extraction cost as a function of the PENALTY value when REWARD is set to 100. These figures demonstrate that as the penalty of misclassifications and selecting the reject action increases, the number of correctly classified samples, for especially hypothyroid and hyperthyroid classes, increases too. With the increasing PENALTY value, the algorithm tends to extract more number of features not to misclassify the samples, leading to the decrease in the cost reduction. Similarly, in Figures 1(c) and 1(d) , we present the test set accuracy and the percentage of the cost reduction as a function of the REWARD value when PENALTY is set to 10000. These figures demonstrate that the test set accuracy for hypothyroid and hyperthyroid classes decreases with the increasing REWARD value. As shown in Equations 4, 5, and 6, as the REWARD value increases, the conditional risks decrease. The factor that affects the conditional risks for all actions is P (C curr ). While this decrease is proportional to P (C curr ) for the classify action, it is proportional to [1−P (C curr )] for the extract k and reject actions. This indicates that when P (C curr ) is just slightly larger than [1 − P (C curr )] (e.g., 0.51), the decrease in the conditional risk for the classify action is larger. Thus, as the REWARD value increases, the algorithm tends to classify the samples without extracting additional features. While this decreases the classification accuracy, it increases the cost reduction.
Conclusion
This work introduces a novel Bayesian decision theoretical framework to incorporate the cost of feature extraction into the cost of misclassification errors utilizing the consistency behavior for the first time. In this framework, the loss function is conditioned with the current decision and the estimated decisions that are to be taken after the feature extraction as well as the consistency among the current and the estimated decisions. By using this framework, we propose a new testcost sensitive learning algorithm that selects a subset of features, dynamically for each instance. The experiments on a medical diagnosis dataset demonstrate that the proposed algorithm leads to a significant decrease (47.61%) in the feature extraction cost without decreasing the classification accuracy.
