ABSTRACT. We deal with the problem of separation of time-scales and filamentation in a linear driftdiffusion problem posed on the whole space R 2 . The passive scalar considered is stirred by an incompressible flow with radial symmetry. We identify a time-scale, much faster than the diffusive one, at which mixing happens along the streamlines, as a result of the interaction between transport and diffusion. This effect is also known as enhanced dissipation. For power-law circular flows, this time-scale only depends on the behavior of the flow at the origin. The proofs are based on an adaptation of a hypocoercivity scheme and yield a linear semigroup estimate in a suitable weighted L 2 -based space.
INTRODUCTION
We consider the solution f (t, x, y) : [0, +∞) × R 2 → R to the linear advection-diffusion equation
where ν > 0 denotes the diffusivity coefficient, f in is an assigned mean-free initial datum, and u : R 2 → R 2 is a regular, radially symmetric and divergence-free velocity field given by u(x, y) = x 2 + y 2 q/2 −y x , with q ≥ 1 an arbitrary fixed exponent. In this way, the background velocity field generates a counterclockwise rotating motion, with a shearing effect across streamlines. By passing to polar coordinates (r, θ) ∈ [0, ∞) × T in (1.1), we deduce that
Here and in what follows, ∆ denoted the Laplace operator in polar coordinates, namely ∆ = ∂ rr + 1 r ∂ r + 1 r 2 ∂ θθ . The object of study of this paper is the sharp decay properties of the solution to (1.2) . Before stating our main result, we notice that the average of circles, defined for every r ≥ 0 by f θ (t, r) = 1 2π T f (t, r, θ)dθ, satisfies the two-dimensional radially symmetric heat equation
Intuitively speaking, f θ should have a decay time-scale proportional to 1/ν, in agreement with the classical diffusion time-scale, while, due to the presence of the background flow, f − f θ decays on a faster time-scale, depending on the exponent q. The main result of this paper is a precise quantification of this effect, in the L 2 -based norm defined by It can be stated as follows.
Theorem 1.1. Let q ≥ 1 and f in be such that f in X < ∞. There exist constants ε 0 ∈ (0, 1) and C 0 ≥ 1 (explicitly computable and depending only on q) such that the following holds: for every ν ∈ (0, 1] there hold the decay estimates is the decay rate. Theorem 1.1 is a quantification of the shear-diffuse mechanism that has been studied extensively in the physics literature [1, 18, 26, 30] . Rigorous mathematical results have started to appear only in recent times [3-13, 15, 20, 22, 25, 27, 28, 32-35] , and the field has quickly attracted enormous interest. In general, the main difficulty is to quantify the separation of time-scales that happens between the evolution of θ-independent mode and the others. The cause of this behavior is the interaction between transport and diffusion: roughly speaking, advection causes an energy cascade towards small spatial scales, at which dissipation kicks in and is more efficient.
In the radial case studied in this paper, the picture is quite intuitive and simple to describe: if ν 1, mixing along streamlines is most efficient on a time-scale between 1/λ ν and the classical diffusive one proportional to 1/ν. At these times, (1.6) becomes arbitrarily small as ν → 0 and the passive scalar tends to relax to a θ-independent state, represented by the average f θ , which remains order 1 by (1.5). Then, diffusion takes over and dissipation happens mainly across streamlines (see Figure 1 below) . From a quantitative standpoint, the enhanced dissipation mechanism is most efficient if the background flow is not "too flat" at the origin. In fact, this is the same that happens in the case of shear flows, in which the decay rate is determined exclusively by the flatness of the critical points (see [6] ). The presence of the log-correction in (1.7) is probably an artifact of the proof (notice that this contribution is no present at q = 1), but the decay rates are otherwise sharp (see also [29] for numerical evidence). FIGURE 1. The evolution of an initial concentration subject radial stirring and small diffusion (think of milk stirred in a coffee mug!). At the beginning, advection is the main effect, while at the end the solution has reached radial symmetry and only undergoes diffusion.
The present paper is the first one of its kind to treat the question of enhanced dissipation in the whole space R 2 . There are two main difficulties here: on the one hand, we do not have a Poincaré inequality, so that exponential decay estimates are, generically speaking, far from being trivial. On the other hand, the possibility of growth of the solution at infinity forces us to work in weighted spaces (hence the X-norm defined in (1.4)), adding a few technicalities in closing the estimates. The proof of Theorem 1.1 relies on ideas originated in kinetic theory to study the long-time behavior of collisional models [16, 17, 23, 24] , and is based on a technique known as hypocoercivity [31] . In fluid dynamics problems, significant additional care is required to treat the infinite Péclet number limit ν → 0 (see [12, 14] for the mixing properties at ν = 0).
Combining the ideas of this article and the those of [6] , it is possible to treat the case of more general radial flows, where r q in (1.2) is replaced by an arbitrary smooth function u(r), and the case of a bounded domain (a disk), by imposing suitable no-flux boundary conditions on f . In this case, the weights in the X-norm in (1.4) become redundant, but no substantial change in the rate (1.7) is expected, except possibly in the case q = 1 (see [6] ).
1.1. Outline of the article. The next Section 2 is devoted to the derivation of several energy balances that will be crucial in order to set up the hypocoercivity scheme in Section 3: this is where a Fourierlocalized version of Theorem 1.1 is proven. The proof is based on two fundamental lemmas, that hold in general for radial functions, that are included at the end of the article in the Appendix A.
Notations and conventions.
In what follows, we will use · and ·, · for the standard real L 2 norm and scalar product, respectively defined as
Given g ∈ L 2 , we can expand it in Fourier series in the angular θ variable, namely
We will often make use of functions that are localized on a single band in θ-frequency. Thus, for k ∈ N 0 we set
This way we may write
as a sum of real-valued functions g k that are localized in θ-frequency on a single band ±k, k ∈ N 0 . In particular, for the θ-average of a function g, we have g θ = g 0 = g 0 . We will not distinguish between the two dimensional L 2 (rdrdθ) and the one dimensional L 2 (rdr) spaces, as no dimensional property will be used. Notice that for θ-independent functions, the norms only differ by a constant.
1.3. Differential operators. In polar coordinates, the gradient and Laplace operators become
respectively. Whenever we apply them to a function localized in one frequency band k ∈ N 0 (see (1.8)), we will often tacitly use that
(1.9)
ENERGY BALANCES
In this section, we derive several energy balances for (1.2), that will prove useful in Section 3 to set up the hypocoercivity scheme needed to prove Theorem 1.1. Proposition 2.1. Let f be a smooth solution of (1.2). Then there hold the energy balances
Remark 2.2. Notice that the most singular term in the origin is r q−2 f k for q ∈ (1, 2). In view of (A.2), if a f is smooth we have that
making the term finite.
Proof of Proposition 2.1. In the proof, we will use several times the antisymmetry of the the transport operator, namely that
for every f, g sufficiently regular.
The equality (2.1) follows by multiplying (1.2) by f , integrating by parts and using (2.5). To prove (2.2), multiply (1.2) by r∆f and integrate to get
so that integrating by parts we have
Then just observe that by (2.5) we have
so that (2.2) follows. We now turn to (2.3). Using (1.2) we get
Integrating by parts the third term in the right-hand side above, we have
which cancels with the fourth term. Moreover,
So thanks to these computations we get that
Finally, to prove (2.4), we use (2.5) and compute the following
Then computing the last term and using once more (2.5), we have
Rewrite the last scalar product of the previous equality as
or equivalently we have that
So putting everything together we get
proving (2.4). The proof is over.
HYPOCOERCIVITY SETTING
To prove Theorem 1.1, we proceed in several steps. Firstly, we decouple equation (1.2) in the various Fourier modes in θ. Then we set up a proper energy functional that satisfies a suitable inequality that allows to prove an enhanced decay at the rate (1.7) without the log-correction. As this functional involves norms of higher derivatives, we then show how to pass to the L 2 estimate (1.6) by giving up a logcorrection in the rate. All the estimates that we perform in this section are done in a smooth setting. Then one recover the general case by a standard approximation argument and passing to the limit.
3.1. The equation mode-by-mode. By taking the Fourier transform in θ of (1.2), we deduce that for each ∈ Z we have
It is apparent that the equation decouples in the Fourier modes, and one can treat each equation separately. However, this implies a great deal of notation due to the fact that the various f 's are complex functions. Instead, we prefer to study (1.2) with an initial datum concentrated on a Fourier band | | = k ∈ N 0 , since none of the estimates involved are the same for the mode k and −k. Hence, we will study, as explained in (1.8), the evolution of
which satisfies (1.2) but also has nice property with respect to norms, such as (1.9).
Remark 3.1 (The zeroth mode). As mentioned in the introduction, f 0 satisfies the diffusion equation (1.3), which is precisely the two-dimensional heat equation under radial symmetry assumptions. Estimate (1.5) is therefore a classical one, which can be proven via the Green's function of the heat operator (see e.g. [21] ).
3.2. The modified energy functional. Throughout the section, we assume that k ≥ 1. The main result is the following theorem.
Theorem 3.2. Let q ≥ 1. There exists a constant ε 0 ∈ (0, 1) such that the following holds: there exist positive numbers α 0 , β 0 , γ 0 only depending on ε 0 such that for each integer k ≥ 1 and ν > 0 with νk −1 ≤ 1 the energy functional
satisfies the differential inequality
for all t ≥ 0.
The main Theorem 1.1 follows as a consequence of Theorem 3.2. In particular, we prove Theorem 1.1 in Section 3.3.
In order to prove Theorem 3.2, we need the two crucial Lemmas A.1 and A.2, which we state in greater generality in the Appendix A. We now proceed with the proof of the main theorem of this section.
Proof of Theorem 3.2. For simplicity of notation we will always omit the subscript k throughout all the proof. Also, in the course of this proof, c 1 , c 2 and c 3 will denote specific constants, depending on q and independent of ν, k, α 0 , β 0 , γ 0 . Define the following energy functional
where α, β, γ will be chosen later, complying with several constraints that will appear during the proof. First of all, observe that
As a first condition on the coefficients α, β, γ, we require that
In this way, (3.4) guarantees that
Then, thanks to the energy balances given in Proposition 2.1, we have that
(3.6)
Now we need to estimate the terms on the right-hand side of (3.6). We control the scalar product terms just by Cauchy-Schwartz inequality. In particular, we have that
and
where the last inequality follows since ∇ = (∂ r , ∂ θ /r). Now assume that 10) in order to absorb the last term of (3.7) on the l.h.s. of (3.6). So thanks to (3.7), (3.8) and (3.9), we obtain that
where the last one follows since we are localized at frequencies k. Now further restrict (3.4) as follows:
Thanks to (3.12) and the fact that k ≥ 1, we can absorb the last term on the right-hand side of (3.11) in the left-hand side to infer that
(3.13) It remains to estimate the last term above, which is not present for q = 1 (see Remark 3.3 below). This will be done by Lemma A.2, by choosing
(3.14)
Since k ≥ 1, we find that there exists some constant c 2 ≥ 1 such that
where, for c q as in Lemma A.2, we can define
Let us impose for the moment that
In this way, from (3.13) and (3.15) we obtain
Now, in order to satisfy the constraints (3.10), (3.12) and (3.16) for every ν, k, we rescale α, β, γ in such a way so that the inequalities become independent of ν, k. That is, we choose α, β and γ as in (3.2), namely,
for some α 0 , β 0 , γ 0 to be chosen properly later but independent of ν and k. To see why exactly those exponents, let us look for example at the scaling in ν. Assume that α = ν i , β = ν j and γ = ν n . Then by (3.10), (3.12) and (3.16), one needs to impose that
Then solving explicitly the system we infer (3.18). One argues analogously also for the scaling in k.
All that is missing now is the norm f in (3.17) . With this in mind, we apply Lemma A.1 with the same choice of σ as in (3.14) and deduce that
Using this in (3.17), we find
In view of (3.18), this becomes
or, equivalently,
Here it is crucial that in front of α and γ in the brackets, we have something independent of ν and k. In fact we want to use equivalence (3.5), so assuming c 3 19) and c 3 β 20) we conclude that
where ε 0 is determined as follows: let
and choose α 0 , β 0 , γ 0 as
and it is straightforward to verify that α 0 , β 0 , γ 0 satisfies (3.10), (3.12), (3.16), (3.19) and (3.20) . Then ε 0 could be chosen as
hence proving (3.21). The proof is concluded.
Remark 3.3 (The case q = 1). As noted in the proof, the case q = 1 does not require estimating the most dangerous error term in (3.13). In fact, one does not even need to include the γ-term in the functional, since from (3.2) it is apparent that the γ-term is of the same order as f k . This is also the reason why Lemma A.2 is not needed in this case.
3.3.
Reconstruction of the X-norm. Theorem 3.2 does not directly imply the decay in the X-norm as stated in Theorem 1.1. In this section we prove Theorem 1.1 in the case q ≥ 1, and for initial data localized at band k ∈ N. It is convenient to define the functional
which is equivalent to the X-norm. Here we prove the following localized version of Theorem 1.1.
22)
for all t ≥ 0, and where C 0 ≥ 1 is a constant independent of ν, k.
Notice that Proposition 3.4 implies a linear semigroup estimate for (3.1) in a weighted L 2 -space. Theorem 1.1, and in particular (1.6), simply follows by summing over k ∈ N 0 in (3.22).
Proof of Proposition 3.4. First of all, recall the definition of γ given in (3.18). Then observe that for νk −1 ∈ (0, 1] we get
since q ≥ 1. So, in view of the equivalence (3.5) for the functional Φ k , we infer that
Now we introduce the following two fixed times
, where T ν,k is for technical convenience and T ν,k,ln is the expected time scale for the enhanced dissipation mechanism. We divide the proof in two cases. Case 1. For t ∈ (0, T ν,k,ln ), Theorem 1.1 is proved if we are able to show that
Notice that for q = 1, this is trivial. In all other cases, by (2.1), we have that
In particular, we know that f k (·) 2 is monotonically decreasing, and
Now we need to infer some property on r q−1 f k (t) 2 , in particular we cannot hope in general for some monotonicity. Then we proceed as follows: consider the equality (2.4) and define C q = 4(q − 1) 2 . By Lemma A.2 we have that
Then for any t ∈ (0, T ν,k,ln ) we infer that 28) where in the last line we have bounded e −νs by 1 and used the energy equality (3.26) . Finally notice that
for some C 1 which depends only on q and ε 0 . The last inequality follows simply because for any β > 0 we have lim x→0 x β ln x = 0 and we are assuming that νk −1 ∈ (0, 1]. So from (3.28) we get that
By combining (3.27) with (3.29) we prove (3.25) for a proper C 1 , hence proving Proposition 3.4 for all t ≤ T ν,k,ln .
Case 2. Now we pass to the case t ≥ T ν,k,ln . First of all, consider the energy equality (3.26) for T = T ν,k . Invoking the mean value theorem, there exists
but recalling the definition of α, see (3.18), we infer that
Using (3.30) in the equivalence (3.5) for Φ k , we get that
Since t * ≤ T ν,k ≤ T ν,k,ln , by combining (3.27) and (3.29) with (3.31), we conclude that 32) where the last one follows by (3.23) and C 2 is a constant that does not depend on ν, k. Then by (3.24) , (3.32) and applying the differential inequality (3.3) starting from t * , we have that
where in the last inequality we have used the fact that t * ≤ T ν,k . For q = 1, we are done, since γk 2 ∼ 1. . By the definition of T ν,k,ln , we are interested in times t ≥ a/b. Then observe the following basic inequality
which is true for any a > 1 and b > 0. So finally we have that
where C 2 = e C 2 γ 0 . Then by choosing C 0 = max{C 1 , C 2 } we conclude the proof of Proposition 3.4.
Remark 3.5 (No log-correction for q = 1). We stress once more that for q = 1, there is no logarithmic correction for W k (t) in (3.22) . This is essentially due to the fact that the γ-term is of the same order as f k .
APPENDIX A. RADIAL FOURIER EXPANSION AND TWO USEFUL INEQUALITIES
We prove here two useful inequalities for functions localized to a Fourier band as in (1.8). Namely, given g ∈ L 2 , we write
It is worth noticing here that if a function g is smooth, then
as it can be seen by simply applying the operator ∆ to g (see [2] ). This is useful when performing integration by parts and make sure that no term at r = 0 arises. The first inequality is reminiscent of the spectral gap in [6, Proposition 2.7] , originally inspired by [19] .
Lemma A.1. Let q ≥ 1, and let g ∈ H 1 such that r q−1 g ∈ L 2 . Assume k ∈ N, and let g k be defined as in (A.1). For any σ > 0, it holds that
Proof of Lemma A.1. The proof will be performed for a smooth function g. It is clear that the original statement holds upon passing to the limit in the various norms. Let R > 0 to be chosen, then
where in the last line we use the fact that q ≥ 1. Hence choosing
we infer that σ
The second inequality simply follows from the fact that ∇g k 2 = ∂ r g k 2 + k 2 g k /r 2 . Hence we have proved the lemma.
The second lemma enters in the main proofs as a way to essentially control the behavior at the origin of each g k . It is stated as follows.
Lemma A.2. Let q ≥ 1, and let g ∈ H 1 such that r q−1 g ∈ L 2 . Assume k ∈ N, and let g k be defined as in (A.1). There exists a constant c q ≥ 2 depending only on q such that 1 c q σ
for any σ > 0.
Lemma A.2 is crucial in order to close the estimate in the weighted space X that appears in the main Theorem 1.1. Proof of Lemma A.2. We preliminary note that the case q = 1 is trivial, since g k /r ≤ ∇g k so (A.3) holds with c q = 1. As for the rest, we divide the proof in two cases, namely q ∈ (1, 2) and q ≥ 2.
Case q ≥ 2. In this case, let R > 0 to be chosen later. Then we get that where in the last line, for the first term, we have used the fact that q ≥ 2. Now we take advantage of Lemma A.1, so choose R = σ 1 2q , to get that
and the proof is completed with c q = 2.
Case q ∈ (1, 2). Writing down explicitly, we have that
(A.4)
Now let a > 0 to be chosen later and rewrite the previous integral, without constants in front, as follows Then let σ = (q − 1) −1 λ q 2 /(q−1) and we get that Since k ≥ 1, this concludes the proof of Lemma A.2.
