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Cap´ıtulo 2
Resumen
El bienestar social de una regio´n es definido como el grado de acceso que sus
habitantes tienen a servicios de educacio´n, salud y disfrutar de una vida digna. A
su vez, el bienestar social puede ser definido a trave´s de la forma de la distribucio´n
del ingreso de la sociedad debido al impacto que tiene esta u´ltima sobre diferentes
factores econo´micos como lo son el crecimiento econo´mico, la eficiencia en el desa-
rrollo de la pol´ıtica pu´blica, conflictos e inseguridad social y limitar el acceso en el
mercado de capitales. Por lo tanto, el ana´lisis de co´mo se origina, co´mo se desarrolla
a trave´s del tiempo y que´ variables son afectadas por la forma de la distribucio´n del
ingreso ha sido un tema de intere´s en varias ramas de la ciencia. Asimismo, este tema
es de intere´s regional, porque Me´xico es un pa´ıs que presenta altos grados de de-
sigualdad no so´lo en ingreso, sino tambie´n en aspectos educativos, de oportunidades
y de consumo. Por otro lado, dentro de la teor´ıa econo´mica tradicional, herramienta
fundamental para evaluar la pol´ıtica pu´blica, el estudio de la distribucio´n del ingreso
se ha abordado a trave´s de modelos de equilibrio general que suponen que los agen-
tes econo´micos son homoge´neos y racionales, y que existe informacio´n perfecta en el
mercado. Empero, la sociedad como sistema presenta interacciones no lineales que
son dif´ıciles de modelar a trave´s de este tipo de modelos, por lo que en este trabajo
se presenta un modelo de simulacio´n basado en agentes para estudiar la forma de la
distribucio´n en Me´xico. Adema´s, para llevar a cabo este propo´sito se presenta una
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metodolog´ıa que identifica cua´l modelo de probabilidad se adecua de mejor manera
al caso mexicano, y por consecuencia, se determina si existe algu´n mecanismo que
esta´ detra´s de la generacio´n del ingreso en Me´xico.
Ruth Berenice Cisneros Aldama.
Candidato para obtener el grado de Maestr´ıa en Ciencias en Ingenier´ıa de Sistemas.
Universidad Auto´noma de Nuevo Leo´n.
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio: Simulacio´n basada en agentes para la distribucio´n del
bienestar en Me´xico..
Nu´mero de pa´ginas: 169.
Motivacio´n y justificacio´n:
Objetivos y me´todo de estudio: Dos son los objetivos en los que se enfoca
este trabajo, el primero es el ana´lisis de las muestras de la distribucio´n del ingreso de
los agentes econo´micos en Me´xico en el periodo que comprende de 1982 a 2014. El
ana´lisis comprende tanto a la totalidad del rango de la distribucio´n del ingreso como
las regiones de ingresos medios-bajos y de ingresos altos. La metodolog´ıa implemen-
tada consta de (i) estimaciones parame´tricas y no parame´tricas de la densidad de
la distribucio´n de la variable ingreso de los agentes econo´micos en Me´xico; (ii) una
prueba que informa si un modelo de probabilidad es una hipo´tesis plausible para
generar un conjunto de datos, la cual es desarrollada a trave´s del me´todo bootstrap;
(iii) una bu´squeda exhaustiva para obtener el valor del l´ımite inferior o´ptimo de la
cola derecha suponiendo que e´sta se distribuya a un modelo de probabilidad; (iv)
adema´s de una prueba de bondad de ajuste que selecciona entre dos modelos cua´l
es el ma´s cercano a la distribucio´n verdadera de los datos.
El segundo objetivo, es poner a prueba un modelo de simulacio´n basado en
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agentes (MSBA) base, inspirado en la teor´ıa econo´mica y f´ısica, para generar una
distribucio´n del bienestar, medida a trave´s del ingreso, que sea consistente con el
ana´lisis de los datos emp´ıricos. El obtener un modelo con estas caracter´ısticas permite
estudiar/evaluar co´mo la forma de la distribucio´n del bienestar puede cambiar a
trave´s de ciertos mecanismos clave, de intere´s en pol´ıticas pu´blicas, e inferir de que
manera pueden afectar a otras variables macro econo´micas que dependan de ella.
Contribuciones y conclusiones: Gracias a la implementacio´n del MSBA se
aprendio´ la necesidad de evaluar si el modelo que se propone puede ser utilizado de
manera eficaz para la de prediccio´n del sistema en estudio, y con mayor cuidado si
el modelo servira´ para evaluar pol´ıticas pu´blicas que tendra´n un incidencia en gran
parte de la poblacio´n. Entonces, si bien el modelo puede llegar a una conclusio´n
general aceptable, como lo es que el modelo tenga el potencial de caracterizar los
hechos observados a trave´s de datos emp´ıricos, se debe dar un paso atra´s para re-
flexionar si no existe algu´n otro modelo que sea mejor en representar la realidad y
que aporte un mayor entendimiento de la forma en que se genera la distribucio´n del
ingreso.
Con base a esta conclusio´n, se vio la necesidad de antes de pasar a otro nivel
en el desarrollo de un MSBA, que pueda ser u´til en el ana´lisis de la distribucio´n de
el ingreso de la regio´n, de estudiar ma´s a fondo la dina´mica de los datos emp´ıricos
del ingreso monetario de las personas en Me´xico. Se concluye que existe evidencia
para decir que el proceso generativo que gobierna alguna regio´n de la distribucio´n
del ingreso no es el mismo. Por lo que las reglas que se implementen en un MSBA
debe variar con respecto a esta´s conclusiones.
Asimismo, se detecto la necesidad de promover una sinergia entre varias disci-
plinas de las ciencias con el fin de generar avances interesantes en el la investigacio´n
de la forma de la distribucio´n del ingreso, los factores que la afectan, y a su vez, los
factores que dependen de ella.
A continuacio´n se enumeran las principales aportaciones que tiene este estudio.
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Implementacio´n computacional de una metodolog´ıa que ayuda a identificar el
modelo de probabilidad del que provienen una muestra agrupada a por un
ponderador.
Se propone que los modelos Dagum, Log normal y Gamma son plausibles
hipo´tesis para describir el proceso que genera al total de regio´n de la distribu-
cio´n de ingreso. De manera similar, para la regio´n de ingresos medios y bajos
los modelos que resultan plausibles son el Log normal y Dagum. Por su par-
te, el modelo de Pareto y Log normal, en menor medida, son plausibles para
caracterizar la regio´n de ingresos altos de la distribucio´n de ingresos en Me´xico.
Adema´s, de entre los modelos plausibles, se identifica los modelos que tienen
mejor ajuste con respecto a los datos emp´ıricos. Los mejores modelos, por
nu´mero de para´metros y regio´n de la distribucio´n de los ingresos en Me´xico para
el periodo 1992-2014, son los que siguen: los modelos Dagum y Log normal,
para el total de la distribucio´n y regio´n de ingresos medios y bajos, y el modelo
de Pareto para la cola derecha de la distribucio´n.
Se implementa un modelo de simulacio´n de agentes, con base en la teor´ıa
cine´tica de gases y que mantiene una interpretacio´n econo´mica.
Se muestra que el MSBA tiende a generar distribuciones ma´s inequitativas
para las combinaciones en las que existen mayor probabilidad de perder un
porcentaje de ingreso alto –sociedad con bajo desarrollo social- y donde la
probabilidad de que el agente que gane el encuentro sea el de mayor ingreso
–sociedad dominada por las clases ricas-.
Se comprueba que, para algunas de las distribuciones que genera elMSBA, los
modelos Dagum, Gamma, Log normal y Pareto son hipo´tesis plausibles para
generar dichos datos
Se concluye que, el MSBA tiene potencial para replicar la forma de la dis-
tribucio´n total del ingreso en Me´xico, en especial, si se supone que el modelo
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Gamma es el proceso que genera los datos en Me´xico, como se observo para
las muestras del 2012 y 2014.
Firma del asesor:
Dr. J. Arturo Berrones
Cap´ıtulo 3
Introduccio´n
Ame´rica latina es una regio´n famosa por sus riquezas naturales pero tambie´n
por mantener altos grados de desigualdad no so´lo en ingreso, sino tambie´n en aspectos
educativos, de oportunidades y de consumo, repercutiendo de manera negativa en
gran parte de la poblacio´n. Y Me´xico no es la excepcio´n, el informe sobre Desarrollo
Humano 2014 de las Naciones Unidas [91] muestra que en comparacio´n con Nigeria,
Argentina o Peru´, Me´xico tiene un mayor ingreso per ca´pita, de 13.971 do´lares
al d´ıa, pero tambie´n una peor distribucio´n del mismo. Por otro lado, durante el
transcurso de las dos u´ltimas de´cadas Me´xico no ha logrado avances significativos
en la disminucio´n de las disparidades con que cuenta el pa´ıs, por ejemplo Sze´kely
(2005) [88] menciona que, no ha variado mucho la distribucio´n del ingreso en el pa´ıs
y que los niveles de desigualad acontecidos en 1984 son casi los mismos que en el
2002.
De acuerdo al punto de vista normativo se puede considerar que cierta parte de
la sociedad tiene preferencia por la justicia social y cree que al menos algunos tipos
de desigualdad son injustos, a menos que sea el resultado entre personas sujetas a las
mismas restricciones, o por influencia de esfuerzos propios para mejorar resultados,
o por la responsabilidad de las acciones de cada persona. Sin embargo, cuando estas
cuestiones no son parte de la desigualdad a la que se enfrenta una sociedad puede
tener costos en la economı´a [91], como lo son:
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Reduccio´n de los posibles beneficios que el crecimiento econo´mico puede llegar
a dar a los pobres.
Impedir el acceso a los mercados de capital f´ısico y humano de algunos grupos
de la poblacio´n.
Reduce los alcances de la pol´ıtica pu´blica.
Aumenta la inestabilidad social, crea tensiones y conflictos sociales.
Reduce el crecimiento econo´mico agregado de un pa´ıs.
Dados las anteriores aseveraciones, el estudio de la desigualdad ha despertado el
intere´s en varias ramas de la ciencia por ma´s de un siglo. Los investigadores se han
ocupado en describir co´mo es la forma funcional de la desigualdad, cua´les mecanismos
pueden alterarla y cua´les son las variables que dependen de ella. Sin embargo, sigue
siendo un tema abierto porque no se ha llegado a un consenso para responder tales
inco´gnitas.
La ausencia de datos sobre la distribucio´n del bienestar ha forzado a los in-
vestigadores a usar variables similares en los estudios emp´ıricos tales como lo son
la riqueza, el ingreso, la educacio´n y la tierra, medidos por los activos, el dinero,
an˜os de escolaridad, y hecta´reas que poseen los individuos [2]. Por ejemplo, Sze´kely
y Hilgerth (2000) [89], dan algunas razones de el porque´ es factible el estudio de
la variable ingreso para representar al bienestar: (i) la distribucio´n del ingreso es
informativo en lo referente al acceso a oportunidades econo´micas, adema´s permite
saber que´ tantos sectores de la poblacio´n son beneficiados por el desarrollo, (ii) el
ingreso puede ser visto como un ı´ndice que refleja la capacidad para consumir bienes
y servicios de la sociedad.
En el campo de la economı´a, tradicionalmente el estudio de la distribucio´n del
bienestar se realiza a trave´s de modelos de equilibrio general, que asumen supuestos
como la hipo´tesis de agentes econo´micos homoge´neos y racionales, y la informacio´n
perfecta en el mercado, con el fin de encontrar manejable el modelo y as´ı realizar
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inferencia sobre el tema [5]. Empero, la sociedad como sistema presenta interaccio-
nes no lineales, las cuales pueden ser dif´ıciles de modelar a trave´s de modelos de
equilibrio general. Adema´s, se ha argumentado que para que un modelo sea robusto
en la prediccio´n se tienen que considerar los mecanismos micro econo´micos que no
cambian en el tiempo, como lo son, las preferencias heteroge´neas entre los indivi-
duos [57]. En consecuencia, recientemente se ha impulsado el desarrollo de modelos
de simulacio´n basados en agentes; e´stos tienen respaldo en teor´ıa f´ısica, por lo que
se les ha denominado modelos econof´ısicos, y su uso es sido impulsado gracias a los
recientes avances computacionales.
Entonces, los modelos de simulacio´n basados en agentes (MSBA), que a di-
ferencia de los modelos de equilibrio general, se disen˜an considerando los siguientes
supuestos: (i) estrategia de evaluacio´n desde ✭✭abajo hacia arriba✮✮ con base en re-
glas de decisio´n sencillas pero relevantes; (ii) el comportamiento de agentes es no
homoge´neo, no esta´ basado en completa racionalidad e informacio´n completa; (iii)
permite modelar diferentes reglas de decisio´n: maximizacio´n de utilidad, toma de
decisiones segu´n comportamiento, entre otras; (iv) los agentes puedan estar fuera
de equilibrio y establecer interacciones complejas entre ellos. Uno de los trabajos
pioneros en este campo es el de Angle (1986) [3] quien realiza una simulacio´n de
agentes que, con base en la teor´ıa del excedente de produccio´n de la estratificacio´n
social llega a generar distribuciones de riqueza de tipo Gamma similares a las que
se han estimado para distintas sociedades; a su vez este modelo, puede verse como
un caso especial de los modelos generados por la econof´ısica que toman inspiracio´n
en la teor´ıa cine´tica de gases.
Por su parte, uno de los pasos clave para la creacio´n de un MSBA, que tenga
como objeto ser herramienta de pol´ıtica pu´blica, es el ana´lisis preliminar de los
datos emp´ıricos del sistema a modelar. El ana´lisis preliminar permite (i) identificar
el proceso del que proviene el sistema y de esta manera ayuda a idear las reglas
✭✭sencillas pero ba´sicas✮✮ que pueden entrar en el modelo, y (ii) una vez hecha la
modelacio´n, conocer el proceso detra´s del sistema ayuda a calibrar el modelo para
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replicar los hechos que se observaron en el sistema.
La identificacion de un modelo de probabilidad que genere a los datos de in-
greso o riqueza es un tema abierto en la literatura que analiza estos datos emp´ıricos.
Discernir si los datos de ingreso provienen de algu´n modelo de probabilidad no es
una tarea fa´cil; casi cualquier modelo puede ser ajustado a un conjunto de datos y
en consecuencia, se puede discutir la calidad del ajuste del modelo con respecto a
los datos emp´ıricos, as´ı como evaluar esta calidad contra otros modelos teorizados, a
trave´s de un ana´lisis visual o comparando medidas error en el ajuste. Sin embargo,
este ejercicio no indica si es plausible que el modelo en realidad genere los datos ob-
servados, por lo que recientemente la literatura se enfoca a desarrollar metodolog´ıas
que sirvan para identificar el proceso que posiblemente genere a los datos, a su vez
que, sea el que mejor los caracterice.
Objetivo.
Dos son los objetivos en los que se enfoca este trabajo. El primero es el ana´lisis
de las muestras, a trave´s del tiempo, de la distribucio´n del bienestar en Me´xico,
medido por el ingreso monetario de los agentes econo´micos, en el periodo que com-
prende de 1982 a 2014. El estudio abarca a la totalidad del rango de la distribucio´n
del ingreso, la regio´n de ingresos medios y bajos y la regio´n de ingresos altos. Estas
regiones sera´n llamadas, respectivamente, regio´n total, regio´n baja y regio´n alta a lo
largo del documento. Y en especifico, se estudian los modelos Pareto, Exponencial,
Gamma, Log normal, Singh-Maddala y Dagum, modelos comu´nmente utilizados en
la literatura que estudia la distribucio´n del ingreso, para determinar a cua´l de ellos
es ma´s probable que pertenece la distribucio´n del ingreso en Me´xico, y adema´s, que
sea el modelo que mejor la caracterice.
El segundo objetivo, es poner a prueba un MSBA base para generar una
distribucio´n del bienestar, que sea consistente con el ana´lisis de los datos emp´ıricos.
El obtener un modelo con estas caracter´ısticas permite estudiar y evaluar co´mo la
forma de la distribucio´n del bienestar puede cambiar a trave´s de ciertos mecanismos
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clave de intere´s en pol´ıticas pu´blicas e inferir de que´ manera afectan a otras variables
macro econo´micas que dependan de ella.
Estructura de la tesis.
Este trabajo se organiza como sigue: en el cap´ıtulo 4 se da un repaso de los
principales trabajos que han aportado conceptos y modelos relevantes en el estudio
de la distribucio´n del ingreso, y se da especial e´nfasis, en presentar los alcances y
limitaciones en las lineas de investigacio´n de los modelos estoca´sticos y los modelos de
probabilidad que han presentado un buena ajuste para caracterizar a la distribucio´n
del ingreso.
A continuacio´n en el cap´ıtulo 5 se repasan conceptos para caracterizar a la
distribucio´n de una variable; se describe el modelo Beta Generalizado que es un
marco en comu´n para analizar a los modelos de probabilidad que se estudiara´n
en este documento para caracterizar al ingreso; y por u´ltimo, se repasa la teor´ıa del
excedente de produccio´n de la estratificacio´n social que es base delMSBA estudiado
en este trabajo. Luego, en los cap´ıtulos 6 y 3, se detallara´n las metodolog´ıas utilizadas
para analizar los datos emp´ıricos en Me´xico y la descripcio´n de la implementacio´n
de e´stas y del MSBA.
Por u´ltimo, en los cap´ıtulos 8 y 9 se detallan los resultados obtenidos en esta
investigacio´n y se procede a resumir las conclusiones generadas.
Cap´ıtulo 4
Antecedentes.
Los datos emp´ıricos sobre el ingreso o riqueza muestran, a trave´s de diferentes
regiones geogra´ficas y en el tiempo, la caracter´ıstica de que la gran mayor´ıa de la
poblacio´n concentra un poco nivel de ingreso, mientras que, unos pocos llegan a
obtener grandes sumas de ingreso; este feno´meno se traduce en que en la represen-
tacio´n gra´fica de la frecuencia de personas que reciben ingreso, por nivel, se observe
una gran concentracio´n de datos del lado izquierdo del gra´fico, y a su vez se pre-
senta, una cola derecha ancha y larga. Uno de los trabajos seminales que presenta
estas similitudes fue el de Vilfredo Pareto en 1987 [66], en su investigacio´n estudia,
para diferentes momentos en el tiempo, la forma de la distribucio´n del ingreso en
distintas sociedades, como Alemania, Inglaterra, Irlanda, Peru´ y ciudades de Italia;
concluye que las distribuciones pod´ıan ser descritas, con pocas diferencias, por una
distribucio´n tipo ley de potencia que actualmente se le conoce como ley de Pareto.
En espec´ıfico, Vilfredo Pareto en 1897, observa que el ingreso puede ser des-
crito a trave´s de una relacio´n lineal decreciente entre el logaritmo del ingreso, x,
y el logaritmo del nu´mero de personas que recib´ıan un ingreso mayor que x, Nx,
especifica´ndose de la siguiente forma:
logNx = A− α log x (4.1)
en donde A, α > 0. De ah´ı que Pareto propone [66] que la distribucio´n del ingreso
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segu´ıa la siguiente ley natural
P (X > x) =


(
x
x0
)−α
para x ≥ x0
1 para x < x0
(4.2)
Con un valor estimado de α ≈ 1.5. A esta expresio´n se le conoce como ley fuerte
Pareto [59], y a su vez, se le llama ley de Pareto de´bil o estrecha cuando la cola
derecha de la distribucio´n se comporta como una ley de Pareto [59].
Este tipo de funcio´n de distribucio´n tiene como caracter´ıstica que la varianza,
e incluso la media, pueden no estar definidas matema´ticamente, por lo que ser´ıa
incorrecto hacer inferencia de los datos con base en estad´ıstica tradicional, que esta´
basada en la varianza y desviacio´n esta´ndar. Entre los sistemas en los que se han
documentado leyes de potencias se encuentran: terremotos, avalanchas, ventas co-
merciales, taman˜os de guerras, ca´ıdas en los mercados de capitales, etce´tera.
Por consiguiente, la aportacio´n de Pareto crea gran expectativa por las siguien-
tes razones: (i) impulsa un concepto de universalidad y de escala no variante en la
distribucio´n del ingreso; donde la uniformidad de la forma de las colas derechas de
las distribuciones del ingreso observadas podr´ıan implicar que un mismo proceso de
distribucio´n opera en todas las sociedades; (ii) adema´s, respalda la idea de que la
probabilidad de observar un evento de gran escala no es desden˜able y se contrapone
a la inferencia con base en la teor´ıa Gaussiana [84]; por u´ltimo, (iii) da pie al desa-
rrollo de uno de los temas ma´s discutidos en economı´a que es la relacio´n entre el
crecimiento econo´mico y la distribucio´n del ingreso.
Asimismo, es importante reconocer si un feno´meno pertenece a una ley de
potencia porque la distribucio´n podr´ıa restringir el mecanismo detra´s del sistema,
as´ı como crear grandes desviaciones que casi siempre controlan las dina´micas de
largo plazo y organizan un sistema complejo [84]. En el campo de la economı´a la
importancia de reconocer la forma de la distribucio´n del ingreso o riqueza radica en
su relacio´n con variables que influyen en los mecanismos de la pol´ıtica econo´mica,
monetaria y fiscal, tales como el consumo, los ciclos econo´micos y la incidencia de la
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carga impositiva [5]. Por lo tanto, si la cola de la distribucio´n se comporta conforme
a una ley tipo Pareto, esta relacio´n se vuelve de gran intere´s, porque variaciones
pequen˜as en esta seccio´n pueden ocasionar impactos de considerable taman˜o en las
variables macro econo´micas con las que se relacione.
Para describir las dina´micas del ingreso o riqueza de los individuos se pueden
identificar tres l´ıneas de investigacio´n de acuerdo a la funcio´n de distribucio´n de
probabilidad que proponen. La primera l´ınea desarrolla modelos basados en teor´ıa
econo´mica que representan algu´n factor que determina a la forma de la distribucio´n
del ingreso; la segunda l´ınea, propone modelos que explican la generacio´n de la
forma de la distribucio´n del ingreso como resultado de un proceso estoca´stico; y por
u´ltimo, la tercera l´ınea plantea modelos de probabilidad que obtienen un buen ajuste
en datos emp´ıricos, que sean fa´ciles de estimar y que sus para´metros tengan alguna
explicacio´n econo´mica.
A continuacio´n se dara´ una explicacio´n de cada l´ınea de investigacio´n sobre la
forma de la distribucio´n del ingreso y se pondra´ especial intere´s en los modelos de
tipo estoca´stico y de ajuste que son los que estudian este trabajo.
4.1 Modelos econo´micos
La economı´a es un sistema complejo, con inestabilidades endo´genas que causan
eventos cr´ıticos que pueden ser muy azarosos. En el ana´lisis econo´mico tradicional
se suelen hacer ciertos supuestos para controlar las inestabilidades del sistema y de
esta forma desarrollar modelos que ayuden a analizar ciertos feno´menos econo´micos.
Los principales supuestos son los que siguen: (i) las acciones de los agentes generan
precios que llevan al mercado al equilibrio donde la oferta es igual a la demanda, (ii)
en los modelos se supone un agente representativo que engloba las preferencias co-
lectivas y que toma decisiones racionales para optimizar el uso de recursos limitados,
y (iii) mercados con informacio´n completa.
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El concepto de equilibrio en la economı´a, desarrollado con base en el concepto
del macro equilibrio de un gas, plantea que es el resultado de una multitud ince-
sante de micro colisiones de las part´ıculas de un gas [8]; de igual forma el equilibrio
econo´mico es resultado de la interaccio´n de todos los agentes econo´micos que se
encuentran relacionados entre s´ı [54]. Sin embargo, actualmente en el campo de la
economı´a neocla´sica al concepto de equilibrio se le da un rol normativo; forzando
a que el concepto no describa el sistema econo´mico como es, sino como deber´ıa de
ser [84]. Dos modelos que, con base en los supuestos mencionados, desarrollan teor´ıas
de co´mo se forma la distribucio´n del ingreso o la riqueza son los que siguen:
1. Modelos de equilibrio general (MEG). Estos tipos de modelos se basan en
la teor´ıa neocla´sica en la que los precios son el mecanismo que mantiene el equilibrio
entre la oferta y la demanda del mercado. La forma en la que se genera la distribucio´n
del ingreso es explicada desde varios puntos de vista, como lo son la determinacio´n
de salarios en mercado laboral, el pago a los factores de produccio´n y la acumulacio´n
de la riqueza [5] . Para una revisio´n ma´s profunda de estos modelos puede consultar
a Atkinson y Bourguignon (2014) [5].
2. Modelos de generaciones traslapadas (MGT ): son modelos que estudian la
distribucio´n de recursos entre generaciones. El modelo supone a un agente repre-
sentativo, que vive por dos o ma´s periodos de tiempo, con caracter´ısticas iniciales
heteroge´neas, como lo es la dotacio´n de riqueza inicial, y que con base en expectati-
vas racionales sobre su consumo en el futuro optimiza decisiones tales como invertir
su tiempo o riqueza en estudiar o trabajar, ahorrar o gastar, entre otras. A diferencia
de MEG, el estado estacionario no tiene que ser eficiente, se adapta para manejar
varias teor´ıas sobre la creacio´n de la desigualdad en el ingreso como es la ineficien-
cia en el mercado de capitales, la apertura comercial y el crecimiento econo´mico.
Adema´s justifican la introduccio´n expectativas del futuro dinero como medio de
intercambio [37,67].
Sin embargo, la principal critica de este tipo de modelos es sobre el supuesto
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del agente representativo, el cual puede no ser adecuado para obtener predicciones
de co´mo se comporta un sistema cuando hay un cambio abrupto en las condiciones
econo´micas o pol´ıticas del gobierno, ya que en la realidad, los agentes no siempre van
a decidir con racionalidad ante un cambio. De igual forma, la cr´ıtica de Lucas [57],
expone que los modelos macroecono´micos tienen la debilidad de no ser robustos
porque no incorporan caracter´ısticas micro econo´micas en sus modelos.
En respuesta a esta´s cr´ıticas se desarrollan los modelos de equilibrio general
dina´mico estoca´stico (MEGD) que tratan integrar bases de tipo microecono´micas,
como lo es heterogeneidad en las preferencias de los agentes econo´micos, as´ı como
un dinamismo en el sistema. Sin embargo, no incluyen de manera completa la hete-
rogeneidad en agentes porque enfrentan la disyuntiva entre un sistema manejable y
la incorporacio´n de la realidad para llegar a un ana´lisis satisfactorio [7].
Un ejemplo de estos avances es el modelo evolutivo o de tipo Shumpeter. E´ste
es un modelo dina´mico, que a diferencia del MEGD tradicional, analiza a la eco-
nomı´a fuera del equilibrio. Entonces, este modelo utiliza ecuaciones diferenciales
para integrar agentes heteroge´neos y describir la dina´mica de la economı´a. Sin em-
bargo, usualmente solo se supone una caracter´ıstica diferente entre los agentes y
la toma de decisio´n sigue procedimientos expl´ıcitos de optimizacio´n que se basan
en las condiciones de mercado y las caracter´ısticas homoge´neas y heteroge´neas de
cada agente [1, 51]. Por lo que, se puede resumir que los modelos evolutivos termi-
nan imponiendo la dina´mica de los agentes a trave´s de modelacio´n de ecuaciones
diferenciales [56].
4.2 Modelos estoca´sticos.
En la segunda l´ınea de investigacio´n se utilizan modelos estoca´sticos para des-
cribir las dina´micas del ingreso o riqueza de los individuos y as´ı derivar su funcio´n de
densidad de probabilidad. Tres trabajos precursores de esta l´ınea de investigacio´n,
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adema´s del de Pareto, son: el de Gibrat (1931) [39] concluye que la ley de Pareto no
aplica a todo el rango de los datos de ingreso y que so´lo se observa para la regio´n
de ingresos altos. Por lo cual, propone una ley de efecto proporcional en donde un
pequen˜o cambio en una cantidad es independiente de la cantidad en s´ı misma, y
por consecuencia, postula al modelo Log normal para describir a la gran mayor´ıa de
ingresos, bajos y medios. Adema´s, Gibrat define un ı´ndice para medir la desigualdad
en la distribucio´n a partir del coeficiente de forma de la distribucio´n. Asimismo,
Champernowne en 1953, demuestra que bajo ciertos supuestos, un proceso de Mar-
kov podr´ıa aproximar a la distribucio´n del ingreso de acuerdo a la ley de Pareto, sin
importar la distribucio´n inicial [5]. Por u´ltimo, Mandelbrot en 1960 [59] presenta un
modelo, con base en los avances de Champernowne, que llega a una distribucio´n de
Pareto para los ingresos altos de la distribucio´n [59].
A partir de la de´cada de los noventas se intensifica el intere´s por explicar
la forma de la distribucio´n del ingreso por me´todos estoca´sticos. Este intere´s es
promovido por la amplia disponibilidad de datos sobre ingreso de las sociedades y los
avances tecnolo´gicos en computacio´n, que permiten estudiar los modelos estoca´sticos
a trave´s de los modelos de simulacio´n basados en agentes computacionales [17]. El
principal reto es construir una ecuacio´n microsco´pica que gobierne la dina´mica de
la distribucio´n del ingreso y que sea capaz de reproducir la forma de la distribucio´n
del ingreso emp´ırica [13].
Una de estas l´ıneas de investigacio´n toma como inspiracio´n la teor´ıa cine´tica
de colisio´n de gases de Boltzmann e introduce los modelos cine´ticos de transferen-
cia de dinero (MCTD). Esta metodolog´ıa describe la manera en que los agentes
transfieren dinero de un agente a otro, a trave´s de transacciones en parejas, para
generar distribuciones de equilibrio tipo Exponencial, Gamma, Log normal y Pa-
reto. En espec´ıfico, el modelo MCTD supone una economı´a cerrada, que ma´s que
describir la dina´mica del mercado en te´rminos de agentes inteligentes, tiene como
objetivo predecir la evolucio´n de la distribucio´n de una variable, como el ingreso, al
estudiar el proceso de flujos entre individuos. Entonces, la idea principal es llegar
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a describir, de una manera simple, el comportamiento promedio de los agentes, por
ma´s complicadas que sean las reglas del intercambio del ingreso observada.
La justificacio´n del uso de la analog´ıa entre dinero y la teor´ıa de gases para
describir la generacio´n de la distribucio´n del ingreso o riqueza, es que a trave´s del
dinero se puede medir la riqueza y el ingreso de los agentes en un periodo dado de
tiempo [13]. En la actualidad, el dinero es un bien que no tiene ningu´n valor intr´ınse-
co ma´s el que la sociedad le otorga para representar el valor de los bienes y servicios
que existen en la economı´a. Adema´s el dinero tiene varias representaciones como lo
son las monedas y billetes, cuentas corrientes o dinero bancario. De esta forma, el
dinero es utilizado para los siguientes fines: (i) facilitar operaciones econo´micas como
es el intercambio de bienes y servicios en la economı´a; (ii) medida del valor que hace
posible la determinacio´n de precios, costos, ganancias y pe´rdidas econo´micas; (iii) el
medio que permite realizar pagos de deudas y la fijacio´n del valor de futuras transac-
ciones; y (iv) como medio para acumular riqueza a trave´s del tiempo [75]. Asimismo,
el dinero tiene la caracter´ıstica de que la cantidad circulando en la economı´a es re-
gulada por un agente econo´mico como lo es el gobierno y/o el banco central, e´stos
tienen como objetivo mantener la estabilidad econo´mica a trave´s del control de las
reservas bancarias y la fijacio´n de la tasa de intere´s [64]. Con base a esta descripcio´n,
en los modelos MCTD se utilizan la variable dinero para representar al ingreso o a
la riqueza, de manera indistinta [13].
Entonces, en estos modelos el estado del agente esta´ definido en te´rminos del
ingreso xn, n = 1, 2, . . . , N . La evolucio´n del sistema, y su subsecuente distribucio´n
final de equilibrio, dependera´ de la regla de transferencia designada a los agentes. El
algoritmo se basa en una simple actualizacio´n de los resultados al aplicar la regla de
transferencia en el tiempo t, cuando dos agentes i y j se enfrentan y es intercambiada
una cantidad ∆x del ingreso, tal que:
xi,t = xi,t−1 −∆x
xj,t = xi,t−1 +∆x,
(4.3)
donde xi,t y xj,t es el ingreso de los agentes i y j despue´s del encuentro, en tanto que,
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xj,t−1 y xj,t−1 es su similar antes del encuentro. No´tese que la cantidad x se conserva
durante cada encuentro: xj,t + xi,t = xj,t−1+xi,t−1.
Cabe mencionar, que aunque este modelo se deriva del principio de ma´xima
entrop´ıa, proveniente de la estad´ıstica meca´nica, se demuestra que, el mismo modelo
puede ser desarrollado a trave´s del principio de la maximizacio´n de la utilidad,
comu´nmente utilizado en teor´ıa econo´mica, si se incorpora al modelo de intercambio
una funcio´n de utilidad tipo Cobb-Douglas y precios relativos para el intercambio
[80]. Es decir, el modelo puede obtener justificacio´n tanto por teor´ıa de la estad´ıstica
meca´nica como por la de tipo econo´mica.
Uno de los trabajos pioneros en tomar esta idea fue de Angle (1986) [3]; des-
pue´s, los trabajos de Bouchaud y Me´zard (2000) [10], Chakraborti y Chakrabarti
(2000) [12] y Dragulescu y Yakovenko (2000) [28] dieron pie a una extensa l´ınea de
investigacio´n basada en dicha teor´ıa. Muchas reglas de transferencia para el modelo
4.3 son estudiadas y en consecuencia se desprenden diferentes conclusiones sobre la
forma de la distribucio´n de equilibrio generada.
Por ejemplo, Dragulescu y Yakovenko (2000) [28] realizan un modelo donde
proponen que la cantidad δx es aleatoria y llegan a una distribucio´n tipo exponen-
cial Boltzamann; por su parte, Chakraborti y Chakrabarti (2000) [12] proponen un
modelo en donde existe una propensio´n marginal constante para ahorrar entre los
agentes y de acuerdo a este modelo se llega a una distribucio´n estacionaria Gamma.
Por su parte, Chatterjee et al. (2004) [16] llegan a una distribucio´n de ingresos con
una cola derecha conforme a a la distribucio´n de Pareto al presentar un modelo con
propensiones ahorrar diferentes para cada agente, λi, donde la propensio´n se otorga
de manera aleatoria entre los agentes, y adema´s, agregan la regla de que se prome-
dia la distribucio´n estacionara resultante de varias configuraciones de λi. Asimismo,
Chatterjee y Chakrabartu (2005) [15] formulan una ecuacio´n que caracteriza a la
propensio´n ahorrar de acuerdo a diferentes modelos de probabilidad; anal´ıticamente
llegan a una distribucio´n tipo Pareto en la cola, las limitaciones que encuentran son:
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(i) no toma en cuenta con un incentivo para que los agentes entren en el intercam-
bio, y (ii) su ana´lisis se refiere al papel moneda. De manera similar, Gusman et
al. (2005) [41] presentan un modelo en donde los agentes que pertenecen a la mis-
ma clase social pueden comerciar entre ellos; el modelo genera una distribucio´n con
marcada polarizacio´n y una disminucio´n de la clase media, y comentan que la mejor
manera de obtener la ley de Pareto es aumentando el promedio de conectividad.
Por su parte Yarlagadda y Das (2005) [96] formulan una funcio´n de probabilidad
para agentes con dos tipos de ingreso y asumen que aquellos agentes con un ingreso
por debajo de un umbral de pobreza so´lo interactu´an entre ellos, en tanto que,los
agentes ricos so´lo comercian con una entidad mayor; la funcio´n crea una distribu-
cio´n de tipo exponencial Boltzamann para la parte pobre y tipo Pareto para la parte
de ingresos altos, adema´s, anal´ıticamente demuestran co´mo obtener diferentes colas
tipo Pareto y crean un enlace con teor´ıa macroecono´mica mediante una maximi-
zacio´n de consumo y riqueza. Por u´ltimo, se puede mencionar el trabajo de Lux
(2005) [58] que crea un modelo en el que los agentes tratan de maximizar su funcio´n
de utilidad al intercambiar bienes, asimismo, al vaciar el mercado mediante el precio
de equilibrio, suponiendo los tipos de mercado monopolio y competencia perfecta.
Lux (2005) [58] llega a una distribucio´n de ingreso tipo Gamma sin crear una cola
tipo Pareto, entonces concluyen que el intercambio de bienes hace la distribucio´n del
90% de poblacio´n, empero discute que hace falta otro mecanismo para generar la
cola tipo Pareto.
Por otro lado, una de las principales cr´ıticas que reciben estos modelos es su
falta de contenido sobre teor´ıa econo´mica, en espec´ıfico, se tiene la percepcio´n de
que no aportan una teor´ıa que explique la formacio´n de la distribucio´n del ingreso
y que en general, dejan de lado la optimizacio´n de los individuos para la toma de
decisio´n [63]. Sin embargo, Atkinson et al. (2014) [5] argumentan que esta cr´ıtica
puede ser exagerada, porque no se encuentran diferencias fundamentales entre los
modelos estoca´sticos y los modelos econo´micos; estos u´ltimos, recurren a la aplica-
cio´n de supuestos para llegar a modelos anal´ıticos, y por ejemplo, asumen como un
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error estoca´stico a todos aquellas variables exo´genas que en su modelo no se pue-
den explicar; y por el contrario, mencionan que es una oportunidad para observar
las fuerzas y limitaciones de las metodolog´ıas desarrolladas a trave´s del tiempo y
conseguir sinergias que ayuden a desarrollar la investigacio´n sobre la distribucio´n de
ingreso [4].
En consecuencia, se ha iniciado esfuerzos por juntar de manera inclusiva las
teor´ıas de economı´a y la f´ısica; un primer intento fue una reunio´n en el institu-
to de Santa Fe en 1988 con resultados no muy fruct´ıferos. Empero, poco a poco
se encuentran varios acercamientos tanto de colaboraciones en investigacio´n como
publicaciones en revistas especializadas de ambos campos [94].
4.2.1 Modelos de simulacio´n basados en agentes
computacionales.
Este tipo de modelos esta´n disen˜ados para capturar la heterogeneidad en los
agentes, que permiten modelar, diferentes preferencias y expectativas, que influyen
en el proceso de decisio´n, as´ı como diferentes tipos de agentes, como lo son consumi-
dores, entidades del Estado, grandes firmas entre otros. Asimismo, la metodolog´ıa
permite llegar a desarrollar complejas interacciones de agentes, a trave´s de reglas
a nivel micro que sean sencillas pero relevantes para el sistema. Los modelos de si-
mulacio´n basados en agentes (MSBA) no esta´n sujetos a condiciones de equilibrio;
situaciones fuera de equilibrio pueden surgir como consecuencia de la interaccio´n en-
tre agentes o cambios en las condiciones del ambiente. Por lo tanto, esta metodolog´ıa
permite la interaccio´n entre diversas disciplinas con el fin de definir las reglas de la
simulacio´n que se mantengan sencillas pero relevantes.
Asimismo, el modelo de simulacio´n basado en agentes puede ser visto como una
metodolog´ıa que complementa a los modelos anal´ıticos tradicionales. Por ejemplo, el
MSBA puede aportar el equilibrio del sistema, si el modelo anal´ıtico es incapaz de
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llegar a e´l; adema´s, ayuda a explicar co´mo surgen patrones de alto orden como lo son
las leyes de potencia en la distribucio´n del ingreso o del riesgo en el mercado de ca-
pitales, la segregacio´n social persistente aun cuando existe una sociedad tolerante y
estructuras de redes del internet; los MSBA tambie´n pueden ser u´tiles para identifi-
car algu´n cambio interno o externos en el sistema que cause consecuencias extremas,
y por lo tanto, permiten analizar co´mo es la dependencia del sistema con el cambio,
y a su vez, identificar la trayectoria en que el sistema regresa a su funcionalidad.
Las limitantes que se les encuentra son las siguientes: (i) es dif´ıcil de com-
prender de manera anal´ıtica co´mo las reglas y elementos micro se transforman en
comportamientos macro cuando se agregan los resultados de la interaccio´n entre de
varios agentes; (ii) los modelos pueden no ser comparables y robustos, esto es, el
disen˜o de MSBA tiende a estar sesgado por las preferencias del modelador, adema´s
que, el desempen˜o del sistema depende de lo relevante de las reglas usadas y no es
fa´cil generalizar las reglas aplicadas para utilizarlas en la prediccio´n; y (iii) uno de
los problemas ma´s fuerte es la correcta calibracio´n del modelo, es decir, se debe elegir
aquellos para´metros que caractericen de mejor manera a los datos emp´ıricos.
El conocimiento profundo de los mecanismos detra´s del sistema, a trave´s del
ana´lisis de datos emp´ıricos, ayuda a elegir el tipo de MSBA que mejor se adecue a la
realidad. Por lo tanto, es deseable tomar en cuenta los problemas metodolo´gicos para
estimar los para´metros que entraran al modelo; dichos problemas son la calidad de
los datos, llegar a identificar el verdadero proceso generativo de datos, e identificar
las condiciones del sistema en las que los para´metros son va´lidos.
4.3 Modelos basados en el ajuste.
Sin embargo, si se desea probar la veracidad de los modelos de estas tres l´ıneas
de investigacio´n se debe tener una observacio´n certera del verdadero proceso emp´ırico
de generacio´n del ingreso [36, 83]. Actualmente, algunos de los estudios que conclu-
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yen que un modelo de probabilidad es bueno para describir muestras emp´ıricas de
ingreso se basan en una relacio´n espuria o so´lo son va´lidos en un rango limitado [84];
las pruebas para discernir si datos emp´ıricos provienen de algu´n modelo de proba-
bilidad se basan en un examen visual del complemento de la funcio´n de densidad,
el cual puede llegar a ser subjetivo, y no toman en consideracio´n que casi cualquier
distribucio´n puede ser ajustada a datos emp´ıricos, y por lo tanto, se debe distinguir
cual es el valor del criterio de error que corresponde so´lo al proceso de muestreo de
aquel que indique que los datos provienen de otro proceso [19].
Dentro de esta l´ınea de investigacio´n, los modelos Pareto, Exponencial, Gam-
ma, Log normal, Dagum y Singh-Maddala destacan por su buen ajuste emp´ırico en
el estudio de la distribucio´n del ingreso. El estudio de las semejanzas entre estos
modelos y datos emp´ıricos es llevado para diferentes rangos en la distribucio´n del
ingreso y riqueza como lo son el total de la distribucio´n, la cola derecha de la distri-
bucio´n y la regio´n de ingresos pequen˜os y medios; diferentes definiciones de ingreso,
regiones geogra´fica, y tiempo. Adema´s, los me´todos de evaluacio´n var´ıan entre el
ana´lisis visual, la comparacio´n de medidas de error -como lo son la suma de cuadra-
dos del error, el logaritmo de verosimilitud, el criterio de Akaike- pruebas de bondad
de ajuste tal como lo son prueba de razo´n de verosimilitud y pruebas no parame´tri-
cas que utilizan la metodolog´ıa bootstrap. Por otro lado, el me´todo de estimacio´n
tambie´n cambia de investgacio´n a investigacio´n; se pueden encontrar estimaciones
por mı´nimos cuadrados ordinarios, estimacio´n con base en los momentos de la dis-
tribucio´n, estimacio´n por ma´xima verosimilitud y estimacio´n bayesiana. Debido a
esta variedad en los factores de estimacio´n no se presentan un consenso en el valor
coeficientes estimados de los modelos de probabilidad, as´ı como en la preferencia
entre el ajuste de un modelo a otro [6, 95]
En el ape´ndice A se encuentra una tabla con un resumen sobre la bibliograf´ıa en
la que se basa este trabajo y se identifican las variantes que se acaban de mencionar.
Adema´s, a continuacio´n se resume la informacio´n relevante sobre el ajuste sobre
datos emp´ıricos de los modelos que se analizan en este trabajo, y posteriormente,
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en el cap´ıtulo 5 se revisan las expresiones que describen sus formas funcionales y
estad´ısticos descriptivos relevantes para esta investigacio´n.
La distribucio´n Exponencial se utiliza en el ajuste de la totalidad del rango de
la distribucio´n y en la seccio´n de ingresos bajos y medios. El intere´s en esta distri-
bucio´n radica en que fundamenta el desarrollo de modelos estoca´sticos, basados en
teor´ıa f´ısica, para analizar la dina´mica del ingreso. En espec´ıfico, se encuentra que el
para´metro de la distribucio´n exponencial, que denota al promedio de la distribucio´n,
es ana´logo al para´metro de temperatura en la distribucio´n Boltzmann-Gibbs, utili-
zada en la teor´ıa de gases [94]. Sin embargo, se observa que existen desviaciones en el
ajuste de los extremos de la distribucio´n que se atribuyen a omisiones en el reporte
de ingresos muy bajos o sub declaracio´n en ingresos muy altos [29, 30, 95]. Por otro
lado, el modelo Log normal se usa para caracterizar a la mayor parte del rango de
la distribucio´n del ingreso, sin embargo, se muestra que la distribucio´n log-normal
no es estacionaria porque aumenta su ancho con el tiempo [74]. Adema´s, McDonald
(1984) y Bandourian et al. (2003) mencionan que para el rango total de la distri-
bucio´n, el modelo Log normal sobre estima el ingreso en la cola derecha y la media
estimada es superior a la poblacional, es decir, que resulta en un modelo con mayor
dispersio´n que los datos observados. Por su parte, el modelo Gamma es un modelo
de dos para´metros que es utilizado para caracterizar datos emp´ıricos de ingreso, pre-
sentado por Aman en 1925, y de manera ma´s reciente propuesto por Salem y Mount
en 1974 [74]. Los dos para´metros de la distribucio´n Gamma pueden ser relacionados
con las medidas de escala y asimetr´ıa estad´ıstica, por lo que tambie´n son asociados
con la ley de proporcionalidad de Gibrat y a la desigualdad en la distribucio´n. Con
respecto al ajuste sobre datos emp´ıricos de ingreso, el modelo Gamma reporta que
la distribucio´n tiende a exagerar la asimetr´ıa estad´ıstica [74].
Por su parte, los modelo Dagum y Singh Maddala son modelos de tres para´me-
tros, propuestos en el estudio de la distribucio´n del ingreso por Dagum (2008) [24]
y Singh y Maddala (1976) [82]. Estas dos distribuciones esta´n conectadas porque se
pueden llevar resultados de una distribucio´n a otra [53]. Entonces las distribuciones
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Dagum y Singh-Maddala son introducidas al ana´lisis de la distribucio´n del ingreso al
buscar un modelo que incorpore las colas anchas de la regio´n alta del ingreso, como
la distribucio´n de Pareto, pero tambie´n que tengan una moda interior como la log
normal [24]; por consiguiente, estos dos modelos tienen la caracter´ıstica de sus casos
especiales son los modelos Pareto y Fisk.
Los resultados del ana´lisis sobre que´ modelo es mejor para ajustar los datos
emp´ıricos del ingreso no son conclusivos en ninguna de las regiones de la distribu-
cio´n. Por ejemplo, para la parte baja de la distribucio´n, ingresos bajos y medios,
se reporta como bueno el ajuste que la distribucio´n exponencial sobre el ingreso
personal y familiar para pa´ıses como Estados Unidos y Reino Unidos. [29, 30, 95];
de igual forma, estudios sobre la distribucio´n Log normal presentan buen ajuste en
la regio´n de ingresos bajos para pa´ıses como Estados Unidos, Reino Unido, Japo´n,
Italia, Australia e India [20, 21, 26,83,85,87].
En cuanto a la regio´n de la cola derecha, ingresos altos, los estudios emp´ıricos
se enfocan, en su mayor´ıa, al estudio de la distribucio´n de Pareto y llegan a que
e´sta mantiene un buen ajuste visual sobre los datos para diversos pa´ıses, diferen-
tes definiciones de ingreso y lapsos de tiempo [20, 21, 26, 30, 35, 83]. Mientras que,
unos pocos hacen pruebas ma´s estrictas para saber si es plausible que un conjunto
de datos emp´ıricos provengan del modelo de probabilidad Pareto, sin embargo, los
resultados que presentan son diversos. Por ejemplo, Clauset et al. (2009) [19] re-
portan que no hay evidencia suficiente para aseverar que la riqueza neta individual
de las personas ma´s ricas del mundo, reportada por Forbes en 2003, provenga de
un modelo tipo leyes de potencia. Por otro lado, Toda (2012) [90], a trave´s de una
prueba Kolmogorov-Smirnov y Anderson-Darling, no rechaza la hipo´tesis nula, en
ma´s del 80% de sus muestras, de que el error de una ecuacio´n de Mincer1 sobre la
cola derecha se distribuya de acuerdo a un modelo de Pareto. Por u´ltimo, Brzezinski
(2014) [11] afirma que, de acuerdo a la prueba de plausibilidad desarrollada por [19],
1El modelo de Mincer, desarrollado por Jacob Mincer, es utilizado para modelar el ingreso del
salario de un individuo en funcio´n de escolaridad y experiencia
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para el 28% de su muestra, compuesta por el ingreso personal de personas de Es-
tados Unidos, China y Rusia, existe evidencia de que el modelo de Pareto sea una
hipo´tesis plausible para sus datos.
Para finalizar, el ana´lisis del rango total de la distribucio´n incluye a todas
las distribuciones mencionadas, anteriormente, y de igual forma los resultados son
diversos. Por ejemplo, la distribucio´n Dagum presenta menores criterios de error
que los modelo Singh-Maddala, Log normal, Gamma, para muestras de diferentes
pa´ıses [6, 24, 53, 73]; sin embargo, tambie´n se reporta que modelo Singh-Maddala
tienen mejores resultados para caracterizar al ingreso que el modelo Dagum [18]
y los modelos Log normal y Gamma [60, 82]. Asimismo, hay evidencia de que el
modelo Log normal es mejor que el modelo Gamma para ajustar los datos emp´ıricos
del ingreso [68], y por el contrario, existe preferencia por el modelo Gamma sobre
el modelo Log normal [74]. Cabe mencionar, que tambie´n el modelo Exponencial es
analizado, de manera aislada, en el estudio de la distribucio´n del ingreso [29].
Para el caso mexicano, se concluye que para el rango total de la distribucio´n,
el modelo Dagum es el que obtiene mejor ajuste que los modelos Pareto y Log
normal, sin embargo, dentro modelos de dos para´metros el modelo Log normal es
el que mejor caracteriza a los datos [6, 73]. Cabe sen˜alar, que hasta el momento de
escribir este trabajo no se encuentran trabajos que estudien, mediante un modelo
de probabilidad, a los datos emp´ıricos de Me´xico por regio´n de la distribucio´n de
ingresos.
4.3.1 Caracter´ısticas deseables de un modelo de
distribucio´n o proceso generado.
Por u´ltimo, la literatura enumera propiedades econo´micas, econome´tricas, es-
toca´sticas o matema´ticas [3,24] para identificar si un modelo es representativo de la
distribucio´n del ingreso. Algunas de las propiedades discutidas son las que siguen:
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El modelo puede derivarse con base en fundamentos lo´gicos y emp´ıricos que
sea acorde a la metodolog´ıa desarrollada en ciencias y filosof´ıa. Como lo es la
hipo´tesis de Kusntez2
Cumplir con la forma de´bil de la ley de Pareto [59], esto es, el modelo de
probabilidad presenta como caso especial, para el grupo de ingreso alto, al
modelo de Pareto.
El modelo debe implicar un proceso que genera una distribucio´n estable, es
decir, que converge ra´pido a una distribucio´n del ingreso personal emp´ırica.
Tener soluciones matema´ticas explicitas y tratables que permitan estimar he-
rramientas u´tiles para medir la desigualdad en la distribucio´n como lo son el
ı´ndice de Gini y curva de Lorenz.
Buen desempen˜o del modelo para ajustar datos emp´ıricos, en todos los niveles
de ingreso, con el fin de ser base en el desarrollo de pol´ıtica pu´blica.
Preferencia por modelos y teor´ıas con pocos supuestos y numero de para´metros;
con gran poder explicativo, buen ajuste a datos emp´ıricos y que se puedan
estimar con me´todos sencillos y eficientes.
Comparacio´n de las debilidades y fuerzas de distribuciones analizadas con an-
terioridad en la literatura.
Flexibilidad en el modelo para manejar los siguientes puntos: (i) capaz de ge-
nerar cambios en la forma de la distribucio´n por medio de cambios en el valor
de los para´metros; (ii) describir distribuciones que sea estrictamente decre-
cientes y uni modales; (iii) considerar, a trave´s de sus para´metros, diferentes
definiciones de ingreso como es la riqueza, el ingreso y el dinero, los cuales
mantienen diferentes rangos.
2La hipo´tesis de Kuznets (1955) [55] establece una relacio´n de refuerzo entre la desigualdad
de la distribucio´n del ingreso y el crecimiento econo´mico, tal que, a menores niveles de ingreso la
desigualdad en la distribucio´n de la misma ira´ en aumento, pero al llegar a un punto de crecimiento
del ingreso la desigualdad en la misma tendera´ a caer.
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De acuerdo a los criterios de seleccio´n de un modelo mencionados y con el objetivo
de caracterizar la distribucio´n del ingreso de los agentes econo´micos en Me´xico se
analizan los modelos de probabilidad de Pareto (P), Exponencial (Exp), Gamma
(G), Log normal (LN), Dagum (D) y Singh-Maddala (SM). Dichos modelos, como
se acaba de exponer, se han destacado por su uso para caracterizar la distribucio´n
ingreso y son relevantes en el desarrollo de modelos estoca´sticos.
Cap´ıtulo 5
Marco Teo´rico
En esta seccio´n se introducen conceptos ba´sicos sobre la distribucio´n de una
variable como son las definiciones de la funcio´n de densidad de probabilidad, fun-
cio´n de densidad acumulada y su complemento. Asimismo, se describen expresiones
cerradas para calcular estad´ısticos descriptivos de la distribucio´n.
A continuacio´n, para facilitar el ana´lisis de los modelos de probabilidad pro-
puestos, para caracterizar a los datos de ingreso en Me´xico, se toma como marco base
el modelo Beta Generalizado (BG). McDonald (1984) [60] y McDonald y Xu [61] in-
troducen el modelo BG con avances de Esteban [32,33]. El modelo BG es un modelo
de 5 para´metros muy flexible porque ma´s de 30 modelos de probabilidad pueden ser
representados por e´l, como casos l´ımite o especiales, y tal es el caso de los modelos
Pareto, Exponencial, Gamma, Log normal, Singh-Maddala y Dagum. En especial, el
modelo BG facilita la estimacio´n de los para´metros y la comparacio´n del ajuste de
diferentes modelos a trave´s de las formulas cerradas de los momentos de la distribu-
cio´n y medidas de desigualdad; adema´s ayuda en el estudio de casos emp´ıricos, como
lo son la distribucio´n del ingreso y el retorno de inversiones, que se caracterizan por
presentar distribuciones de probabilidad sesgadas y con curtosis leptocu´rtica1 [61].
De ah´ı que, con base en el modelo BG en esta seccio´n se establecera´n, para las distri-
1En el anexo E puede encontrar definiciones estad´ısticas y probabil´ısticas que pueden ser de
u´tilidad para la lectura de este documento.
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buciones propuestas, sus formas funcionales, momentos de la distribucio´n y medidas
de desigualdad.
Por u´ltimo, se presenta la teor´ıa del excedente de produccio´n de la estratifica-
cio´n social que es base del modelo MSBA que se presenta en este trabajo.
5.1 Funcio´n de densidad, acumulada y
complemento.
La funcio´n de distribucio´n acumulada o funcio´n de densidad (FDA), F , rela-
cionada con la variable X, asigna a el rango2 de X, Rx, al dominio de probabilidad
RαX o [0, 1], y es tal que,
F (x) = Pr[X ≤ x] = α x ∈ RX , α ∈ RαX (5.1)
Donde F (x) es la probabilidad que la variable X tome un valor menor o igual a x.
La funcio´n F (x) es no decreciente y continua, que alcanza el valor de la unidad en
el valor ma´ximo de X.
Por su parte la funcio´n de densidad (FD) asociada a la variable X, o tambie´n
conocida como funcio´n de densidad de probabilidad, f(x), es la primera derivada de
la FDA, F (x), con respecto a x, si la derivada existe, se expresa como la siguiente
expresio´n:
f(x) =
d(F (x))
dx
(5.2)
Para una variable continua X el a´rea bajo la curva de la funcio´n de densidad y dos
puntos, xL y xU , en el rango de X, es igual a la probabilidad de que la variable X,
tome un valor que este´ entre xL y xU .
En algunos casos, como es el ana´lisis de la distribucio´n del ingreso, es u´til
trabajar con el complemento de la funcio´n de densidad acumulada (CFDA) [19,
2El rango de X se define como sigue: permita ser ser a Rx ser el conjunto de todos los valores
que la variable X puede tomar.
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20], o tambie´n conocida como funcio´n de supervivencia. La CFDA, definida por la
expresio´n (5.3), proporciona la probabilidad de que la variable X sea mayor a x
S(x) = Pr[X > x] = 1− F (x) (5.3)
Por su parte, la caracterizacio´n de una variable es asociada a una FDA , en tanto que,
algunos grupos de variables tienen funciones de distribucio´n acumuladas que so´lo se
diferencian por el valor que toman sus para´metros. Si en una FDA generalizada los
para´metros aparecen como s´ımbolos, e´sta corresponde a una familia de variables.
Ejemplos de estas familias son la de las distribuciones Normal, Log normal, Gamma,
Beta y Exponencial. La eleccio´n de co´mo expresar los para´metros de una funcio´n
de densidad puede ser arbitrar´ıa, sin embargo, e´stos pueden ser examinados, por su
sentido geome´trico, de acuerdo a tres tipos ba´sicos [34], que se describen como sigue:
Para´metro de localizacio´n. Es la abscisa del punto de localizacio´n del rango
de la variable. Un efecto que tiene el para´metro de localizacio´n sobre la funcio´n de
densidad es, por ejemplo, mover la funcio´n de densidad de lugar pero manteniendo la
forma original de e´sta. Algunos ejemplos del para´metro de localizacio´n son la media,
la mediana y la moda.
Para´metro de escala. Determina la escala de medicio´n del cuantil3 x. En otras
palabras, determina la escala o la dispersio´n estad´ıstica de una funcio´n de densidad
de probabilidad; si el para´metro de escala es grande, entonces se espera que la dis-
tribucio´n sea ma´s extensa, mientras que, si el para´metro es pequen˜o la distribucio´n
estara´ ma´s concentrada. Su reciproco es el para´metro de velocidad.
Para´metro de forma. Afecta a la forma de la funcio´n de distribucio´n ma´s que
moverla, como el para´metro de localizacio´n, o alargarla/encogerla, como el para´me-
tros de escala.
3Cuantil se define como puntos tomados, en intervalos regulares, de la funcio´n de densidad de
una variable aleatoria. Es decir, para la variable aleatoria X permita al nu´mero real x denotar un
elemento general del rango Rx.
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5.1.1 Momentos y Coeficiente de Gini.
Adema´s de las funciones recie´n descritas, existen otras funciones y cantidades
relacionadas con una variable aleatoria, como lo son la funcio´n generadora de mo-
mentos (FGM) y el ı´ndice de Gini (G). Una de las ventajas de contar con expresiones
cerradas del ı´ndice de Gini y de los primeros momentos de la distribucio´n, como la
media, es que permiten realizar pruebas de ajuste al comparar las estimaciones de
e´stos con sus contrapartes muestrales [24, 61].
Entonces, la FGM es una funcio´n de una variable auxiliar t, que su te´rmino
general es de la forma µ‘rt
r/r!, donde µ‘r es el r-e´simo momento central
4, que permite
generar los momentos de la distribucio´n de probabilidad si e´stos existen en un entorno
de t = 0.
M(t) =
∫ ∞
−∞
etxf(x) dx
= 1 + µ‘1t+ µ
‘
2t/2! + . . .+ µ
‘
rt/r! (5.4)
En tanto que, el ı´ndice de Gini, ideado por el estad´ıstico italiano Corrado Gini, es
una de las medidas ma´s populares y u´tiles para medir cambios en la forma de la
desigualdad de una distribucio´n [24]. El estad´ıstico toma un valor entre 0 y 1, en
donde 0 corresponde a la perfecta igualdad y 1 corresponde a la perfecta desigualdad
en la funcio´n de distribucio´n de probabilidad.
El ı´ndice de Gini es definido a trave´s de la curva de Lorenz. En espec´ıfico, la
curva de Lorenz fue introducida en 1905 por Max O. Lorenz [23], para ilustrar la
desigualdad en el ingreso, y es una funcio´n de densidad acumulada que indica la
fraccio´n acumulada de X que es mantenida por el p% de la poblacio´n con un nivel
ma´s pequen˜o que el atributo. Por ejemplo, si toda la poblacio´n tiene el mismo valor de
la variable X entonces la curva de Lorenz es una l´ınea de 45◦. Para ma´s informacio´n
sobre la curva de Lorenz y el ı´ndice de Gini se puede consultar a Gastwirth(1972),
4La formula para obtener el r-e´simo momento centrado es
∫
∞
−∞
xrf(x)dx. Por ejemplo la media
se define como el primer momento centrado de la funcio´n de densidad.
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Cowell (2008) y Handcock y Morris (1999) [23, 38,43].
Por consiguiente, si la curva de Lorenz de la variable X se desv´ıa de la curva
de total igualdad significar´ıa que existe desigualdad en la distribucio´n de la variable
X. Por lo tanto, G se define como la razo´n del a´rea entre la l´ınea de 45◦ y la curva de
Lorenz, y el a´rea debajo de la l´ınea de 45◦. Al a´rea entre la l´ınea de 45◦ y la curva de
Lorenz se le llama a´rea de concentracio´n. Una forma de representar el coeficiente de
Gini es a trave´s de la diferencia media, ∆, de la funcio´n de distribucio´n acumulada
de la variable X, F (x) [38]; suponiendo que F (x) se incrementa sobre su soporte y
que la media, µ, de F (x) existe, entonces el ı´ndice de Gini de la curva de Lorenz
L(p) generada por F (x), es ∆/(2µ). Matema´ticamente se expresa como:
G =
1
2µ
∫ ∞
−∞
∫ ∞
−∞
|x− y| dF (x)dF (y)
=
1
µ
∫ ∞
−∞
F(x)|1− F (x)| d(x) (5.5)
De ah´ı que, el coeficiente de Gini expresa la desigualdad relativa de la variable X al
ser la razo´n de una medida de dispersio´n, la diferencia media, y el valor medio.
5.2 El modelo Beta Generalizado: un marco
de ana´lisis en comu´n
La funcio´n de densidad de probabilidad del modelo BG puede representarse
por la siguiente expresio´n:
BG(x; a, b, c, p, q) =
|a|xap−1(1− (1− c)(x/b)a)q−1
bapB(p, q)(1 + c(x/b)a)p+q
para 0 < xa < ba/(1− c),
(5.6)
y cero de otra forma, con 0 ≤ c ≤ 1, siendo los para´metros b, p y q positivos. El
para´metro b representa la escala, mientras que a, p y q son para´metros de forma, en
particular, a define el pico de la distribucio´n y q indica la asimetr´ıa estad´ıstica. Con
la expresio´n (5.6) McDonald et al. (1995) [61] mostraron la relacio´n de los modelos
a estudiar con al marco de la familia BG. En concreto, el modelo BG, anida a
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los modelos Beta Generalizado 1, BG1, y Beta Generalizado 2,BG2, los cuales son
casos especiales de BG cuando el para´metro c toma los valores de c = 0 y c = 1,
respectivamente. A su vez, BG1 y BG2 tienen como caso l´ımite el modelo Gamma
Generalizado (GG) que es definido por la expresio´n (5.7):
GG(x, a, β, p) = l´ım
q→∞
BG(x; a, βq1/a, c, p, q)
=
|a|xap−1e(x/b)a)
βapΓ(p)
(5.7)
para c = 0 y c = 1.
De igual forma, los modelos Exponencial (E), Gamma (G) son casos especiales
de GG, como se definen a continuacio´n:
E(x, β) = GG(x; 1, β, 1) (5.8)
G(x, β, p) = GG(x; 1, β, p) (5.9)
en tanto que, el modelo Log normal(LN) es un caso l´ımite de GG, esto es,
LN(x, µ, σ2) = l´ım
a→0
GG(x; a, βa = σ2a2, p = (aµ+ 1)/βa) (5.10)
Por su parte, el modelo de Pareto (P ) es un caso especial del modelo BG1,
mientras que los modelos Singh-Maddala (SM), o tambien conocida como Burr XII,
y Dagum (D), o Burr III, son casos especiales del modelo BG2 [61]. Estos modelos
pueden ser expresados de la siguiente forma:
D(x, a, b, p) = BG(x, a, b, 1, p, 1) (5.11)
SM(x, a, b, q) = BG(x, a, b, 1, 1, q) (5.12)
P (x, b, p) = BG(x,−1, b, 0, p, 1) (5.13)
De acuerdo a McDonald (1984) [60], las expresiones para derivar lo momentos, fun-
ciones de densidad acumulada y algunas medidas de desigualdad son las que siguen:
I(y, h) =
∫ y
0
yhf(y) dy (5.14)
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I∗(i, j) =
∫ ∞
0
yif(y)
∫ y
0
xjf(x) dxdy (5.15)
Con base a estas expresiones, los momentos, condicionados a su existencia, la funcio´n
de distribucio´n acumulada y el ı´ndice de Gini son definidas por las ecuaciones (5.16),
(5.17) y (5.18), respectivamente.
E(xh) = l´ım
y→∞
I(y, h) (5.16)
F (x) = I(x, 0) (5.17)
G = E(|x− y|)/2µ = (1/µ)(I∗(1, 0)− I∗(0, 1)) (5.18)
en donde µ = E(x). En cada caso, las expresiones recie´n descritas son funciones
de los para´metros (a, b, β, p, q, c) que definen a cada funcio´n de distribucio´n que sea
considerada. Para mayores detalles sobre las expresiones I(y, x) y I∗(i, j) refie´rase a
McDonald (1984) [60] y McDonald et al. (1995) [61].
Con base a estos resultados en la tabla 5.1 se muestras la funcio´n de densidad,
funcio´n de densidad acumulada, la funcio´n generadora de momentos y el ı´ndice de
Gini para los modelos Pareto, Exponencial, Gamma, Log normal, Dagum y Singh
Maddala. Adema´s, la figura 5.1, obtenida de McDonald et al. (1995) [61], presenta
la flexibilidad de la familia BG.
5.3 MSBA: la teor´ıa de excedente de
produccio´n de la estratificacio´n social.
El MSBA que en este trabajo estudia es el publicado por Angle en 1986 [3].
El modelo disen˜a una simulacio´n de agentes, basada en la teor´ıa de excedente de
produccio´n de la estratificacio´n social, que explica por que´ se crean distribuciones
de riqueza de tipo estratificada. El modelo se basa en las siguientes premisas:
1. Existencia de un excedente de produccio´n que no tiene que ser utilizado en
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Figura 5.1: Familia Beta Generalizada. Casos especiales y l´ımites de la Familia Beta
Generalizada. Las distribuciones Exponencial, Pareto, Log normal, Gamma, Dagum
y Singh-Maddala, son expresadas en la figura como EXP, Pareto, LN, GA, BR3 y
BR12. Fuente: diagrama presentado en McDonald et al. (1995) [61].
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reinversio´n. Adema´s este excedente puede ser intercambiado entre los agentes
por medio de actividades econo´micas.
2. El intercambio de riqueza no genera o destruye ingreso sino que solo se encarga
de la distribucio´n del mismo
3. Tendencia de que el flujo de ingreso fluya hacia aquellos que concentran ingreso
o poder.
4. Mayor habilidad de trabajadores en sociedades desarrolladas, social y econo´mi-
camente, para retener un mayor porcentaje de su ingreso que aquellos traba-
jadores de sociedades con tecnolog´ıa ma´s primitiva.
Entonces, el ingreso de los agentes i y j al inicio del encuentro, es xi,t−1 y
xj,t−1, asimismo, δ es el para´metro que asigna la probabilidad para definir al ganador
del intercambio de ingreso, en tanto que, el para´metro L define cua´nto del ingreso
inicial pierde (gana) el agente perdedor (ganador). Por lo tanto, el intercambio de
los agentes en la iteracio´n t se define como sigue:
xi,t = xi,t−1 + dZxj,t−1 − (1− d)Zxi,t−1 (5.19)
xj,t = xj,t−1 + dZxi,t−1 − (1− d)Zxj,t−1 (5.20)
En donde d denota quien gana el intercambio, 1 si lo gana el agente i y 0 si lo gana el
agente j. Este resultado esta´ en funcio´n del para´metro de concentracio´n del poder,
δ, y puede ser expresado como:
d =


1 con probabilidad δ si xi,t−1 > xj,t−1, de lo contrario la probabilidad sera´ (1− δ)
0 de otra forma.
(5.21)
Esto es, se toma una muestra, con reemplazo, de un elemento del conjunto s = 0, 1
con probabilidad δ o 1 − δ segu´n los valores del ingreso de los agentes al inicio del
intercambio.
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Por su parte, Z es una funcio´n que calcula la proporcio´n del ingreso del agente
perdedor que sera´ intercambiada en el encuentro y depende del para´metro sobre el
desarrollo de la economı´a. Dicho argumento se expresa como:
Z =
∑L
i=1 U
i
i
L
(5.22)
donde U es un vector de taman˜o L de L nu´meros aleatorios provenientes de
una distribucio´n uniforme con valores entre 0 y 1. Con la expresio´n (5.22), tipo series
de potencia, se busca llegar a que la proporcio´n de ingreso que es intercambiada por
los agentes cumpla con el supuesto 3. Es decir, si el escenario en el que se hace el
intercambio tiene un mayor desarrollo econo´mico y social, mayor sera´ el valor que
obtenga U , por lo tanto, el porcentaje Z que se intercambia entre los agentes es
menor que un escenario donde hay poco desarrollo en la economı´a.
Cap´ıtulo 6
Me´todos de estimacio´n de la
distribucio´n estad´ıstica.
Conocer la funcio´n de densidad de una variable aleatoria implica tener una
descripcio´n completa de la misma [62], por lo que la estimacio´n de los para´metros
que integran la funcio´n de densidad, a partir de los datos, se ha convertido en un
problema fundamental de la estad´ıstica. La estimacio´n de una distribucio´n puede
hacerse de forma parame´trica o no parame´trica. En la primera se supone que los
datos siguen algu´n modelo de probabilidad y la estimacio´n de los para´metros de los
modelos descritos se pueden llevar a cabo por te´cnicas de estimacio´n como lo son
me´todos de maximizacio´n de verosimilitud (MV), me´todo de momentos o estimacio´n
bayesiana [60]. De manera contraria, se puede no suponer nada a priori, es decir que
los datos no siguen ningu´n modelo de probabilidad en particular y e´stos pueden
adoptar cualquier forma, esto es, se permite que los datos determinen la forma
funcional que los va a representar.
En esta investigacio´n, se opto´ como me´todo parame´trico de estimacio´n de las
funciones de densidad en estudio, en tanto que, para la estimacio´n no parame´trica se
utilizo´ una suavizacio´n de tipo nu´cleo y la estimacio´n directa emp´ırica para la funcio´n
de densidad y de densidad acumulada, respectivamente. Por un parte, la seleccio´n
del me´todo de MV se eligio´ debido a que es uno de los procedimiento de estimacio´n
52
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con mayor uso en la estad´ıstica [97] debido a sus deseables propiedades asintoticas,
como lo son, la consistencia, eficiencia, normalidad asinto´tica, entre otras, que sera´n
explicadas en este capitulo; otra razo´n, fue que el me´todo de MV ha sido utilizado en
varios estudios dedicados a los forma de la distribucio´n del ingreso, como se puede
consultar en el ANEXO A, por lo que ayudara´, al dejar de lado el factor de tipo de
estimacio´n en la variacio´n en el error de la estimacio´n, a comparar los resultados de
este trabajo con aquellos publicados en la literatura. Por su parte, la estimacio´n no
parame´trica de tipo nu´cleo tiene entre sus bondades que,a comparacio´n del me´todo
histograma, resulta en una mejor estimacio´n de la funcio´n de densidad emp´ırica [43],
y por su parte, la estimacio´n de la funcio´n de densidad emp´ırica se prefirio´ debido a
que es una herramienta estad´ıstica ma´s fa´ciles de estimar.
Por otro lado, en esta seccio´n tambie´n se presentan los me´todos que se utili-
zaron para probar si un modelo de probabilidad puede generar cierto conjunto de
datos. Los me´todos que integran la prueba son los que siguen: (i) una prueba que
informa si un modelo de probabilidad es una hipo´tesis plausible para generar un
conjunto de datos, la cual es desarrollada a trave´s del me´todo bootstrap; (ii) una
bu´squeda exhaustiva para obtener el valor del l´ımite inferior o´ptimo de la cola de-
recha suponiendo que e´sta se distribuya a un modelo de probabilidad; y (iii), una
prueba de bondad de ajuste que selecciona entre dos modelos cua´l es el ma´s cercano
a la distribucio´n verdadera de los datos.
6.1 Estimacio´n no parame´trica de la densidad.
6.1.1 Funcio´n de densidad acumulada emp´ırica:
estimacio´n directa.
La funcio´n de densidad acumulada emp´ırica (FDAE) es una de las herramien-
tas estad´ısticas ma´s u´tiles y fa´ciles de estimar para analizar una muestra univaria-
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da [42]. La FDAE es estimada de manera directa de los datos muestrales sin asumir
cierta forma algebraica del modelo de distribucio´n de probabilidad [34]. Permita a
la FDAE, ser denotada por Fn, y definida como la proporcio´n relativa de datos que
no exceden al valor t ∈ [0, 1], expresada por,
Fn(x) =
nu´mero de elementos en la muestra ≤ x
n
=
1
n
n∑
i=1
I(−∞,x](Xi) =


0 si x < X(1)
k
n
si X(k) ≤ x < X(k+1)
1 si x ≥ X(n)
(6.1)
y X1, . . . , Xn son variables i.i.d. que corresponden a una muestra aleatoria de la
variable X ∼ F , adema´s que X(1), . . . , X(n) es la muestra ordenada. Por su parte, I
es la funcio´n indicadora.
Propiedades de la FDAE son las que siguen: (i) tiene una forma escalonada;
(ii) conforme a la ley de los grandes nu´meros existe una convergencia escalonada
de la funcio´n de distribucio´n emp´ırica en la verdadera funcio´n de distribucio´n de la
variable aleatoria, en tanto que, un resultados ma´s fuerte, conocido como el teorema
Gilvenko-Cantelli, muestra una convergencia uniforme, que puede expresare como:
l´ım
n→∞
P{ sup
−∞<x<∞
| Fn(x)− F (x) |> ǫ} = 0 (6.2)
donde la norma del supremo es tambie´n conocida como la distancia Kolmogorov-
Smirnov; (iii), la FDAE es un estimador insesgado para cada x, esto es, para una
x fija la funcio´n indicadora I es una variable aleatoria Bernoulli con para´metro
p = F (x), y por lo tanto, nFn(x) es una variable aleatoria binomial con media
nFn(x) y varianza nFn(x)(1− Fn(x)).
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6.1.2 Funcio´n de densidad emp´ırica: estimacio´n tipo
nu´cleo o kernel.
Con el objetivo de obtener una estimacio´n no parame´trica de la funcio´n de
densidad emp´ırica se utilizo´ el estimador de tipo nu´cleo o kernel. El estimador de
tipo nu´cleo se define con la siguiente expresio´n:
fn(x) =
1
nhn
n∑
i=1
K
(
x−Xi
h
)
(6.3)
donde K es la funcio´n nu´cleo, funcio´n kernel o funcio´n peso, que es una funcio´n
densidad de probabilidad no negativa y en su mayor´ıa es sime´trica. La funcio´n K
satisface las siguientes condiciones de regularidad.
∫ ∞
−∞
|K(x)| dx <∞ (6.4)
l´ım
x→∞
|xK(x)| = 0 (6.5)
∫ ∞
−∞
K(x) dx = 1 (6.6)
Algunas de las funciones nu´cleo comu´nmente usadas son la funcio´n Epanechnikov,
Gauss, Triangular, Rectangular y Arco Coseno. Por su parte, hn es el ancho de
ventana o para´metro de suavizacio´n, y tiene como objetivo determinar la cantidad
de suavizacio´n en la estimacio´n.
Esta te´cnica se puede interpretar como una generalizacio´n del estimador his-
tograma pero en la cual para cada punto, x, se estima una funcio´n kernel tomando
como el centro al mismo valor. Luego, para crear la funcio´n de densidad de proba-
bilidad se suman las funciones kernel, y posteriormente, se divide por el nu´mero de
observaciones.
Una de las ventajas de la estimacio´n tipo nu´cleo es que, a diferencia del his-
tograma la cual es una funcio´n escalonada, al usar una buena funcio´n kernel sus
propiedades sobre suavizacio´n y continuidad acercan de mejor manera a la estima-
cio´n de la densidad emp´ırica a la verdadera densidad [43]. Sin embargo, tiene como
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deficiencia que tiene la tendencia de crear distorsiones en las colas de la distribucio´n
debido a que el para´metro de suavizacio´n es fijo sobre toda la muestra [81].
Las propiedades estad´ısticas del estimador tipo nu´cleo son las que siguen: (i)
si se satisfacen que las constantes l´ımn→∞ hn = 0, y adema´s, las propiedades (6.4),
(6.5), (6.6), entonces la estimacio´n es asinto´ticamente insesgada en todos los puntos
de x, en los cuales la funcio´n de densidad es continua; y (ii), el estimador es con-
sistente, es decir que el error de la estimacio´n tiende a cero, cuando el numero de
observaciones tiende a infinito, n → ∞, y si el l´ımite del producto de las observa-
ciones y el para´metro de suavizacio´n tiende a infinito, l´ımn→∞ nhn =∞ 1. Para una
demostracio´n de estos resultados y sus consecuencias sobre la eleccio´n del ancho de
ventana puede referirse a Min˜arro (1998) [62].
Por otra parte, la estimacio´n del ancho de ventana apropiado es el paso ma´s
dif´ıcil en la estimacio´n de tipo nu´cleo; un ancho de ventana muy grande produce
una desviacio´n esta´ndar grande en la ecuacio´n (6.3), y en consecuencia, la probabi-
lidad que se asigna a xi sera´ ampliamente distribuida en la vecindad de xi . Por el
contrario, valores muy pequen˜os de hn presentan una desviacio´n esta´ndar pequen˜a
y la probabilidad asignada a xi sera´ distribuida cerca de la misma. Comu´nmente
la determinacio´n del ancho de ventana se realiza a trave´s de la minimizacio´n de
alguna medida de error, como la aproximacio´n del error cuadra´tico medio integrado
(MISE)2. Sin embargo, esta minimizacio´n depende de la densidad desconocida que
se desea estimar por lo que se imposibilita la estimacio´n directamente.
1El error cuadra´tico medio de la estimacio´n es igual a la varianza de la estimacio´n mas el sesgo
al cuadrado de la misma. Entonces el l´ımn→∞ V ar(Fn(x)→ 0 si l´ımn→∞ nhn =∞.
2El error cuadra´tico medio integrado (MISE) es un criterio de error de la estimacio´n que depende
de la verdadera (desconocida) densidad, el estimador utilizado y el taman˜o muestral; MISE es
definido como el promedio de una funcio´n que es una realizacio´n particular de n puntos, tal que,
MISE =
∫
E[Fn(x)− F (x)]2
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6.1.3 Estad´ısticos descriptivos y coeficiente de Gini
Asimismo, expresiones de las cantidades muestrales para la media, desviacio´n
esta´ndar, coeficiente de asimetr´ıa, curtosis, ajustadas por el ponderador muestral,
se definen a continuacio´n. Suponga que cada xi tiene un ponderador entero, wi,
entonces el taman˜o de la poblacio´n sera´ N =
∑n
i=1wi.
x¯ =
1
N
n∑
i=1
xiwi (6.7)
σ2 =
1
N − 1
n∑
i=1
wi(xi − x¯)2 (6.8)
η3 =
1
σ3/2N
n∑
i=1
wi(xi − x¯)3 (6.9)
η4 =
1
σ2N
n∑
i=1
wi(xi − x¯)4 (6.10)
Mientras que la moda se define como el cuantil en el que la FDAE tiene un ma´ximo
local y la mediana como el cuantil que es excedido con probabilidad 1/2.
Por su parte, un enfoque para la estimacio´n no parame´trica del coeficiente de
Gini es la utilizacio´n de la regla del trapezoide. La regla del trapezoide se utiliza para
calcular el a´rea de concentracio´n, y en seguida dividir e´sta por el a´rea de debajo de
la curva de completa igualdad, esto es:
Ginin(x) = 1− 2
n∑
i=1
(xi–xi−1)
[
L(xi) + L(xi−1)
2
]
=
n∑
i=1
[L(xi)xi−1–L(xi−1)xi] (6.11)
en donde L(x) es la curva de Lorenz emp´ırica y se estima de la siguiente forma:
dada la variable aleatoria X ordenada de la forma x1 ≤ x2 ≤ · · · ≤ xn, su curva de
Lorenz emp´ırica es definida en los puntos Wi/N , donde Wi = w1+ · · ·+wi, en tanto
que wi son los pesos de cada observacio´n de X y N =
∑n
i=1wi. De ah´ı que L(0) = 0
y L(wi/N) = si/sn, donde si = w1 ∗ x1 + · · ·+ wi ∗ xi.
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Empero, la estimacio´n del a´rea de concentracio´n por el me´todo de trapecios
genera un sesgo positivo en cada trapecio estimado, y por ende, el estimador del
coeficiente de Gini siempre tendra´ un sesgo negativo. Con el objetivo de obtener
estimaciones ma´s certeras del coeficiente de Gini se han desarrollado intervalos de
confianza para la estimador del coeficiente de Gini [38, 40] y aproximaciones para
datos agrupados en quintiles [40].
6.2 Estimacio´n parame´trica de la densidad:
estimacio´n por ma´xima verosimilitud
La idea central de la estimacio´n por ma´xima verosimilitud (MV ) es la funcio´n
de verosimilitud, la cual se define en las siguientes lineas.
Sea X una variable aleatoria y x = (x1, x2, . . . , xn) una muestra de n obser-
vaciones i.i.d que proviene de la funcio´n de densidad de probabilidad desconocida,
f(). Adema´s, sea θ el vector de para´metros desconocidos, tal que, θ = (θ1, . . . , θp)
T .
Cabe mencionar que, θ surge de un espacio de para´metros, Ω, el cual contiene el
conjunto de valores que a θ le es posible tomar.
Entonces, sea f(x|θ) la funcio´n densidad de probabilidad de la muestra x dado
el vector de parametros desconocidos. Por su parte, cada observacio´n de la variable,
xi, puede ser tomada como una realizacio´n de alguna distribucio´n de probabilidad
con una funcio´n de densidad conjunta f(xi|θ). Si se tiene una muestra con n observa-
ciones, la funcio´n de densidad conjunta se puede expresar como f(x|θ), el producto
de las funciones de densidad individuales. Asimismo, se supone que la funcio´n de den-
sidad de la muestra pertenece a una familia de distribuciones, o modelo parame´trico,
unido por θ ∈ Ω, esto es,Mθ = {f(·;θ) : θ ∈ Ω}
De ah´ı que la estimacio´n a trave´s de MV se centra en la funcio´n de verosimilitud
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(FV ) de θ, basada en la observacio´n deX = x, que se expresa de la siguiente manera:
L(θ|x) = f(x|θ) =
n∏
i=1
f(xi|θ) =
n∏
i=1
Li, θ ∈ Ω (6.12)
donde los datos son x = (x1, . . . , x1)
T .
Note que la expresio´n (6.12) proporciona el contraste entre dos cantidades:
la primera, es la funcio´n de verosimilitud la cual es una funcio´n del para´metro θ,
dada la muestra x, mientras que la segunda cantidad indica la densidad que es una
funcio´n de la muestra x, dado el para´metro θ. En consecuencia, la FV indica, dado
un modelo de probabilidad, la probabilidad de observar el conjunto de datos como
funcio´n de los para´metros θ. En resumen, la estimacio´n a trave´s de MV toma los
datos como fijos para determinar el para´metro θ que maximiza la probabilidad de
obtener los datos observados.
Es comu´n, continuar el ana´lisis en una escala logar´ıtmica porque al suponer
que los datos son independientes, se puede sumar las contribuciones del logaritmo de
las verosimilitudes. Tambie´n, la suma de las verosimilitudes permite enunciar pro-
piedades de muestras grandes para los estimadores de MV con base en la aplicacio´n
de la ley de los grandes nu´meros. Entonces, tomando el logaritmo de FV se obtiene
la funcio´n logar´ıtmica de verosimilitud (FLV ),
ℓ(θ|x) =
n∑
i=1
log(f(xi|θ)) =
n∑
i=1
ℓi (6.13)
Por consiguiente, la estimacio´n por MV implica la maximizacio´n de FLV , o su
equivalente, ℓ, y se puede presentar como
θˆ = argmax
θ∈Ω
ℓ(θ|x) (6.14)
Sin embargo, la solucio´n puede no ser u´nica o no existir. Si θˆ se encuentra en la
frontera, se obtendr´ıa θˆ resolviendo la primera derivada parcial de la FV para el
conjunto θ e igualando a cero, esto es, ∂ℓ(θ|x)/∂θ = 0. Por otra parte, cuando no se
puede obtener una expresio´n cerrada del estimador de MV, θˆ, se recurre a me´todos
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iterativos de optimizacio´n nume´rica como lo son, por citar algunos, el me´todo de
optimizacio´n de Newton y el de me´todo Nelder-Mead.
Asimismo, la notacio´n para expresar el vector gradiente, la matriz hessiana y la
matriz de informacio´n observada (MIO) se presentan en las ecuaciones (6.15), (6.16)
y (6.17).
U (θ) =
∂ℓ(θ|x)
∂θ
(6.15)
H(θ) = ∂U (θ)
∂θT
=
∂2ℓ
∂θ∂θT
(6.16)
IO(θ) = −H(θ) = − ∂
2ℓ
∂θ∂θT
(6.17)
6.2.1 Condiciones de regularidad.
Para formalizar el me´todo de MV , algunas propiedades sobreMθ se deben de
establecer. A estas condiciones se les llama condiciones regulares.
Condicion I. La dimensio´n de θ debe ser fija. El estimador de MV puede ser
inconsistente si el nu´mero de para´metros crece junto con el taman˜o de la muestra.
Condicion II. El para´metro θ es identificable.
Condicion III. Las distribuciones de Mθ tienen un soporte en comu´n, esto
es, que son independientes de θ.
Condicion IV. Ω es un conjunto abierto de Rp.
Condicion V. El valor verdadero, θ∗, se encuentra en Ω.
Condicion VI. Las tres primeras derivadas de ℓ existen en un conjunto abierto,
llamadoA, que contiene a θ∗, y ∂3 log f(x,θ)/(∂θs∂θt∂θu) ≤M(y) para θ ∈ A, donde
0 < E(M(x)) <∞.
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Condicion VII. Se puede intercambiar el orden de la doble diferenciacio´n con
respecto a θ y a la integracio´n sobre S. Entonces para todo x ∈ X y θ ∈ Ω, ℓ es dos
veces diferenciable con
∂
∂θ
∫
X
f(x|θ) dx =
∫
X
∂
∂θ
f(x|θ) dx
y
∂2
∂θ∂θT
∫
X
f(x|θ) dx =
∫
X
∂2
∂θ∂θT
f(x|θ) dx
6.2.2 La matriz de informacio´n de Fisher.
La informacio´n de Fisher es un concepto importante en la teor´ıa de MV y
es expresado por la matriz de informacio´n de Fisher o la matriz de informacio´n
esperada (MIE). E´sta mide el promedio de la informacio´n del para´metro θ sobre
todas las posibles observaciones, no solo las observadas. Por ejemplo, si los datos
proveen mucha informacio´n sobre θ, entonces el pico del estimador de MV , θˆ, sera´
agudo porque el para´metro tiene una gran influencia en la funcio´n de verosimilitud.
Por el contrario, si el pico es plano entonces el para´metro estimado muestra gran
incertidumbre. La MIE es definida por:
IE(θ) = V ar
(
∂ℓ
∂θ
)
(6.18)
En tanto que, las propiedades ba´sicas de la matriz de informacio´n de Fisher son las
que siguen:
1. Para observaciones independientes la MIE es aditiva, y para variables alea-
torias i.i.d. se puede escribir como IE(θ) = nIE1(θ), donde IE1(θ) es la MIE
para la primera observacio´n. Entonces, conforme el nu´mero de observaciones,
n, aumenta tambie´n lo hace el valor de la informacio´n que hay sobre θ, y a
su vez, implicar´ıa que la incertidumbre en θˆ debe decrecer, es decir, la V ar(θˆ)
decrece en un sentido matricial.
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2. Es positiva semi-definida. En la practica MIE es positiva y definida sobre una
gran parte de Ω, aunque casos extremos de singularidad pueden ocurrir en la
teor´ıa de verosimilitud.
3. Puede cambiar a trave´s de transformaciones. Bajo transformaciones mono´tonas
la MIE se expresa de la siguiente manera: permita a gj(θ) ser un conjunto de
p funciones invertibles que son diferenciables, entonces,
IE(g) = ∂θ
T
∂g
IE(θ) ∂θ
∂gT
(6.19)
donde g = (g1θ, . . . , gpθ)
T .
4. Para algunos modelos con p > 1, es posible que el elemento (j, k) de la MIE
sea igual a 0 (j 6= k), y por lo tanto, se dice que θj y θk son ortogonales;
es decir, implicar´ıa independencia asinto´tica entre ellos. Una ventaja de esta
caracter´ıstica es que el estimador de MV de un para´metro var´ıa de manera
lenta en relacio´n con otro para´metro, y gracias a esto, es comu´n que se prefieran
expresiones con para´metros ortogonales que ayudan a establecer estabilidad,
y computacionalmente, ayuda al algoritmo a converger ma´s ra´pido con menos
necesidad de memoria.
6.2.3 Algoritmos tipo Newton
Para ciertas distribuciones, como es el caso de la distribucio´n Dagum y Singh-
Maddala, las ecuaciones de verosimilitud deben ser resueltas de manera nume´rica.
Uno de los algoritmos de optimizacio´n que se usa para resolver el problema
de MV es el me´todo Newton. Entonces, se procede a expandir a ℓ en una serie de
Taylor de primer orden sobre la actual estimacio´n en la iteracio´n a− 1:
ℓ(θ(a)) ≈ ℓ(θ(a−1)) + (θ(a) − θ(a−1))T ∂ℓ(θ
(a−1))
∂θ
Enseguida se toma la primera derivada, ∂ℓ/∂θ, evaluada en θ(a)
∂ℓ(θ(a))
∂θ
=
∂ℓ(θ(a−1))
∂θ
+
∂2ℓ(θ(a−1))
∂θ∂θT
(θ(a) − θ(a−1))
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= U (θ(a−1)) +H(θ(a−1))(θ(a) − θ(a−1)) (6.20)
De manera ideal la iteracio´n, a, podr´ıa ser o´ptima, y de ser as´ı θ(a) sera´ el valor que
tome el estimador de MV, θˆ, y su vector gradiente, U , sera´ igual a 0. A continuacio´n,
el lado izquierdo de la ecuacio´n se iguala a 0, y una vez reorganizando te´rminos, se
llega al paso Newton-Raphson:
θ(a) = θ(a−1) −H(θ(a−1))−1U (θ(a−1)) (6.21)
La iteracio´n de (6.21) continua hasta que la diferencia, ‖θ(a)−θ(a−1)‖, o la diferencia
relativa, ‖θ(a) − θ(a−1)‖/‖θ(a−1)‖, es pequen˜a. Si en el vecindario donde se encontro´
el ma´ximo, la funcio´n ℓ es bien comportada, y los valores in´ıciales del algoritmo son
cercanos a la solucio´n, entonces, se esperar´ıa que el algoritmo convergiera a una tasa
cuadra´tica, esto es:
l´ım
a→∞
‖θ(a) − θˆ‖
‖θ(a−1) − θˆ‖2
= c (6.22)
para una constante positiva c. En la pra´ctica, una vez cerca de la solucio´n, el nu´mero
de d´ıgitos correctos se dobla en cada iteracio´n.
Sin embargo, el algoritmo Newton-Raphson adolece de los siguientes problemas:
el primero es que requiere una inversio´n de memoria muy grande, porque guarda
en memoria una matriz de orden p, que es O(p3), as´ı como la programacio´n de
p(p + 1) elementos u´nicos de H; y el segundo es que el algoritmo no garantiza una
mejora en la verosimilitud en cada iteracio´n. Una modificacio´n que hace frente a
los problemas mencionados es la propuesta por Fisher, conocida como el “tanteo de
Fisher” (✭✭Fisher scoring✮✮), que consiste en reemplazar la MIO por la MIE, de tal
forma, que se obtendr´ıa el paso definido en (6.23).
θ(a) = θ(a−1) −I−1E (θ(a−1))U (θ(a−1)) (6.23)
y una tasa de convergencia lineal
l´ım
a→∞
‖θ(a) − θˆ‖
‖θ(a−1) − θˆ‖
= c (6.24)
para algu´n c tal que 0 < c < 1.
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Entonces, el uso de la MIE, en comparacio´n MIO, beneficia al algoritmo debido
a que para la mayor´ıa de los modelos la MIE es definida y positiva sobre una larga
porcio´n del espacio de para´metros Ω; es decir, las n MIE son usualmente definidas
y positivas, y en consecuencia, se puede asegurar una mejora en cada iteracio´n si
se usa un paso medio. Y por u´tlimo, las MIE son ma´s simples de estimar que las
MIO [97].
6.2.4 Propiedades de los estimadores de MV
Bajo condiciones regulares, los estimadores de MV tienen buenas propiedades
asinto´ticas. Con el fin de describirlas se expresara´ a los estimadores deMV como θn,
para denotar que esta´n basados en una muestra de taman˜o n, y al valor verdadero
de θ como θ∗. Enseguida se enlistan las propiedades del estimador de MV.
1. Consistencia. para todo ǫ > 0 y θ∗ ∈ Ω,
l´ım
n→∞
P (‖θˆn − θ∗‖∞ > ǫ) = 0 (6.25)
En otras palabras, la distribucio´n de θˆn colapsa alrededor de θ∗. En la ecuacio´n
(6.25) se muestra, con la ma´xima norma, que cada elemento de la secuencia θˆn
converge en probabilidad al valor verdadero θ∗. A la expresio´n (6.25) tambie´n
se le conoce como consistencia de´bil.
2. Normalidad. Conforme el taman˜o de la muestra crece, la distribucio´n del esti-
mador deMV tiene a la distribucio´n normal con media θ y matriz de covarianza
igual a la inversa de la matriz de informacio´n de Fisher.
3. Insesgado. La esperanza del estimador de MV tiende al valor real cuando n
crece.
4. Eficiencia. El estimador es eficiente si alcanza la cota de Cra´mer-Roa, y por
lo tanto, es insesgado de mı´nima varianza. La cota Crame´r-Rao es una cota
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inferior para la varianza del estimador insesgado y se usa como referencia para
comparar el desempen˜o de un estimador. Para el caso de un modelo de un
solo para´metro, bajo condiciones de regularidad y observaciones i.i.d, la cota
Cramer-Rao se puede escribir como:
1
nIE1(θ) = I
−1
E ≤ V ar(θˆn) (6.26)
5. Invariante. Si se realiza una parametrizacio´n diferente g(θ), donde g es una
funcio´n mono´tona de θ, el estimador de MV de g(θ) es g(θˆ). Es decir, la
estimacio´n por MV no var´ıa ante alguna transformacio´n de las observaciones.
Para una lectura ma´s amplia de las demostraciones de las propiedades del estimador
puede consultar a Boos y Stefanski (2013) [9].
6.3 Pruebas de bondad de ajuste.
Por otra parte, es deseable tener una prueba de bondad de ajuste que ayude a
saber si es plausible que los datos emp´ıricos puedan ser representados por el modelo
de probabilidad seleccionado. Es comu´n utilizar una prueba visual para identificar si
un modelo se ajusta a una serie de datos; esta prueba consiste en verificar si se perci-
be un ajuste bueno entre los datos emp´ıricos y los datos teo´ricos del modelo supuesto.
Asimismo, es habitual considerar la prueba bondad de ajuste Kolmogorov-Smirnov,
empero los resultados no ser´ıan va´lidos si los para´metros del modelo teorizado son
dependientes de los datos de la muestra, porque, la distribucio´n asinto´tica del es-
tad´ıstico depende del modelo subyacente de los datos, por lo que e´sta no se puede
aproximar si no se conoce la verdadera distribucio´n de la poblacio´n. De ah´ı que,
los resultados de estos dos me´todos pueden ser criticados, el primero porque de-
pende del juicio del investigador, y el segundo, porque se puede cometer el error
de utilizar los para´metros estimados con base en la muestra para realizar la prueba
Kolmogorov-Smirnov.
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Por otro lado, una de las problema´ticas para probar si la cola derecha de
la distribucio´n se rige por un proceso tipo Pareto u alguna otra distribucio´n es
la estimacio´n del valor mı´nimo, xmin, donde empieza la variable a distribuirse de
esta forma. Si se desea que los estimadores de los para´metros de la distribucio´n
teorizada sean lo ma´s preciso posible, tambie´n se necesitara´, que los datos so´lo tengan
observaciones para los cuales el modelo teo´rico es va´lido. Por ejemplo, dos formas
comu´nmente utilizadas para estimar el l´ımite inferior de la cola de una distribucio´n,
al suponer que la cola se distribuye conforme a una ley de potencia, son: (i) a partir
de un examen visual del complemento de la funcio´n de densidad acumulada en escala
logar´ıtmica se busca identificar el valor de la variable donde la distribucio´n se vuelve
una l´ınea recta; y (ii) construir un gra´fico que muestre el para´metro de forma en
funcio´n del limite inferior, xmin, y seleccionar aquel valor de la variable que presente
un para´metro de forma estable. La cr´ıtica a estos me´todos visuales, para estimar el
l´ımite inferior , se basa en que son subjetivos y sensibles a ruido o fluctuaciones en
los datos.
Con el objetivo de obtener estimaciones del l´ımite inferior de la cola derecha
de la distribucio´n, xmin, y tener una prueba de bondad de ajuste entre los modelos
teo´ricos y los datos de ingreso se utilizo´ la metodolog´ıa desarrollada en Clauset et
al. (2009) [19].
Para la estimacio´n del l´ımite inferior de algu´n modelo que caracterice la cola
derecha de la distribucio´n se implementa una bu´squeda exhaustiva que encuentra el
valor de la variable que minimiza la distancia entre los datos y modelo de probabi-
lidad propuesto.
Por su parte, se utiliza un me´todo bootstrap para hacer una prueba de bondad
de ajuste que calcula un valor p que cuantifica la plausibilidad de la hipo´tesis de que
los datos provienen de algu´n modelo de probabilidad. La idea general del me´todo
bootstrap es realizar varias muestras con datos sinte´ticos, a partir de un modelo de
densidad de probabilidad, y medir que´ tanto las muestras se alejan de la misma
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distribucio´n, y por u´ltimo, comparar estos resultados con la divergencia presentada
en los datos emp´ıricos. Entonces, si la medida de dispersio´n de los datos emp´ıricos
es mayor que aquella generada por los datos sinte´ticos se puede concluir que no es
plausible que los datos emp´ıricos provengan de la distribucio´n de probabilidad que
se esta´ suponiendo. Esta prueba puede implementarse con respecto a la totalidad
de la distribucio´n, como tambie´n enfocarse a una regio´n regio´n de intere´s en la
distribucio´n.
Ahora, la prueba de plausibilidad so´lo concluye si un modelo es plausible o
no, entonces, puede ser que otro modelo tambie´n sea plausible y que sea mejor para
caracterizar los datos, entonces, para deducir que´ modelo es mejor se utilizo´ la prueba
de razo´n de verosimilitud de Vuong (1989) [92]. La idea principal de esta prueba es
comparar el logaritmo de verosimilitud de cada modelo supuesto. Cabe sen˜alar que
esta prueba no asegura que alguna distribucio´n es la correcta sino so´lo identifica si
una distribucio´n es preferida a otras distribuciones.
6.3.1 Criterios de error para estimaciones de densidad.
Con el objetivo de evaluar el desempen˜o de los modelos de probabilidad para
caracterizar a la distribucio´n del ingreso se considerara´n la divergencia Kullback-
Leibler (KL), la suma del cuadrado del error (SCE) y la distancia Kolmogorov-
Smirnov (KS). Dichos criterios de error son comu´nmente utilizados en la literatura
sobre estimacio´n parame´trica y no parame´trica de la funcio´n de densidad [22,69].
La Divergencia Kullback-Leibler se puede interpretar como una medida de la
entrop´ıa, o ineficiencia, que se produce al usar una aproximacio´n Fn de la distribucio´n
verdadera F y no e´sta misma. En espec´ıfico, la distancia KL es siempre positiva y
es igual a cero, si y so´lo si, la distribucio´n aproximada Fn es igual a F y se define
como:
KL(F ||Fn) =
∫ ∞
−∞
f(x) log(f(x)/fn(x)) dx (6.27)
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Asimismo, dos desventajas de utilizar la divergencia KL para comparar distribucio-
nes es que no es sime´trica y no satisface la inequidad del tria´ngulo por lo que no
deber´ıa interpretarse como una distancia entre distribuciones. Adema´s, para ciertos
casos la divergencia KL es infinita, aun cuando haya absoluta continuidad en la
densidad, es decir, dada una pobre suavizacio´n puede existir una nula densidad en
la misma provocando que KL sea infinita, y en consecuencia, no se sabr´ıa si se mide
la calidad del modelo, la suavizacio´n o ambos [65].
Por su parte, la SCE y la distancia KS miden la distancia entre la FDA de
los datos y el modelo estimado. La SCE es ampliamente utilizada como medida de
bondad de ajuste, en especial, en la optimizacio´n para la estimacio´n de para´metros
y en la seleccio´n de modelos [97]; la medida SCE da mayor peso a las discrepancias
de mayor magnitud y es definida por la siguiente expresio´n:
SCE = (Fn(x)− F (x))2 (6.28)
Por otro lado, la distancia KS es considerada como la medida ma´s comu´n para
evaluar la distancia entre dos distribuciones no normales [69]. Un punto cuestionado
de la distancia KS es que puede ser insensible a diferencias en los extremos del rango
entre las dos distribuciones, porque en estos puntos la FDA tiende a ser cero o uno; sin
embargo, Clauset et al. (2009) [19] obtienen resultados similares en la comparacio´n
entre distribuciones al hacer uso de la distancia KS y otras me´tricas como la distancia
KS ajustada o el estad´ıstico Kuiper, los cuales mejoran la sensibilidad de la me´trica
en los l´ımites de la distribucio´n. Entonces, la descripcio´n de la distancia KS es la que
sigue: la distancia KS es definida como la ma´xima distancia entre la FDA emp´ırica
y la que resulta del modelo estimado, esto es:
D = sup
x
| Fn(x)− F (x) | (6.29)
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6.3.2 Prueba de plausibilidad: estimacio´n por bootstrap.
El bootstrap es una te´cnica que busca hacer inferencia sobre una poblacio´n
desconocida con base en el remuestreo de la muestra de la poblacio´n. En espec´ıfico, si
la poblacio´n es desconocida se asume que si la muestra es consistente de la poblacio´n,
y de manera similar, lo es el remuestreo de la muestra, entonces, se puede aproximar
el error en la inferencia de la poblacio´n por medio del error de la inferencia de la
muestra al ser aproximada por la submuestra.
La te´cnica del bootstrap se recomienda para realizar inferencia, con base en
cierto estad´ıstico o alguna de sus caracter´ısticas, cuando (i) el taman˜o de la muestra
es pequen˜o, (ii) si los datos se comportan de manera diferente a la distribucio´n
normal, (iii) o si la distribucio´n teorizada es desconocida o complicada. Si los datos
no se comportan de manera normal conlleva a que no se puede hacer suposiciones
sobre el proceso detra´s de los datos para realizar inferencia del tipo frecuentista.
Asimismo, la distribucio´n del estad´ıstico en intere´s no podr´ıa ser aproximado por la
distribucio´n asinto´tica porque e´sta depende de la distribucio´n poblacional.
Entonces, la te´cnica del bootstrap permite estimar distribuciones de estad´ısti-
cos sin la necesidad de suponer el modelo detra´s de la distribucio´n o tener que derivar
la distribucio´n muestral y que puede llegar, bajo ciertas condiciones, a obtener apro-
ximaciones de la distribucio´n al menos tan certeras como las que se obtienen con
la teor´ıa de distribucio´n asinto´tica [48]. Por ejemplo, las condiciones ba´sicas no se
mantendra´n en muestras donde la varianza de distribucio´n de la poblacio´n no es
finita, como en las leyes de potencia, y en consecuencia los resultados pueden ser
engan˜osos Por u´ltimo, el me´todo bootstrap tiene como desventaja que llega a ser
muy costoso computacionalmente.
Siguiendo a Horowitz (2001) [48], el me´todo se puede ejemplificar de la siguiente
manera: dada una muestra aleatoria, xi, donde i = 1, . . . , n, de taman˜o n, que
proviene de una poblacio´n desconocida con una funcio´n de densidad acumulada,
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F0. Entonces, permita a F0 pertenecer a una familia de funciones de distribucio´n
F finita, organizada por θ y con para´metro poblacional θ0, entonces para denotar
P (X ≤ x) se puede escribir F0(x, θ0), o para un miembro general de la familia
parame´trica como F0(x, θ). Adema´s, permita que una estad´ıstico, o funcio´n de los
datos, ser definido como Tn = Tn(x1, . . . , xn) y a Gn(τ, F0) ≡ P (Tn ≤ τ) ser la FDA
finita y exacta de Tn. Asimismo, cuando los datos son una muestra que proviene de
la distribucio´n con FDA, F , deje ser a Gn(·, F ) la FDA exacta de Tn. En general,
para diferentes distribuciones de F , habra´n diferentes funciones Gn(τ, F ) de τ , con
excepcio´n de si Tn es ✭✭pivotal✮✮, es decir, que no depende de F
3. Si Gn(·, F ) depende
de F , entonces Gn(·, F0), o alguna de sus caracter´ısticas, no puede ser calculada si
F0 es desconocida.
Dos opciones para estimar Gn pueden ser utilizadas: la te´cnica bootstrap o
a trave´s de la teor´ıa de distribucio´n asinto´tica. Esta u´ltima es recurrida cuando se
trabaja con estad´ısticos ✭✭pivotales✮✮ asinto´ticos4 porque la distribucio´n asinto´tica del
estad´ıstico, G∞(·, F ) no depende de F y por lo tanto, si el taman˜o de muestra n es
suficientemente largo, entoncesGn(·, F0) puede ser estimado porG∞(·), sin necesidad
de conocer F0. Sin embargo, si el taman˜o de muestra es pequen˜o G∞ sera´ una pobre
aproximacio´n de Gn(·, F0).
De ah´ı que, el me´todo bootstrap ofrece una alternativa para la aproximacio´n
de la distribucio´n del estad´ıstico Tn al reemplazar la distribucio´n desconocida F0 con
un estimador Fn. Dos opciones para estimar Fn son las que siguen: (i) la funcio´n de
densidad acumulada emp´ırica, y (ii) un estimador parame´trico de F0. De la segunda
opcio´n, si se supone que F0(·) = F (·, θ0), donde θ0 es estimado consistentemente
por θn; adema´s si F (·, θ) es una funcio´n continua de θ, en un vecindario de θ0, y si
3La distribucio´n de la prueba Kolmogorov-Smirnov viene dada por una expresio´n que no depende
de F , si la distribucio´n es fija; de manera contraria, los valores cr´ıticos de la prueba son inva´lidos
si los para´metros de F son determinados por los datos x.
4Un estad´ıstico ✭✭pivotal✮✮ asinto´tico es aquel que, sin importar la distribucio´n de los datos de la
muestra, una vez que se ha centrado y normalizado, la distribucio´n asinto´tica del estad´ıstico es la
distribucio´n normal esta´ndar o chi-cuadrada.
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n → ∞ en cada x entonces F (x, θn) → F (x, θ0). Por lo tanto, la convergencia en
probabilidad sera´ casi segura de acuerdo a si θn → θ0 en probabilidad. Y de ah´ı que,
el estimador bootstrap de Gn(·, F0) es Gn(·, Fn), sin importar el me´todo para estimar
Fn.
Generalmente Gn(·, Fn) no puede ser evaluada de forma anal´ıtica y se recurre
a la simulacio´n Montecarlo, en donde muestras aleatorias de Fn son estimadas. Los
pasos del procedimiento general para estimar Gn(τ, F0) son los que siguen.
1. Generar una muestra bootstrap, x∗i de taman˜o n donde i = 1, . . . , n, de acuerdo
al muestreo aleatorio de la distribucio´n Fn. Si la Fn es la FDAE, entonces
la muestra bootstrap puede ser producida al muestrear los datos de manera
aleatoria con remplazo.
2. Calcular T ∗n ≡ Tn(x∗1, . . . , x∗n).
3. Usar los resultados de muchas repeticiones de los pasos 1 y 2 para calcular la
probabilidad emp´ırica del evento T ∗n ≤ τ .
Dado que Fn y F0 son diferentes funciones, tambie´n lo sera´n sus distribuciones, y por
lo tanto, su estimador es so´lo una aproximacio´n de la FDA de Tn. La calidad de la
aproximacio´n dependera´ de (i) el error por utilizar la muestra x para representar la
poblacio´n y (ii) el error por no analizar exhaustivamente todas las muestras boots-
trap. Asimismo, existen condiciones que aseguran la consistencia de Gn(·, Fn), para
una descripcio´n detallada de estos to´picos puede referirse a Heckman et al. (2007) y
Davison et al. (1997) [25, 47].
6.3.3 Prueba de Vuong para modelos no anidados.
Vuong (1989) [92] propone un estad´ıstico de razo´n de verosimilitud, basado en
el criterio Kullback-Leibler, para probar la hipo´tesis nula de que dos modelos, que
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compiten entre s´ı, esta´n igual de cerca al verdadero proceso que genera los datos,
contra la hipo´tesis alternativa que dice que un modelo esta´ ma´s cerca que el otro de la
verdadera distribucio´n. La prueba es adaptada para modelos anidados, traslapados
y no anidados5. Sin embargo, la prueba no informa que tan bueno es el ajuste de
modelo a los datos emp´ıricos.
La idea ba´sica de la prueba es que se puede definir el mejor modelo, entre un
conjunto de modelos en competencia, como aquel que es ma´s cercano a la distribucio´n
verdadera. Entonces, si F (x) es un modelo de probabilidad, su distancia a la densidad
verdadera F0, medida por el mı´nimo del criterio KL, es E[logF0(x)] − E[logF (x)],
donde E[] es la esperanza con respecto a la verdadera distribucio´n de x.
En este trabajo so´lo se considera la versio´n de la prueba para modelos no
anidados. Formalmente, dados dos modelo de densidad de probabilidad F (x) y
G(x), no anidados, la hipo´tesis nula propone que los dos modelos son equivalen-
tes si E[logF (x)] = E[logG(x)], en tanto que, la hipo´tesis alternativa 1 dice que F
es mejor que G si E[logF (x)] > E[logG(x)] o de lo contrario, la hipo´tesis alternativa
2, mantiene que G es mejor que F si E[logF (x)] < E[logG(x)].
Como la cantidad E[logF (x)] es desconocida se puede aproximar por (1/n)
veces el logaritmo de verosimilitud evaluado por el estimador de ma´xima verosimi-
litud. De manera similar, un estimador consistente para E[logF (X)] − E[logG(x)]
es (1/n) veces logaritmo de la razo´n verosimilitud (LR) de los datos con respecto
a cada modelo. Por su parte, el logaritmo de la funcio´n de verosimilitud, dado un
estimador de MV para el modelo F , viene dado por:
LF =
n∑
i=1
log f(xi) (6.30)
5Dos modelos estad´ısticos esta´n anidados si el primer modelo puede ser transformado en el se-
gundo modelo al imponer alguna restriccio´n en el para´metro del primer modelo [92]. Por ejemplo,
como se presento´ en la seccio´n 5.1 el modelo Beta Generalizado anida al modelo Gamma Generali-
zado, que a su vez, anida a los modelos Exponencial y Gamma; empero, los modelos Exponencial
y Gamma no esta´n anidados.
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donde f(xi) es la verosimilitud del punto xi dentro de la distribucio´n F . De ah´ı que
el logaritmo de la razo´n de verosimilitud entre el modelo F y G estara´ dada por:
LR = LF − LG =
n∑
i=1
log
f(xi)
g(xi)
(6.31)
As´ı mismo, si n es el taman˜o de la muestra y la variable xi es i.i.d, entonces, de
acuerdo al teorema de limite central, 1/n1/2LR es centrado y normalizado y tiene
como l´ımite a la distribucio´n normal esta´ndar bajo la hipo´tesis nula. Entonces el
estad´ıstico Voung para la prueba de modelos no anidados es el que sigue:
n1/2LR/w → N(0, 1) (6.32)
En donde w es la varianza de LR. Las demostraciones de estos resultados pueden
ser consultadas en Vuong (1989) [92].
Por consiguiente, se puede rechazar la hipo´tesis nula y concluir que el mejor
modelo es F (G), con un nivel de significancia estad´ıstica de α, si el estad´ıstico de
Vuong es mayor que el valor positivo (es menor que el valor negativo) de c, el cuantil
(1 − α) de la distribucio´n normal esta´ndar. Por el contrario, si el valor absoluto
del estad´ıstico es menor o igual a c no se rechaza la hipo´tesis nula y no se puede
discriminar entre los modelos que se esta´n poniendo a prueba.
6.3.4 Estimacio´n de la cola derecha de la distribucio´n.
La bu´squeda exhaustiva es un me´todo de optimizacio´n que consiste en enume-
rar todas las soluciones factibles de un problema determinado, para luego evaluar
el desempen˜o de cada una de las soluciones, y por u´ltimo, elegir la solucio´n que
haya dado lugar a la mejor solucio´n. En general, la bu´squeda exhaustiva es fa´cil de
implementar y siempre lleva la solucio´n o´ptima, sin embargo, no es eficiente porque
dependiendo del tipo de problema el costo computacional podr´ıa crecer exponencial-
mente con el nu´mero de ı´tems que integra el problema [27]. Ejemplos de problemas
dif´ıciles de tratar son aquellos de tipo combinatorio, que pertenecen a la clase NP.
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En espec´ıfico, para estimar el l´ımite inferior de la cola derecha de la distribu-
cio´n, xmin, se utiliza el me´todo propuesto en Clauset et al. (2009) [19], que utiliza
una bu´squeda exhaustiva para encontrar el valor xˆmin que haga lo ma´s parecidas a
la distribucio´n de probabilidad de los datos y el mejor modelo parame´trico ajustado
con base en los datos.
Para cuantificar las distancias entre los datos y los modelos parame´tricos se
usan las tres medidas de error descritas en la subseccio´n 6.3.1. Adema´s en Clauset
et al. (2009) [19] muestran que el uso del estad´ıstico KS es mejor que del criterio de
informacio´n bayesiano (BIC) para la exploracio´n exhaustiva de datos que mantienen
un sesgo hacia la derecha.
Cap´ıtulo 7
Implementacio´n y datos
7.1 Algoritmos para la estimacio´n y pruebas
de ajuste.
De acuerdo a los me´todos descritos en el cap´ıtulo 6 en esta seccio´n se presentan
4 rutinas que fueron implementadas, en el lenguaje de programacio´n R [70], con el
propo´sito de evaluar cua´les de los modelos de probabilidad propuestos se adecua
mejor para caracterizar a la distribucio´n del ingreso de los agentes econo´micos en
Me´xico. La evaluacio´n se lleva a cabo tanto en la totalidad de la distribucio´n como
en las regiones izquierda, de ingresos bajos-medios, y derecha, de ingresos altos, de
la distribucio´n. Adema´s, las rutinas ponen especial e´nfasis en poner a prueba las
siguientes hipo´tesis: (i) la cola derecha de la distribucio´n sigue un proceso de tipo
Pareto, (ii) la cola izquierda sigue un proceso de tipo Exponencial o Log normal, y
por u´ltimo, (iii) la totalidad de la distribucio´n se distribuye de acuerdo a un modelo
de probabilidad tipo Gamma.
El primer algoritmo tiene como objetivo, con base en los datos emp´ıricos, esti-
mar los coeficientes de los modelos estudiados y herramientas que sera´n de utilidad
para poner a prueba el ajuste de los modelos a los datos emp´ıricos. Entonces, da-
do un conjutno de datos muestrales, con sus respectivos factores de expansio´n, el
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algoritmo 1 ajusta, a trave´s de ma´xima verosimilitud, los modelos de probabilidad
propuestos, calcula los coeficientes asociados a cada modelo, y por u´ltimo, estima
las medidas de divergencia entre los modelos y los datos emp´ıricos.
Algoritmo 1: Ajuste.
1. Ordenar los datos segu´n ingreso
2. Estimar, con base en la muestra, los estad´ısticos descriptivos y coeficiente de
Gini.
3. Estimar de manera no parame´trica la funcio´n de distribucio´n emp´ırica.
Funcio´n acumulada y su complemento
Funcio´n de densidad
4. Para cada modelo de distribucio´n de probabilidad que se esta´ poniendo a prue-
ba, estimar:
Los para´metros del modelo por MV.
Estad´ısticos teo´ricos: media y coeficiente de Gini
Funciones teo´ricas: funcio´n de densidad, de densidad acumulada y com-
plemento
5. Con la informacio´n de 3 y 4, estimar las medidas de divergencia:
Kullback-Leibler.
Kolmogorov-Smirnov.
Suma de Cuadrados del error.
6. Guardar tabla de resultados.
Por su parte, los algoritmos 2 y 3 siguen la metodolog´ıa propuesta por Clauset et al.
(2009) [19] y presentada en la seccio´n 6.3 . En espec´ıfico, el algoritmo 2 implementa
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una prueba que identifica si un modelo de probabilidad es una hipo´tesis plausible
para generar los datos emp´ıricos. En tanto que, la tercera rutina busca identificar la
cota inferior, xmin, de la cola derecha de la distribucio´n, que sea o´ptima para ajustar
los datos emp´ıricos a algu´n modelo de probabilidad en estudio. Cabe sen˜alar que,
ambos algoritmos son ajustados a los fines de este estudio, en espec´ıfico, las dos
rutinas consideraron las tres medidas de error y los seis modelos de probabilidad en
estudio; adema´s la rutina 3 se adecua para trabajar con datos muestrales, los cuales
requieren que se tome en cuenta un factor de expansio´n de la muestra.
De ah´ı que, el algoritmo 2 supone que una muestra emp´ırica se distribuye de
acuerdo a un modelo de probabilidad F con para´metros θn, y en consecuencia calcula
la bondad de ajuste usando la te´cnica bootstrap. Si el valor p obtenido es mayor que
0.1, entonces el modelo de probabilidad propuesto es una posible hipo´tesis para los
datos emp´ıricos.
Algoritmo 2: Prueba de plausibilidad.
1. Definir el modelo F, con para´metros θn, y una medida de divergencia D. Los
para´metros y la medida de divergencia pueden ser obtenido a trave´s del algo-
ritmo 1.
2. Desde r = 1 hasta R = 3, 0001, hacer los siguientes pasos:
a) Crear una sub muestra bootstrap x∗ de taman˜o n = 3, 0002, datos sinte´ti-
1Para obtener un valor p dentro de ǫ del valor real, Clauset et al. (2009) [19] sugieren generar
n = 1
4
ǫ−2 conjuntos de datos sinte´ticos. En consecuencia, para obtener un valor p que sea exacto
de dos decimales (ǫ = 0.01), se crearon 3,000 conjuntos de datos sinte´tico).
2El nu´mero de datos sinte´ticos no se igualo´ al de taman˜o de la muestra porque implicar´ıa obtener
submuestras de taman˜o de ma´s de 20 millones de observaciones, o en su defecto obtener un peso
espec´ıfico para cada observacio´n. Entonces se decidio´ reducir el taman˜o de la submuestra a 3,000
observaciones porque, como apuntan Clauset et al. (2009) [19], con un taman˜o de muestra mayor a
100 es posible distinguir si un modelo aproxima pobremente a los datos emp´ıricos; por el contrario
con muestras menores o iguales a 100 la prueba falla en eliminar un modelo del que no provienen
los datos. Cabe sen˜alar que para la prueba de la regio´n de ingresos altos de la distribucio´n, no se
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cos que siguen un modelo de probabilidad con FDA F (·, θn).
b) Para el conjunto de datos sinte´ticos estimar, a trave´s de ma´xima verosi-
militud, los coeficientes θ∗n del modelo de probabilidad F.
c) Con base en la sub muestra x∗ y el modelo F (·, θ∗n), estimar y guardar los
estad´ısticos de divergencia, D∗n, entre los datos sinte´ticos y los teo´ricos.
3. Calcular valor p. El valor p es la proporcio´n de las veces que la medida de
divergencia, D∗n, creada por el paso 2 fue mayor a la medida de divergencia,
D, que entro´ en el inciso 1. De tal forma que valor p = (contar los elementos
que cumplan (D∗n > D))/R.
Por su parte el algoritmo 3, al suponer que la regio´n de ingresos altos de la distribu-
cio´n de los datos emp´ıricos muestrales, se distribuyen de acuerdo a cierto modelo de
probabilidad, identifica xmin, a trave´s de una bu´squeda exhaustiva. En la rutina in-
gresan los datos muestrales y sus factores de expansio´n, el modelo de probabilidad a
ajustar y los percentiles mı´nimo y ma´ximo que definira´n el inicio y fin del vecindario
de exploracio´n. La bu´squeda crea sub muestras de un subconjunto de datos y estima,
a trave´s de MV , los para´metros de la distribucio´n y las medidas de divergencia de
la sub muestra con respecto al modelo estimado.
Algoritmo 3: Encuentra ingreso mı´nimo o´ptimo xmin.
1. Definir vecindario de exploracio´n, S, que es una sub muestra en la regio´n
derecha de la distribucio´n total con inicio, en el percentil mı´nimo, y fin en el
percentil ma´ximo.
2. Explorar exhaustivamente el vecindario S: para cada xi, en el vecindario S
a) Definir a xmin = xi.
b) Crear H, sub muestra de datos S, con inicio en xmin.
considero´ el efecto de que la distribucio´n se comporta de manera diferente antes y despue´s del valor
xmin.
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c) Estimar, a trave´s de ma´xima verosimilitud, los para´metros que ajustan el
modelo de probabilidad a la muestra θˆi.
d) Estimar PDF y CDF emp´ırico de H.
e) Crear datos teo´ricos que siguen una distribucio´n analizada de acuerdo a
xmin y los coeficientes estimados θˆi.
f ) Estimar estad´ısticos de divergencia (KS, KL y SCE).
g) Guardar en una matriz la siguiente informacio´n: el valor de xmin, los
para´metros estimados, y los criterios de error KS, KL, y SCE, .
3. Para cada medida de divergencia KS, KL y SCE realizar lo que sigue:
a) Encontrar el valor de xmin: definir el renglo´n de la matriz creada en el
inciso anterior que mantiene la ma´s pequen˜a medida de divergencia al
utilizar la funcio´n ✭✭min✮✮, del paquete estad´ıstico R [70], sobre la columna
que espec´ıfica a la medida de divergencia en turno.
b) Guardar en memoria el renglo´n identificado en el inciso anterior, esto
es los valores correspondientes a xmin, los coeficientes estimados θˆi y la
medida de divergencia.
Por u´ltimo, si por medio del algoritmo 2 se obtiene que dos modelos de probabilidad
son posibles hipo´tesis para los datos emp´ıricos, entonces, se comparan los dos modelos
conforme a la prueba de razo´n de verosimilitud propuesta por Vuong (1989) [92],
tal como se describe en la seccio´n ?? y que se implementa en el algoritmo 4. En la
rutina ingresan los datos de la muestra de la variable, los factores de expansio´n y
los modelos a comparar. As´ı, se genera la razo´n de verosimilitud normalizada (LR),
o estad´ıstico de Vuong, y se calcula el valor p de la prueba.
Algoritmo 4: Prueba de Vuong para modelos no anidados y datos
muestrales.
1. Para cada modelo elegido y para cada punto de la muestra, obtener la verosi-
militud de ambos modelos, el factor muestral y el nu´mero de coeficientes.
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2. Si se analiza la regio´n de ingresos altos, y uno de los modelos a comparar es el
de Pareto, entonces omitir los puntos que sean menores al ingreso mı´nimo del
modelo de Pareto.
3. Obtener la razo´n de verosimilitud, ponderada por el factor de la muestra, y
ajustada por el nu´mero de para´metros en los modelos.
4. Estimar el estad´ıstico de Vuong al normalizar la razo´n de verosimilitud.
5. Con base en el la distribucio´n normal esta´ndar estimar los valores p unilaterales
y bilaterales.
Cabe mencionar, que las librer´ıas que se usaron para estimar diferentes secciones
de las rutinas fueron las que siguen: para calcular las funciones emp´ıricas FD y
FDA se recurrio´ a las funciones ✭✭Ecdf✮✮, de la librer´ıa Hmisc [52], y ✭✭density✮✮, de la
librer´ıa stats [70], respectivamente. En tanto que, de la librer´ıa VGAM [97] fueron
utilizadas las funciones ✭✭vglm✮✮ para realizar las estimaciones, por medio de ma´xima
verosimilitud, de los para´metros de los modelos de probabilidades, y las funciones
de tipo ✭✭dpqr✮✮ para los ca´lculos las funciones teo´ricas FD, FDA y CFDA. Adema´s,
para estimar el coeficiente de Gini con pesos muestrales se utilizo´ la libreria reldist
( [42]). Por u´ltimo, la medida de divergencia Kullback-Leibler se calcula por medio
de la funcio´n ✭✭KL.plugin✮✮ de la librer´ıa entropy [46].
7.2 Algoritmo para el MSBA.
El algoritmo para implementar el MSBA de la teor´ıa del excedente de la es-
tratificacio´n social es como sigue: en la rutina entran como para´metros iniciales el
nu´mero de agentes a crear, N , los para´metros estructurales de nivel de desarrollo
social, L, y la concentracio´n del riqueza,δ, y el nivel de ingreso promedio al inicio de
la simulacio´n.
Algoritmo 5: MSBA.
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1. Repetir cada iteracio´n 12 veces
a) De forma secuencial, empezando con el agente uno, cada agente se en-
frenta con cada uno de los dema´s agentes.
b) Los agentes intercambian riqueza de acuerdo a las expresiones (5.19) y
(5.20). El agente que gana el intercambio y el monto del mismo esta´ en
funcio´n del ingreso de los agentes al incio del enfrentamiento y de los
para´metros L y δ.
c) A partir de la iteracio´n 3, guardar los ingresos resultantes del intercambio.
2. Crear la distribucio´n final al juntar los ingresos de los agentes que fueron
guardadas en el paso 1.
7.3 Datos emp´ıricos: descripcio´n de los datos
Los datos emp´ıricos, sobre el ingreso monetario que obtienen los agentes econo´mi-
cos en Me´xico, son obtenidos de las series de la Encuesta Ingreso Gasto de los Hogares
(ENIGH) publicada por el Instituto Nacional de Estad´ıstica y Geograf´ıa (INEGI).
La ENIGH tiene como objetivo ser fuente de informacio´n, con alto nivel de des-
agregacio´n, para el estudio del monto, la estructura y la distribucio´n del ingreso y
gasto de los hogares en Me´xico, y en consecuencia, es una de las bases de datos
ma´s importantes para el estudio de la dina´mica del ingreso y gasto de la poblacio´n
mexicana [77].
El disen˜o de la muestra de la ENIGH permite que los datos publicados se
puedan generalizar a nivel nacional en donde la unidad de ana´lisis es el hogar, la
vivienda y los integrantes del hogar. Asimismo, la encuesta ha publicado datos para
los an˜os 1984, 1989, 1992, 1994, 1996, 1998, 2000, 2002, 2004, 2005, 2006, 2008, 2010,
2012 y 2014, siendo el an˜o 2014 la u´ltima publicacio´n disponible al momento de la
realizacio´n de este trabajo.
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Con respecto a los ingresos, la encuesta recolecta informacio´n, por perceptor de
ingresos en cada hogar, sobre el ingreso corriente monetario y no monetario obtenido
en un trimestre del an˜o en que se levanta la encuesta. Por su parte, los ingresos
monetarios reportados en la ENIGH se definen en pesos mexicanos del an˜o en que
se levanto´ la encuesta y son ingresos netos despue´s de impuestos, es decir, son los
ingresos que obtienen los agentes econo´micos una vez que pagan contribuciones a
seguridad social e impuestos.
Entonces, con el objetivo de comprobar la hipo´tesis sobre cua´l modelo de proba-
bilidad puede ajustar con mayor fidelidad a la distribucio´n del ingreso para el modelo
de agentes econo´micos en Me´xico, ya sea en todos los niveles de la distribucio´n o
en la regio´n de ingresos altos, as´ı como, comprobar si el modelo de probabilidad se
mantiene a trave´s del tiempo, se construye la variable ingreso.
En espec´ıfico, la variable ingreso tiene el propo´sito de captar el ingreso mone-
tario proveniente de la participacio´n de los agentes econo´micos en alguna actividad
productiva en un determinado periodo, pero dejando de lado las transferencias mo-
netarias que reciben por parte de instituciones pu´blicas, privadas o de otros hogares,
o montos que modifican el patrimonio neto de los activos y pasivos del individuo. Por
consiguiente, para construir una variable que sea af´ın a esta definicio´n se selecciona-
ron, para los integrantes de los hogares, de las claves referentes al ingreso corriente
monetario trimestral, los rubros que corresponden al ingreso provenientes del trabajo
asalariado, del trabajo independiente y de los originados por la posesio´n de activos
f´ısicos y no f´ısicos. Mayor especificacio´n sobre la ENIGH y las claves seleccionadas
en cada muestra pueden consultarse en el ANEXO B en la SECCIO´N B.1.
Por u´ltimo, cabe sen˜alar que la variable ingreso se especifica en pesos reales,
con an˜o base de 20103, por perceptor de ingreso en el hogar y despue´s de impuestos,
que en el transcurso de este trabajo so´lo sera´ referida como ingreso. Es importante
aclarar la definicio´n del ingreso porque los resultados sobre el ajuste de los modelos
3Las muestras de la variable ingreso se llevaron a pesos del an˜o 2010 con base en el ı´ndice
nacional de precios al consumidor publicado por INEGI.
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de probabilidad puede diferir de las conclusiones reportadas en otras publicaciones
que utilizan otra definicio´n de ingreso [6,95], es decir, trabajan con ingresos brutos ,
ingresos por hogar, ingresos en te´rminos monetarios e incluso trabajan con la defini-
cio´n de riqueza. Para una muestra de las diferentes definiciones de ingreso utilizadas
en el tema puede referirse a la revisio´n bibliogra´fica en el ANEXO A.
Cap´ıtulo 8
Resultados
8.1 Ana´lisis preliminar de las muestras de
datos emp´ıricos
Conforme al procedimiento de homologacio´n de muestras, descrito en la SEC-
CIO´N 7.3, resultaron 15 muestras anuales para la variable ingreso en Me´xico para el
periodo 1984-2014. Las muestras indican que en el periodo estudiado, en promedio,
se captaron 38 millones de perceptores de ingreso, incluidos perceptores menores de
12 an˜os, que al trimestre obtuvieron 16,090 pesos en promedio con una desviacio´n
esta´ndar de 31,575 pesos. As´ı mismo, los montos mı´nimo y ma´ximo de ingreso re-
portados, en promedio, fueron 3 y 2,312,508 pesos respectivamente. Los estad´ısticos
descriptivos de cada muestra se encuentran en la tabla 8.1.
En cuanto a la distribucio´n de los datos, a trave´s de la figura 8.1, que presenta
un diagrama de caja para las muestras de ingreso, es posible observar dos carac-
ter´ısticas interesantes. La primera es que, para todos los an˜os, la mayor parte de los
ingresos, del percentil 25 al 75, se concentra en la parte de baja de la distribucio´n,
esto es, entre los niveles de ingreso de entre los 3,362 hasta casi los 20,000 pesos.
En segunda, se observo´ que los datos emp´ıricos pueden extenderse hasta valores de
ingreso que rebasan la cifra de millones de pesos, aunque este conjunto representa
84
CAPI´TULO 8. RESULTADOS 85
A
n˜
o
n
M
e
d
ia
D
e
sv
S
td
M
ı´n
im
o
M
a´
x
im
o
M
e
d
ia
n
a
M
o
d
a
A
si
m
e
tr
ia
C
u
r
to
si
s
1
9
8
4
21
,8
26
,2
01
16
,0
17
19
,8
11
3
55
7,
32
8
11
,8
82
16
,9
74
6
88
1
9
8
9
24
,6
50
,9
11
17
,1
25
51
,0
83
10
5,
76
6,
07
6
10
,8
29
12
,9
30
82
8,
99
6
1
9
9
2
28
,5
11
,0
12
18
,2
54
33
,6
35
0
1,
18
9,
27
4
10
,8
08
10
,8
08
11
23
1
1
9
9
4
30
,6
48
,2
17
18
,8
32
36
,8
32
3
2,
25
4,
06
9
11
,0
48
9,
20
7
21
98
7
1
9
9
6
32
,6
43
,1
10
13
,2
54
32
,8
27
3
2,
44
3,
40
0
7,
82
4
6,
76
7
44
3,
04
8
1
9
9
8
35
,0
29
,7
94
14
,3
47
29
,5
86
3
1,
92
5,
47
3
8,
24
6
7,
25
8
26
1,
41
2
2
0
0
0
37
,1
85
,7
52
16
,3
86
27
,3
09
4
91
1,
09
5
9,
71
4
9,
47
7
9
16
1
2
0
0
2
39
,3
50
,2
23
15
,7
99
21
,8
61
4
52
3,
09
9
10
,1
79
8,
48
3
5
42
2
0
0
4
41
,1
74
,7
55
16
,1
33
29
,3
04
4
2,
67
3,
76
9
10
,5
41
7,
75
0
27
1,
66
2
2
0
0
5
41
,9
79
,9
55
16
,8
26
40
,4
44
4
4,
96
6,
71
6
10
,7
08
7,
51
4
31
1,
56
5
2
0
0
6
45
,6
20
,8
51
16
,7
41
26
,6
95
4
1,
55
0,
51
2
10
,8
77
7,
25
1
12
33
6
2
0
0
8
45
,0
23
,2
76
17
,2
02
41
,3
27
3
4,
75
6,
82
3
10
,7
73
13
,2
69
62
6,
61
8
2
0
1
0
45
,3
25
,0
46
15
,2
85
23
,0
88
1
94
3,
67
5
10
,2
52
12
,0
98
11
25
9
2
0
1
2
50
,2
12
,8
64
14
,5
47
24
,6
34
1
72
6,
93
3
9,
22
8
10
,9
04
10
19
2
2
0
1
4
50
,2
08
,0
49
14
,6
02
35
,1
95
1
3,
49
9,
37
3
9,
30
7
10
,0
98
53
4,
85
5
P
r
o
m
e
d
io
37
,9
59
,3
34
16
,0
90
31
,5
75
3
2,
31
2,
50
8
10
,1
48
10
,0
53
27
2,
03
0
E
st
ad´
ıs
ti
co
s
d
es
cr
ip
ti
vo
s
d
e
la
va
ri
ab
le
in
gr
es
o
p
er
so
n
al
.
M
on
to
s
en
p
es
os
d
e
20
10
.
F
u
en
te
:
el
ab
or
ac
io´
n
p
ro
p
ia
co
n
in
fo
rm
ac
io´
n
d
e
IN
E
G
I.
CAPI´TULO 8. RESULTADOS 86
Figura 8.1: Diagrama de caja para la distribucio´n del ingreso en Me´xico: 1984-2014.
Fuente: elaboracio´n propia con datos de la ENIGH, los ingresos esta´n mostrados en
logaritmos.
una pequen˜a proporcio´n del total de las observaciones. Por su parte, las me´tricas
de asimetr´ıa y curtosis, que ayudan a describir la forma de la distribucio´n y que se
presentan en la tabla 8.1, presentan signo positivo; por lo tanto, se sugiere que las
distribuciones emp´ıricas estudiadas presentan un sesgo positivo y una cola derecha
de la distribucio´n de tipo ✭✭ancha✮✮, es decir, se observa que la la mayoria de las ob-
servaciones se concentran en los niveles bajo y medio del ingreso, y a su vez, la cola
derecha de la distribucio´n se extiende hasta valores muy altos del ingreso.
Adema´s, la figura 8.1 sugiere que la mediana, el taman˜o de la caja y la disposi-
cio´n de las mismas si bien no son iguales, e´stas no variaron en gran manera a trave´s
de los an˜os. Por u´ltimo, conforme a los ca´lculos de la moda emp´ırica, presentados en
8.1, se apunta a que los datos emp´ıricos parecen seguir una distribucio´n unimodal,
en otras palabras, tienen una u´nica moda.
Resumiendo, las caracter´ısticas en comu´n que se observaron, de manera preli-
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minar, en las muestras del ingreso son que las distribuciones son unimodales, sesgadas
a la derecha y mantienen una cola ancha en el lado derecho de la distribucio´n. Estas
propiedades son importantes porque tambie´n las presentan los modelos de probabi-
lidad propuestos en este trabajo, y por la tanto, justifica su uso para caracterizar el
caso mexicano.
8.2 Ajuste de las distribuciones emp´ıricas a un
modelo de probabilidad
Ya que se describio´ la variable a estudiar el contenido de esta seccio´n es como
sigue: en un principio se presentan, para la totalidad de la distribucio´n del ingreso y
los seis modelos de probabilidad propuestos, los resultados de las estimaciones de los
para´metros de las distribuciones propuestas, las medidas de ajuste y las pruebas de
ajuste que tienen como objetivo definir el modelo que mejor ajusta a la distribucio´n
del ingreso del caso mexicano.
Enseguida, se muestran resultados de la metodolog´ıa descrita en la seccio´n ??
para dividir en dos regiones a la distribucio´n del ingreso: una que consta de los
ingresos altos y la otra que engloba ingresos bajos y medios. Primero, se procede
a estudiar la regio´n alta de la distribucio´n obtenie´ndose as´ı, para cada modelo de
distribucio´n en estudio, las cotas mı´nimas de ingresos o´ptimos, y por u´ltimo, se
concluye cua´l modelo se ajusta mejor a la cola derecha de la distribucio´n en Me´xico.
Posteriormente, suponiendo que la cota mı´nima del ingreso alto es la cota ma´xima
de la regio´n de ingresos bajos y medios, se procede a analizar esta u´ltima regio´n y
se define el mejor modelo para caracterizarla.
La divisio´n de la distribucio´n permite constatar tres hipo´tesis que han cobrado
intere´s en el ajuste emp´ıricos de la distribucio´n de ingresos y en el campo de la
econof´ısica, donde son la base del desarrollo de modelos de simulacio´n basados en
agentes. La primera hipo´tesis afirma que la distribucio´n del ingreso en todo su rango
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puede ser descrita por un modelo Gamma [3,12,58]; la segunda hipo´tesis se refiere a
que la regio´n de ingresos altos sigue una distribucio´n de tipo Pareto [15–17]; en tanto
que, la u´ltima hipo´tesis pone e´nfasis en que en la regio´n de ingresos bajos-medios se
presenta una distribucio´n tipo Exponencial [15, 28, 96], o Log normal [15, 21, 39,85].
De acuerdo a estas hipo´tesis, para las regiones total y de ingresos medio-bajo
se estiman los modelos Exponencial, Pareto, Gamma, Log Normal, Dagum y Singh-
Maddala, mientras que, para la regio´n de la cola derecha o ingresos altos se trabaja
con las distribuciones Exponencial, Pareto, Log Normal y Gamma, las cuales son
distribuciones u´tiles para caracterizar las cola derecha de la distribucio´n ( [19]).
8.2.1 Ana´lisis del total de la distribucio´n.
Los modelos Pareto, Exponencial, Gamma, Log Normal, Dagum y Singh-
Maddala se ajustan a las 15 muestras anuales del ingreso personal a trave´s de ma´xima
verosimilitud. Para cada modelo se estiman sus respectivos coeficientes, la media y
el Gini teo´ricos y los criterios de divergencia entre la distribucio´n emp´ırica y los
modelos. En la seccio´n C.1 del ape´ndice C se presentan tablas de resultados para las
15 muestras y, como ejemplo, en la tabla 8.2 se reportan los resultados para el total
de la distribucio´n para la muestra del an˜o 2014.
Entonces, en un primer ana´lisis de la proximidad de la muestra de ingresos
2014 con los modelos estudiados se puede sugerir que, de entre todos los modelos, la
distribucio´n Dagum presenta mı´nimos criterios KS y SCE, que se basan en la fun-
cio´n acumulada de densidad, en tanto que el criterio KL, basado en la informacio´n
que logra captarse a trave´s de la FD, favorece el desempen˜o en el ajuste del modelo
Exponencial. Por su parte, las distribuciones que ma´s se acercan a los datos emp´ıri-
cos, a trave´s de la media y el coeficiente de Gini, son la distribucio´n Exponencial
y Singh-Maddala, respectivamente. Por u´ltimo, conforme a la valoracio´n visual de
la FDA de la figura 8.2, la distribucio´n Dagum, l´ınea so´lida ma´s oscura, se aprecia
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como la ma´s parecida a la FDA de los datos emp´ıricos.
Datos Emp´ıricos
Media 14,602
Gini 0.56
Modelo α α2 β µ Gini Media KL SCE KS
Pareto 0.12 -1.30 - 2.63 820.79 0.44
Exponencial 14,602 0.50 14,602 0.06 20.84 0.08
Gamma 0.78 18,701 0.55 14,602 0.17 16.03 0.07
Log normal 1.46 8.83 0.70 6,812 0.24 45.76 0.12
Dagum 2.40 0.33 19,652 0.55 13,736 0.11 2.72 0.04
Singh-Maddala 1.01 4.29 45,985 0.56 14,098 0.11 8.74 0.06
Tabla 8.2: Estimaciones de los modelos de probabilidad para la totalidad de la dis-
tribucio´n de ingresos 2014. La columnas presentan la siguiente informacio´n: (α) se
refieren al para´metro de forma, en espec´ıfico, para la distribucio´n Dagum y Singh-
Maddala es el para´metro de forma a; α2 es el para´metro de forma p para el modelo
Dagum, en tanto que, q para el modelo Singh-Maddala; β es el para´metro de escala;
por u´ltimo, µ se refiere al para´metro de localizacio´n. Las columnas Gini y Media
presentan el ı´ndice de Gini y la Media teo´ricos que se desprenden de la estimacio´n
de lso coeficientes estimados. Por u´ltimo, se presentan los criterios de divergencia
Kullback-Leibler, suma del cuadrado del error y la distancia Kolmogorov-Smirnov
identificadas por las columnas KL, SCE y KS, respectivamente.
Sin embargo, los anteriores resultados so´lo informan cua´l de los modelos ca-
racteriza mejor a los datos emp´ıricos con base en un criterio, empero cualquier dis-
tribucio´n puede utilizarse para ajustar los datos emp´ıricos sin importar cua´l sea la
distribucio´n de la cual provienen los mismos. Por consiguiente, al seguir la metodo-
log´ıa descrita en la subseccio´n 6.3.2, para probar cuantitativamente la hipo´tesis de
que es plausible que los datos emp´ıricos sigan alguna de los modelos de probabilidad
propuestos, se obtienen los siguientes resultados.
Los resultados, presentados en la figura 8.3 muestran los valores p generados
al implementar la prueba de plausibilidad conforme a las tres me´tricas de distancia
estudiadas. La figura sugiere que so´lo a trave´s del criterio KL se puede encontrar
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Figura 8.2: Complemento de la funcio´n de densidad acumulada 2014. Se muestra el
complemento de la funcio´n de densidad acumulada de la muestra 2014, en puntos
negros, y el ajuste de los modelos Pareto, Exponencial, Gamma, Log normal, Dagum
y Singh-Maddala, en l´ıneas so´lidas y punteadas.
evidencia que respalda la hipo´tesis de que las distribuciones Dagum, Gamma, Log
Normal y Singh Maddala son plausibles para describir los datos emp´ıricos en ciertos
an˜os. En especial, la distribucio´n Dagum resulta con valores p suficientemente gran-
des en el 80% de las muestras, en tanto que, los porcentajes para las distribuciones
Log Normal, Gamma y Singh-Maddala fueron de 60%, 13% y 7% respectivamente.
Por su parte, los coeficientes estimados, de los modelos plausibles, fueron los que
siguen: para el modelo Dagum los para´metros de forma a y p se ubican en los rangos
de [2.02, 2.73] y [0.32, 0.53]. Para el modelo Log normal se presentan coeficientes
de Gibrat1 de entre 0.47 y 0.59, el modelo Gamma resulta con para´metros de forma
1El ı´ndice de Gibrat sirve para medir la desigualdad en la distribucio´n de una variable y es
definido como β ≡ 1/
√
2σ2, donde σ es el parametro de forma o la desviacio´n esta´ndar del logaritmo
de la variable aleatoria [85].
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Figura 8.3: Prueba de plausibilidad para el total de la distribucio´n de ingreso. Valores
p para la prueba de plausibilidad por medida de error, modelo de probabilidad y an˜o
de la muestra. El panel muestra las estimaciones a trave´s del criterio Kullback-Leibler
con el que se obtuvieron valor p diferentes a cero.
en un rango de [0.76, 0.78], por u´ltimo para el modelo Singh-Maddala se estiman
coeficientes de forma a y q de 1.36 y 1.83, respectivamente. Cabe sen˜alar que, los
coeficientes estimados se encuentran dentro de los rangos reportados en la literatura
para diferentes pa´ıses, y en especial para Me´xico, una muestra de la bibliograf´ıa
consultada en este trabajo se presenta en la tabla A.1 del ape´ndice A. Sin embargo,
los coeficientes estimados en este trabajo y los presentados en la revisio´n bibliogra´fica
no son los mismos; las diferencias que existen entre los coeficientes estimados y los
reportados en la literatura puede deberse a la discrepancia en factores como son
la definicio´n de ingreso, an˜o y regio´n estudiados y el me´todo de estimacio´n de los
coeficientes [6, 95]. Para realizar un ana´lisis de la desigualdad en la distribucio´n de
ingreso en el periodo estudiado, se procede a estimar coeficientes de Gini de manera
parame´trica, con las ecuaciones presentadas en la seccio´n 5.2, para los an˜os y modelos
que resultaron plausibles, adema´s de estimaciones para los datos emp´ıricos de la
muestra de la ENIGH. As´ı, las estimaciones pueden consultarse en la figura 8.4. Los
resultados apuntan a que en todo el periodo se ha incrementado la concentracio´n del
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Figura 8.4: Coeficientes de Gini para la totalidad de la distribucio´n del ingreso.
Se presentan estimaciones para los datos de la muestra emp´ırica, y estimaciones
parame´tricas con base en la asignacio´n de los modelos de probabilidad Dagum, Log
normal, Gamma y Singh-Maddala a los datos de ingreso.
ingreso en menos personas; en el periodo 1992 a 2014 el incremento fue de 16%, de
acuerdo a los datos de la muestra, y en un 14%, con base en el modelo Dagum, en
tanto que, si se reduce el periodo de 1992 a 2014 el incremento fue de 2.8% y 3%
con respecto a la muestra y al modelo Dagum, respectivamente2.
Tomando como base los modelos que resultaron ser plausibles para originar a
los datos de ingreso en un mismo an˜o, se realiza una prueba de razo´n de verosimili-
tud para definir cua´l de los modelos presenta mejor ajuste a los datos emp´ıricos. En
la tabla 8.3 se muestran los resultados de la prueba de razo´n de verosimilitud que
compara al modelo Dagum con los modelos Gamma, Log normal y Singh-Maddala.
De acuerdo a la tabla, en todas las pruebas se rechaza la hipo´tesis nula de que los dos
2En la literatura que estudia el ingreso en Me´xico se reporta que el ı´ndice de Gini, estimado por
medio del modelo Dagum, se incremento´ en 7.87 puntos porcentuales en el periodo 1998 a 2008 [73],
en tanto que, del periodo 1984 a 1996 el incremento fue de 15% [6].
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(a) Dagum
Gamma Log normal Singh-Maddala
An˜o LR valor p LR valor p LR valor p
1992 - - -447 0 -551 0
1994 - - -950 0 - -
1998 - - -867 0 - -
2000 - - -1028 0 - -
2002 - - -1068 0 - -
2004 - - -1136 0 - -
2006 - - -1372 0 - -
2010 - - -1377 0 - -
2012 -568 0 -1558 0 - -
2014 -326 0 - - - -
(b) Log normal
Gamma
An˜o LR p value
2012 -635 0
Tabla 8.3: Prueba razo´n de verosimilitud para la distribucio´n del ingreso. En el panel
(a) se compara´n los modelos Gamma, Log normal y Singh-Maddala con respecto
al modelo Dagum, en tanto que, en el panel (b) se compara´ el modelo Gamma
con respecto al modelo Log normal. LR es la razo´n de versomilitud normalizada de
acuerdo a
√
nR/σ, y los valores p que estad´ısticamente son significativos se muestran
en negritas.
modelos comparados presentan el mismo ajuste para los datos emp´ıricos, y por lo
tanto, se sugiere que en general, el modelo Dagum es mejor que los modelos Log nor-
mal, Gamma y Singh-Maddala para caracterizar al ingreso de los agentes econo´micos
en los an˜os 1992, 1994, 1998, 2000, 2002, 2004, 2006, 2010, 2012 y 2014. Por su parte,
los resultados de acuerdo al nu´mero de para´metros en el modelo favorecen al modelo
Gamma sobre el Log normal, en la muestra de 2012, mientras que el modelo Dagum
se muestra mejor que el Singh-Maddala en la muestra de 1992.
CAPI´TULO 8. RESULTADOS 94
8.2.2 Ana´lisis por regio´n: ingresos altos
Con base en la metodolog´ıa descrita en la seccio´n 6.3.4, se obtienen los niveles
de ingreso mı´nimo o´ptimo para caracterizar la cola derecha de la distribucio´n a trave´s
de los modelos de Pareto, Exponencial, Log Normal y Gamma. Las cotas mı´nimas de
ingreso son obtenidas por medio de las medidas de error divergencia KL, distancia
KS y la SCE. Los resultados son ejemplificados en la figura 8.5; la figura muestra,
para el an˜o 2014 y el modelo de Pareto, la variacio´n de las medidas de divergencia
KL, SCE y KS al variar la cota mı´nima de ingreso utilizada para ajustar a los datos
emp´ıricos el modelo de Pareto. Entonces, el gra´fico sugiere que existe un diferente
nivel de ingreso mı´nimo o´ptimo para cada medida de error y modelo de probabilidad
en estudio, y en consecuencia, la correcta seleccio´n del ingreso mı´nimo dependera´ de
la calidad de la medida de divergencia [19].
Figura 8.5: Medidas de divergencia y cota inferior de ingerso para el modelo de
Pareto para los datos de 2014. Las medidas de divergencia KL, SCE y KS al variar
la cota inferior del ingreso para el modelo de Pareto. An˜o de la muestra 2014
Por consiguiente, para el ana´lisis de la caracterizacio´n de la regio´n de ingresos
altos, se trabaja con 12 sub muestras para cada una de las 15 muestras en estu-
dio; estas submuestras provienen de la estimacio´n de los niveles o´ptimos de ingreso
minimo. En el ape´ndice C en la seccio´n C.2 se pueden consultar las tablas con los
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niveles o´ptimos de ingreso mı´nimo estimados por an˜o, modelo de probabilidad y
medida de error; adema´s se presentan el valor de la medida de divergencia asociada,
el porcentaje de la poblacio´n que obtiene ingresos mayores que el ingreso mı´nimo
o´ptimo, y los coeficientes estimados. Por su parte, en la figura 8.6 se presentan,
a manera de ejemplo visual, y conforme a las cotas mı´nimas obtenidas por medio
de la divergencia KL, los resultados del ajuste entre los modelos de probabilidad
-Gamma, Exponencial, Log normal y Pareto- y los datos emp´ıricos del an˜o 2014. La
figura 8.6 sugiere que el modelo de Pareto, representado por la l´ınea ma´s oscura, es
el que mejor se acerca al complemento de funcio´n de densidad acumulada emp´ırica,
representada por los puntos negros.
Figura 8.6: Complemento de la funcio´n de densidad acumulada para la regio´n de
ingresos altos 2014. Se muestra el complemento de la funcio´n de densidad acumulada
de la muestra 2014 en puntos negros y el ajuste de los modelos Pareto, Exponencial,
Gamma y Log normal en l´ıneas so´lidas. La divergencia KL fue la medida de error
usada para obtener las cotas mı´nimas de ingreso para cada modelo.
Una vez que se obtienen las sub muestras asociadas a los ingresos o´ptimos mı´ni-
mos, se proceden a realizar las pruebas de plausibilidad que tienen como hipo´tesis
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nula que, dado un modelo de probabilidad, los datos emp´ıricos provienen del modelo
de probabilidad propuesto. En la figura 8.7, se presentan los valores p por modelo,
an˜o de la muestra y medida de divergencia para cada sub muestra; e´stos apuntan
a que, para algunos an˜os, el modelo de Pareto y Log Normal son los u´nicos que
presentaron una probabilidad suficientemente grande para no rechazar la hipo´tesis
nula. En espec´ıfico, el modelo de Pareto, mantiene valores p suficientemente grandes
en todas las muestras generadas por el criterio KL; en 13 de las 15 muestras creadas
por la SCE, y so´lo en la muestra del an˜o 2014 obtenida por la distancia KS. Por su
parte, para el modelo Log normal no se puede rechazar la hipo´tesis de plausibilidad
en las muestras de 1989 y 2005, obtenidas por el criterio KL. Asimismo, los valores
Figura 8.7: Prueba de plausibiliad para la regio´n de ingreso alto de la distribucio´n
de ingreso. Valores p para la prueba de plausibilidad por modelo de probabilidad
y an˜o de la muestra. Cada panel corresponde a los resultados de las pruebas de
plausibilidad segu´n la medida de error que se utilizo´ para generar las submuestras
y la misma prueba; el panel (a) divergencia Kullback-Leibler, panel (b) suma del
cuadrado del error y en el panel (c), la distancia Kolmogo´rov-Smirnov.
estimados del coeficientes de Pareto y el ı´ndice de Gibrat que son significativos en la
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Figura 8.8: Coeficientes de Pareto e ı´ndice de Gibrat para la regio´n de ingresos altos.
prueba de plausibilidad se muestran en la figura 8.8. En particular, los coeficientes
que son reportados para el modelo de Pareto se mantienen entre los valores de 1.6
y 2.3, valores que entran en los rangos publicados en la literatura [71]3. En especial,
el para´metro de forma de Pareto ayuda a describir el grado de desigualdad en una
distribucio´n porque asocia un mayor grado de desigualdad a un menor coeficiente
de Pareto; en el caso mexicano, si bien no se observa una tendencia clara sobre la
evolucio´n del coeficiente de Pareto en el tiempo, s´ı se puede mencionar que los an˜os
con mayor desigualdad en la regio´n de ingresos altos fue en 1992, de acuerdo a la
divergencia KL, y 2000 de acuerdo a la SCE, mientras que, los an˜os con menor
desigualdad fue en los an˜os 2004, para las muestras generadas por KL y SCE. Por
u´ltimo, cabe sen˜alar que algunos valores estimados se encuentran por encima del
rango, 0 < α < 2, por lo que se sugiere en que en esos an˜os la distribucio´n no es
estable [34].
Por su parte, para los an˜os 1989 y 2005 el coeficiente de Gibrat resulta ser
3En la tabla A.2 del ape´ndice A puede consultarse un resumen de la literatura emp´ırica que se
estudio´ en este trabajo.
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de 1.29 y 1.26, respectivamente. De manera similar que el coeficiente de Pareto, el
ı´ndice de Gibrat asocia un menor ı´ndice con una distribucio´n ma´s desigual [21, 85];
de ah´ı que, de acuerdo al modelo Log normal, se observa que la distribucio´n del
ingresos altos en Me´xico es ma´s desigual en an˜o 2005 que en el an˜o 1989.
An˜o LR Valor p
1989 -152 0
2005 -326 0
Tabla 8.4: Prueba razo´n de verosimilitud para la cola derecha de la distribucio´n de
ingreso entre los modelos de Pareto y Log normal. LR es la razo´n de versomilitud
normalizada de acuerdo a
√
nR/σ, y los valores p estad´ısticamente significativos en
negritas.
Dado que la prueba de plausibilidad sugiere que los datos emp´ıricos, para las
sub muestras generadas por la divergencia KL en los an˜os 1989 y 2005, pueden ser
provenientes de los modelos de Pareto o Log normal, se procede a realizar pruebas
de razo´n de verosimilitud con el objetivo de obtener cua´l modelo presenta mejor
ajuste a los datos emp´ıricos. En la tabla 8.4, se reportan el estad´ıstico de razo´n de
verosimilitud y el valor p de la prueba; la tabla muestra que la prueba favorece el
ajuste del modelo de Pareto para ambos an˜os.
El ana´lisis descrito en esta seccio´n apunta a que al menos para el caso me-
xicano existe evidencia suficiente para concluir que la parte alta de la distribucio´n
en Me´xico sigue un modelo de Pareto. Este resultado respalda la hipo´tesis de que
la parte de la distribucio´n de ingresos altos en Me´xico pudiese ser generada por un
modelo estoca´stico multiplicativo al que se an˜ade ruido aditivo y/o cotas restrictivas
con interacciones entre agentes [26]. Adema´s, dada esta conclusio´n, en la siguiente
subseccio´n se supondra´ que las regiones de ingresos bajos-medios de la distribucio´n
de ingresos en Me´xico terminan en la cotas mı´nimas del modelo de Pareto.
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8.2.3 Ana´lisis por regio´n: ingresos bajos y medios
De manera similar, que en las secciones del ana´lisis de la distribucio´n total y de
la regio´n alta de ingresos, las estimaciones del ajuste de los modelos de probabilidad
con respecto a los datos emp´ıricos de los ingresos bajo y medio, se pueden consultar
en el ape´ndice C.34 y por medio de la figura 8.9 se presentan, a manera de ejemplo,
los datos emp´ıricos para la sub muestra 2014, generados por el criterio KL, y el
ajuste que cada modelo presento´ hacia e´stos.
De acuerdo a las pruebas de plausibilidad para la regio´n de ingresos bajos-
medios, se muestra que so´lo las sub muestras originadas por el criterio KL presentan
suficiente evidencia estad´ıstica para sostener que es plausible que, para ciertos an˜os,
los modelos Log normal, Dagum y Singh-Maddala generan a los datos emp´ıricos, y
por lo contrario, se pueden descartar del ana´lisis a los modelos Exponencial, Pareto y
Gamma. En espec´ıfico, como se presenta en la figura 8.10 el modelo Dagum presenta
valores p suficientemente grandes en 12 de las 15 muestras, los an˜os con valores p por
debajo del criterio de aceptacio´n son los an˜os 1984, 1992 y 2000, y los para´metros
estimados para las 12 muestras plausibles se posicionan en los rangos [2.5, 8.5] y
[0.1, 0.4] para los coeficientes de forma a y p, respectivamente. Por su parte, para el
modelo Log normal no se descartan en 5 de las 15 muestras, que representan a los
an˜os 1996, 1998, 2002, 2008 y 2014, que mantuvieron ı´ndices de Gibrat de entre 0.5
4Cabe sen˜alar que la estimacio´n del modelo Singh-Maddala a trave´s del algoritmo de VGAM no
convergen para algunas muestras. En espec´ıfico, para obtener estimaciones se ponen a prueba dos
me´todos que se evalu´an a trave´s de una prueba de razo´n de verosimilitud. El primer me´todo consiste
en bajar el criterio de convergencia hasta obtener resultados, mientras que el segundo me´todo,
sugerido por Yee (2015) [97], resulta de usar un modelo ma´s simple, el modelo Fisk, para proveer
valores iniciales a un modelo ma´s complejo, el modelo Singh-Maddala. Como sea, en el segundo
me´todo tambie´n necesita bajar el criterio de convergencia para poder obtener estimaciones por lo
cual se sugiere tomar estos resultados con precaucio´n ya que ante un fallo en obtener estimaciones es
recomendable abandonar el modelo Yee (2015)( [97]). Los resultados de la prueba de verosimilitud,
los criterios de convergencia y el me´todo de estimacio´n usados para el ajuste de las muestras que
no convergieron, mediante los criterios base, se encuentran en la tabla C.13 del ape´ndice C.3.
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Figura 8.9: Complemento de la funcio´n de densidad acumulada para la regio´n de
ingresos bajos-medios 2014. Se muestra el complemento de la funcio´n de densidad
acumulada de la muestra 2014 en puntos negros y el ajuste de los modelos Pareto,
Exponencial, Gamma, Log normal, Dagum y Singh-Maddala. La divergencia KL fue
la medida de error usada para obtener la divisio´n de la distribucio´n del ingreso en
dos regiones.
a 0.6. Por u´ltimo, el modelo Singh-Maddala obtuvo suficiente evidencia estad´ıstica
en la muestra del an˜o 2000 con coeficientes de forma a y p de 1.15 y 13.7.
Asimismo, en la figura 8.11 se presentan los coeficientes de Gini para la regio´n
de ingresos bajos y medios que se estimaros de manera parame´trica, a trave´s de los
coeficientes estimados que resultaron plausibles, y de manera no parame´trica con
base en los datos emp´ıricos. La figura refiere que para algunos an˜os, como lo son
1996 y 1998, para el modelo Log normal, y 1992 y 2002, para el modelo Dagum, los
coeficientes de Gini mue´strales y los estimados de manera parame´trica llegaron a ser
casi ide´nticos. Adema´s, la figura 8.11 sugiere que la desigualdad en la parte baja de
la distribucio´n se ha incrementado en el periodo analizado.
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Figura 8.10: Prueba de plausibiliad para la regio´n de ingresos bajos-medios de la
distribucio´n de ingresos Valores p para la prueba de plausibilidad por modelo de
probabilidad y an˜o de la muestra. El panel muestra las estimaciones a trave´s del
criterio Kullback-Leibler con el que se obtuvieron valor p diferentes a cero.
Figura 8.11: Coeficientes de Gini para la regio´n de ingresos bajos-medios de la distri-
bucio´n de ingresos. Se presentan estimaciones para los datos de la muestra emp´ırica,
y estimaciones parame´tricas con base en la asignacio´n de los modelos de probabilidad
Dagum, Log normal y Singh-Maddala a los datos de ingreso.
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Para finalizar, en la tabla 8.5, se encuentran los resultados de las pruebas de
razo´n de verosimilitud entre los modelos Dagum y Log normal que, para un mismo
an˜o, no fueron descartados en el anterior proceso. Es as´ı que la tabla 8.5, sugiere que
en los an˜os 1996, 1998, 2008 y 2014, el modelo Dagum caracteriza de mejor manera
a los datos emp´ıricos. Es decir, existe suficiente evidencia para sugerir que los datos
provienen de una distribucio´n Dagum, y que adema´s, el modelo Dagum mantuvo
superioridad en el ajuste en comparacio´n de los modelos que tambie´n pueden ser
compatibles con los datos, tal es el caso de los modelos Singh-Maddala y Log normal.
Por u´ltimo cabe sen˜alar, que el ana´lisis rechaza la hipo´tesis de que los datos de
ingresos medio y bajo en Me´xico resulten de la distribucio´n Exponencial, empero, s´ı
se presenta suficiente evidencia que apoya a la hipo´tesis de que la distribucio´n Log
normal puede generar los datos de la regio´n analizada [20,21,26, 83,87].
Lnorm
An˜o LR valor p
1996 -1039 0
1998 -960 0
2008 -1664 0
2014 -1895 0
Tabla 8.5: Prueba razo´n de verosimilitud para la regio´n de ingresos bajos-medios de
la distribucio´n de ingresos entre el modelo Log normal y el modelo Dagum. LR es la
razo´n de versomilitud normalizada de acuerdo a
√
nR/σ, y se presentan los valores
p estad´ısticamente significativos en negritas.
8.3 Resultados de la simulacio´n del MSBA
De acuerdo al modelo presentado en la seccio´n 5.3 y la implementacio´n descrita
en la seccio´n 7.2 en esta parte del trabajo se presentan el ana´lisis de las distribu-
ciones generados por medio de la implementacio´n computacional. En particular, la
implementacio´n tiene por objeto identificar si la distribucio´n generada a trave´s del
MSBA replica a alguna de las regularidades emp´ıricas identificadas en la seccio´n 8.2
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para caracterizar las regiones de la distribucio´n ingreso de los agentes econo´micos
en Me´xico.
La simulacio´n considera 18 escenarios, generados por la combinacio´n de los
para´metros de desarrollo social (L = 1, 2, 3, 4, 5, 6) y de grado de concentracio´n de
poder conforme al nivel de ingreso (δ = 0.4, 0.5, 0.6). Adema´s, se trabaja con 200
agentes computacionales, cada uno con la misma cantidad de riqueza al inicio de la
simulacio´n, la cual fue la media del ingreso observado en el an˜o 2012 en Me´xico. En
cada iteracio´n los agentes interactuan, en pares, con cada uno de los dema´s agentes
para intercambiar riqueza en funcio´n de la riqueza de los dos agentes y el valor de
los para´metros estructurales δ y L.
En total, se llevan a cabo 12 iteraciones5; las primeras dos son descartadas
para quitar ✭✭efectos de esquina✮✮, en tanto que las 10 restantes se unen para formar
la distribucio´n final, de ah´ı que se genera una distribucio´n de 2000 observaciones.
5El uso de las 12 iteraciones se hizo siguiendo a Angle (1986) [3], quien sen˜ala que despue´s de
10 iteraciones es posible comprobar que la distribucio´n es estacionaria dado que las observaciones
del mismo agente es independiente al ser la correlacio´n serial es casi nula.
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Tabla 8.6: Estad´ısticos descriptivos de los datos simulados
δ L n Media DesvStd Moda Mediana Minimo Maximo Asimetria Curtosis Gini
1 2,000 14,547 18,043 2,129 8,532 0 137,087 2 8 0.58
2 2,000 14,547 12,912 4,783 10,982 11 94,319 2 3 0.46
0.4 3 2,000 14,547 10,899 6,119 12,244 53 94,472 1 4 0.40
4 2,000 14,547 9,711 11,565 12,532 243 73,675 1 3 0.35
5 2,000 14,547 8,701 10,814 12,669 612 66,916 1 2 0.32
6 2,000 14,547 8,002 11,244 13,148 828 54,959 1 2 0.30
1 2,000 14,547 20,370 1,606 6,964 0 177,073 3 12 0.63
2 2,000 14,547 14,890 3,513 9,724 0 101,054 2 5 0.51
0.5 3 2,000 14,547 12,669 5,295 10,903 9 101,369 2 4 0.45
4 2,000 14,547 10,890 6,760 11,869 74 80,644 1 3 0.40
5 2,000 14,547 10,321 8,799 12,220 39 79,640 1 3 0.38
6 2,000 14,547 9,841 8,376 12,318 328 61,488 1 2 0.36
1 2,000 14,547 22,130 1,582 5,052 0 165,592 3 10 0.67
2 2,000 14,547 18,371 2,517 7,807 2 177,852 3 10 0.59
0.6 3 2,000 14,547 14,962 3,597 9,827 6 120,670 2 5 0.51
4 2,000 14,547 13,737 3,862 10,628 77 99,987 2 4 0.48
5 2,000 14,547 12,839 4,737 10,976 93 99,338 2 4 0.45
6 2,000 14,547 11,713 5,458 11,682 47 91,001 2 4 0.42
Tabla 8.6: Estad´ısticos descriptivos de los datos simulados. Montos en pesos de 2010.
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Para saber si existe independencia en los datos se mide la correlacio´n del ingreso
del agente a trave´s de las iteraciones y de ah´ı que se concluye que el ingreso del agente
en la iteracio´n t esta solo correlacionado con el ingreso en la iteracio´n inmediata
anterior. Asimismo, se presenta que son mı´nimos los coeficientes de variacio´n de los
estad´ısticos descriptivos de los datos generados en 100 simulaciones del proceso, por
lo que se sugiere que existe estabilidad del MSBA. La informacio´n con los datos que
respaldan la estabilidad del proceso y la independencia del ingreso entre agentes se
encuentran en la tabla D.1 y en la figura D.1 del ape´ndice D.
Los estad´ısticos descriptivos de los datos para cada escenario, se muestran en
la tabla 8.6. La asimetr´ıa estad´ıstica y el exceso de curtosis de todas las muestras
presentan signos positivos, sugirie´ndose as´ı que las distribuciones tienen una cola
derecha ma´s larga y ancha que la cola izquierda, y a su vez que, el decaimiento
de la cola es ma´s disperso que la distribucio´n normal. Adema´s, se muestra que las
combinaciones de los para´metros que resultan con mayor coeficiente de Gini, dis-
tribuciones ma´s inequitativas, asimetr´ıa estad´ıstica y curtosis postivias son aquellas
que se sesgan hacia el desarrollo social bajo y concentracio´n del poder en los agentes
con mayor riqueza.
De la misma manera que con los datos emp´ıricos, cada distribucio´n que se ge-
nera a trave´s del MSBA se divide en dos regiones; la regio´n de ingresos altos y de
ingresos bajos y medios. Para la divisio´n se supune que la cola derecha de la distri-
bucio´n es generada por un proceso tipo Pareto, y se estiman los ingresos mı´nimos
o´ptimos a trave´s del criterio KL. Enseguida, para cada regio´n de las distribucio´n
se calculan los coeficientes de los modelos de probabilidad, que en la seccio´n 8.2
resultaron ser plausibles para caracterizar a los datos emp´ıricos en Me´xico, y los
estad´ısticos de divergencia entre los datos simulados y el modelo de probabilidad
estimado. Por u´ltimo, se realizan pruebas de plausibilidad sobre los modelos recie´n
ajustados.
En la figura 8.12 se encuentra una representacio´n gra´fica del CFDA de los datos
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simulados para los escenarios de nivel de desarrollo medio, (L = 3), con variacio´n
en el para´metro de concentracio´n de poder de acuerdo al grado de ingreso, δ =
0.4, 0.5, 0.6 . Adema´s, el gra´fico muestra el ajuste de la distribucio´n con respecto al
modelo Dagum, para las regiones de ingresos bajo y total, y del modelo de Pareto,
para la regio´n de ingresos altos. Una inspeccio´n visual de los tres paneles sugiere que
el decaimiento de la cola derecha de los datos simulados no es tan disperso como
el que ajustan los modelo Dagum y Pareto, y como el de los datos emp´ıricos de la
seccio´n 8.2.
Por su parte, en las figura 8.13 se presentan los resultados para para la prueba
de plausibilidad por regio´n de la distribucio´n del ingreso, medida de error, modelo
de probabilidad supuesto y escenario del MSBA. En el total de la distribucio´n los
resultados indican que, mediante todos los criterios de error analizados, el mode-
lo Gamma obtiene la suficiente evidencia estad´ıstica par afirmar que los datos del
modelo MSBA pueden ser generados por e´ste modelo en 13 de los 18 escenarios.
Mientras que, los modelos Dagum y Log normal, obtienen respaldo en la prueba de
plausibilidad, implementada por el criterio KL ,en el 61% y 22% de las muestras,
respectivamente. Por su parte en la seccio´n de ingresos medios y bajos las muestras
que pasaron la prueba de plausibilidad, bajo el criterio KL, son 3 suponiendo el mo-
delo Log normal y 7 en el modelo Dagum. Para la cola derecha de las distribuciones,
el modelo de Pareto genera un valor p lo suficientemente grande para no descartarlo,
mediante el criterio SCE, en 15 de las 18 distribuciones.
Para identificar si los datos generados por el MSBA replican a los modelos
estimados de los datos emp´ıricos, se analiza si los intervalos de los valores de los
coeficientes de los modelos plausibles ajustados a los datos simulados contienen a
los intervalos afines provenientes de los modelos plausibles de los datos emp´ıricos.
Esto se propone con el fin de saber si al calibrar los para´metros del MSBA se pueda
llegar a una distribucio´n que se acercarse a los modelos provenientes de los datos
CAPI´TULO 8. RESULTADOS 107
emp´ıricos6. La tabla 8.7 presenta los resultados del enfoque recie´n descrito 7.
Tabla 8.7: Intervalos para las estimaciones segu´n datos emp´ıricos y simulados.
Regio´n Modelo Datos Criterio a/σ p/q b/β µ Gini
Alto Pareto D [1.7, 2.4] [18,014, 95,902]* [0.3, 0.4]
S SCE [2.9, 6.8] [29,033, 73,633]* [0.1, 0.2]
Log normal D [1.2, 1.4] [8.7, 9.0] [0.5, 0.5]
S KL [1.8, 2.7] [7.8, 8.5] [0.8, 0.9]
Bajo Dagum D [2.5, 8.2]* [0.1, 0.4]* [14,801, 23,488] [0.4, 0.5]*
S KL [3.3, 5.5]* [0.1, 0.2]* [23,765, 44,710] [0.4, 0.6]*
Gamma D [0.8, 0.8]** [18,701, 19,138]** [0.5, 0.6]**
Total S KS-SCE-KL [0.4, 2.2]** [6,620, 36,628]** [0.4, 0.7]**
Log normal D [1.2, 1.5] [8.8, 9.2] [0.6, 0.7]
S KL [1.7, 2.7] [7.9, 8.7] [0.8, 0.9]
Dagum D [2.0, 2.7]* [0.3, 0.5]* [14,148, 21,921]* [0.5, 0.6]**
S KL [2.2, 3.3]* [0.1, 0.4]* [20,360, 41,427]* [0.4, 0.7]**
Tabla 8.7: Intervalos para las estimaciones segu´n datos emp´ıricos y simulados confor-
me regio´n de la distribucio´n y modelo plausible. Se presenta la siguiente informacio´n:
a/σ es el para´metro de forma a para las distribuciones Dagum y el para´metro σ pa-
ra el modelo Log normal; p/q es el para´metro de forma p para el modelo Dagum
y Gamma; β es el para´metro de escala; µ es el para´metro de localizacio´n para el
modelo Log normal; y por u´ltimo, Gini representan el ı´ndice de Gini estimado de
manera parame´trica. Los intervalos marcados con */** indican si el intervalo gene-
rado por datos simulados incluyo´ manera parcial/total al intervalo estimado de los
datos emp´ıricos.
Conforme a los resultados de la tabla 8.7 se pueden extraer los siguientes pun-
tos: para el total de la distribucio´n se encuentra que el conjunto de coeficientes e
ı´ndices de Gini estimados para el modelo Dagum, con base en los datos simuladas, no
6Se realizaron pruebas Kolmogorov-Smirnov, por regio´n de la distribucio´n, con la hipo´tesis nula
de que el modelo de probabilidad que genero´ a los datos de la simulacio´n es alguno de los modelos que
resultaron como hipo´tesis plausible de los datos emp´ıricos; para todas las distribuciones generados
por el MSBA se rechaza la hipo´tesis nula y se confirma que ninguna de las distribuciones replican
de manera exacta a los modelos basados en los datos emp´ıricos.
7En la tabla 8.7 de la seccio´n D.2 del ape´ndice D se pueden encontrar las estimaciones de los
modelos de probabilidad para la simulacio´n de los MSBA.
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contiene en su totalidad al conjunto de para´metros que se desprendieron del ana´lisis
de los datos emp´ıricos, es decir, las estimaciones con datos simulados arrojan coefi-
cientes de forma a y b mayores que los mı´nimos observados en la estimacio´n sobre
datos emp´ıricos, y coeficientes de forma p, menores que los estimados por los datos
emp´ıricos. Para el modelo Log normal, los intervalos de los coeficientes estimados
por los datos emp´ıricos y por los datos simulados no contienen ningu´n elemento en
comu´n. En contraste, los intervalos de los coeficientes estimados del ajuste de los
datos simulados a la distribucio´n Gamma incluyen en su totalidad a los intervalos
provenientes de los datos emp´ıricos.
Por su parte, los modelos Dagum y Log normal, ajustados en la regio´n de
ingresos bajos y medios, obtienen resultados similares al ajuste descrito para la regio´n
total de la distribucio´n; la estimacio´n del modelo Dagum con respecto a los datos
simulados logra contener de manera parcial al conjunto de coeficientes estimados de
los datos emp´ıricos, por el contrario, ninguno de los modelos Log normal ajustados
a los datos simulados logra acercarse a los modelos Log normal estimados por los
datos emp´ıricos.
Para finalizar, los intervalos de los coeficientes de los modelos de Pareto ajusta-
dos al MSBA no logran abarcar a los intervalos de los modelos de Pareto estimados
para los datos emp´ıricos, en particular, los coeficientes de Pareto estimados para los
datos emp´ıricos son ma´s pequen˜os que los estimados para los datos simulados, que
significar´ıa que las colas derechas de las distribuciones generadas por la simulacio´n
son menos anchas que las presentadas en los datos emp´ıricos lo cual confirma el
ana´lisis visual del CFDA.
En resumen, se pone en evidencia que el MSBA de la teor´ıa del excedente de
la estratificacio´n social tiene potencial para usarse como base para modelar pol´ıtica
econo´mica con el fin de cambiar la distribucio´n del ingreso de los agentes en Me´xi-
co. En espec´ıfico, se muestra que el modelo Gamma es u´til para caracterizar a la
totalidad de la distribucio´n del ingreso de los agentes econo´micos en Me´xico para
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an˜os recientes, an˜os 2012 y 2014. Sin embargo, si se deseara´ un modelo que incor-
pore informacio´n sobre las variables, que a trave´s de los an˜os pudieran cambiar a la
distribucio´n del ingreso de los agentes econo´micos de Me´xico, se recomienda suponer
que los datos de la simulacio´n, para las regiones total y de ingresos medios y bajos
de la distribucio´n, provienen del modelo Dagum, y en consecuencia, se debe calibrar
los para´metros del MSBA para obtener un modelo base de agentes que replique,
en promedio, a las condiciones observadas en Me´xico a partir de 1984. Por u´ltimo,
si lo que se desea es poner especial e´nfasis en el estudio de la cola derecha de la
distribucio´n se recomienda utilizar otro tipo de modelos de simulacio´n de agentes,
como lo son aquellos que se basan en la teor´ıa cine´tica, que se enfocan en generar
distribuciones con colas derechas de tipo leyes de potencia y para la cola izquierda
modelos tipo log normal y exponencial.
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Figura 8.12: Complemento de la funcio´n de distribucio´n acumulada de los ingresos
simulados para los escenarios de nivel de desarrollo social medio, L = 3, con variacio´n
en el para´metro de concentracio´n de poder de acuerdo al grado de ingreso δ =
0.4, 0.5, 0.6, as´ı como el ajuste que tuvieron sobre el modelo Dagum, para la regio´n
total y de ingresos bajo, y Pareto, para la regio´n de ingresos altos. En el panel (a) se
muestra el escenario (L = 3, δ = 0.4), en el panel (b) el escenario (L = 3, δ = 0.5),
y en el panel (c) el escenario (L = 3, δ = 0.6).
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Figura 8.13: Valores p para la prueba de plausibilidad por regio´n del ingreso, medida
de error, modelo de probabilidad supuesto y escenario del MSA. En espec´ıfico, para la
regio´n total de la distribucio´n de ingresos en el panel (a) se muestran las estimaciones
con base a la divergencia Kullback-Leibler, en el panel (b) de la suma del cuadrado
del error y en el panel (c), la distancia Kolmogo´rov-Smirnov. En tanto que, para las
regiones alta y baja se menciona el criterio con el que se obtuvo el valor p; no se
presentan los criterios que generaron valores p iguales a cero.
Cap´ıtulo 9
Conclusiones.
Contar con un ana´lisis confiable de la forma de la distribucio´n del ingreso mo-
netario en Me´xico, en un primer ana´lisis, puede ayudar en las siguientes cuestiones.
Por un lado se tiene una gu´ıa para identificar, de manera ma´s eficiente, cua´les mode-
los estoca´sticos pueden ser los ma´s adecuados para modelar el caso Me´xicano; si es
mas conveniente utilizar un modelo que considera un proceso multiplicativo o aditi-
vo. Asimismo, una vez disen˜ado el modelo de simulacio´n es de gran utilidad conocer
los para´metros esperados de la distribucio´n de equilibrio para calibrar el modelo, y
as´ı, tener ma´s confiabilidad en la inferencia que se desprende de los resultados de la
simulacio´n. Y por otro lado, el conocer el tipo de proceso que genera una distribucio´n
puede dar una idea de las posibles consecuencias de una implementacio´n en alguna
pol´ıtica pu´blica, en el cambio de la forma de la distribucio´n as´ı como en las variables
macro econo´micas que pueden estar relacionadas con la distribucio´n del ingreso.
El ana´lisis emp´ırico por regio´n de la distribucio´n presentado en este trabajo
se enfoca a implementar una metodolog´ıa ma´s formal, que aquellas que se basan
en el ana´lisis visual, para identificar si un modelo de probabilidad es una hipo´tesis
plausible para generar un conjunto de datos. En especial, se lleva a cabo un ana´lisis
no so´lo para el rango total de la distribucio´n sino que se diferencia el estudio de la
regio´n de ingresos bajos-medios y la regio´n de ingreso altos, esto con el propo´sito, de
determinar si la cola derecha de la distribucio´n de ingresos sigue un modelo tipo ley
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de Pareto, y si, el resto de la distribucio´n sigue un proceso exponencial o log normal.
Entonces, los resultados arrojan, por un lado, que se pod´ıa suponer a ciertos
modelos como hipo´tesis plausibles de los datos, y a su vez, si dos o mas modelos
resultaban plausibles para un mismo an˜o, y por consiguiente, se determino cua´l de
ellos se acercaba ma´s a la distribucio´n emp´ırica observada.
En espec´ıfico, los resultados son los que siguen:
Modelos plausibles. Para la totalidad del ingreso se distingue a los modelos
Dagum, Singh-Maddala, Log normal y Gamma; para la regio´n de ingresos
bajos y medios es plausible suponer que los datos provienen de los modelos
Dagum, Singh-Maddala o Log normal; en tanto que, para la cola derecha de la
distribucio´n el modelo de Pareto y Log normal son hipo´tesis plausibles de los
datos observados.
Mejor ajuste. En la regio´n total los modelos que mejor caracterizan a los datos,
considerando el nu´mero de para´metros, son los modelos Dagum y Log normal,
mientras, que el modelo Dagum es el que presento´ mejor ajuste entre todos.
De igual manera, en al regio´n de ingresos bajos y medios, el modelo Dagum
resulta con mejor ajuste que el modelo Log normal. Por u´ltimo, el modelo de
Pareto obtiene mejor ajuste para la regio´n de ingresos altos.
Por consiguiente, estos resultados ofrecen una gu´ıa para seleccionar un modelo
estocastico que sea el que mejor caracterice al caso mexicano. Si por ejemplo, se
decidiera que la manera ma´s adecuada de representar al ingreso en Me´xico es a
trave´s de un modelo log normal en la parte baja de la distribucio´n, y un modelo tipo
Pareto en la parte alta, entonces, el plausible proponer un modelo multiplicativo,
como el de la ley Gibrat, con un efecto limite, en donde se agrega la restriccio´n de
que el ingreso no puede ser menor a cierto umbral, con la intencio´n de derivar una
ley de potencia para la parte baja de la distribucio´n.
Por otra parte, siguiendo el supuesto de que el ingreso de los agentes econo´micos
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en Me´xico sigue un modelo Log normal y Pareto, en la regio´n de ingresos bajos-
medios y altos, respectivamente, podr´ıa inferirse de manera preliminar co´mo ser´ıa la
afectacio´n de una pol´ıtica publica a la forma del ingreso de la poblacio´n en ambas
regiones. Por ejemplo, en la regio´n baja podr´ıa producir un cambio proporcional, sin
importar el nivel inicial del ingreso de los agentes y tampoco los cambios de otros
factores que tengan alguna relacio´n con el ingreso, y en consecuencia, la incidencia
de la pol´ıtica pu´blica no generara´ grandes cambios en la forma de la distribucio´n ni
en las variables macro econo´micas con las que este´ relacionada. Por otro lado, un
cambio, aunque sea mı´nimo, en la zona de ingresos altos, se traducira´ en grandes
cambios en el ingreso, as´ı como, en los factores econo´micos que sean dependientes
de la relacio´n como lo son la efectividad de la pol´ıtica impositiva, el crecimiento
y desarrollo econo´mico, el alcance a los mercados de capital, la estabilidad social,
entre otros. Sin embargo, cabe sen˜alar que para saber exactamente cua´les son las
consecuencias se debe estudiar la manera en que esta´n relacionadas las variables
macro econo´micas con la forma de la desigualdad.
Asimismo, este ana´lisis se abre a la discusio´n de la pra´ctica de desden˜ar los
datos extremos observados en la distribucio´n del ingreso. Por un lado, cuando se
realiza esa practica es posible llegar a utilizar estad´ıstica tradicional y de obtener
relaciones promedio acordes con teor´ıa econo´mica. Empero, por otro lado, dejar de
lado estos datos significa pasar por alto una fuente de informacio´n, que aunque sea
compleja y dif´ıcil de estudiar, puede ayudar a comprender ma´s a fondo la importancia
de un feno´meno como lo es la desigualdad en la distribucio´n del ingreso.
Por u´ltimo, gracias a la implementacio´n del MSBA se pone e´nfasis en la ne-
cesidad de ser ma´s r´ıgido a la hora de evaluar, si el modelo que se propone, puede
ser utilizado para idear pol´ıticas pu´blicas destinadas a una regio´n. Si bien el modelo
puede ser una hipo´tesis plausible para generar los datos observados, se debe dar un
paso atra´s para reflexionar si el principio estoca´stico en el que se basa el modelo es el
mejor para caracterizar a la realidad que se pretende estudiar, y de manera similar,
tratar de resolver si en realidad el modelo es capaz de replicar una distribucio´n tal
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cual se observa en la realidad.
9.1 Contribuciones
Implementacio´n computacional de una metodolog´ıa que ayuda a identificar el
modelo de probabilidad del que provienen datos emp´ıricos que provienen de
una muestra agrupada a trave´s de un ponderador: (i) prueba de plausibilidad
para comprobar si un modelo de probabilidad genera un conjunto de datos
observados; (ii)prueba de bondad de ajuste Kolmogorov-Smirnov; (iii) prueba
de bondad de ajuste de Vuong; (ii) estimacio´n del valor de l´ımite inferior
o´ptimo que la variable en estudio si se supone que se distribuye conforme a
cierto modelo de probabilidad.
Se comprueba que los modelos Dagum, Log normal y Gamma son hipo´tesis
plausibles para describir el proceso que genera al total de regio´n de la distribu-
cio´n de ingreso, de manera similar, para la regio´n de ingresos medios y bajos los
modelos que resultaron plausibles fueron el Dagum y Log normal, por su parte,
el modelo de Pareto y Log normal, en menor medida, resultaron plausible para
caracterizar la regio´n de ingresos altos de la distribucio´n de ingresos.
Adema´s, de entre los modelos plausibles, se identifica cuales modelos obtuvie-
ron mejor ajuste con respecto a los datos emp´ıricos. Los mejores modelos por
nu´mero de para´metros y regio´n de la distribucio´n de los ingresos en Me´xico
para el periodo 1992-2014, son los que siguen: los modelos Dagum y Log nor-
mal, para el total de la distribucio´n y regio´n de ingresos medios y bajos, y el
modelo de Pareto para la cola derecha de la distribucio´n.
Se presenta un modelo de simulacio´n de agentes, con base en la teor´ıa cine´tica
de gases, que incluye dos para´metros, los cuales deciden el monto de intercam-
bio entre los agentes y que tienen una interpretacio´n econo´mica.
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Se muestra que el MSBA tiende a generar distribuciones ma´s inequitativas
para las combinacio´nes en las que existe mayor probabilidad de perder un
porcentaje de ingreso alto –sociedades con bajo desarrollo- y donde la proba-
bilidad de que el agente que gane el encuentro sea el de mayor ingreso –sociedad
dominada por las clases ricas-.
Se comprueba que, para algunas de las distribuciones que genera el MSBA,
los modelos plausibles para generar dichos datos son los que siguen: para el
total de la distribucio´n los modelos Dagum, Gamma y Log normal –en menor
medida-; para la regio´n de ingresos bajos los modelos Log normal y Dagum;
mientras que, para la regio´n alta de la distribucio´n se puede emplear el modelo
Pareto.
Se concluye que, el MSBA tiene potencial para replicar, la forma de la dis-
tribucio´n total del ingreso en Me´xico, en especial, si se supone que el modelo
Gamma es el proceso que genera los datos en Me´xico, como se observa para la
muestra del 2012 y 2014.
9.2 Trabajo futuro.
De acuerdo a los resultados que se obtuvieron en esta investigacio´n, el desarrollo
del estudio de la formacio´n de la distribucio´n del ingreso en Me´xico que englobe el
punto de vista tanto de la teor´ıa econo´mica como de f´ısica puede seguir las siguientes
l´ıneas:
Afinar la prueba de plausibilidad para datos muestrales que considere la pro-
babilidad de observar una muestra en la cual los datos que pertenecen a los
dos regiones de la distribucio´n se comportan de acuerdo a dos modelos de
probabilidad diferentes.
A partir de un me´todo heur´ıstico calibrar los para´metros del MSBA con el
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objetivo de que el modelo sea capaz de replicar a los modelos de probabilidad
que resultaron generar a los datos en Me´xico.
Desarrollar unMSBA que sea ma´s af´ın los resultados presentados en el ana´lisis
emp´ırico de la distribucio´n del ingreso. Por ejemplo, si de considera los modelos
que resultaron plausibles y con mayor parsimonia, entonces, el MSBA que se
desarrolle debe ser capaz de generar, para la regio´n de ingresos bajos y medios,
un proceso multiplicativo tipo Log normal y, para la regio´n de ingresos altos,
una distribucio´n tipo Pareto.
Caracterizar en el MSBA base, a trave´s de reglas sencillas, algunas de las
teor´ıas econo´micas que explican la formacio´n de la desigualdad en la distribu-
cio´n del ingreso. Estas teor´ıas son: las imperfecciones en el mercado de capital,
desigualdad en la distribucio´n de la educacio´n, apertura comercial, mercado
laboral.
Desarrollar un modelo en el que puedan hacer sinergia un modelo econo´mico
con el MSBA.
Estudiar la relacio´n de la forma de la distribucio´n del ingreso emp´ırico con
eventos econo´micos que ocurrieron en el periodo de estudio, como lo fueron,
las crisis econo´micas de 1994-95 y 2008, la apertura comercial a trave´s del TLC,
el cambio de partido pol´ıtico en la presidencia. Con base en estos resultados
probar la capacidad de prediccio´n del MSBA sobre cambios en la distribucio´n
del ingreso por producto de un cambio en la economı´a.
Definir si existe una distribucio´n estable en el periodo analizado
Ape´ndice A
Revisio´n bibliogra´fica
Para las regiones total, alta y baja de la distribucio´n del ingreso, a continuacio´n
se presentan tres tablas con informacio´n bibliogra´fica acerca del ajuste de modelos
de probabilidad en datos emp´ıricos. Las columnas de las tablas muestran el autor
del estudio ✭✭Autor✮✮, la regio´n del mundo ✭✭Regio´n✮✮ y el periodo de tiempo que se
estudio´ ✭✭Per✮✮, as´ı como la definicio´n de la variable que se trabajo´ ✭✭Var✮✮, el me´todo
con que se estimo´ el modelo ✭✭Met✮✮, los modelos de probabilidad que se estudiaron
✭✭Mod✮✮, el criterio de seleccio´n del mejor modelo ✭✭Criterio✮✮, el mejor modelo que
ajusto´ al estudio ✭✭Mej✮✮, y por u´ltimo, los coeficientes estimados ✭✭Coeficientes✮✮.
Las claves para la columna ✭✭Var✮✮: IF, ingreso del hogar; IF (B), ingreso del
hogar bruto proveniente de cualquier trabajo; IF (L), ingreso del hogar libre de im-
puestos proveniente de cualquier trabajo; IF (2), ingreso del hogar (dos personas) y
por persona; RP, riqueza personal; RP (L), riqueza personal libre de impuestos; IP,
ingreso personal; IP (H), ingreso personal de sueldos y salarios de hombres, condi-
cional a la escolaridad y la experiencia; IP (J), ingreso del jefe del hogar por sueldos
y salarios condicional a la escolaridad y la experiencia; IP (F), ingreso personal del
hogar. Claves para la columna ✭✭Met✮✮: MCO, mı´nimos cuadrados ordinarios; MV,
ma´xima verosimilitud; BAY, estimacio´n Bayesiana.
Claves para la columna ✭✭Mod✮✮: FBG, familia Beta Generalizada; E, Exponen-
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cial; MG, mezcla de Gammas; LN, Log normal; P, Pareto; G, Gamma; W, Weibull;
D, Dagum; SM, Singh-Maddala; PD, Pareto Doble; BG II, Beta Generalizada II;
PDLN Pareto doble Log normal; B II, Beta II; EE, Estiramiento exponencial; PCE,
Pareto con corte exponencial.
Claves para la columna ✭✭Crit✮✮: LR, prueba de razo´n de verosimilitud; Log L,
logaritmo de verosimilitud; M, comparacio´n media muestral; SCE, suma del cuadra-
do del error; SEA, suma del error absoluto; RMCE, Raiz de la media del cuadrado
del error; KS, prueba Kolmogorov Smirnov; AD, prueba Anderson-Darling; [19],
metodolog´ıa desarrollada por [19]; G-G, similitud entre indice de Gini y de Gilbrat;
RG,razo´n de concentracio´n de Gini; G, comparacio´n ı´ndice de Gini muestral; AIC,
criterio de informacio´n de Aikaike; CL, criterio de concentracio´n de Lorenz. Los
coeficientes α y β se refieren a los para´metros de forma y al ı´ndice de Gibrat.
Autor Regio´n Per Var Met Mod Crit Mej Coeficientes
[6] 23 pa´ıses
datos
quin-
quena-
les a
partir
de 1970
IF (B) MV FBG
LR,
Log L,
M,
SCE,
SEA
(i) W en el
62%, D
84% y GB
II en el
100%
LN: βǫ[0.34, 1.49];
G: αǫ[0.7, 4.7]; D:
αaǫ[2, 7.8],
αpǫ[0.08, 0.93],
SM: αaǫ[0.9, 3.2],
αqǫ[1, 1E6]
[6] Me´xico
1984,
1989,
1992,
1994,
1996
IF (B) MV FBG
LR,
Log L,
M,
SCE,
SEA
(i) LN en
60%,
Dagum en
80% y GB
II en 100%
LN: βǫ[0.65, 0.76];
G: αǫ[1.1, 1.4]; D:
αaǫ[2, 2.5],
αpǫ[0.52, 0.72];
SM: αaǫa[1.3, 1.6],
αqǫ[1.4, 2.63]
[18] Canada 1979 IF (B) BAY
MG,
LN, B
II, SM,
D
RMCE,
KS
MG y SM
[24]
USA,
Argentina,
Sri-Lanka,
Canada
1959-
1973
IF MCO
LN, G,
SM y
D
SCE,
RG
Para USA,
an˜os 1969
y 1970 D
D: αaǫ[2.1, 4.3],
αpǫ[0.34, 0.37]
[29] USA
1996 y
1993
IF (2)
y IP
MCO E Visual E
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[60] USA
1970,
1975 y
1980
IF MV FBG
LR,
Log L,
M,
SCE,
SEA
SM, BG
LN: βǫ[0.91, 1.02];
G: αǫ[1.56, 1.6];
SM:
αaǫ[1.69, 1.96],
αqǫ[2.93, 8.36]
[68] 189 pa´ıses
1976-
2006
IF MCO
LN, G,
W
G LN
[73] Me´xico
1998,
2002,
2008
NA BAY
P, LN,
D
Aik D
D: αaǫ[2],
αpǫ[0.29, 0.35]
[74] USA
1960-
1969
IP (F) MV G, LN CL G G: αǫ[1.9, 2.5]
[82] USA
1960-
1972
IF MCO
LN. G,
SM
SM
SM: αaǫ[1.97, 2.1],
αqǫ[2.5, 5.6]
[90] USA
2000-
2009
IP (J) MV
E, G,
LN, W,
PD,
BG II,
PDLN
AIC DPLN
P: αaltoǫ[2.5],
αbajoǫ[1]
[90] USA
1968-
1993
MV
E, G,
LN, W,
PD,
BG II,
PDLN
AIC DPLN
P: αaltoǫ[3, 4],
αbajoǫ[1.5, 2.5]
Tabla A.1: Resumen de referencias bibliogra´ficas para el totalidad de la distribucio´n
del ingreso
Autor Regio´n Per Var Met Mod Crit Mej Coeficientes
[11] Mundo
1996-
2002
IP MV
P, E,
LN,
EE,
PCE
[19]
(i) P en
28%
P α¯: 1.5
[11] USA
1988-
2012
IP MV
P, E,
LN,
EE,
PCE
[19]
(i) P en
29%
P α¯: 1.4
[11] China
2006-
2012
IP MV
P, E,
LN,
EE,
PCE
[19]
(i) P en
83%
P α¯: 1.7
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[11] Rusia
2004-
2011
IP MV
P, E,
LN,
EE,
PCE
[19]
(i) P en
25%
P α¯: 0.9
[19] USA 2003 RP (L) MV
P, E,
LN,
EE,
PCE
[19]
Se rechaza
hipo´tesis
P α: 1.3
[21] Italia
1977-
2002
IP MCO P Visual P P:αǫ[1.09, 2.3]
[20]
USA, UK y
Alemania
1980-
2002
IF (L) MCO P P
P:
αǫ[0.01, 4.76]
[26] Australia
1993-
1997
P P P: αǫ[1.2, 2.6]
[30] UK 1996 P Visual P P: αǫ[.9]
[30] UK
1994-
1998
IP MCO P Visual P P: αǫ[1, 1.3]
[30] USA 1998 IP MCO P Visual P P: αǫ[.8, 1.2]
[35] Japo´n
1987-
2000
IP MCO P Visual P P: αǫ[1.8, 2.1]
[83] India
2002-
2004
RP (L) MCO P P P: αǫ[0.8, 0.9]
[83] India 1997 IF MCO P P P:αǫ[1.51]
[87] Japo´n
1900-
2000
IF (L) NA P Pareto P: αǫ[1.5, 2.5]
[90] USA
1968-
1993
IP (H) MV P
prue-
bas KS
y AD
(i) P en
90%
P: αǫ[3, 4]
[90] USA
2000-
2009
IP (J) MV
prue-
bas KS
y AD P
[19]
(i) P en
100%
P: αǫ[1.5, 2.5]
[95] USA
1983-
2001
IP NA P Visual P P: αǫ[1.4, 1.8]
Tabla A.2: Resumen de referencias bibliogra´ficas para la regio´n alta de la distribucio´n
del ingreso
Autor Regio´n Per Var Met Mod Crit Mej Coeficientes
[21] Italia
1977-
2002
IP MV LN Visual LN LN: βǫ[2.08, 2.7]
[20]
USA, UK y
Alemania
1980-
2002
IF (L) MCO LN LN LN: βǫ[1, 2.73]
[26] Australia
1993-
1997
IF ND LN LN LN: βǫ[1.17, 1.41]
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[30] UK 1996 RP MCO E Visual E
[30] UK
1994-
1998
IP MCO E Visual E
[30] USA 1998 IP MCO E Visual E
[83] India 1997 IF MCO LN LN
[87] Japo´n
1950-
2000
IF (L) LN LN LN: βǫ[2.2, 3]
[95] USA
1983-
2001
IP E Visual E
Tabla A.3: Resumen de referencias bibliogra´ficas para la regio´n baja de la distribu-
cio´n del ingreso
Ape´ndice B
Informacio´n estad´ıstica para
Me´xico
B.1 Encuesta Ingreso Gasto de los Hogares
en Me´xico
La ENIGH es una fuente de informacio´n sobre los ingresos y egresos de los
hogares mexicanos que puede encontrar como primer antecedente, en 1956, a la en-
cuesta de Ingresos y Egresos de la Poblacio´n en Me´xico por parte de la Direccio´n
General de Estad´ıstica. Sin embargo, a partir de 1984, se desarrollo´ Encuesta Nacio-
nal de Ingreso-Gasto de los Hogares que busco´ homogeneizar la metodolog´ıa, tomar
en cuenta recomendaciones internacionales y necesidades de diferentes usuarios.
Adema´s de proporcionar datos de calidad y desagregacio´n sobre los ingresos y
egresos de la poblacio´n mexicana, la ENIGH recaba informacio´n sobre ✭✭las carac-
ter´ısticas ocupacionales y sociodemogra´ficas de los integrantes del hogar, as´ı como
de las caracter´ısticas de la infraestructura de la vivienda y el equipamiento del ho-
gar✮✮ [50]. Enseguida se desglosa la cobertura tema´tica la ENIGH.
Ingreso corriente total (monetario y no monetario) de los hogares.
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Gasto corriente total (monetario y no monetario) de los hogares.
Percepciones financieras y de capital de los hogares y sus integrantes.
Erogaciones financieras y de capital de los hogares.
Caracter´ısticas de la vivienda.
Residentes e identificacio´n de hogares en la vivienda.
Caracter´ısticas sociodemogra´ficas de los residentes de la vivienda.
Condicio´n de actividad y caracter´ısticas ocupacionales de los integrantes del
hogar de 12 y ma´s an˜os.
Equipamiento del hogar, servicios.
El marco muestral la encuesta utiliza la informacio´n demogra´fica y cartogra´fica
proveniente del Censo de Poblacio´n y Vivienda del 2000, y su unidad de muestreo y
de observacio´n es la vivienda y el hogar respectivamente. Asimismo, el esquema de
muestreo es probabil´ıstico y el disen˜o es estratificado, bieta´pico y por conglomerados.
A partir de este disen˜o los resultados obtenidos de la ENIGH pueden generalizarse
hacia el total de la poblacio´n donde la unidad de ana´lisis es el hogar, la vivienda y
los integrantes del hogar.
La encuesta esta´ disen˜ada para tener una cobertura geogra´fica a nivel nacio-
nal con un desglose geogra´fico para a´reas rurales (localidades con menos de 2,500
habitantes) y a´reas urbanas (localidades de 2,500 habitantes y ma´s). Dado que la
ENIGH es una encuesta muestral se cuenta con un ponderador factor de expansio´n
que se interpreta como ✭✭la cantidad de viviendas (hogares o personas) en la pobla-
cio´n que representa una vivienda en la muestra✮✮ [50]. LA ENIGH cuenta con dos
ponderadores, uno asociado a la vivienda y otro al hogar. Entonces, para obtener la
informacio´n representativa nivel poblacional se procedio´ multiplicar la variable en
estudio por el factor de expansio´n de hogares para cada registro, quedando as´ı una
variable representativa, a nivel nacional, por integrante del hogar en Me´xico.
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Para la realizacio´n de este trabajo se tomaron en consideracio´n claves referen-
tes al ingreso corriente monetario. La ENIGH define al ingreso corriente como los
recursos, ya sean monetarios o en especie, que el agente econo´mico puede obtener
de manera regular, que esta´n disponibles para el consumo de bienes y servicios, y
no incluye montos que modifican el patrimonio neto de los activos y pasivos del
hogar. Por su parte, el ingreso corriente monetario esta´ constituido por percepciones
provenientes del pago al trabajo o por participacio´n en alguna actividad productiva,
indemnizaciones y transferencias.
De ah´ı que, las claves seleccionadas para la construccio´n de la variable ingreso
son las que refieren a ingresos monetarios por trabajo subordinado, trabajo indepen-
diente y por posesio´n de activos f´ısicos y no f´ısicos. Cabe sen˜alar que la codificacio´n
de las muestras ha cambiado en el tiempo por lo que las tablas que continuacio´n se
presentan agrupan a las muestras con igual codificacio´n.
Tipo Claves de ENIGH que constituyen la variable ingreso
An˜os 1984 y 1989
Trabajo
sub or-
dinado
Ingresos netos por remuneraciones al trabajo
P001 Sueldos, salarios y horas extras
P002 Comisiones y propinas
P003 Aguinaldo, gratificaciones y premios
P004 Primas vacacionales
P005 Reparto de utilidades
Trabajo
inde-
pen-
diente
Ingresos netos de negocios propios
P008 Negocios industriales
P009 Negocios comerciales
P010 Prestacio´n de servicios
P011 Procesamiento de materias primas
P012 Produccio´n agr´ıcolas
P013 Produccio´n pecuarios
P022 Ingresos provenientes de cooperativas de produccio´n
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos netos por renta de la propiedad
P015 Alquiler de tierras y terrenos
P016 Alquiler de casas, edificios, locales y otros
P017 Intereses provenientes de inversiones a plazo fijo
P018 Intereses provenientes de cuentas de ahorro
P019 Intereses provenientes de pre´stamos a terceros
P020 Intereses provenientes de acciones, bonos y ce´dulas
P021 Alquiler de marcas, patentes y derechos de autor
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An˜o 1992
Trabajo
sub or-
dinado
Ingresos netos por remuneraciones al trabajo
P001 Sueldos, salarios y horas extras
P002 Comisiones y propinas
P003 Aguinaldo, gratificaciones y premios
P004 Primas vacacionales
P005 Reparto de utilidades
P006 Ingresos provenientes de cooperativas de produccio´n
Trabajo
inde-
pen-
diente
Ingresos netos de negocios propios
P007 Negocios industriales
P008 Negocios comerciales
P009 Prestacio´n de servicios
P010 Procesamiento de materias primas
P011 Produccio´n agr´ıcola
P013 Produccio´n pecuaria y forestal
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos netos por renta de la propiedad
P015 Alquiler de tierras y terrenos
P016 Alquiler de casas, edificios, locales y otros
P017 Intereses provenientes de inversiones a plazo fijo
P018 Intereses provenientes de cuentas de ahorro
P019 Intereses provenientes de pre´stamos a terceros
P020 Intereses provenientes de acciones, bonos y ce´dulas
P021 Alquiler de marcas, patentes y derechos de autor
An˜os 1994 y 1996
Trabajo
sub or-
dinado
Ingresos netos por remuneraciones al trabajo
P001 Sueldos, salarios, jornal y horas extras
P002 Comisiones, propinas y destajo
P003 Aguinaldo, gratificaciones, premios y recompensas adicionales
P004 Primas vacacionales y otras prestaciones en efectivo
P005 Reparto de utilidades
Trabajo
inde-
pen-
diente
Ingresos netos de negocios propios
P006 Negocios industriales
P007 Negocios comerciales
P008 Prestacio´n de servicios
P009 Produccio´n agr´ıcola
P010 Produccio´n pecuaria y derivados
P011 Produccio´n forestal
P012 Recoleccio´n de flora y fauna
P013 Acuacultura y pesca
P014 Sueldos o salarios
P015 Ganancias o utilidades
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos netos por renta de la propiedad
P016 Alquiler de tierras y terrenos
P017 Alquiler de casa, edificios, locales y otros inmuebles
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P018 Intereses provenientes de inversiones a plazo fijo
P019 Intereses provenientes de cuentas de ahorro
P020 Intereses provenientes de pre´stamos a terceros
P021 Intereses provenientes de acciones, bonos y ce´dulas
P022 Alquiler de marcas, patentes y derechos de autor
An˜os 1998, 2000 y 2002
Trabajo
sub or-
dinado
Ingresos netos por remuneraciones al trabajo
P001 Sueldos, salarios o jornal
P002 Destajo
P003 Comisiones y propinas
P004 Horas extras
P005 Cre´dito al salario
P006 Incentivos, gratificaciones o premios
P007 Aguinaldo, bono, percepcio´n adicional o sobresueldo
P008 Primas vacacionales y otras prestaciones en efectivo
P009 Reparto de utilidades
Trabajo
inde-
pen-
diente
Ingresos netos de negocios propios
P010 Negocios industriales
P011 Negocios comerciales
P012 Prestacio´n de servicios
P013 Produccio´n agr´ıcola
P014 Produccio´n pecuaria y derivados
P015 Produccio´n forestal
P016 Recoleccio´n de flora, productos forestales y caza
P017 Acuacultura y pesca
P018 Sueldos o salarios
P019 Ganancias o utilidades
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos netos por renta de la propiedad
P020 Alquiler de tierras y terrenos
P021 Alquiler de casas, edificios, locales y otros inmuebles
P022 Intereses provenientes de inversiones a plazo fijo
P023 Intereses provenientes de cuentas de ahorro
P024 Intereses provenientes de pre´stamos a terceros
P025 Intereses provenientes de acciones, bonos y ce´dulas
P026 Alquiler de marcas, patentes y derechos de autor
P027 Otros ingresos por renta de la propiedad no considerados en los anteriores
An˜os 2004, 2005 y 2006
Trabajo
sub or-
dinado
Ingresos por remuneraciones al trabajo asalariado
P001 Sueldos, salarios o jornal
P002 Destajo
P003 Comisiones y propinas
P004 Horas extras
P005 Aguinaldo
P006 Incentivos, gratificaciones o premios
P007 Bono, percepcio´n adicional o sobresueldo
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P008 Primas vacacionales y otras prestaciones en efectivo
P009 Reparto de utilidades
Trabajo
inde-
pen-
diente
Ingresos netos de negocios propios
P010 Negocios industriales
P011 Negocios comerciales
P012 Negocios de prestacio´n de servicios
P013 Negocios agr´ıcolas
P014 Negocios de cr´ıa, explotacio´n y productos derivados de animales
P015 Negocios de reproduccio´n, recoleccio´n de productos forestales y tala de a´rboles
P016 Negocios de pesca, caza y captura de animales
Ingresos por cooperativas
P017 Sueldos o salarios
P018 Ganancias o utilidades
Ingresos por sociedades
P019 Sueldos, salarios o jornal
P020 Destajo
P021 Comisiones y propinas
P022 Horas extras
P023 Aguinaldo
P024 Incentivos, gratificaciones o premios
P025 Bono, percepcio´n adicional o sobresueldo
P026 Primas vacacionales y otras prestaciones en efectivo
P027 Reparto de utilidades
P028 Ganancias o utilidades
Ingresos de empresas que funcionan como sociedades
P029 Sueldos, salarios o jornal
P030 Destajo
P031 Comisiones y propinas
P032 Horas extras
P033 Aguinaldo
P034 Incentivos, gratificaciones o premios
P035 Bono, percepcio´n adicional o sobresueldo
P036 Primas vacacionales y otras prestaciones en efectivo
P037 Reparto de utilidades
P038 Ganancias o utilidades
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos netos por renta de la propiedad
P039 Alquiler de tierras y terrenos, dentro y fuera del pa´ıs
P040 Alquiler de casas, edificios, locales y otros inmuebles que esta´n dentro del pa´ıs
P041 Alquiler de casas, edificios, locales y otros inmuebles que esta´n fuera del pa´ıs
P042 Intereses provenientes de inversiones a plazo fijo
P043 Intereses provenientes de cuentas de ahorro
P044 Intereses provenientes de pre´stamos a terceros
P045 Rendimientos provenientes de acciones o dividendos, bonos y ce´dulas
P046 Alquiler de marcas, patentes y derechos de autor
P047 Otros ingresos por renta de la propiedad no considerados en los anteriores
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An˜o 2008
Trabajo
sub or-
dinado
Ingresos del trabajo principal para subordinados
P001 Sueldos, salarios o jornal
P002 Destajo
P003 Comisiones y propinas
P004 Horas extras
P005 Incentivos, gratificaciones o premios
P006 Bono, percepcio´n adicional o sobresueldo
P007 Primas vacacionales y otras prestaciones en efectivo
P008 Reparto de utilidades del ejercicio 2007
P009 Aguinaldo del ejercicio 2007
Ingresos del trabajo secundario para subordinados
P018 Total de ingresos monetarios
P019 Reparto de utilidades y aguinaldo
Trabajo
inde-
pen-
diente
Ingresos del trabajo principal provenientes de las cooperativas, sociedades y
empresas que funcionan como sociedades
P011 Sueldos o salarios
P012 Ganancias/utilidades
P013 Otros ingresos
Ingresos del trabajo secundario provenientes de las cooperativas, sociedades y
empresas que funcionan como sociedades
P015 Sueldos o salarios
P016 Ganancias/utilidades
P017 Otros ingresos
Ingresos por trabajo de personas menores de 12 an˜os
P063 Ingreso por trabajo de personas menores de 12 an˜os
Ingresos por negocio propio
Trabajo principal
P067 Por negocios con tipo de actividad industrial
P068 Por negocios con tipo de actividad comercial
P069 Por negocios prestadores de servicios
P070 Por negocios con actividades agr´ıcolas
P071 Por negocios con actividades de cr´ıa y explotacio´n de animales
P072 Por negocios con actividades de recoleccio´n, reforestacio´n y tala de a´rboles
P073 Por negocios con actividades de pesca, caza y captura de animales
Trabajo secundario
P074 Por negocios con tipo de actividad industrial
P075 Por negocios con tipo de actividad comercial
P076 Por negocios prestadores de servicios
P077 Por negocios con actividades agr´ıcolas
P078 Por negocios con actividades de cr´ıa y explotacio´n de animales
P079 Por negocios con actividades de recoleccio´n, reforestacio´n y tala de a´rboles
P080 Por negocios con actividades de pesca, caza y captura de animales
Posesio´n
de ac-
tivos
f´ısicos
Ingresos por renta de la propiedad
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P023 Alquiler de tierras y terrenos, dentro y fuera del pa´ıs
P024 Alquiler de casas, edificios, locales y otros inmuebles que esta´n dentro del pa´ıs
P025 Alquiler de casas, edificios, locales y otros inmuebles que esta´n fuera del pa´ıs
P026 Intereses provenientes de inversiones a plazo fijo
P027 Intereses provenientes de cuentas de ahorro
P028 Intereses provenientes de pre´stamos a terceros
P029 Rendimientos provenientes de bonos o ce´dulas
P030 Alquiler de marcas, patentes y derechos de autor
P031 Otros ingresos por renta de la propiedad no considerados en los anteriores
An˜o 2010
Trabajo
sub or-
dinado
Ingresos del trabajo principal para subordinados
P001 Sueldos, salarios o jornal
P002 Destajo
P003 Comisiones y propinas
P004 Horas extras
P005 Incentivos, gratificaciones o premios
P006 Bono, percepcio´n adicional o sobresueldo
P007 Primas vacacionales y otras prestaciones en efectivo
P008 Reparto de utilidades del ejercicio 2007
P009 Aguinaldo del ejercicio 2009
Ingresos del trabajo secundario para subordinados
P014 Monto recibido en el trabajo secundario
P015 Reparto de utilidades del ejercicio 2009
P016 Aguinaldo del ejercicio 2009
Ingreso por trabajo de personas menores de 12 an˜os
P067 Ingreso por trabajo de personas menores de 12 an˜os
Trabajo
inde-
pen-
diente
Ingresos del trabajo principal provenientes de las cooperativas, sociedades y
empresas que funcionan como sociedades
P011 Sueldos o salarios
P012 Ganancias/utilidades
P013 Otros ingresos
Ingresos del trabajo secundario provenientes de las cooperativas, sociedades y
empresas que funcionan como sociedades
P018 Sueldos o salarios
P019 Ganancias/utilidades
P020 Otros
Ingresos por negocio propio
Trabajo principal
P068 Por negocios con tipo de actividad industrial
P069 Por negocios con tipo de actividad comercial
P070 Por negocios prestadores de servicios
P071 Por negocios con actividades agr´ıcolas
P072 Por negocios con actividades de cr´ıa y explotacio´n de animales
P073 Por negocios con actividades de recoleccio´n, reforestacio´n y tala de arboles
P074 Por negocios con actividades de pesca, caza y captura de animales
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Trabajo secundario
P075 Por negocios con tipo de actividad industrial
P076 Por negocios con tipo de actividad comercial
P077 Por negocios prestadores de servicios
P078 Por negocios con actividades agr´ıcolas
P079 Por negocios con actividades de cr´ıa y explotacio´n de animales
P080 Por negocios con actividades de recoleccio´n, reforestacio´n y tala de arboles
P081 Por negocios con actividades de pesca, caza y captura de animales
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos por renta de la propiedad
P023 Alquiler de tierras y terrenos, dentro y fuera del pa´ıs
P024 Alquiler de casas, edificios, locales y otros inmuebles que esta´n dentro del pa´ıs
P025 Alquiler de casas, edificios, locales y otros inmuebles que esta´n fuera del pa´ıs
P026 Intereses provenientes de inversiones a plazo fijo
P027 Intereses provenientes de cuentas de ahorro
P028 Intereses provenientes de pre´stamos a terceros
P029 Rendimientos provenientes de bonos o ce´dulas
P030 Alquiler de marcas, patentes y derechos de autor
P031 Otros ingresos por renta de la propiedad no considerados en los anteriores
An˜os 2012 y 2014
Trabajo
sub or-
dinado
Ingresos del trabajo principal para subordinados
P001 Sueldos, salarios o jornal
P002 Destajo
P003 Comisiones y propinas
P004 Horas extras
P005 Incentivos, gratificaciones o premios
P006 Bono, percepcio´n adicional o sobresueldo
P007 Primas vacacionales y otras prestaciones en dinero
P008 Reparto de utilidades
P009 Aguinaldo
Ingresos del trabajo secundario para subordinados
P014 Monto recibido en el trabajo secundario
P015 Reparto de utilidades
P016 Aguinaldo
Ingreso por trabajo de personas menores de 12 an˜os
P067 Ingreso por trabajo de personas menores de 12 an˜os
Ingresos por negocios del hogar, trabajo principal
P011 Sueldos o salarios
P012 Ganancias/utilidades
P013 Otros ingresos
Ingresos del trabajo secundario provenientes de las cooperativas, sociedades y
empresas que funcionan como sociedades
P018 Sueldos o salarios
P019 Ganancias/utilidades
P020 Otros
Ingresos por negocio propio
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Trabajo principal
P068 Por negocios con tipo de actividad industrial
P069 Por negocios con tipo de actividad comercial
P070 Por negocios prestadores de servicios
P071 Por negocios con actividades agr´ıcolas
P072 Por negocios con actividades de cr´ıa y explotacio´n de animales
P073 Por negocios con actividades de recoleccio´n, reforestacio´n y tala de a´rboles
P074 Por negocios con actividades de pesca, caza y captura de animales
Trabajo secundario
P075 Por negocios con tipo de actividad industrial
P076 Por negocios con tipo de actividad comercial
P077 Por negocios prestadores de servicios
P078 Por negocios con actividades agr´ıcolas
P079 Por negocios con actividades de cr´ıa y explotacio´n de animales
P080 Por negocios con actividades de recoleccio´n, reforestacio´n y tala de a´rboles
P081 Por negocios con actividades de pesca, caza y captura de animales
Posesio´n
de ac-
tivos
f´ısicos
y no
f´ısicos
Ingresos por renta de la propiedad
P023 Alquiler de tierras y terrenos, dentro y fuera del pa´ıs
P024 Alquiler de casas, edificios, locales y otros inmuebles que esta´n dentro del pa´ıs
P025 Alquiler de casas, edificios, locales y otros inmuebles que esta´n fuera del pa´ıs
P026 Intereses provenientes de inversiones a plazo fijo
P027 Intereses provenientes de cuentas de ahorro
P028 Intereses provenientes de pre´stamos a terceros
P029 Rendimientos provenientes de bonos o ce´dulas
P030 Alquiler de marcas, patentes y derechos de autor
P031 Otros ingresos por renta de la propiedad no considerados en los anteriores ingresos
Tabla B.1: Claves de la muestras provenientes de la ENIGH.
Ape´ndice C
Ana´lisis por regio´n
C.1 Resultados para la regio´n total de la
distribucio´n del ingreso
An˜o Modelo a/σ p/q b/β µ Gini Media KL SCE KS
Pareto 0.13 -1.34 - 2.23 246.15 0.46
Exponencial 16,017 0.5 16,017 0.05 3.97 0.06
1984 Gamma 1.09 14,676 0.48 16,017 0.03 2.69 0.06
Log normal 1.17 9.16 0.59 18,735 0.11 9.87 0.11
Dagum 2.73 0.37 21,158 0.48 15,564 0.01 0.51 0.04
Singh-Maddala 1.27 3.35 34,621 0.49 15,808 0.02 1.79 0.06
Pareto 0.14 -1.41 - 1.71 451.59 0.46
Exponencial 17,125 0.5 17,125 0.07 13.64 0.09
1984 Gamma 1.04 16,505 0.49 17,125 0.06 13.12 0.09
Log normal 1.11 9.16 0.57 18,148 0.15 10.88 0.10
Dagum 2.28 0.53 16,745 0.5 16,229 0.04 1.01 0.04
Singh-Maddala 1.45 1.87 18,619 0.5 16,393 0.05 1.98 0.05
Pareto 0.07 -1.17 - 6.28 573.29 0.52
Exponencial 18,254 0.5 18,254 0.05 12.41 0.10
1992 Gamma 0.94 19,488 0.51 18,254 0.07 12.53 0.10
Log normal 1.19 9.16 0.6 19,960 0.11 11.32 0.10
Dagum 2.14 0.53 17,357 0.53 17,362 0.01 1.11 0.04
Singh-Maddala 1.36 1.83 18,988 0.54 17,622 0.02 2.22 0.05
Pareto 0.12 -1.32 - 2.2 312.35 0.46
Exponencial 18,832 0.5 18,832 0.04 11.72 0.11
1994 Gamma 0.88 21,471 0.53 18,832 0.08 10.34 0.10
Log normal 1.26 9.16 0.63 21,328 0.1 8.5 0.09
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Dagum 2.07 0.51 18,401 0.55 18,220 0.02 0.71 0.03
Singh-Maddala 1.26 2.07 22,432 0.55 18,285 0.03 1.51 0.04
Pareto 0.13 -1.34 - Inf 494.74 0.46
Exponencial 13,254 0.5 13,254 0.04 13.45 0.10
1996 Gamma 0.89 14,967 0.52 13,254 0.08 12.04 0.09
Log normal 1.24 9.16 0.62 14,749 0.12 10.85 0.09
Dagum 2.09 0.51 13,077 0.55 12,821 0.03 0.62 0.03
Singh-Maddala 1.26 2.12 16,262 0.55 12,787 0.03 1.6 0.04
Pareto 0.13 -1.35 - 2.16 429.05 0.45
Exponencial 14,347 0.5 14,347 0.04 13.99 0.10
1998 Gamma 0.85 16,862 0.53 14,347 0.09 10.79 0.08
Log normal 1.28 9.16 0.63 16,309 0.12 9.28 0.09
Dagum 2.02 0.5 14,148 0.57 14,103 0.03 0.57 0.03
Singh-Maddala 1.21 2.2 18,368 0.56 13,956 0.03 1.38 0.04
Pareto 0.13 -1.35 - 2.04 380.55 0.45
Exponencial 16,386 0.5 16,386 0.05 9.35 0.09
2000 Gamma 0.91 18,098 0.52 16,386 0.08 8.88 0.09
Log normal 1.25 9.16 0.62 18,734 0.1 9.64 0.10
Dagum 2.13 0.49 16,689 0.54 15,918 0.02 0.73 0.04
Singh-Maddala 1.26 2.16 20,850 0.54 16,000 0.02 1.65 0.05
Pareto 0.13 -1.36 - 1.82 435.99 0.45
Exponencial 15,799 0.5 15,799 0.03 7.57 0.08
2002 Gamma 0.92 17,132 0.52 15,799 0.05 7.5 0.08
Log normal 1.27 9.16 0.63 18,825 0.09 13.07 0.10
Dagum 2.19 0.45 17,694 0.54 15,695 0.02 0.92 0.04
Singh-Maddala 1.19 2.66 26,587 0.54 15,664 0.02 2.29 0.05
Pareto 0.13 -1.35 - 1.95 490.59 0.46
Exponencial 16,133 0.5 16,133 0.05 9.4 0.08
2004 Gamma 0.95 16,960 0.51 16,133 0.07 9.7 0.08
Log normal 1.23 9.16 0.61 18,576 0.12 14.57 0.10
Dagum 2.29 0.45 18,021 0.52 15,573 0.02 1.07 0.04
Singh-Maddala 1.25 2.52 24,889 0.53 15,710 0.03 2.7 0.05
Pareto 0.13 -1.35 - Inf 778.06 0.45
Exponencial 16,826 0.5 16,826 0.07 15.4 0.09
2005 Gamma 0.92 18,361 0.52 16,826 0.11 16.34 0.09
Log normal 1.25 9.16 0.62 19,349 0.18 26.4 0.12
Dagum 2.36 0.43 19,086 0.52 15,767 0.05 2.34 0.05
Singh-Maddala 1.23 2.65 27,072 0.53 16,034 0.06 5.38 0.06
Pareto 0.13 -1.35 - 2.2 806.75 0.44
Exponencial 16,741 0.5 16,741 0.05 13.22 0.09
2006 Gamma 0.89 18,730 0.52 16,741 0.09 14.07 0.08
Log normal 1.31 9.16 0.65 20,622 0.15 32.59 0.12
Dagum 2.34 0.4 20,246 0.53 16,094 0.04 3.06 0.05
Singh-Maddala 1.15 3.1 33,683 0.54 16,376 0.05 7.01 0.06
Pareto 0.12 -1.33 - 2.69 966.34 0.44
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Exponencial 17,202 0.5 17,202 0.06 23.11 0.08
2008 Gamma 0.82 21,050 0.54 17,202 0.15 20.28 0.07
Log normal 1.41 9.16 0.68 22,676 0.22 51.38 0.12
Dagum 2.35 0.36 21,921 0.54 16,293 0.09 3.15 0.04
Singh-Maddala 1.06 3.72 44,136 0.55 16,621 0.09 9.19 0.06
Pareto 0.12 -1.33 - 2.69 966.34 0.44
Exponencial 15,285 0.5 15,285 0.04 11.5 0.07
2010 Gamma 0.9 16,893 0.52 15,285 0.06 12.82 0.06
Log normal 1.34 9.16 0.65 19,541 0.13 40.42 0.11
Dagum 2.45 0.37 19,942 0.52 14,824 0.03 2.35 0.03
Singh-Maddala 1.12 3.82 40,227 0.53 15,016 0.03 7.01 0.05
Pareto 0.12 -1.31 - Inf 460.44 0.44
Exponencial 14,547 0.5 14,547 0.02 11.33 0.07
2012 Gamma 0.76 19,138 0.55 14,547 0.11 6.75 0.06
Log normal 1.51 9.16 0.71 20,774 0.16 26.04 0.13
Dagum 2.38 0.32 20,558 0.56 13,995 0.07 1.67 0.04
Singh-Maddala 0.96 5.2 62,354 0.57 14,276 0.06 5.1 0.07
Pareto 0.12 -1.3 - 2.63 820.79 0.44
Exponencial 14,602 0.5 14,602 0.06 20.84 0.08
2014 Gamma 0.78 18,701 0.55 14,602 0.17 16.03 0.07
Log normal 1.46 9.16 0.7 19,853 0.24 45.76 0.12
Dagum 2.4 0.33 19,652 0.55 13,736 0.11 2.72 0.04
Singh-Maddala 1.01 4.29 45,985 0.56 14,098 0.11 8.74 0.06
Tabla C.1: Estimaciones de los para´metros para los modelos de probabilidad: totali-
dad de la distribucio´n de ingresos. La columnas presentan la siguiente informacio´n:
a/σ es el para´metro de forma a para las distribuciones Dagum y Singh-Maddala y
el parametro σ para el modelo Log normal; p/q es el para´metro de forma p para el
modelo Dagum, Gamma y Pareto, mientras que, q para el modelo Singh-Maddala;
β es el para´metro de escala; y µ el parametro de localizacio´n para el modelo Log
normal. Las columnas Gini y Media presentan el ı´ndice de Gini y la Media que
se desprenden de la estimacio´n de los coeficientes estimados. Por u´ltimo, se pre-
sentan los criterios de divergencia Kullback-Leibler, suma del cuadrado del error
y la distancia Kolmogorov-Smirnov identificadas por las columnas KL, SCE y KS,
respectivamente.
An˜o Modelo KL Valor p SCE Valor p KS Valor p
Pareto 2.23 0.00 246.15 0.00 0.46 0.00
Exponencial 0.05 0.00 3.97 0.00 0.06 0.00
1984 Gamma 0.03 0.00 2.69 0.00 0.06 0.00
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Log normal 0.11 0.07 9.87 0.00 0.11 0.00
Dagum 0.01 0.51 0.51 0.00 0.04 0.00
Singh-Maddala 0.02 0.00 1.79 0.00 0.06 0.00
Pareto 1.71 0.00 451.59 0.00 0.46 0.00
Exponencial 0.07 0.00 13.64 0.00 0.09 0.00
1989 Gamma 0.06 0.00 13.12 0.00 0.09 0.00
Log normal 0.15 0.01 10.88 0.00 0.10 0.00
Dagum 0.04 0.00 1.01 0.00 0.04 0.00
Singh-Maddala 0.05 0.01 1.98 0.00 0.05 0.00
Pareto 6.28 0.00 573.29 0.00 0.52 0.00
Exponencial 0.05 0.00 12.41 0.00 0.10 0.00
1992 Gamma 0.07 0.00 12.53 0.00 0.10 0.00
Log normal 0.11 0.10 11.32 0.00 0.10 0.00
Dagum 0.01 0.46 1.11 0.00 0.04 0.00
Singh-Maddala 0.02 0.29 2.22 0.00 0.05 0.00
Pareto 2.20 0.00 312.35 0.00 0.46 0.00
Exponencial 0.04 0.00 11.72 0.00 0.11 0.00
1994 Gamma 0.08 0.02 10.34 0.00 0.10 0.00
Log normal 0.10 0.18 8.50 0.00 0.09 0.00
Dagum 0.02 0.15 0.71 0.00 0.03 0.00
Singh-Maddala 0.03 0.03 1.51 0.00 0.04 0.00
Pareto 0.00 494.74 0.00 0.46 0.00
Exponencial 0.04 0.00 13.45 0.00 0.10 0.00
1996 Gamma 0.08 0.01 12.04 0.00 0.09 0.00
Log normal 0.12 0.11 10.85 0.00 0.09 0.00
Dagum 0.03 0.07 0.62 0.00 0.03 0.00
Singh-Maddala 0.03 0.02 1.60 0.00 0.04 0.00
Pareto 2.16 0.00 429.05 0.00 0.45 0.00
Exponencial 0.04 0.00 13.99 0.00 0.10 0.00
1998 Gamma 0.09 0.06 10.79 0.00 0.08 0.00
Log normal 0.12 0.14 9.28 0.00 0.09 0.00
Dagum 0.03 0.31 0.57 0.00 0.03 0.00
Singh-Maddala 0.03 0.01 1.38 0.00 0.04 0.00
Pareto 2.04 0.00 380.55 0.00 0.45 0.00
Exponencial 0.05 0.00 9.35 0.00 0.09 0.00
2000 Gamma 0.08 0.00 8.88 0.00 0.09 0.00
Log normal 0.10 0.18 9.64 0.00 0.10 0.00
Dagum 0.02 0.17 0.73 0.00 0.04 0.00
Singh-Maddala 0.02 0.06 1.65 0.00 0.05 0.00
Pareto 1.82 0.00 435.99 0.00 0.45 0.00
Exponencial 0.03 0.00 7.57 0.00 0.08 0.00
2002 Gamma 0.05 0.01 7.50 0.00 0.08 0.00
Log normal 0.09 0.28 13.07 0.00 0.10 0.00
Dagum 0.02 0.92 0.92 0.00 0.04 0.00
Singh-Maddala 0.02 0.02 2.29 0.00 0.05 0.00
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Pareto 1.95 0.00 490.59 0.00 0.46 0.00
Exponencial 0.05 0.00 9.40 0.00 0.08 0.00
2004 Gamma 0.07 0.00 9.70 0.00 0.08 0.00
Log normal 0.12 0.10 14.57 0.00 0.10 0.00
Dagum 0.02 0.11 1.07 0.00 0.04 0.00
Singh-Maddala 0.03 0.00 2.70 0.00 0.05 0.00
Pareto Inf 0.00 778.06 0.00 0.45 0.00
Exponencial 0.07 0.00 15.40 0.00 0.09 0.00
2005 Gamma 0.11 0.00 16.34 0.00 0.09 0.00
Log normal 0.18 0.03 26.40 0.00 0.12 0.00
Dagum 0.05 0.01 2.34 0.00 0.05 0.00
Singh-Maddala 0.06 0.00 5.38 0.00 0.06 0.00
Pareto 2.20 0.00 806.75 0.00 0.44 0.00
Exponencial 0.05 0.00 13.22 0.00 0.09 0.00
2006 Gamma 0.09 0.00 14.07 0.00 0.08 0.00
Log normal 0.15 0.11 32.59 0.00 0.12 0.00
Dagum 0.04 0.34 3.06 0.00 0.05 0.00
Singh-Maddala 0.05 0.00 7.01 0.00 0.06 0.00
Pareto 2.69 0.00 966.34 0.00 0.44 0.00
Exponencial 0.06 0.00 23.11 0.00 0.08 0.00
2008 Gamma 0.15 0.06 20.28 0.00 0.07 0.00
Log normal 0.22 0.05 51.38 0.00 0.12 0.00
Dagum 0.09 0.50 3.15 0.00 0.04 0.00
Singh-Maddala 0.09 0.00 9.19 0.00 0.06 0.00
Pareto 2.69 0.00 966.34 0.00 0.44 0.00
Exponencial 0.04 0.00 11.50 0.00 0.07 0.00
2008 Gamma 0.06 0.01 12.82 0.00 0.06 0.00
Log normal 0.13 0.14 40.42 0.00 0.11 0.00
Dagum 0.03 0.85 2.35 0.00 0.03 0.00
Singh-Maddala 0.03 0.00 7.01 0.00 0.05 0.00
Pareto Inf 0.00 460.44 0.00 0.44 0.00
Exponencial 0.02 0.10 11.33 0.00 0.07 0.00
2012 Gamma 0.11 0.78 6.75 0.00 0.06 0.00
Log normal 0.16 0.11 26.04 0.00 0.13 0.00
Dagum 0.07 1.00 1.67 0.00 0.04 0.00
Singh-Maddala 0.06 0.04 5.10 0.00 0.07 0.00
Pareto 2.63 0.00 820.79 0.00 0.44 0.00
Exponencial 0.06 0.00 20.84 0.00 0.08 0.00
2014 Gamma 0.17 0.21 16.03 0.00 0.07 0.00
Log normal 0.24 0.04 45.76 0.00 0.12 0.00
Dagum 0.11 0.80 2.72 0.00 0.04 0.00
Singh-Maddala 0.11 0.00 8.74 0.00 0.06 0.00
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Tabla C.2: Medidas de divergencia y pruebas de plausibilidad para el total de la
distribucio´n de ingresos. Se muestran las medidas de divergencia KL, SCE y KS y el
valor p asociado a sus respectivas pruebas de plausibilidad. En negritas se presental
los valores p que estad´ısticamente son significativos.
C.2 Resultados para la regio´n de ingresos
altos
Submuestra An˜o xmin % p D Valor p
KL 1984 25,462 15.2% 2.09 0.027 1.00
KS 1984 19,238 25.9% 2.02 0.028 0.00
SCE 1984 19,143 26.0% 2.01 0.065 0.58
KL 1989 74,347 2.3% 2.04 0.059 0.67
KS 1989 37,928 7.9% 1.91 0.032 0.00
SCE 1989 73,269 2.3% 2.05 0.080 0.46
KL 1992 18,014 29.3% 1.65 0.035 1.00
KS 1992 25,069 17.3% 1.65 0.031 0.00
SCE 1992 79,891 2.8% 1.98 0.043 0.79
KL 1994 38,361 10.2% 1.77 0.045 1.00
KS 1994 36,187 11.2% 1.76 0.038 0.00
SCE 1994 95,902 2.1% 2.00 0.057 0.65
KL 1996 53,569 3.1% 1.98 0.041 1.00
KS 1996 32,142 7.5% 1.85 0.036 0.00
SCE 1996 53,569 3.1% 1.98 0.105 0.30
KL 1998 72,583 2.2% 2.09 0.043 0.96
KS 1998 32,965 8.4% 1.82 0.033 0.00
SCE 1998 57,210 3.3% 1.96 0.052 0.70
KL 2000 32,221 10.8% 1.80 0.038 1.00
KS 2000 30,642 11.5% 1.77 0.024 0.01
SCE 2000 30,642 11.5% 1.77 0.081 0.44
KL 2002 25,423 15.7% 1.81 0.033 1.00
KS 2002 23,752 16.9% 1.72 0.042 0.00
SCE 2002 72,046 2.8% 2.55 0.286 0.02
KL 2004 75,243 2.3% 2.36 0.037 0.95
KS 2004 77,504 2.2% 2.24 0.038 0.00
SCE 2004 77,504 2.2% 2.23 0.068 0.56
KL 2005 73,890 2.4% 2.16 0.049 0.79
KS 2005 75,143 2.2% 2.01 0.038 0.00
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SCE 2005 75,143 2.2% 2.00 0.131 0.19
KL 2006 42,781 7.0% 1.97 0.042 1.00
KS 2006 40,969 7.4% 1.91 0.039 0.00
SCE 2006 64,851 3.3% 2.11 0.176 0.09
KL 2008 84,589 2.0% 2.09 0.045 0.92
KS 2008 49,150 5.6% 1.97 0.019 0.06
SCE 2008 48,608 5.7% 1.97 0.085 0.42
KL 2010 43,560 5.6% 2.15 0.038 0.99
KS 2010 57,467 3.2% 2.21 0.026 0.00
SCE 2010 57,467 3.2% 2.22 0.104 0.29
KL 2012 27,260 12.4% 1.89 0.039 1.00
KS 2012 26,351 12.8% 1.84 0.025 0.00
SCE 2012 54,818 3.5% 2.05 0.043 0.80
KL 2014 70,652 2.0% 1.95 0.044 0.12
KS 2014 58,780 2.9% 1.94 0.018 0.12
SCE 2014 64,377 2.4% 1.93 0.028 0.95
Tabla C.3: Resultados de la seleccio´n de la cota inferior para el modelo de Pareto.
Conforme a cada submuestra generada por las medidas de error KL, SCE y KS
y an˜o, se muestra los niveles o´ptimos de ingreso mı´nimo (xmin), el porcentaje de
la poblacio´n que obtiene ingresos mayores e iguales que el ingreso mı´nimo o´ptimo
(%), la medida de divergencia asociada (D), el coeficiente de Pareto (p) y el valor
p de la prueba de plausibilidad (Valor p). Los valores p que estad´ısticamente son
significativos se presentan en negritas.
Submuestra An˜o xmin % β D Valor p
KL 1984 96,189 1.0% 142,166 0.026 0.00
SCE 1984 94,335 1.2% 134,027 1.658 0.00
KS 1984 17,314 30.0% 34,172 0.397 0.00
KL 1989 19,346 25.0% 42,569 0.034 0.00
SCE 1989 111,922 1.0% 231,972 3.278 0.00
KS 1989 16,491 29.9% 38,530 0.348 0.00
KL 1992 135,788 1.0% 252,125 0.031 0.00
SCE 1992 136,903 1.0% 254,723 2.258 0.00
KS 1992 18,020 27.2% 44,683 0.332 0.00
KL 1994 126,820 1.2% 239,115 0.036 0.00
SCE 1994 107,410 1.8% 199,487 3.050 0.00
KS 1994 18,426 27.0% 47,197 0.323 0.00
KL 1996 61,340 2.3% 123,534 0.044 0.00
SCE 1996 99,524 1.0% 187,531 3.063 0.00
KS 1996 12,708 29.0% 31,721 0.330 0.00
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KL 1998 80,144 1.7% 157,417 0.038 0.00
SCE 1998 107,867 1.0% 200,209 2.887 0.00
KS 1998 13,523 30.0% 34,161 0.327 0.00
KL 2000 57,216 3.9% 114,098 0.037 0.00
SCE 2000 127,936 1.0% 208,202 3.374 0.00
KS 2000 15,412 30.0% 38,112 0.333 0.00
KL 2002 76,839 2.4% 119,389 0.038 0.00
SCE 2002 106,034 1.2% 148,239 4.273 0.00
KS 2002 17,001 26.0% 39,309 0.351 0.00
KL 2004 25,376 14.2% 54,917 0.044 0.00
SCE 2004 96,880 1.3% 170,922 5.291 0.00
KS 2004 15,507 30.0% 36,601 0.346 0.00
KL 2005 16,290 30.0% 38,424 0.037 0.00
SCE 2005 112,101 1.0% 236,672 4.778 0.00
KS 2005 16,290 30.0% 38,424 0.346 0.00
KL 2006 77,021 2.3% 138,784 0.045 0.00
SCE 2006 108,175 1.2% 177,147 7.244 0.00
KS 2006 18,149 25.4% 41,978 0.351 0.00
KL 2008 16,918 30.0% 39,953 0.039 0.00
SCE 2008 115,774 1.0% 231,946 12.860 0.00
KS 2008 16,918 30.0% 39,997 0.345 0.00
KL 2010 85,747 1.4% 147,362 0.048 0.00
SCE 2010 95,659 1.1% 160,381 12.686 0.00
KS 2010 15,794 29.4% 34,885 0.364 0.00
KL 2012 99,769 1.0% 183,127 0.036 0.00
SCE 2012 99,953 1.0% 183,335 3.519 0.00
KS 2012 14,630 30.0% 34,165 0.348 0.00
KL 2014 14,685 30.0% 34,164 0.044 0.00
SCE 2014 99,721 1.0% 201,212 6.881 0.00
KS 2014 15,232 27.9% 35,608 0.348 0.00
Tabla C.4: Resultados de la seleccio´n de la cota inferior para el modelo Exponencial.
Conforme a cada submuestra generada por las medidas de error KL, SCE y KS y
an˜o, se muestra los niveles o´ptimos de ingreso mı´nimo (xmin), el porcentaje de la
poblacio´n que obtiene ingresos mayores e iguales que el ingreso mı´nimo o´ptimo (%),
la medida de divergencia asociada (D), el coeficiente de escala (β), y por u´ltimo, el
valor p de la prueba de plausibilidad (Valor p). Los valores p que estad´ısticamente
son significativos se presentan en negritas.
Submuestra An˜o xmin % p β D Valor p
KL 1984 96,189 1.0% 8.15 17,444 0.01 0.00
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SCE 1984 96,189 1.0% 8.15 17,444 0.40 0.00
KS 1984 49,981 3.9% 5.59 15,787 0.14 0.00
KL 1989 16,581 29.8% 2.25 17,185 0.03 0.00
SCE 1989 111,922 1.0% 2.17 106,966 2.23 0.00
KS 1989 19,397 23.0% 2.31 19,359 0.19 0.00
KL 1992 99,075 1.8% 3.47 54,432 0.04 0.00
SCE 1992 136,903 1.0% 3.87 65,827 0.98 0.00
KS 1992 36,087 9.0% 2.54 33,242 0.17 0.00
KL 1994 135,520 1.0% 3.89 65,843 0.04 0.00
SCE 1994 130,426 1.1% 3.80 63,616 1.14 0.00
KS 1994 108,847 1.6% 3.64 58,436 0.17 0.00
KL 1996 12,708 29.0% 2.13 14,922 0.05 0.00
SCE 1996 99,524 1.0% 2.69 69,781 1.93 0.00
KS 1996 13,537 26.4% 2.17 15,487 0.18 0.00
KL 1998 89,595 1.3% 3.51 50,371 0.04 0.00
SCE 1998 107,867 1.0% 3.66 54,652 1.06 0.00
KS 1998 14,559 27.1% 2.20 16,468 0.17 0.00
KL 2000 126,512 1.0% 6.01 34,586 0.04 0.00
SCE 2000 127,936 1.0% 6.02 34,603 1.05 0.00
KS 2000 66,397 3.0% 4.19 30,974 0.14 0.00
KL 2002 85,039 1.8% 10.18 13,087 0.02 0.00
SCE 2002 108,154 1.1% 12.98 11,827 0.49 0.00
KS 2002 44,182 6.1% 5.34 15,327 0.13 0.00
KL 2004 16,719 28.2% 2.50 15,167 0.05 0.00
SCE 2004 106,568 1.0% 3.49 54,972 3.11 0.00
KS 2004 31,066 10.2% 3.09 21,224 0.17 0.00
KL 2005 16,290 30.0% 2.18 17,615 0.03 0.00
SCE 2005 112,101 1.0% 1.99 119,195 5.29 0.00
KS 2005 18,795 23.7% 2.23 19,668 0.19 0.00
KL 2006 110,881 1.1% 5.45 34,358 0.05 0.00
SCE 2006 108,766 1.1% 5.35 33,697 1.86 0.00
KS 2006 80,530 2.1% 4.75 30,563 0.16 0.00
KL 2008 16,918 30.0% 2.27 17,599 0.04 0.00
SCE 2008 115,774 1.0% 2.78 83,416 6.43 0.00
KS 2008 16,918 30.0% 2.27 17,612 0.18 0.00
KL 2010 91,227 1.2% 5.08 30,618 0.06 0.00
SCE 2010 95,659 1.1% 5.14 31,215 3.54 0.00
KS 2010 72,742 1.9% 4.69 27,413 0.17 0.00
KL 2012 99,769 1.0% 4.39 41,711 0.05 0.00
SCE 2012 99,953 1.0% 4.39 41,729 1.02 0.00
KS 2012 99,953 1.0% 4.39 41,729 0.17 0.00
KL 2014 14,685 30.0% 2.23 15,300 0.05 0.00
SCE 2014 100,984 1.0% 2.71 75,589 3.33 0.00
KS 2014 15,865 26.0% 2.28 16,273 0.19 0.00
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Tabla C.5: Resultados de la seleccio´n de la cota inferior para el modelo Gamma.
Conforme a cada submuestra generada por las medidas de error KL, SCE y KS y
an˜o, se muestra los niveles o´ptimos de ingreso mı´nimo (xmin), el porcentaje de la
poblacio´n que obtiene ingresos mayores e iguales que el ingreso mı´nimo o´ptimo (%),
la medida de divergencia asociada (D), los coeficientes de forma (p) y de escala (β),
y por u´ltimo, el valor p de la prueba de plausibilidad (Valor p). Los valores p que
estad´ısticamente son significativos se presentan en negritas.
Submuestra An˜o xmin % µ σ D Valor p
KL 1984 63,371 2.5% 11.48 0.362 0.01 0.00
SCE 1984 96,189 1.0% 11.80 0.330 0.35 0.00
KS 1984 54,013 3.4% 11.35 0.385 0.12 0.00
KL 1989 19,346 25.0% 10.42 0.545 0.01 0.51
SCE 1989 111,922 1.0% 12.11 0.512 1.06 0.00
KS 1989 16,459 30.0% 10.32 0.552 0.14 0.00
KL 1992 103,218 1.7% 12.04 0.487 0.02 0.00
SCE 1992 136,903 1.0% 12.31 0.478 0.76 0.00
KS 1992 39,696 7.9% 11.21 0.547 0.13 0.00
KL 1994 135,029 1.0% 12.31 0.451 0.03 0.00
SCE 1994 130,426 1.1% 12.26 0.455 0.68 0.00
KS 1994 19,457 25.8% 10.54 0.590 0.13 0.00
KL 1996 12,687 30.4% 10.08 0.586 0.02 0.00
SCE 1996 99,524 1.0% 11.94 0.478 0.95 0.00
KS 1996 17,086 18.9% 10.38 0.559 0.13 0.00
KL 1998 92,215 1.2% 11.96 0.460 0.02 0.00
SCE 1998 107,867 1.0% 12.06 0.452 0.61 0.00
KS 1998 14,559 27.1% 10.25 0.584 0.13 0.00
KL 2000 87,265 2.0% 11.86 0.421 0.02 0.00
SCE 2000 94,299 1.7% 11.93 0.410 0.78 0.00
KS 2000 73,856 2.6% 11.72 0.439 0.12 0.00
KL 2002 85,039 1.8% 11.75 0.300 0.01 0.00
SCE 2002 108,154 1.1% 11.90 0.264 0.35 0.00
KS 2002 48,220 5.4% 11.28 0.397 0.11 0.00
KL 2004 16,719 28.2% 10.33 0.552 0.02 0.00
SCE 2004 106,568 1.0% 12.01 0.453 1.81 0.00
KS 2004 31,066 10.2% 10.92 0.492 0.12 0.00
KL 2005 16,306 30.0% 10.31 0.559 0.01 0.36
SCE 2005 112,101 1.0% 12.10 0.578 2.86 0.00
KS 2005 18,967 23.5% 10.45 0.549 0.14 0.00
KL 2006 110,881 1.1% 12.05 0.384 0.03 0.00
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SCE 2006 108,766 1.1% 12.01 0.388 1.14 0.00
KS 2006 80,530 2.1% 11.78 0.414 0.12 0.00
KL 2008 16,918 30.0% 10.36 0.565 0.01 0.05
SCE 2008 115,774 1.0% 12.16 0.493 3.46 0.00
KS 2008 16,918 30.0% 10.36 0.565 0.13 0.00
KL 2010 91,227 1.2% 11.85 0.395 0.04 0.00
SCE 2010 95,659 1.1% 11.88 0.393 2.10 0.00
KS 2010 15,794 29.4% 10.27 0.529 0.13 0.00
KL 2012 99,769 1.0% 12.00 0.446 0.03 0.00
SCE 2012 99,953 1.0% 12.00 0.445 0.75 0.00
KS 2012 17,268 23.4% 10.38 0.544 0.13 0.00
KL 2014 14,685 30.0% 10.20 0.563 0.02 0.00
SCE 2014 100,984 1.0% 12.03 0.509 2.11 0.00
KS 2014 16,199 25.2% 10.30 0.555 0.14 0.00
Tabla C.6: Resultados de la seleccio´n de la cota inferior para el modelo Log normal.
Conforme a cada submuestra generada por las medidas de error KL, SCE y KS
y an˜o, se muestra los niveles o´ptimos de ingreso mı´nimo (xmin), el porcentaje de
la poblacio´n que obtiene ingresos mayores e iguales que el ingreso mı´nimo o´ptimo
(%), la medida de divergencia asociada (D), los coeficientes para la media (µ) y
la desviacio´n esta´ndar (σ) en logaritmos, y por u´ltimo, el valor p de la prueba
de plausibilidad (Valor p). Los valores p que estad´ısticamente son significativos se
presentan en negritas.
C.3 Resultados para la regio´n de ingresos
medios-bajos
Submuestra An˜o % p Gini Media D Valor p
KL 1984 84.8% 0.13 -1.35 - 2.22 0.00
SCE 1984 74.0% 0.13 -1.36 - 181.25 0.00
KL 1989 97.8% 0.15 -1.41 - 1.66 0.00
SCE 1989 97.7% 0.15 -1.41 - 443.07 0.00
KL 1992 70.7% 0.08 -1.17 - 6.28 0.00
SCE 1992 97.2% 0.07 -1.17 - 561.77 0.00
KL 1994 89.8% 0.12 -1.32 - 2.16 0.00
SCE 1994 97.9% 0.12 -1.32 - 307.25 0.00
KL 1996 96.9% 0.13 -1.35 - 1.90 0.00
SCE 1996 96.9% 0.13 -1.35 - 482.63 0.00
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KL 1998 97.8% 0.13 -1.36 - 2.08 0.00
SCE 1998 96.7% 0.13 -1.36 - 420.15 0.00
KL 2000 89.2% 0.13 -1.37 - 1.99 0.00
SCE 2000 88.5% 0.13 -1.37 - 343.18 0.00
KL 2002 84.3% 0.14 -1.36 - 1.79 0.00
KL 2004 97.7% 0.13 -1.35 - 1.86 0.00
SCE 2004 97.8% 0.13 -1.35 - 478.33 0.00
KL 2005 97.6% 0.13 -1.35 - 1.97 0.00
SCE 2005 97.8% 0.13 -1.35 - 763.15 0.00
KL 2006 93.0% 0.13 -1.35 - 2.05 0.00
KL 2008 98.0% 0.13 -1.34 - 2.45 0.00
SCE 2008 94.3% 0.13 -1.34 - 891.00 0.00
KL 2012 87.7% 0.12 -1.31 - 2.51 0.00
SCE 2012 96.5% 0.12 -1.31 - 449.40 0.00
KL 2014 98.0% 0.12 -1.31 - 2.36 0.00
SCE 2014 97.6% 0.12 -1.31 - 803.19 0.00
KS 2014 97.1% 0.12 -1.31 - 0.44 0.00
Tabla C.7: Estimaciones para la regio´n de ingresos bajos-medios: modelo Pareto. Las
columnas muestran, el porcentaje de la poblacio´n que obtiene ingresos menores que
la cota inferior de la regio´n alta de la distribucio´n (%), el coeficiente de Pareto (p),
estimaciones parame´tricas del ı´ndice de Gini (Gini) y la media (Media), la medida
de divergencia asociada (D) y el valor p de la prueba de plausibilidad (Valor p). Los
valores p que estad´ısticamente son significativos se presentan en negritas.
Submuestra An˜o % β Gini Media D Valor p
KL 1984 84.8% 1.04E+04 0.50 10,428 0.11 0.00
SCE 1984 74.0% 8,780 0.50 8,780 18.52 0.00
KL 1989 97.8% 1.40E+04 0.50 14,008 0.07 0.00
SCE 1989 97.7% 1.40E+04 0.50 13,961 14.99 0.00
KL 1992 70.7% 8,074 0.50 8,074 0.14 0.00
SCE 1992 97.2% 1.43E+04 0.50 14,274 9.72 0.00
KL 1994 89.8% 1.16E+04 0.50 11,647 0.06 0.00
SCE 1994 97.9% 1.53E+04 0.50 15,296 3.24 0.00
KL 1996 96.9% 1.03E+04 0.50 10,265 0.04 0.00
SCE 1996 96.9% 1.03E+04 0.50 10,265 5.30 0.00
KL 1998 97.8% 1.16E+04 0.50 11,567 0.04 0.00
SCE 1998 96.7% 1.10E+04 0.50 10,979 2.87 0.00
KL 2000 89.2% 1.02E+04 0.50 10,225 0.08 0.00
SCE 2000 88.5% 1.00E+04 0.50 10,041 16.14 0.00
KL 2002 84.3% 9,146 0.50 9,146 0.08 0.00
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KL 2004 97.7% 1.34E+04 0.50 13,402 0.05 0.00
SCE 2004 97.8% 1.34E+04 0.50 13,442 6.99 0.00
KL 2005 97.6% 1.36E+04 0.50 13,572 0.05 0.00
SCE 2005 97.8% 1.37E+04 0.50 13,685 12.28 0.00
KL 2006 93.0% 1.18E+04 0.50 11,786 0.06 0.00
KL 2008 98.0% 1.42E+04 0.50 14,175 0.03 0.00
SCE 2008 94.3% 1.23E+04 0.50 12,324 18.83 0.00
KL 2010 94.4% 1.15E+04 0.50 11,472 0.05 0.00
SCE 2010 96.8% 1.24E+04 0.50 12,409 13.05 0.00
KL 2012 87.7% 8,805 0.50 8,805 0.05 0.00
SCE 2012 96.5% 1.14E+04 0.50 11,357 3.95 0.00
KL 2014 98.0% 1.19E+04 0.50 11,943 0.02 0.00
SCE 2014 97.6% 1.17E+04 0.50 11,731 5.53 0.00
KS 2014 97.1% 1.15E+04 0.50 11,485 0.06 0.00
Tabla C.8: Estimaciones para la regio´n de ingresos bajos-medios: modelo Expo-
nencial. Las columnas muestran el porcentaje de la poblacio´n que obtiene ingresos
menores que la cota inferior de la regio´n alta de la distribucio´n (%), el coeficiente de
escala (β),estimaciones parame´tricas del ı´ndice de Gini (Gini) y la media (Media), la
medida de divergencia asociada (D) y el valor p de la prueba de plausibilidad (Valor
p). Los valores p que estad´ısticamente son significativos se presentan en negritas.
Tipo An˜o % p β Gini Media D Valor p
KL 1984 84.8% 1.55 6,740 0.42 8,780 7.56 0.00
SCE 1984 74.0% 1.60 5,476 0.41 13,961 2.20 0.00
KL 1989 97.8% 1.36 1.03E+04 0.44 14,274 1.94 0.00
SCE 1989 97.7% 1.36 1.02E+04 0.44 15,296 1.96 0.00
KL 1992 70.7% 1.77 4,558 0.40 10,265 1.23 0.00
SCE 1992 97.2% 1.25 1.14E+04 0.46 10,979 1.05 0.00
KL 1994 89.8% 1.37 8,517 0.44 10,041 3.83 0.00
SCE 1994 97.9% 1.10 1.39E+04 0.48 13,442 2.34 0.00
KL 1996 96.9% 1.16 8,812 0.47 13,685 4.71 0.00
SCE 1996 96.9% 1.16 8,812 0.47 12,324 12.85 0.00
KL 1998 97.8% 1.06 1.09E+04 0.49 12,409 7.11 0.00
SCE 1998 96.7% 1.11 9,874 0.48 11,357 5.26 0.00
KL 2000 89.2% 1.39 7,335 0.44 11,731 7.35 0.00
SCE 2000 88.5% 1.41 7,123 0.44 10,428 0.05 0.00
KL 2002 84.3% 1.41 6,490 0.44 14,008 0.02 0.00
KL 2004 97.7% 1.17 1.15E+04 0.47 8,074 0.07 0.00
SCE 2004 97.8% 1.17 1.15E+04 0.47 11,647 0.02 0.00
KL 2005 97.6% 1.17 1.16E+04 0.47 10,265 0.01 0.00
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SCE 2005 97.8% 1.16 1.18E+04 0.47 11,567 0.02 0.00
KL 2006 93.0% 1.22 9,654 0.46 10,225 0.02 0.00
KL 2008 98.0% 0.98 1.44E+04 0.50 9,146 0.03 0.00
SCE 2008 94.3% 1.08 1.14E+04 0.48 13,402 0.02 0.00
KL 2010 94.4% 1.16 9,857 0.47 13,572 0.02 0.00
SCE 2010 96.8% 1.10 1.13E+04 0.48 11,786 0.03 0.00
KL 2012 87.7% 1.03 8,542 0.49 14,175 0.03 0.00
SCE 2012 96.5% 0.92 1.23E+04 0.52 11,472 0.02 0.00
KL 2014 98.0% 0.94 1.27E+04 0.51 8,805 0.04 0.00
SCE 2014 97.6% 0.95 1.23E+04 0.51 11,943 0.04 0.03
KS 2014 97.1% 0.96 1.19E+04 0.51 11,485 0.07 0.00
Tabla C.9: Estimaciones para la regio´n de ingresos bajos-medios: modelo Gamma.
Las columnas muestran el porcentaje de la poblacio´n que obtiene ingresos menores
que la cota inferior de la regio´n alta de la distribucio´n (%), los coeficientes de
forma (p) y de escala (β), estimaciones parame´tricas del ı´ndice de Gini (Gini) y la
media (Media), la medida de divergencia asociada (D) y el valor p de la prueba
de plausibilidad (Valor p). Los valores p que estad´ısticamente son significativos se
presentan en negritas.
Tipo An˜o % σ µ Gini Media D Valor p
KL 1984 84.8% 1.05 8.74 0.54 10,662 15.56 0.00
SCE 1984 74.0% 1.04 9.13 0.54 16,033 12.52 0.00
KL 1989 97.8% 1.05 9.12 0.57 17,017 13.52 0.00
SCE 1989 97.7% 1.05 9.11 0.60 18,712 9.63 0.00
KL 1992 70.7% 1.00 8.75 0.59 12,470 13.75 0.00
SCE 1992 97.2% 1.12 8.79 0.61 13,587 12.08 0.00
KL 1994 89.8% 1.12 8.82 0.57 12,497 17.91 0.00
SCE 1994 97.9% 1.20 9.02 0.59 16,452 16.92 0.00
KL 1996 96.9% 1.17 9.04 0.60 17,092 30.51 0.00
SCE 1996 96.9% 1.17 8.89 0.65 17,666 68.96 0.00
KL 1998 97.8% 1.22 8.91 0.63 16,741 49.25 0.00
SCE 1998 96.7% 1.20 8.71 0.70 17,310 31.80 0.00
KL 2000 89.2% 1.11 8.76 0.68 17,254 52.95 0.00
SCE 2000 88.5% 1.11 8.90 0.42 12,725 0.17 0.00
KL 2002 84.3% 1.12 9.14 0.44 16,080 0.09 0.02
KL 2004 97.7% 1.17 8.69 0.40 9,768 0.20 0.00
SCE 2004 97.8% 1.17 8.95 0.44 14,518 0.12 0.03
KL 2005 97.6% 1.19 8.75 0.47 12,470 0.09 0.13
SCE 2005 97.8% 1.19 8.82 0.49 14,223 0.10 0.16
KL 2006 93.0% 1.22 8.83 0.44 12,724 0.14 0.02
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KL 2008 98.0% 1.37 8.73 0.44 11,560 0.15 0.01
SCE 2008 94.3% 1.33 9.02 0.47 16,410 0.11 0.09
KL 2010 94.4% 1.26 9.03 0.47 16,971 0.13 0.05
SCE 2010 96.8% 1.28 8.91 0.46 15,564 0.15 0.05
KL 2012 87.7% 1.40 8.97 0.50 20,090 0.13 0.17
SCE 2012 96.5% 1.45 8.86 0.47 15,541 0.15 0.06
KL 2014 98.0% 1.42 8.53 0.49 13,449 0.17 0.08
SCE 2014 97.6% 1.41 8.77 0.51 17,528 0.14 0.16
KS 2014 97.1% 1.41 8.75 0.68 16,929 0.13 0.00
Tabla C.10: Estimaciones para la regio´n de ingresos bajos-medios: modelo Log nor-
mal. Las columnas muestran el porcentaje de la poblacio´n que obtiene ingresos me-
nores que la cota inferior de la regio´n alta de la distribucio´n (%), los coeficientes para
la media (µ) y la desviacio´n esta´ndar (σ) en logaritmos, estimaciones parame´tricas
del ı´ndice de Gini (Gini) y la media (Media), la medida de divergencia asociada (D) y
el valor p de la prueba de plausibilidad (Valor p). Los valores p que estad´ısticamente
son significativos se presentan en negritas.
Tipo An˜o % a p β Gini Media D Valor p
KL 1984 84.8% 250.62 0.00 1.90E+04 0.36 8,975 0.83 0.00
SCE 1984 74.0% 2.86 0.40 1.85E+04 0.45 14,189 0.64 0.00
KL 1989 97.8% 2.81 0.38 1.96E+04 0.47 14,499 0.54 0.00
SCE 1989 97.7% 2.52 0.40 2.02E+04 0.50 15,656 0.46 0.00
KL 1992 70.7% 2.77 0.35 1.48E+04 0.48 10,544 0.39 0.00
SCE 1992 97.2% 2.71 0.35 1.61E+04 0.49 11,350 0.50 0.00
KL 1994 89.8% 5.19 0.18 1.91E+04 0.40 10,193 0.58 0.00
SCE 1994 97.9% 2.87 0.34 1.96E+04 0.47 13,604 0.57 0.00
KL 1996 96.9% 2.99 0.32 2.07E+04 0.47 13,805 1.44 0.00
SCE 1996 96.9% 4.14 0.19 2.40E+04 0.45 12,418 1.23 0.00
KL 1998 97.8% 3.41 0.25 2.16E+04 0.47 12,527 1.14 0.00
SCE 1998 96.7% 3.49 0.21 2.21E+04 0.49 11,465 0.89 0.00
KL 2000 89.2% 3.22 0.24 2.12E+04 0.49 11,810 1.40 0.00
SCE 2000 88.5% 16.81 0.05 2.26E+04 0.37 10,692 0.02 0.01
KL 2002 84.3% 2.84 0.41 1.85E+04 0.45 14,235 0.01 0.70
KL 2004 97.7% 22.56 0.04 1.64E+04 0.34 8,171 0.01 0.00
SCE 2004 97.8% 4.50 0.21 2.14E+04 0.41 11,834 0.01 0.38
KL 2005 97.6% 2.77 0.35 1.48E+04 0.48 10,544 0.01 0.91
SCE 2005 97.8% 2.49 0.38 1.57E+04 0.51 11,976 0.02 0.92
KL 2006 93.0% 4.88 0.19 1.92E+04 0.41 10,379 0.02 0.06
KL 2008 98.0% 8.18 0.11 1.93E+04 0.39 9,314 0.02 0.27
SCE 2008 94.3% 2.89 0.34 1.96E+04 0.47 13,565 0.01 0.93
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KL 2010 94.4% 3.03 0.31 2.07E+04 0.47 13,697 0.02 0.65
SCE 2010 96.8% 4.41 0.20 2.22E+04 0.43 11,859 0.02 0.65
KL 2012 87.7% 2.97 0.28 2.35E+04 0.50 14,274 0.03 0.99
SCE 2012 96.5% 4.18 0.20 2.17E+04 0.44 11,576 0.03 0.83
KL 2014 98.0% 8.00 0.09 2.07E+04 0.44 8,883 0.06 0.88
SCE 2014 97.6% 3.10 0.25 2.11E+04 0.50 12,015 0.04 1.00
KS 2014 97.1% 3.38 0.23 2.13E+04 0.49 11,570 0.03 0.00
Tabla C.11: Estimaciones para la regio´n de ingresos bajos-medios: modelo Dagum.
Las columnas muestran el porcentaje de la poblacio´n que obtiene ingresos menores
que la cota inferior de la regio´n alta de la distribucio´n (%), los coeficientes de forma
(a) y (p) y de escala (β), estimaciones parame´tricas del ı´ndice de Gini (Gini) y la
media (Media), la medida de divergencia asociada (D) y el valor p de la prueba
de plausibilidad (Valor p). Los valores p que estad´ısticamente son significativos se
presentan en negritas.
Tipo An˜o % M Crit a q β Gini Media D Valor p
KL 1984 84.8% M2 1.E-01 1.16 4.E+07 1.E+12 - - 0.06 0.00
SCE 1984 74.0% M1 1.E-01 1.17 21.38 2.E+05 0.46 12,138 12.88 0.04
KL 1989 97.8% 1.33 5.66 5.E+04 0.44 14,003 0.01 0.00
SCE 1989 97.7% 1.33 5.94 5.E+04 0.44 13,955 1.51 0.00
KL 1992 70.7% M1 1.E-02 1.42 1.E+11 5.E+12 - 0.10 0.00
SCE 1992 97.2% 1.24 7.14 7.E+04 0.46 14,267 1.45 0.00
KL 1994 89.8% M1 1.E-01 1.16 734.56 3.E+06 - - 0.03 0.06
SCE 1994 97.9% 1.16 6.15 7.E+04 0.49 15,297 1.18 0.00
KL 1996 96.9% 1.13 21.24 2.E+05 0.47 10,263 0.02 0.00
SCE 1996 96.9% 1.13 21.24 2.E+05 0.47 10,263 1.07 0.00
KL 1998 97.8% 1.10 8.83 8.E+04 0.49 11,570 0.03 0.00
SCE 1998 96.7% 1.07 162.31 1.E+06 - 10,979 1.05 0.00
KL 2000 89.2% M1 1.E-02 1.15 13.69 1.E+05 0.47 13,394 0.02 0.94
SCE 2000 88.5% M2 1.E-01 1.17 4.E+06 3.E+09 - - 56.75 0.00
KL 2002 84.3% M2 1.E-01 1.07 2.E+14 3.E+18 - - 0.07 0.00
KL 2004 97.7% 1.15 13.69 1.E+05 0.47 13,394 0.02 0.00
SCE 2004 97.8% 1.16 12.57 1.E+05 0.47 13,433 1.90 0.00
KL 2005 97.6% 1.12 66.97 6.E+05 - 13,562 0.03 0.01
SCE 2005 97.8% 1.13 29.51 3.E+05 0.47 13,674 3.92 0.00
KL 2006 93.0% M1 1.E-03 1.06 6.E+54 2.E+55 - - 2.59 0.00
KL 2008 98.0% M2 1.E-03 0.97 5.E+18 2.E+23 - - 0.06 0.02
SCE 2008 94.3% M1 1.E-03 0.96 9.E+79 2.E+83 - - 4679.31 0.00
KL 2010 94.4% M2 1.E-02 1.03 3.E+55 2.E+56 - - 24.76 0.00
SCE 2010 96.8% M1 1.E-02 1.17 21.38 2.E+05 0.46 12,138 46.57 0.00
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KL 2012 87.7% M1 1.E-01 0.95 4.E+08 7.E+12 - - 0.18 0.00
SCE 2012 96.5% M1 1.E-03 1.33 5.94 5.E+04 0.44 13,955 2235.74 0.00
KL 2014 98.0% M2 1.E-02 0.92 2.E+07 1.E+12 - - 0.08 0.00
SCE 2014 97.6% M2 1.E-02 1.24 7.E+00 7.E+04 0.46 14,267 10.68 0.00
KS 2014 97.1% M2 1.E-02 0.92 6.E+06 2.E+11 - - 0.11 0.00
Tabla C.12: Estimaciones para la regio´n de ingresos bajos-medios: modelo Singh-
Maddala. Las columnas muestran el porcentaje de la poblacio´n que obtiene ingresos
menores que la cota inferior de la regio´n alta de la distribucio´n (%); el me´todo de
estimacio´n (M) donde M1 consiste en bajar el criterio de convergencia del algoritmo
VGAM, mientras que M2 usa un modelo ma´s simple, el modelo Fisk, para proveer
valores iniciales al modelo ma´s complejo, Singh-Maddala; el criterio de convergencia
(Crit). Si los espacios de las columnas M y Crit esta´n en blanco es porque se utili-
zaron los criterios convencionales del algoritmo VGAM. Asimismo, se presentan los
coeficientes de forma (a) y (q) y de escala (β),estimaciones parame´tricas del ı´ndice
de Gini (Gini) y la media (Media), la medida de divergencia asociada (D) y el valor
p de la prueba de plausibilidad (Valor p). Los valores p que estad´ısticamente son
significativos se presentan en negritas.
KL SCE KS
An˜o Criterio Me´todo LR Criterio Me´todo LR Criterio Me´todo LR
1984 1E-01 M2 -4897 1E-01 M1 282357 1E-01 M1 281406
1989 1E-03 M1 1636
1992 1E-02 M1 9132 1E-02 M1 6051
1994 1E-01 M1 3522 1E-02 M1 -3503
1996 1E-02 M1 171606
1998 1E-02 M1 1901
2000 1E-02 M1 0 1E-01 M2 -4144 1E-01 M2 -4144
2002 1E-01 M2 -2697 1E-01 M2 -812
2004
2005
2006 1E-03 M1 8448 1.E-02 M1 4399 1.E-02 M2 -7374
2008 1E-03 M2 -762 1.E-03 M1 8499 1.E-02 M2 -8137
2010 1E-02 M2 -8113 1.E-02 M1 5508 1.E-02 M1 5508
2012 1E-01 M1 205531 1.E-03 M1 8279 1.E-01 M1 209310
2014 1E-02 M2 -175 1.E-02 M2 -324 1.E-02 M2 -5361
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Tabla C.13: Criterios de convergencia para modelos Singh-Maddala. Las columnas
muestran el estad´ıstico de razo´n e verosimilitud normalizada de acuerdo a
√
nR/σ
(LR) para la prueba entre el me´todo 1 –bajar el criterio de convergencia del al-
goritmo VGAM- y el me´todo 2 -usar un modelo ma´s simple, el modelo Fisk, para
proveer valores iniciales al modelo ma´s complejo Singh-Maddala-; el me´todo con el
que se estimo´ el modelo Singh-Maddala de acuerdo a la prueba de verosimilitud;
y por u´ltimo, el criterio de convergencia para el algoritmo VGAM. Los LR que es-
tad´ısticamente son significativos se presentan en negritas. Los renglones en blanco
Para los modelos que no se obtuvieron.
Ape´ndice D
Ana´lisis de la simulacio´n
D.1 Estabilidad del proceso de simulacio´n del
MSBA
Figura D.1: Promedio de la autocorrelacio´n serial del ingreso por agente.
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Tabla D.1: Coeficientes de variacio´n para los estad´ısticos descriptivos de la simulacio´n del MSBA.
Estad´ıstico 0.42 0.43 0.44 0.45 0.52 0.53 0.54 0.55 0.62 0.63 0.64 0.65
Media 14,547 14,547 14,547 14,547 14,547 14,547 14,547 14,547 14,547 14,547 14,547 14,547
Var 12,259 11,353 9,863 8,879 15,153 12,787 10,887 10,654 17,712 15,549 14,297 12,723
(CV) 0.13 0.19 0.23 0.17 0.16 0.16 0.09 0.15 0.21 0.27 0.16 0.20
Asimetr´ıa 1.25 1.49 1.22 1.01 2.20 1.80 1.21 1.37 2.27 2.20 2.17 1.47
(CV) 0.29 0.34 0.51 0.30 0.26 0.23 0.24 0.17 0.35 0.32 0.44 0.41
Curtosis 4.61 5.97 5.28 4.18 9.87 7.88 4.57 5.25 10.02 9.80 10.57 5.80
(CV) 0.38 0.38 0.53 0.28 0.50 0.35 0.32 0.25 0.62 0.54 0.80 0.60
Mediana 11,431 12,013 12,710 12,654 10,177 10,909 12,073 11,607 8,364 9,680 10,040 11,129
(CV) 0.07 0.08 0.06 0.04 0.11 0.09 0.06 0.06 0.06 0.10 0.08 0.15
Gini 0.45 0.40 0.36 0.33 0.50 0.44 0.40 0.38 0.57 0.51 0.48 0.45
(CV) 0.06 0.07 0.09 0.07 0.05 0.07 0.03 0.07 0.04 0.08 0.05 0.07
Tabla D.1: Coeficientes de variacio´n para los estad´ısticos descriptivos de la simulacio´n del MSBA.
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D.2 Estimaciones de los modelos sobre los
datos simulados
Tabla D.2: Estimaciones para la regio´n total de los datos simulados
Modelo δ L a/σ p/q b/β µ Gini Media
1 0.63 23,006 0.59 14,547
2 1.20 12,145 0.47 14,547
0.4 3 1.71 8,495 0.40 14,547
4 2.25 6,453 0.36 14,547
5 2.85 5,104 0.32 14,547
6 3.27 4,450 0.30 14,547
1 0.51 28,491 0.63 14,547
2 0.91 15,923 0.52 14,547
Gamma 0.5 3 1.28 11,383 0.45 14,547
4 1.70 8,572 0.40 14,547
5 2.00 7,285 0.38 14,547
6 2.20 6,620 0.36 14,547
1 0.40 36,628 0.68 14,547
2 0.67 21,868 0.58 14,547
0.6 3 0.94 15,427 0.51 14,547
4 1.13 12,902 0.48 14,547
5 1.31 11,124 0.45 14,547
6 1.49 9,793 0.43 14,547
1 1.83 8.62 0.81 29,674
2 1.16 9.11 0.59 17,725
0.4 3 0.90 9.27 0.47 15,827
4 0.75 9.35 0.40 15,211
5 0.65 9.40 0.35 14,896
6 0.60 9.42 0.33 14,843
1 2.19 8.35 0.88 46,049
2 1.39 8.95 0.67 20,142
Log normal 0.5 3 1.09 9.15 0.56 17,063
4 0.90 9.26 0.48 15,851
5 0.80 9.31 0.43 15,305
6 0.75 9.34 0.41 15,129
1 2.73 7.93 0.95 114,665
2 1.71 8.67 0.77 24,999
0.6 3 1.33 8.97 0.65 18,914
4 1.16 9.08 0.59 17,149
5 1.04 9.16 0.54 16,306
6 0.98 9.21 0.51 16,234
1 2.63 0.21 30,141 0.59 15,119
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Tabla D.2: (continued)
Modelo δ L a/σ p/q b/β µ Gini Media
2 3.04 0.31 22,953 0.47 15,017
0.4 3 3.53 0.35 21,155 0.40 14,876
4 3.54 0.45 18,243 0.36 14,779
5 3.60 0.56 16,563 0.33 14,798
6 4.16 0.49 17,498 0.30 14,720
1 2.44 0.19 33,023 0.64 15,274
2 2.83 0.27 25,451 0.52 15,109
Dagum 0.5 3 3.07 0.32 22,319 0.46 15,015
4 3.45 0.35 21,018 0.40 14,927
5 3.24 0.46 18,242 0.39 14,935
6 3.30 0.49 17,748 0.37 14,950
1 2.50 0.14 41,427 0.68 15,488
2 2.19 0.28 24,902 0.61 15,803
0.6 3 2.57 0.31 23,071 0.53 15,315
4 2.76 0.34 21,957 0.49 15,176
5 2.79 0.38 20,360 0.47 15,189
6 3.34 0.33 21,933 0.43 14,938
Tabla D.2: Estimaciones para la regio´n total de los datos simulados. Se presenta
la siguiente informacio´n: a/σ es el para´metro de forma a para las distribuciones
Dagum y el para´metro σ para el modelo Log normal; p/q es el para´metro de forma
p para el modelo Dagum y Gamma; β es el para´metro de escala; y µ el parametro
de localizacio´n para el modelo Log normal. Las columnas Gini y Media presentan
el ı´ndice de Gini y la Media que se desprenden de los coeficientes estimados.
Tabla D.3: Estimaciones para la regio´n de ingresos altos de los datos simulados
Modelo δ L $% p/q b/β Gini Media
1 5% 3.03 49,162 0.20 73,436
2 12% 3.17 29,457 0.19 43,054
0.4 3 4% 4.44 35,991 0.13 46,452
4 2% 6.82 41,349 0.08 48,457
5 6% 5.05 30,157 0.11 37,601
6 6% 5.63 29,033 0.10 35,299
1 2% 3.69 73,633 0.16 101,051
2 4% 4.19 48,161 0.14 63,237
Pareto 0.5 3 3% 5.14 45,955 0.11 57,049
4 5% 4.73 35,945 0.12 45,580
5 2% 6.49 42,242 0.08 49,932
6 9% 4.66 29,313 0.12 37,323
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Tabla D.3: (continued)
Modelo δ L $% p/q b/β Gini Media
1 4% 3.28 65,413 0.18 94,059
2 8% 2.93 42,119 0.21 63,985
0.6 3 3% 5.21 54,638 0.11 67,631
4 6% 3.99 40,701 0.14 54,325
5 4% 4.86 44,569 0.11 56,106
6 2% 5.34 45,801 0.10 56,352
Tabla D.3: Estimaciones para la regio´n de ingresos altos de los datos simulados. Se
presenta la siguiente informacio´n: el porcentaje de la poblacio´n que obtiene ingresos
mayores e iguales que el ingreso mı´nimo o´ptimo (%), el coeficiente de Pareto (p/q),
los niveles o´ptimos de ingreso mı´nimo (b/β), el coeficiente de Gini (Gini) y Media
(Media) estimados de manera parame´trica .
Tabla D.4: Estimaciones para la regio´n de ingresos bajos y medios de los datos
simulados
Modelo δ L % a/σ p/q b/β µ Gini Media
1 95% 5.01 0.10 32,121 0.53 12,054
2 88% 8.28 0.10 23,825 0.39 11,366
0.4 3 96% 5.32 0.21 22,914 0.36 13,499
4 98% 4.24 0.36 19,176 0.34 14,021
5 94% 4.87 0.38 17,626 0.29 13,434
6 94% 6.20 0.30 18,833 0.27 13,521
1 98% 3.40 0.13 34,941 0.60 13,076
2 96% 4.34 0.16 27,322 0.47 13,000
Dagum 0.5 3 97% 4.09 0.23 23,930 0.42 13,708
4 95% 5.26 0.21 22,823 0.36 13,437
5 98% 3.75 0.38 19,067 0.37 14,173
6 91% 5.52 0.26 19,308 0.32 12,716
1 96% 5.50 0.06 44,710 0.62 12,146
2 92% 3.94 0.15 25,725 0.53 10,963
0.6 3 97% 3.27 0.24 24,412 0.49 13,594
4 94% 4.36 0.20 23,765 0.43 12,687
5 96% 3.74 0.27 22,158 0.43 13,548
6 98% 4.16 0.25 23,252 0.40 14,069
1 95% 1.78 8.48 0.79 23,606
2 88% 1.08 8.91 0.56 13,313
0.4 3 96% 0.86 9.20 0.46 14,343
4 98% 0.73 9.31 0.39 14,459
5 94% 0.60 9.33 0.33 13,581
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Tabla D.4: (continued)
Modelo δ L % a/σ p/q b/β µ Gini Media
6 94% 0.56 9.36 0.31 13,631
1 98% 2.16 8.27 0.87 39,928
2 96% 1.35 8.86 0.66 17,438
Log normal 0.5 3 97% 1.06 9.09 0.55 15,650
4 95% 0.87 9.19 0.46 14,270
5 98% 0.78 9.28 0.42 14,582
6 91% 0.69 9.23 0.38 12,953
1 96% 2.69 7.77 0.94 87,964
2 92% 1.63 8.47 0.75 17,831
0.6 3 97% 1.29 8.91 0.64 17,014
4 94% 1.10 8.97 0.56 14,480
5 96% 1.00 9.09 0.52 14,697
6 98% 0.96 9.18 0.50 15,311
Tabla D.4: Estimaciones para la regio´n de ingresos bajos y medios de los datos
simulados. Se presenta la siguiente informacio´n: a/σ es el para´metro de forma a
para las distribuciones Dagum y el para´metro σ para el modelo Log normal; p/q es el
para´metro de forma p para el modelo Dagum y Gamma; β es el para´metro de escala;
y µ el parametro de localizacio´n para el modelo Log normal. Las columnas Gini y
Media presentan el ı´ndice de Gini y la Media que se desprenden de la estimacio´n de
los coeficientes estimados.
Ape´ndice E
Te´rminos y conceptos u´tiles.
Experimento probabil´ıstico. Es aquel que experimento con ocurrencias como lo
son tirar una moneda, tirar un dado, o la observacio´n de la ca´ıda de lluvia en un
d´ıa particular donde el contexto complejo natural conlleva a una probabilidad
de resultado.
Espacio muestral. El conjunto de todos los posibles resultados de un experi-
mento probabil´ıstico. Tambie´n se le es conocido como muestra o evento.
Variable aleatoria. Es una funcio´n que define eventos definidos en un espacio
muestral a un con junto de valores. Diferentes variables aleatorias pueden ser
definidas con base en un mismo experimento. Por ejemplo, en el caso de tirar
dos monedas, el nu´mero de cabezas observadas es una variable aleatoria.
Variante. En el estudio de las las funciones de distribuciuo´nes conveniente tra-
bajar en terminso de variantes. E´sta es una generalizacio´n de la idea de variable
aleatoria, y en un sentido mantiene similares propiedades probabil´ısticas, pero
es definida sin alguna referencia particular al experimento probabil´ıstico. Por
ejemplo, el numero de cabezas o colas observadas en un juego independiente
de tirar monedas son elementos de la misma variante, dado que son los mismos
factores probabil´ısticos los que gobiernan al resultado .
Rango. El rango de X se define como sigue: permita ser ser aRx ser el conjunto
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de todos los valores que la variable X puede tomar.
Cuantil. Se define como puntos tomados, en intervalos regulares, de la funcio´n
de densidad de una variable aleatoria. Es decir, para la variable aleatoria X
permita al nu´mero real x denotar un elemento general del rango Rx.
Asimetr´ıa estad´ıstica. Es una medida de asimetr´ıa de la distribucio´n de proba-
bilidad de una variable aleatoria con respecto a su media. La interpretacio´n de
cualitativa de la asimetr´ıa es complicada y no sugiere, de manera estricta, una
relacio´n entre media y mediana. Por ejemplo, si una distribucio´n uni modal
tiene sesgo negativo entonces la cola izquierda de la distribucio´n es ma´s larga o
ancha que la del lado derecho pero no distingue la forma, y de manera contraria
si la asimetr´ıa es positiva. Sin embargo, la asimetr´ıa a veces no sigue una regla
simple, por ejemplo, en el caso en que una cola sea larga y la otra ancha, si
el sesgo es cero se refiere a una distribucio´n balanceada, como puede ser una
distribucio´n sime´trica pero tambie´n aplica a una distribucio´n asime´trica.
Curtosis. Del griego kyrtos o kurtos, que significa curvo. Es una medida sobre
la cola de la funcio´n de densidad de una variable aleatoria con el objeto de
describir la forma de la funcio´n (igual que la asimetr´ıa) y esta basada en el
cuarto momento de la distribucio´n. Para estimarla, se puede hacer de acuer-
do a distribuciones teo´ricas o por la muestra de una poblacio´n (igual que la
asimetr´ıa). La interpretacio´n de la misma depende de la medida de curtosis
que se use, pero en general, se trata de describir el peso de la cola, el ancho
de la cola, y la existencia de valores at´ıpicos en el datos. La medida esta´ndar
de la curtosis es el que desarrollo Karl Pearson, basado en el cuarto momento
de la distribucio´n, y se enfoca en medir las colas pesadas pero no los picos. Si
se presenta un estad´ıstico de Pearson grande significar´ıa que gran parte de la
varianza es resultado de raras desviaciones extremas en contraste con frecuen-
tes desviaciones de modesto taman˜o. La curtosis para la distribucio´n normal
es 3 por lo que es comu´n comparar la curtosis observada con este valor. Una
distribucio´n con curtosis menor que 3 se dice que es platicu´rtica, que puede
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describirse con colas delgadas, ejemplo de una distribucio´n de este tipo es la
distribucio´n uniforme. Por otro lado, distribuciones con una curtosis mayor a
3 se hacen llamar leptocu´rtica, como por ejemplo la distribucio´n de Laplace,
este tipo de distribuciones tienden a presentar colas mas anchas que la normal.
Es comu´n usar una versio´n ajustada de la curtosis de Pearson llamada exceso
de curtosis, que es la curtosis de Pearson menos 3.
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