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Abstract
A Hencken burner, Rotating Detonation Engine (RDE), and a detonation tube
were studied using a Time-Devision Multiplexed Tunable Diode Laser Absorption
Spectroscopy (TDM-TDLAS) system to measure water absorption features over two
spectral regions (7,435 to 7,442 cm−1 and 7,465 to 7,471 cm−1) near 1.3 µm. These
absorption features were fit with simulated spectra using data from the HITEMP
database to obtain temperatures and water concentrations for the three systems.
Velocity was calculated for the RDE system using the Doppler shift of the spectral
lines. To perform the calculations necessary to obtain these results (temperature,
concentration, and velocity) a Graphical User Interface (GUI) was developed with
supporting code. A Hencken burner flame was studied at three different heights above
the burner surface, for two different fuels; ethylene (C2H4) and methane (CH4), both at
various equivalence ratios. The C2H4 Hencken burner temperatures matched fairly well
with the adiabatic temperatures once edge effects were taken into account, however,
the CH4 flame did not match as well. The exhaust of the RDE was studied at various
equivalence ratios using a hydrogen-air mixture (H2-air). The exhaust temperatures
were found to linearly increase with equivalence ratio, from 1,300 K (φ ≈ 1) to 1,500
K (φ ≈ 1.4) and fluctuated with a standard deviation of approximately 50 K. The
exhaust velocities of the RDE were found to be independent of equivalence ratio with
an average value of 360 m/s and a standard deviation of 50 m/s. A detonation tube was
studied at various equivalence ratios and initial pressures, also using an H2-air mixture.
Preliminary results are presented for the detonation tube, however, further work in that
area is required.
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UTILIZING NEAR-IR TUNABLE LASER ABSORPTION SPECTROSCOPY TO
STUDY DETONATION AND COMBUSTION SYSTEMS
I. Introduction
Time Division Multiplexed Tunable Diode Laser Absorption Spectroscopy
(TDM-TDLAS) was used to measure water absorption features through the flame
of a Hencken burner, in the exhaust of an RDE, and in a detonation tube. The
TDM-TDLAS system used two lasers to scan over approximately 1 nm wavelength
ranges, near 1.3 µm. Even though water has very weak absorptivity in this region,
this spectral region was used primarily for two reasons. First, 1.3 µm fiber optics
were developed by the telecommunications industry in the 1980’s and thus are readily
available, of good quality, and cheap. Second, spectral features from other atoms and
molecules are negligible in this region.
The spectroscopic system used time division multiplexing which allowed both
lasers to travel the same optical paths. While the lasers shared the same fibers they did
not share them at the same time, they alternated back and forth (time division). The
system was completely fiber coupled with the exception of where the lasers traversed
the medium being studied (i.e. the flame in the Hencken burner). The optical fiber
containing both lasers was split multiple times so multiple measurements could be
performed simultaneously.
The TDM-TDLAS system provided raw data, but an analysis of the data was
required to obtain useful information. Not only was the Beer-Lambert law utilized
to convert the spectral data into absorption profiles, corrections to the data had to be
made to account for experimental variations. These variations included, varying scan
1
speeds of the laser, a jitter in the spectral range scanned, and non-linear baselines.
Additionally, individual laser scans had to be separated from each other, and the spectra
had to be placed on a correct wavenumber axis. A GUI was developed in MATLAB to
allow users to process raw TDM-TDLAS data, and to view the results along with the
data at various stages of processing. Similar code existed for this system in LABVIEW,
however to gain insight into how and what needed to be done to process the data, the
new GUI was created in an attempt to provide faster ways to solve the problem.
A MATLAB code was used to analyze the data collected from the three different
combustion/detonation systems studied. The first system, a Hencken burner, provided
a stable flame in a controlled environment near adiabatic conditions. This flame was
used to validate the techniques used to obtain temperatures for the RDE measurements
as well as to provide data on flame temperatures at various heights above the burner
surface and at different equivalence ratios for two different fuels. On the second
system, the detonation tube, spectroscopic measurements were taken at various
equivalence ratios and initial pressures. This data was used to show the difficulties in
extracting temperatures from high temperature and pressure environments. The final
system studied was the RDE. The exhaust of this system was studied over a range of
equivalence ratios.
2
II. Background
2.1 Rotating Detonation Engines
2.1.1 Previous & Current Research.
RDE’s have been and are currently being studied by various groups. At the
U.S. Naval Research Laboratory (NRL) Schewer et al. have been studying RDE’s
under different operating conditions and developing simulations for them [14]. This
research was presented in a review article in 2011 and they were able to show, with
simulations, that the RDE has the potential to be considerably more efficient than
current combustors [14]. The Navy continues to do research in this area.
Figure 2.1: RDE with quartz outer body to
allow visualization of the flow field inside of
the RDE [9].
At the Air Force Research
Laboratory (AFRL) Naples et al. are
working to further understand the RDE
system. They have modified an RDE
such that there is optical access to the
flow field during operation, shown in
Figure 2.1. With this optical access,
chemiluminescence and shadowgraph
measurements will be taken and used to
characterize the flow field inside the RDE
[9].
The systems used for most research are not designed to run continuously. They
run for approximately 1 second, and then shut off. This is enough time to take
measurements, however, this does not provide enough time for the system to come to
thermal equilibrium. Without a cooling system the RDE would melt before thermal
equilibrium was reached. That is why there is continuing research being done on
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developing a cooling system. Figure 2.2 shows the RDE designed with water cooling
channels through the outer body. This RDE was designed and tested by Theruerkauf
for his thesis with the Air Force Institute of Technology (AFIT) and AFRL [16]. The
thesis was completed, however, there is still ongoing research on this project.
Figure 2.2: RDE with a water cooled outer body. The tubes coming out of the outer body
in the front are for the water cooling. The ones in the back behind the outer body are for
the fuel and oxidizer [16].
2.2 Spectroscopy
Spectroscopy is at the center of this research as it is for countless other research
areas. It is a rapidly developing field, and was greatly expanded with the invention of
the laser. Some of the past and present research relating to this thesis are mentioned
below.
2.2.1 Previous Research.
In 2009, at the University of Central Florida, Saptarshi Basu used a Tunable
Diode Laser Absorption Spectroscopy (TDLAS) system along with a laser modulated
at a high frequency to measure the species concentrations of water vapor and carbon
dioxide at both 12 cm and 12 mm path lengths with results repeatable within 10%
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[1]. These path lengths are similar to those encountered in this research. In 2012
R.K. Hanson published a paper on measuring CO concentrations and temperatures for
combustion gases in a shock tube [12]. While concentration measurements are not the
goal of this research, Hanson’s experiments were carried out in similar environments to
the ones found in the systems which are analyzed in this study.
Recently at AFRL Caswell et al. used the same spectroscopic system as used in
this research to measure multiple gas parameters in a pulsed detonation combustor
(PDC) [3]. With this setup, gas temperature, pressure, H2O mole fraction, and velocity
were obtained. These results help validate the method and setup for this research.
Additionally Caswell with Whitney used this system to take some measurements on
an RDE [20]
2.2.2 Current Research.
At AFRL and the Air Force Institute of Technology (AFIT) Wakefield et al.
are working on developing and utilizing a new TDLAS system which scans across
absorption peaks of CO and CO2 near 4.3 µm. This wavelength is used because of
the negligible water absorption near that wavelength, so the primary absorption is from
CO and CO2. This system will help determine combustion efficiencies of difference
detonation and combustion processes.
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III. Spectroscopy & The Spectroscopic System
3.1 Tunable Diode Laser Absorption Spectroscopy
Spectroscopy is the study of the interactions between light and matter. There are
many different spectroscopic techniques. TDM-TDLAS was the technique used in this
work. In this technique diode lasers are tuned to different wavelengths by changing the
temperature of the diode. This was accomplished by increasing (ramping) the current
to the diode which caused Joule heating, also known as resistive heating, resulting in
rapid increases in temperature. The temperature was then more slowly brought back
down using a Thermal Electric Cooler (TEC). This allowed for the laser to be tuned
repeatably over the same wavelengths relatively quickly (the system used scanned at
10 kilohertz). Two Vertical Cavity Surface Emitting Laser (VCSEL) diodes were used.
They were time-division multiplexed, meaning the lasers were alternated between being
on and off. This was done to allow two different spectral regions to be interrogated
without having to scan over a large range of wavelengths. Additionally, it allowed the
lasers to share the same fiber optics (if they were on at the same time it would be very
difficult to separate the signals to obtain meaningful data).
The current ramp also changed the intensity of the laser with wavelength
(increasing the current to a laser diode increases the intensity of the output laser). This
would mean that the intensity of the light incident on the detector would change with
wavelength. This was not desired and was corrected for, and is discussed in section 3.3.
Responsivity of photo-detectors is wavelength dependent, however, because the spectral
ranges that were studied were small (≈ 1 nm) the responsivity of the InGaAs detectors
was very constant.
Diode lasers can be tuned with temperature because they are made out of
semiconductors. The wavelength of light emitted by the diode laser is inversely
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proportional to the band gap energy of the semiconductor. According to the Varshni
equation [18],
Eg = E0 − αT
2
T + β
, (3.1)
the energy (Eg) of the band gap decreases with temperature (T ) squared, α and β are
experimentally obtained constants, and E0 is the band gap energy at absolute zero.
This relation is valid for T < θ/10, where θ is the Debye temperature. For temperatures
greater than this, the energy decreases linearly with temperature [18].
In tunable diode laser absorption spectroscopy the laser is tuned over a range
of wavelengths and propagated through a sample to a detector at the other end. The
output signal of the detector corresponds to the intensity of light incident upon it. This
detected intensity is then compared to its initial intensity using the Beer-Lambert Law,
I = Ioe−αl, (3.2)
where I is the intensity of the light after it has passed through the sample, Io is the
initial intensity of the light, and α is the absorption coefficient and l is the path length
of the laser through the test section. Solving Equation 3.2 for the absorption coefficient
yields,
α = −1
l
ln
(
I
Io
)
. (3.3)
When the intensities are obtained experimentally by scanning the laser over a range
of wavelengths, the absorption coefficient in Equation 3.3 becomes a function of
wavelength. Plotting this variable versus wavelength yields an absorption spectrum.
The spectral features result from dips in the intensity (I) at certain wavelengths. These
dips become peaks when the negative natural log is taken. These intensity dips arise
from the fact that the energy levels of atoms and molecules are quantized so only the
wavelengths that correspond to the available energy states of the atoms and molecules
in the sample can be absorbed.
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Every type of atom and molecule has its own distinct set of energy levels resulting
in distinct absorption spectra. This can be used to identify atoms and molecules. The
distinct energy levels change with temperature, pressure, and velocity (relative to the
observer). The spectra at these different conditions can be simulated if the conditions
are known at a reference temperature, pressure and velocity. These simulated spectra
can then be used to determine the pressure, temperature, and velocity of a system if a
measured spectrum is obtained.
At low enough temperatures, pressures, and with sensitive spectroscopic
techniques, the spectral features can be resolved such that each individual absorption
feature is distinguishable. Under these conditions a Voigt lineshape function can be fit
to the data and using theory the temperature and pressure could be obtained.
Under normal pressures and temperatures the spectral features (due to perturba-
tions in their energy states) are broadened such that it is impossible to distinguish in-
dividual transitions. This makes fitting the data to one Voigt function meaningless, be-
cause the broadened features are now made up of many different transitions. To obtain
the temperature and pressure under these conditions the line positions must be obtained
from a database such as HITRAN or HITEMP, and then a region of the spectrum must
be fit with a simulation, as opposed to individual transitions. The temperature and pres-
sure that produces a model that best fits the spectral data corresponds to the temper-
ature and pressure of the sample being studied. There are limitations to this method
which will be discussed in section 3.2.5.
3.2 Simulating The Spectrum
To simulate an absorption spectrum it is necessary to know the line intensities,
lineshapes and how they scale with temperature and pressure. The simulated absorption
spectrum can be represented by,
Isim = S (T )gVoigt(ν, ν0), (3.4)
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where Isim is the simulated spectrum, S (T ) is the line intensity as a function of
temperature, and gVoigt(ν, ν0) is the lineshape function as a function of wavenumber ν
and the line center wavenumber ν0. The lineshape function accounts for the broadening
of the lines, primarily due to temperature and pressure.
3.2.1 Line Intensities.
The line intensities depend on temperature and they follow a Boltzmann’s
distribution. The intensities can be represented with relation to a reference intensity
as [7],
S (T ) =
S (T0)Q(T0)
Q(T )
exp
(
−c2 E
′′
T
) [
1 − exp
(
−c2 ν0T
)]
exp
(
−c2 E′′T0
) [
1 − exp
(
−c2 ν0T0
)] , (3.5)
where S (T ) is the line intensity in ( cm
−1
molecule x cm−2 ), T0 is the reference temperature (296
K), T is the simulated temperature, Q is the total partition function, ν0 is the line center
frequency of the spectral line (cm−1), E′′ is the lower state energy of the transition (in
cm−1) and c2 is the second radiation constant, defined as c2 = hc/k, where h is Planks
constant, c is the speed of light, and k is Boltzmann’s constant.
The HITEMP database provides values for S (T0), E′′, and ν0. To find the
values for the partition function the HITRAN website provides a Fortran code
which calculates the partition functions at given temperatures using theoretically and
experimentally derived equations.
3.2.2 Lineshape.
As mentioned in section 3.1, the Voigt lineshape function can be used to model
spectral features. The Voigt function is the convolution of the Gaussian lineshape with
a Lorentzian lineshape function. The necessity of using the Voigt function arises from
the two primary line broadening mechanisms.
The first of these broadening mechanisms is collisional broadening, also known
as pressure broadening. This type of broadening is homogeneous, and thus the spectral
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features broadened by pressure can be modeled with the Lorentzian lineshape [2],
gL(ν − ν0) = ∆νL
2pi
(
1
4 (∆νL)
2 + (ν − ν0)2
) , (3.6)
where gL(ν − ν0) is the lineshape, ∆νL is the Full Width at Half Maximum (FWHM) of
the profile, ν0 is the center frequency of the absorption feature, and ν is the frequency.
Pressure broadening arises from the collisions between atoms or molecules during
radiative absorption or emission. During the collision of an atom or molecule with
another atom or molecule the electric potentials interact, causing a perturbation of
the energy states. If the atoms or molecules involved in the collision emit or absorb
a photon during the collisional time period then this photon would have a different
energy than the photon emitted or absorbed when the energy states were not perturbed
[4]. This causes a broadening of the lineshape; as pressure increases collisions occur
more frequently, and the higher the probably is that the photon absorbed will have a
perturbed energy. Pressure broadening also has a temperature dependence. Changes
in temperature are changes to the average velocity of the atoms and molecules, which
alters the collision rate.
The FWHM (∆νL) is needed for Equation 3.6. The FWHM is pressure,
temperature, and collisional partner dependent. Working from HITRAN and Demtro¨der
[4, 7] it can be seen that,
∆νL(T, P) = 2
Nc∑
i=1
γi(T0)
(T0
T
)ni
Pi, (3.7)
where the summation is over all of the collisional partners, Nc is the number of
collisional partners, γi(T0) is the pressure broadening coefficient at half width at half
maximum for the ith collisional species at the reference temperature (T0 = 296 K),
the term (T/T0)−ni scales the coefficient with temperature [7], ni is the coefficient of
temperature dependence of the collisional partner. HITEMP provides the n values
for air, and are dependent on the transition of interest. For H2O, n varies widely and
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is not well known. It is believed to have a mean value of 0.64 which can be used,
alternatively the n values for air can be used [7]. The n values for air (nair) were
used in this research. Pi is the partial pressure of the ith collisional species. HITEMP
provides two pressure broadening coefficients, one for self collisions (in this case H2O),
and one for collisions with air. Expanding Equation 3.7 for these two collisions yields,
∆νL(T, P) = 2γH2O(T0)
(T0
T
)nair
PH2O + 2γair(T0)
(T0
T
)nair
Pair. (3.8)
Once ∆νL(T, P) is determined the Lorentzian lineshape from Equation 3.6 can be
computed.
The second line broadening mechanism is Doppler broadening. As its name
implies it is caused by the Doppler effect. At any temperature above absolute zero,
atoms and molecules are in motion. This motion causes absorbed or emitted light to
be blue or red shifted relative to the atom or molecule in motion. Since the atoms
and molecules move in different directions relative to the laser, a range of different
frequencies can be absorbed by a given transition, causing a broadening in the
acceptable energies for that transition. This type of broadening is inhomogeneous and
can be modeled with the Gaussian lineshape function,
gG(ν − ν0) = 2
∆νG
√
ln (2)
pi
e−4 ln (2)((ν−ν0)/∆νG)
2
, (3.9)
where gG(ν − ν0) is the Doppler broadened lineshape, ∆νG is the FWHM, and ν and ν0
are the same as defined before, the frequency and the line center frequency respectively.
The FWHM is defined as [4],
∆νG(T ) = 7.16x10−7ν0
√
T
M
, (3.10)
where M is the unified atomic mass unit (amu ), T is temperature, and ν0 is again the
line center frequency.
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3.2.3 Convolutions.
The lineshape due to Doppler broadening is inhomogeneous and the lineshape
due to pressure broadening is homogeneous. Because these lineshapes are modeled by
different functions the FWHM from each of them cannot simply be added and then
used in a function which models the spectral features. When both of these types of
broadenings are present the convolution of the two lineshape functions must be taken
to produce the Voigt lineshape function to model the spectral features. The convolution
is defined as,
gL(ν − ν0) ∗ gG(ν − ν0) = gvoigt(ν, ν0) =
∞∫
−∞
gL(ν′0 − ν0)gG(ν − ν′0)dν′0, (3.11)
where ν′0 is the frequency range the functions are being convolved over, ν0 is line
center, and ν represents the frequencies over which the function must be evaluated
to obtain a complete Voigt profile. This is the formal definition of the convolution,
however, to simulate a discrete spectrum the integral can be represented as a
summation. Both functions being convolved approach zero fast enough that the bounds
on the summation can be reasonably approximated as finite, resulting in,
gvoigt(ν, ν0) =
ν2∑
ν′0=ν1
gL(ν′0 − ν0)gG(ν − ν′0), (3.12)
where it is important to make the bounds ν1 and ν2 large enough such that the majority
of the two functions being convolved are within those bounds. Ideally all of both
functions would be within those bounds, however both the Lorentzian and Gaussian
functions only converge to zero at ±∞. Figure 3.1 illustrates the convolution of a
Lorentzian with a Gaussian. The Gaussian is swept across the Lorentzian profile. The
overlapping parts of the function are multiplied together, and the area under the product
of these two curves is the value of the Voigt profile at the line center of the Gaussian.
As the Gaussian moves across the Lorenzian the Voigt profile is constructed point by
point.
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In Figure 3.1 the shaded region is the area under the curve created by the
multiplication of the regions of the Gaussian and Lorentzian which overlap (or have
the same x-value). This area is the value of the Voigt function at the line center of the
Gaussian, shown as the yellow point on the figures. The green curve is the Gaussian
which is being swept in the direction of the arrow across the Lorentzian (red curve).
The black curve is the Voigt profile. In Figure 3.1c the magenta curve is the Gaussian
moved to the Lorentzian’s line center to allow for a comparison between the shapes
of the profiles. Both the Gaussian and Lorentzian have FWHM of 0.3 cm−1, and the
resulting Voigt profile from their convolution has an approximate full width half max of
1.0 cm−1.
(a) Starting the convolution (b) 1/4th of the convolution (c) Ending of the convolution
Figure 3.1: Convolution between a Gaussian (∆νG = 0.3 cm−1) and a Lorentzian (∆νL =
0.3 cm−1), resulting in a Voigt function (∆νV ≈ 1.0 cm−1). The Gaussian is swept across
the Lorentzian. As it travels the Gaussian and Lorentzian are multiplied together to create
a new curve which is the outline of the shaded region. The area of that new curve, or the
shaded region is the value of the Voigt function at line center of the sweeping Gaussian.
In Figure (c) the Gaussian is overlaid at the Lorentzian line center. This was done to show
a comparison between the three curves.
3.2.4 Validating the Method.
There are a large number of variables and equations that go into developing
Equation 3.4, Isim = S (T ) gvoigt(ν, ν0), to simulate an absorption spectrum. This model is
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by no means perfectly simulates a real spectrum and some of its shortcomings will be
discussed in section 3.2.5. While it is not perfect, it is certainly useful, and its validity
will be discussed.
There are a number of approximations that were made to use the numerical
convolution discussed above. The first of these was already discussed. The function
doing the convolving must approach zero in both directions fast enough such that
the convolution does not have to be taken to ± infinity in order to yield a good
approximation. In this research Gaussian spectral lines are convolved with Lorentzian
lineshapes, which approach zero as 1/x2.
In order to convolve the Gaussian function with the Lorentzian, the Lorentzian
function must remain constant during the convolution. In reality the Lorentzian FWHM
is a function of line center. To avoid this problem, each individual Gaussian broadened
spectral line could be convolved with its own Lorentzian function, however, this would
be computationally expensive. Instead, as an approximation both spectral regions
being studied were divided into four sections. Each section was convolved with its
own Lorentzian profile. For the 1 nm spectral ranges being studied this was a good
approximation. This approximation did not need to be made for the Gaussian profile,
because it was computed completely with its defining equation, Equation 3.9.
To verify the validity of these approximations code was written to simulate the
spectrum with a published empirical approximation to the Voigt profile developed by
Whiting [19]. Figure 3.2 shows the spectral feature simulated with both methods which
displayed the largest residual. The numerical simulation, used in this research, was
plotted at every third point so both simulations can be seen. Whiting’s method was
reported as being within 5 percent in the worst case and normally within 3 percent of
the actual Voigt profile. The maximum absolute difference between the two methods is
1.57 percent. This means in the worst case scenario the numerical approximation used
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in the research is 6.57 percent from the actual Voigt profile, and in the best case it is
1.43 percent. This is acceptable because the Voigt profile is itself an approximation to
the spectral features.
Figure 3.2: This figure depicts the validity of the approximations made for the numerical
convolution. The spectral feature simulated with the convolution shows good agreement
with Whiting’s empirical approximation to Voigt profile. This spectral feature was chosen
because it displayed the largest residual of the spectral lines being studied.
3.2.5 HITEMP Broadening Limitation & Fitting.
3.2.5.1 HITEMP Broadening Limitation.
The High-Resolution Transmission molecular absorption database (HITRAN)
was designed to provide data to simulate the radiation in the atmosphere. The High-
Temperature molecular spectroscopic database (HITEMP) is the same as the HITRAN
database but with more spectral lines. A number of lines are removed from the
HITRAN database because they are very weak at atmospheric temperatures. However
some of these lines become the dominant lines at high temperatures. HITEMP
preserves more of these lines.
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The addition of lines makes HITEMP superior to HITRAN for higher tempera-
tures, however, with all databases, the data is not perfect. Particularly, as mentioned
before, the n value in Equation 3.8 is not well known for water. This is not a prob-
lem at atmospheric temperatures where the data in the database was primarily studied,
however, at higher temperatures, like those found in flames, the values for the pressure
broadening coefficient become very poor.
Figure 3.3 shows a spectrum, in blue, that was taken 5 mm above the Hencken
burner, and two simulations of that spectrum. The temperature of the flame for this
spectrum was calculated to be 1,580 K. The first simulation, shown in Figure 3.3a,
was accomplished using HITEMP broadening coefficients. This method displays a large
residual, with a resulting simulated temperature of 1,224 K.
The second simulation depicted in Figure 3.3b was calculated by letting the
pressure broadening float to the best value. This method will be discussed in section
3.2.5.2. This resulted in a much better fit, as can be seen by the small residual. The
temperature calculated using this simulation method was 1,575 K. Which agrees well
with the calculated temperature.
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(a) HITEMP simulated data compared to mea-
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(b) Simulated data letting pressure broadening
‘float’ compared to measured data.
Figure 3.3: This figure shows the simulated data using both HITEMP broadening and
letting the broadening float to the best value. The measured spectrum (shown in blue) was
determined to be at 1,580 K using Dr. Caswell’s code. The data was taken at 1 atm. The
residuals show that letting the pressure broadening float produces a better simulation of
the actual data.
3.2.5.2 Fitting Spectra.
Two minimization methods were used to find the simulated spectra which best fit
the measured spectra, and were implemented in steps (b) and (c) in Figure 3.4. The
first, a Golden Section search, was the more robust minimization method of the two,
such that it always converged to a minimum value if one existed in the bounds being
searched. However, it was slower than the second method, Parabolic Interpolation.
The Parabolic Interpolation method was a much faster method, however, it was not
guaranteed to converge. The code developed gave the user the option to pick either of
the two methods, however, the parabolic method was designed such that if it did not
converge it would automatically switch to the Golden Section search method.
Figure 3.4 shows the iterative process used to find the temperature and
concentration while letting the pressure broadening float. To calculate the temperature
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for a set of spectra (both the higher and lower energy laser scans) a temperature was
initially guessed.
The guessed temperature (T0 in Figure 3.4) was passed to the minimization routine
chosen by the user. This routine found the pressure broadened FWHM (∆νL) which
minimized the error between the simulated spectra and the measured spectra for the
given temperature by only adjusting the pressure broadening ((b) in Figure 3.4). This
was accomplished by splitting both the higher and lower energy spectra into four
sections. The best pressure broadening was found for each of these sections separately,
all at the guessed temperature.
These ‘best’ pressure broadenings were then passed to a routine that used
these values to find the temperature of the simulated spectra which minimized the
error between the simulated spectra and the measured spectra by only adjusting the
temperatures ((c) in Figure 3.4). This was accomplished by splicing together the higher
and lower energy spectra to simulate both spectra at the same time. This could be done
because both spectra were at the same temperature, and it was done to improve the
temperature results.
The ‘best’ temperature was then compared to the temperature the pressure
broadening was calculated with ((d) in the figure). If the absolute value of the
difference between the newly calculated temperature and the one used for the
pressure broadening was less than 1 K then the temperature was considered to be the
temperature of the measured spectra. If the difference was greater than 1 K, the newly
calculated temperature was used to find a new pressure broadening, and the process
was repeated until the difference was less than 1 K.
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(a) Initial guesses and setup
(b) Finding best pressure broadening
(c) Finding best temperature
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(d) Check to see if the change in
temperature is acceptably small
Yes 
(e) Output T 
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Figure 3.4: This figure shows the iterative process of finding the best temperature at the
best pressure broadening which simulates the data. T0 is the initial temperature, T is
temperature of a particular iteration, and ∆νL is the FHWM of the pressure broadening
lineshape.
In the minimization routines used in (b) and (c) in Figure 3.4 a least squares
approach was used to minimize the errors between the simulated and the measured
spectra to find the best fit to the data. This was accomplished by minimizing the Root
Mean Square Error (RMSE) of the difference between the measured data and the line
of best fit of the curve created by the plot of the measured data versus the simulated
data (Figure 3.5). The RMSE is given by,
RMSE =
√√Npts∑
i=1
(yi − Datai)2
Npts
, (3.13)
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where yi is the ith data point in the line of best fit, Datai is the ith data point of the
measured spectrum, and Npts represents the number of data points in the measured
spectrum. Figure 3.5 shows line of best fit, y, of the measured data versus the simulated
data.
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Figure 3.5: This figure shows a measured spectrum plotted against the best fit simulated
spectrum, with the line of best fit. The simulated spectra was found such that the RMSE
of the difference between the measured spectrum and the line of best fit was minimized.
The RMSE error for this fit is 6.63e-5.
If the simulated data perfectly matched the measured data then the points in the
figure would form a perfect line with slope 1 and an RMSE of zero. Figure 3.5 was
partially created with the measured and simulated spectrum found in Figure 3.3b (it
also includes the date from the higher energy scan), and has a RMSE of 6.63e-5,
while the fit in 3.3a had an RMSE of 2.44e-4. The better the fit is the smaller the
RMSE is, and the closer the simulated temperature is to the actual temperature of the
medium being inspected. However, while in this case an RMSE of 2.44e-4 produced
a bad temperature calculation (off by nearly 400 K) an RMSE of 2.44e-4 will not
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always produce poor results. What constitutes a good value for the RMSE depends
on the dataset. Higher levels of noise in the measured spectra can produce larger
RMSE values, however, the spectral features may still be well fit by the simulation
and thus produce a good estimate of the temperature. The RMSE value can also have
a temperature dependence. At higher temperatures there were more spectral features in
the regions of the spectrum being studied. The simulation may fit each of the features
well, however, because there are more features at higher temperatures there will be a
larger RMSE value.
There were two reasons the RMSE of the difference between the line of best fit
and the measured data was used, as opposed to finding the RMSE of the residual of the
measured and simulated spectra. The first reason was that minimizing the residual did
not always result in the best fit between the measured spectra and simulated spectra.
This resulted from two phenomena.
This first of these phenomena was that both the temperature and the pressure
broadening had to be optimized. Because this was an iterative process (see Figure 3.4),
sometimes in regions with small spectral features, the smallest residual occurred when
the simulated spectrum simulated the baseline instead of the spectral features. This can
happen when an iteration of the simulated temperature is inaccurate enough such that
the simulated spectral features are significantly different than the measured spectral
features.
The other phenomenon which caused this routine to not produce the best fit was
due to an offset between the baselines of the simulated and measured data. When the
baseline of the simulated spectrum and measured spectrum were shifted vertically from
one another, minimizing the residual would force the simulated spectral features to be
larger or smaller than they should have been to compensate for that shift.
21
The second reason the RMSE was found was to calculate the water concentration
of the medium being studied. The concentration of water scales the intensity of the
absorption features. This scaling has the effect of changing the slope of the best fit
line. The slope was corrected to a slope of 1 by finding the slope of the best fit line,
multiplying the simulated spectrum by that value, and then recalculating the best fit line
using the correctly scaled simulated spectrum. The concentration was initially guessed
using NASA’s CEA code. This guessed value was then corrected by multiplying it
with the slope, or scaling factor used to correct the simulated spectrum. The CEA
code provides concentration in terms of mole fraction. To calculate the concentration
of water in the sample, the following approach was used: First the partial pressure of
water, PH2O, was guessed using CEA,
PH2O = xH2OPtotal, (3.14)
where xH2O is the CEA value for the mole fraction of water at a given equivalence
ratio, and Ptotal is the total pressure of the sample, which was assumed to be 1 atm.
This could be assumed regardless of the pressure because of the scaling factor. Next
the ideal gas law was used,
PH2O = NH2ORT, (3.15)
where NH2O is the concentration of water in moles/cm
3, R is the ideal gas constant
(82.06 cm3atm/(moles K)), and T is the temperature in Kelvin. Equations 3.14 and 3.15
were solved for concentration,
NH2O =
xH2OPtotal
RT
. (3.16)
Finally the slope of the best fit line was found (before it was correct to 1), and
NH2O was scaled with the slope, resulting in,
NH2O =
xH2OPtotal
RT
∗ Slope. (3.17)
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3.3 The TDM-TDLAS System
The spectral data analyzed in this research was collected using a Time Division
Multiplexed Tunable Diode Laser Absorption Spectroscopy system (TDM-TDLAS)
which was the first of three systems developed by Whitney et al.[20]. The system was
completely fiber-coupled and the majority of it resided within a portable rack providing
protection and mobility.
Figure 3.6: This is a front view of the TDM-
TDLAS system. The controlling computer
is shown at (a.). The eight laser output ports
are shown at (b.), two of which have fibers
attached to them. (c.) shows one of the four
laser diode and temperature controllers.
The system was fiber coupled to
decrease the size of the system, increase
it’s mobility, increase it’s durability (a
free-space lens systems easily gets dirty
and unaligned), and finally to increase
the safety of the system by reducing
the chance of laser induced injury.
Figure 3.6 shows a front view of the
spectroscopic system. In the figure, (a.)
shows the location of the computer which
controlled the system and recorded the
data. At (b.) eight ports can be seen (two
of them have fibers connected to them)
with green caps. Two of these lasers
were used for reference intensities, the
other six lasers could be used to take the
spectroscopic data. The location of one
of the temperature/laser diode controllers
is shown at (c.).
23
Figure 3.7 shows a schematic of the spectroscopic system that was used in this
research. The LabVIEW code was developed by Casewell which controls the Laser
Diode Controllers (LDCs). This code provided the user with a range of controls. The
primary controls allowed for the user to cycle power to the lasers, change the scan
speeds of the laser by changing the current ramp, control the laser booster current
ramp, view the laser signal live, and to take and save spectroscopic data. The lasers
and the boosters were controlled by the computer through the LDCs, which are shown
in both the picture of the device in Figure 3.6 and in the schematic in Figure 3.7.
Figure 3.7: Depicted here is a schematic of the spectroscopic system. Moving from right
to left; the TC/LDC is the temperature and laser diode controller, V1,2 are the two laser
diodes used, P1,2 are polarizers, B1,2 are booster optical amplifiers BOA’s, the H2O Cell,
is the reference water cell held at 15 Torr, the MZI is the Mach-Zehnder Interferometer
(MZI), the VOA’s are variable optical attenuators, and the D’s are photosensitive detectors
(D). L1−6 are the lasers that are used to interrogate the sample under inspection and I01,02
are the two laser beams used for reference intensities. After the sample light is collected
by photosensitive detectors. The signals from the detectors go to the data acquisition
(DAQ) boards on the computer. The rectangles containing fractions represent the split
ratios. This picture was partially recreated from Reference [20].
The LDCs provided the current ramp from the code to the lasers and boosters.
The Temperature Controller (TC) regulated the temperatures for both the boosters and
the laser diodes by controlling a thermoelectric cooler. The temperature control was
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slow compared to the rapid changes in temperature caused by the current ramps. The
purpose of this was to allow the laser to heat up during the current ramp while still
being able to cool down while the current ramp was off. The lasers were cooled so they
could repeatedly scan over the same set of wavelengths.
To produce the laser beams, two vertical cavity surface emitting lasers (VCSEL’s)
were used, labeled V1 and V2 in Figure 3.7. They were driven by the LDC’s, cooled by
the TC’s, and were alternated between scanning and being cooled. The two lasers were
never on at the same time and they scanned over slightly different spectral ranges, ≈
7,435 to 7,442 cm−1 and 7,465 to 7,471 cm−1.
3.3.1 Polarizers & Boosters.
The signal from both laser diodes went through two polarization controllers (P1
and P2 in Figure 3.7). These polarizers were necessary because the BOA’s (boosters)
were sensitive to the polarization state of the lasers. After the polarizers the laser paths
were combined and then split (50-50) to each of the BOA’s. This was done so both
lasers followed the same optical path through the rest of the system.
The BOA’s (shown at B1 and B2 in Figure 3.7) were controlled by the TC and
LDC in the same manner as the VCSEL’s. The BOA’s were used in two ways, the first
was to boost the laser power. This was done by providing the laser with another gain
medium to traverse. The second was to help correct for non-uniform laser intensities
due to ramping the current (lasers increase in intensity with increased current). This
was accomplished by calibrating the BOA’s current ramp such that it compensated for
the non-uniform intensity of the laser.
The signal from the BOA’s was split multiple times, as shown in the figure. B1
was split to go to the H2O cell, reference intensity (I01) and three output lasers for
taking spectral data. The second booster (B2) was split in a similar manner, but instead
of the H2O cell it went to a Mach-Zehnder Interferometer (MZI). With the exception
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of the lasers to the H2O cell and the MZI, the lasers passed through a variable optical
attenuator (VOA), which was used for laser power adjustments.
The MZI data was used to convert the data collected in the time domain to a
relative wavenumber axis and to correct for slight changes in the scanning rate of the
laser. This was accomplished by using the inference pattern from the MZI along with
the fact that one period of the interference pattern corresponded to the free spectral
range of the laser.
The H2O cell was used to obtain a reference spectrum with known conditions.
This allowed the relative wavenumber axis obtained with the MZI to be converted into
an absolute wavenumber axis by comparing absorption features using HITEMP data.
The absorption coefficient was calculated with Beer’s Law, using the reference laser
intensities (I0 in Figure 3.7) along with the signals from the interrogating laser, and the
length of the laser beam path through the test medium.
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IV. Data Processing
The data collected by the spectroscopic system required considerable manipulation
before the fitting discussed in section 3.2.5.2 could be performed. The raw data
collected was the electrical current response of the detector to the intensity of the
light incident upon it. The following sections discuss the MATLAB GUI developed to
process the raw data.
4.1 Whole Number of Scans
The spectroscopic system began taking data once it was triggered. The trigger
event depended on the type of experiment being performed. For the Hencken burner
experiment the system was triggered by one of the laser channels, and began taking
data upon command. However, with experiments that were more time sensitive such as
the RDE and detonation tube, the trigger was linked to the ignition of the detonation
system. This allowed the event to be captured without having to take a large amount of
data before the event started.
The trigger event determined when the data from the system started being saved.
Independent of this event the lasers were scanned over their respective wavelength
ranges. This was done to ensure the lasers were stable and already operational when
the trigger event occurred. However, because the recording of data and the scanning
of the lasers were not necessarily dependent on one another, a partial scan had a high
probability of being recorded at the beginning and end of the data set. The system
stopped taking data in one of two ways, either the system collected a specified quantity
of data, or it acquired data for a specified amount of time. Figure 4.1 shows a small
section of data where the system started taking data in the middle of a scan, as well as
what a whole scan looks like. An assortment of other useful features are also shown.
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Figure 4.1: This is raw data taken from the water cell channel during one of the experi-
ments. The yellow circles are the points used to determine the start of the first whole scan
(red circle). They do not perfectly fall on the cutoff line, but are the closest points to it.
The feature where the scan transitions from the high energy scan to the low energy scan is
not a spectral feature, rather it is the result of the one laser turning off and the other laser
turning on.
There are a few key reasons why it was important to remove the partial scans.
To process the data, data from each of the lasers had to be separated and analyzed
individually. Partial scans would make it difficult to separate the laser signals because
the number of points in a partial scan were not known. Partial scans contained little
useful data, therefore they were removed.
There were two partial scans for each of the different channels data was recorded
on for every data set. Channels refer to the different ports on the data acquisition board.
Each detector used in the experiments had its own channel. A data set refers to all
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of the data recorded for all of the channels between a given trigger event and stop
condition.
The data from the water cell was used to remove the partial scans at the beginning
and end of the data from each of the channels. To accomplish this a cutoff criteria of
1/4
th of the maximum value of the water cell data was established. This cutoff value is
shown in Figure 4.1 as the black horizontal line labeled as Cuttoff Line. Points below
the cutoff value were regions where both lasers were off. Once this cutoff height was
defined, the code found the first point (a) that was less than this cutoff and the first
point (b) after point (a) that was greater than the cutoff value. If the first few points
of the scan were below the cutoff value they were ignored and the next scan was
examined. Ignoring the first few points was done to ensure a more robust removal of
partial scans. Points (a) and (b) are shown as yellow circles in Figure 4.1. The average
x-axis location of these two points was rounded down to give the approximate location
of the center position shown as a red circle in the figure. The red circle shows the
location where the first full scan started. The same method was applied to the end of
the scans in reverse order.
4.2 Offset Correction
Figure 4.1 shows that during the period of both lasers being off there was a slight
offset from zero. This resulted from the detector picking up ambient light. Due to
the fact the water cell was completely fiber coupled, this offset most likely resulted
from thermal noise in the detector (dark current). For the lasers not completely fiber
coupled, such as the ones used to inspect the test medium, the offset was much larger
and mostly came from the radiative emission of the experiment. The offset can be seen
more clearly in Figure 4.2. This offset had to be removed otherwise it would result in
an incorrect spectrum. This can be seen by examining Equation 3.3. Adding an offset
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to the intensity terms results in,
α2 = −1l ln
(
I + a1
Io + a2
)
, (4.1)
where a1 and a2 are the intensity offsets. Equation 4.1 is only equivalent to Equation
3.3 if a1 and a2 are zero. Depending on the radiative emission of the experiment, the
offset for the intensity could be comparable with the laser’s intensity which would
result in large discrepancies between the two equations.
To correct for this offset, points from the middle of the “laser off” periods were
averaged for each of the scans. A line was then interpolated between these points and
was subtracted from the data. This is depicted in Figure 4.2.
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Figure 4.2: This figure clearly shows the offset which occurs to varying degrees depend-
ing on the experiment. This data was taken from one of the interrogating lasers from the
detonation tube experiment. The red circles are located at the edges of this scan, which
are the middles of the “laser off” period. They are the average values of these regions.
The red line between them is the interpolated line which is subtracted from the data to
remove the offset.
4.3 Separating the Scans
The system scans the higher energy laser first, making it the left laser scan in
Figures 4.1 and 4.2. However, when the lasers were separated the order in which they
were plotted was switched. This was done because the absorption spectra were plotted
on a wavenumber axis and it is more intuitive to plot from low to high energy. This
means the left scan in the raw data, once the scans are separated, is plotted on the
right in this work. To avoid confusion individual lasers are referred to with low or high
energies, as opposed to left or right scans.
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To separate the laser scans the Root Mean Square (RMS) of the Mach Zehnder
Interferometer (MZI) data was used. Figure 4.3 shows the RMS in red and one of
the MZI scans in blue. The RMS was used because of the distinct change in signal
between lasers when the lasers were on and when the laser were off. To determine
where the laser turned on and off a cutoff criteria was created and is shown as the
black line in the figure. This line was 80% of the mean value of the RMS. This value
was chosen such that all of the data points for which the lasers were on were above the
line, and the majority of the transition data points between the laser being on and off
where below the line. To remove the transition points above the line, without risking
the loss of the points for which the lasers were on, the second peak after the cutoff
line from the end points was chosen as the start and stop points of the laser scans. The
second peak from the end points are shown as yellow circles in Figure 4.3. The indices
were found for the regions between the yellow circles for the low and high energy laser
scans in the RMS data. These indices were then shifted for each of the scans and were
applied to the data from all of the channels.
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Figure 4.3: This figure shows the locations used to separate the data (yellow circles). The
blue curve is the MZI data, and the red curve is the Root Mean Square of all the MZI
scans. The RMS was used to separate the data because of the clear boundary between the
laser being on and off. The black curve is the cutoff value used to help determine where
the lasers turn on and off.
4.4 Variable Scan Speeds
Once the scans were separated into the individual laser scans a number of
corrections had to be made to the data sets. The first of these was to correct for
the inhomogeneous scan speeds of the laser. The changes in scan speed during a
scan arose from the laser diode not being heated by the current ramp at a perfectly
steady rate. This caused the line shapes in the spectrum to be artificially narrowed or
broadened depending on whether the scan speed was faster or slower, respectively.
The inhomogeneous scan speeds also resulted in spectral features being shifted non-
uniformly throughout the spectrum. This happened because a non-uniform number of
points were taken over a given amount of time. This meant that the data points were
not evenly spaced in the time domain.
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The MZI channel was used to correct for this non-uniform distribution of data
points. The primary purpose of the MZI was to correct for these variations in scan
speed. The peaks in the MZI data correspond to the maximums in intensity of the
fringe patterns produced by the interferometer. The distance between fringe maximums
correspond to the Free Spectral Range (FSR) of the laser for the MZI. The FSR of the
higher energy laser was given as 460 MHz and for the lower energy laser it was 458
MHz. However, these values did not perfectly correct the spectra. Code was developed
to recalculate these values. This was accomplished by finding the FSR which best
shifted the locations of the water cell spectral lines to match the simulated HITRAN
spectra. The data in the HITRAN database are very well known for the conditions of
the water cell. The FSR values were found to be 458.26 MHz and 458.18 MHz for the
lower and higher energy laser, respectively. This calculation only had to be performed
once, because the FSR of the lasers was very constant.
Using the new FSR values, the frequency between data points was determined.
Since the MZI data was collected simultaneously with all of the other channels, and
with the same lasers, each data point in the MZI was in the same temporal location as
the corresponding points in the other channels, so the adjustments found with the MZI
channel could be applied to the other channels as well.
When the scan speeds of the laser changed so did the spacing of the fringes from
the interferometer. Thus the MZI peaks changed as well. Figure 4.4 shows a close-
up of the MZI data. The red squares correspond to zero crossings, which were used
instead of the peaks, because the peaks were not well resolved. The distance between
every other zero crossing was the same as the distance between adjacent peaks. The
black stars and the magenta circles are the data points. As an example for how the
MZI can fix the spacing between points consider the nine magenta points. They span
three zero points, therefore the frequency difference between the first point and the last
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point is approximately the FSR of the laser. This information can be used to create
a new x-axis in the frequency domain by assigning each point between a set of three
zero locations (red squares in the figure) representing some fraction of the FSR. If the
first magenta point is considered the starting point, 0, then the second point would
be located approximately at 57.5 MHz, and the third would be 115 MHz. This is
continued until the third zero (red square) is reached. Thus the spacing between the
next set of points spanning the next three zeros is calculated. This correctly spaces the
points on a frequency axis.
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Figure 4.4: This is a close up of the MZI data. The distances between peaks, or between
three zero crossings, corresponds to the FSR of the laser. The red squares show the inter-
polated zero crossing. The black stars show the data points, and the magenta circles are
used as an example of how this information can correct for scan speed variations.
4.5 Scan Range Jitter
Similar to the variable scan speeds, jitter in the scan range was related to the
heating of the diode. Jitter in the scan range were slight variations in the spectral range
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from one scan to the next. This was caused by not starting and stopping the scan of the
laser diode at exactly the same temperature each time. This resulted in the spectra from
each scan to be slightly shifted from each other. This jitter in the scan range had to be
corrected for the cases for which multiple scans were averaged together. This correction
was also applied to data that was not averaged to simplify the method used to put the
spectra on an absolute wavenumber axis.
To correct for this, all of the spectra were placed on a relative wavenumber axis.
This was accomplished by using the water cell channel. Since the water cell was kept
at constant conditions, the spectral features did not change remarkably from scan to
scan. The first water cell scan for each laser was chosen as a reference point upon
which all other scans were based. The two lasers were handled individually. The
maximum peak locations for every scan for both low and high energy laser were found
and compared to the maximum location of the reference scan. Each scan was shifted
by the difference between the maximum peak locations and the reference location.
This aligned all of the scans on a relative axis. The significance of this can be seen in
Figure 4.5. One hundred scans of an absorption feature from the water cell are shown
in both (a) and (b). Figure 4.5a shows the features not corrected for the scan range
jitter, and Figure 4.5b shows the data corrected. If the spectra were averaged without
correcting for this jitter the features would be artificially broadened and reduced in
magnitude, which would result in an incorrect fit with the simulated spectra.
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Figure 4.5: These figures depict the significance in correcting for the slight changes in
scan range from scan to scan. This data was taken from the water cell during one of the
experiments of the lower energy laser.
4.6 Absorption Spectrum
The next step in manipulating the data was to convert the absorption features into
absorption spectra. This was accomplished by applying Beer’s Law to solve for the
absorptivity coefficient as shown in Equation 3.3.
For the experiments in which the average of the spectra was taken, the absorption
spectra was calculated prior to averaging. The reason the absorption features were not
averaged before converting the spectral information into an absorption spectrum was
because the average of the spectra was desired and not the spectrum of the averaged
spectral information, that is,
αave 1 = − 1lNs
Ns∑
i=1
ln
(
I
I0
)
i
, (4.2)
was desired over,
αave 2 = −1l ln

Ns∑
i=1
Ii
Ns∑
i=1
I0i

, (4.3)
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where Ns is the total number of scans. Both equations yield similar results, however,
they are not equivalent. Equation 4.2 is the average of the spectra, and Equation 4.3 is
the spectra of the averaged spectral information (the Ns divided out). The temperature
obtained from these averages would be different. Equation 4.2 was chosen over
Equation 4.3 because the temperature of the averaged spectra more closely represents
the actual temperature as opposed to the temperature from the spectrum of averaged
spectral information. This results from the fact that in equation 4.3 the individual laser
scans are not being divided by their corresponding reference intensities I0. This means
that variations that occur on a per scan basis that would normally be divided out by the
same variations occurring in the reference intensity could no longer be divided out.
The averaged data can be used for steady state systems, like the Hencken burner
and the RDE after startup. It loses meaning when applied to a system which changes
over time like the detonation tube and the RDE. The reason the spectra were averaged
was to reduce the noise to produce better results. When a system is not at a constant
temperature the average of the spectral features collected over time will reduce the
noise, but will also vastly change the spectral features. This is because the spectral
features are a function of temperature.
4.7 Absolute Wavenumber Axis
To correct for the scan range jitter the scans were placed on a relative axis. This
means that all of the scans would start with a wavenumber of zero and end at the
spectral width of the scan. For data that had not been averaged, all of the spectra from
a particular laser would be on that same relative axis. To fit a spectrum to the data, the
absolute wavenumber axis must be known.
To accomplish this, the water cell data was used once again, in a similar fashion
as it was before. The scans from each of the two lasers (low and high energy) from the
water cell were averaged, resulting in two spectra, one for each laser. These spectral
38
features were then compared to HITRAN lines until a match was found. This was done
by knowing approximately what range the lasers scanned over and then by looking in
that region.
This process was not automated, however, it only had to be accomplished once to
find the spectral range each laser scanned across; the range of the lasers did not change
from experiment to experiment.
Once the range was found by hand, the code matched the maximum feature in the
HITRAN database with the maximum feature from the averaged water cell spectrum
for each laser. The difference in locations between these two peaks was used to shift
all of the spectral information from each of the channels, and it was left as a default
setting in the GUI.
4.8 Correcting the Baseline
Baseline correction was rather difficult, and was relatively important to do
correctly. There were two methods used to correct the baseline in the code developed
for this research. The method used was determined by user input. The baseline was
created by a number of different phenomenon, such as irregularities in the laser diode
as it scanned across the wavenumbers (the BOA’s did not completely correct for these
irregularities), by impurities in the optics, and by nonlinear changes in the radiative
emission of the medium being studied which were not removed by the linear offset
correction. Impurities in the optics can be from small particles of dust on the fiber
ends, as well as impurities in the materials themselves.
4.8.1 Method 1.
The first method used to correct the baseline determined which features in the data
were spectral features and which were from the noise and baseline. The features that
were determined to be spectral features were ignored, and the remaining curve was
assumed to be the baseline. A line going through the center of those remaining points
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was subtracted from the spectrum with the features in it. At low pressures this baseline
method was used to determine which features were spectral and which were not to a
very high degree of success. Figure 4.6 shows a spectrum before and after the baseline
correction was applied using this feature finding method.
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Figure 4.6: This figure illustrates how large of a difference there can be between a spec-
trum which has and has not had the baseline corrected. The data were taken during one of
the Hencken burner experiments.
The first step was to make a linear baseline correction. This was done by creating
a straight line that connected the end points of the data, and subtracting those values
along that line from the spectral data. Next the data was smoothed considerably by
convolving it with a Gaussian. This was done to remove the noise from the peaks.
Then all of the peak and valley values were found (Figure 4.7). To determine which
peaks were spectral features and which were not, each peak was compared to its two
neighboring valleys. The relative difference between the peak and the two valleys,
scaled by the smallest peak, was examined to determine which features were spectral
and which were not. The peak was considered a spectral feature if the following
statement was true;
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Spectral Feature = C <
∣∣∣Peak − Left Valley∣∣∣
Ref. Peak
or
∣∣∣Peak − Right Valley∣∣∣
Ref. Peak
> C, (4.4)
where Left Valley corresponds to the valley directly to the left of the peak being looked
at, and Right Valley corresponds to the valley directly to the right of that peak, Peak
was the intensity of the feature being examined, and Ref. Peak was the smallest peak
intensity in that particular laser scan for which the baseline was being corrected. C was
user input; a reasonable value for C, determined experimentally, was 0.005. The larger
the C value the more restrictive the search was, increasing the number of features that
were treated as noise. The reference peak was used to scale all of the differences by
the same amount to correct for large changes in the baseline. Once the spectral peak
locations were determined, the points between the two valleys straddling the peaks
were found. These valleys are depicted by the cyan circles in Figure 4.7. The regions
between the valleys were considered to be part of the spectral features and thus were
not subtracted out.
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Figure 4.7: The spectrum shown here is not fully baseline corrected. The linear fit to the
end points was already completed. The peaks are shown as red squares and the valleys for
those peaks as cyan circles.
The locations of the spectral features found using the very smoothed spectrum
(smoothed with a Gaussian with a FWHM of 0.01 cm−1) were then temporarily
removed from non-smoothed spectrum. The minimum and maximum locations were
then found for this noisy spectrum which had the spectral features removed. The
minimum and maximum locations were then linearly interpolated over the wavenumber
positions for all the data points in the spectrum. The average of the two interpolations
(of the mins and maxes) was considered to be the baseline and was subtracted from the
non-smoothed spectrum.
This method worked well for normal pressures, with a moderate to large signal to
noise level. This method was also useful for very unstable baselines. However, it ran
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into problems with the high pressures found in the detonation tube. In high pressure
environments the spectral lines were extremely broadened. Sometimes, when the above
method was applied to high pressure spectra, the regions the method determined to
be spectral features spanned the entire spectral range of the data. This was because it
could not distinguish the baseline from the spectral features. In this case this baseline
correction method would not alter the spectrum at all. Thus the baseline was not
corrected.
This method also failed on spectrum with low noise levels. This happened because
this method required enough noise left in the baseline in the smoothed spectrum to
determine the valley locations. Another short coming of this method was the fact
that there was no guarantee how much of the base of the spectral features would be
preserved. This was a problem particularly for the smaller spectral features where the
noise level made it so the chosen valley for a small spectral peak was on the feature
instead of truly at the edge of the feature. This caused small features to be reduced in
magnitude, and sometimes completely lost. The parameters could be adjusted to fix
this, however, the sensitivity of this method for small features sometimes required the
user parameters to be adjusted from scan to scan. This became impractical with the
number of scans ranging in the thousands.
4.8.2 Method 2.
While Method 1 worked well under certain conditions, its short comings required
the development of another method. The second method used an iterative method of
fitting polynomials varying oder to the data.
First, the standard deviation of the noise level was found by determining the
absolute minimum of the data and calculating the standard deviation for 25 points on
both sides of the minimum. It was assumed that these values would not be part of a
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spectral feature. This was a fairly good assumption, because it was unlikely a spectral
feature would be that close to the minimum of the spectrum.
To improve convergence rate, all of the local minimum values were found. A low
ordered polynomial was then fit to these minimums, usually a third order polynomial
was sufficient. Ten times the standard deviation, mentioned above, was added to
the low order polynomial. This is depicted in the Figure 4.8. The blue curve is the
spectrum without any baseline corrections, the green line shows the low ordered
polynomial fit to the local minimums of the spectrum, and the dashed red line shows
ten standard deviations above the polynomial. Ten standard deviations were chosen to
ensure that the only features above that value (the red dashed curve in the figure) were
spectral features.
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Figure 4.8: This figure depicts a third order polynomial fit to the minimums of a spec-
trum. The red dotted line shows the region which is ten standard deviations of the noise
above the polynomial.
Once the polynomial curve was shifted by 10 standard deviations all of the points
above the that curve were set to the value of the non-shifted polynomial (the green
curve in the figure).
This process was then modified and repeated on the new curve with the features
pulled down to the polynomial curve. A few modifications were made to this method,
such as; 1) using all of the data points to fit the polynomial (instead of just local
minimums), 2) using only 2 standard deviations instead of 10, and 3) using a much
higher order polynomial, near 15. The higher order polynomial was used to better
match what remained of the features, because after the initial low ordered polynomial
the majority of the features remaining were from the baseline. This process was then
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repeated without modifications until the case was reached such that fitting the data to
the next polynomial found no new points above 2 standard deviations above that curve.
This curve was then considered to be the baseline and was subtracted from the non
baseline-corrected spectrum.
Figure 4.9 shows method 2 applied to a spectrum. In (a) the uncorrected spectrum
is shown in blue with the calculated baseline in green. In (b) the baseline correction
from method 2 was applied to the spectrum by subtracting the baseline from the
uncorrected spectrum.
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Figure 4.9: This figure illustrates the corrections made to a baseline using method 2.
This method, while it did not always produce as flat of a baseline as the first
method, worked for a larger range of situations, and rarely had to be adjusted from
one scan to next. This method was much more suitable for high pressures than method
1, however, it was not able to handle high pressures well enough to extract useful
temperature measurements. This method was not exclusively used over the first method
because for the cases when the slope of the baseline changed rapidly, this method had
trouble because the polynomials would not fit to the features well.
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4.9 Reducing the Noise
Reducing the noise improved the fit to the data, particularly when the data could
not be averaged. Reducing the noise was done in a similar fashion as the smoothing
was done for the baseline correction, however, the Gaussian used to reduce the noise
was more narrow, to reduce the broadening effect on the spectral features from the
convolution. A FWHM of 0.002 cm−1 was used because that was considerably more
narrow than the spectral features encountered, and was on the order of the width of the
noise in the data. Figure 4.10 shows a spectrum with and without the noise reduction
applied, and the associated residual between the two.
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Figure 4.10: This figure compares the spectrum with and without smoothing. The residual
in red is artificially shifted vertically by 0.0025 to allow for better visualization.
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4.10 Program User Interface
A complex graphical user interface (GUI) was developed to interactively process
the raw spectral data collected with the TDM-TDLAS system. Figure 4.11 shows the
start up screen for the GUI. The red numbers correspond to the different sections of the
GUI which will be discussed in detail below.
(4)
(5)
(3a-c)(2)
(1a-b)
(6)
(7)
(8)
Figure 4.11: This figure shows the start up screen of the GUI created to analyze the raw
data collected by the TDM-TDLAS spectrometer.
4.10.1 Load Window (1a-b).
Figure 4.12a shows a close up of the Load Window found at (1a-b) in Figure 4.11.
The primary function of this window is to load raw spectral data which is saved by the
LABVIEW code. The file format must be ‘.tdms’ which is an acceptable format for
LABVIEW. This is accomplished by first selecting the Load File button. This button
prompts the user to select a file using the standard Windows file browser. When a file
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is selected the red indicator light next to the Load File button turns green to inform the
user that the path to their file has been successfully retrieved.
Underneath the Load File button in Figure 4.12a there are a 6 text boxes on the
right which can be edited by the user. The first three ending in Chan #: are used
to determine which channel (BNC port) on the Data Acquisitions board (DAQ) the
specified laser signal will be recorded on. The number entered in the text box for
Points Per Scan is the number of data points for an entire scan through both the low
and high energy lasers. The Sample Rate is the rate in mega points per second. The last
text box, Chan #’s to Use:, is used to specify all of the channels of data the user wishes
to load, including both the interrogating laser channels and the three channels in the
previous text boxes. The Enter button is used to load the specified channels from the
file selected earlier.
Once the file is loaded the indicator light turns green and the Load Window
automatically changes to the Channel Names Panel shown in Figure 4.12b. This screen
allows the user to assign custom names to the channel numbers. These names are
updated on the plotting tabs found in Figure 4.15. This is done to help keep track
of each laser’s use in the experiment. The toggle button at the bottom of both GUIs
in Figure 4.12 is used to switch back and forth between the Load Window and the
Channel Names Panel.
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(a) Load Window (b) Channel Names Panel
Figure 4.12: This figure shows the Load Window and Channel Names Panel. The Load
Window is found at (1a-b) in Figure 4.11. The Channel Names Panel can be accessed by
clicking on the Go to Channel Names Panel button.
4.10.2 Loading HITEMP (2).
Figure 4.13: HITEMP load and simulate
panel.
Figure 4.13 shows the HITEMP panel
which can be found at (2) in Figre 4.11.
The primary purpose of HITEMP panel is
to allow the user to load spectral data from
the HITRAN/HITEMP databases. The file
format currently supported is a MATLAB
data file ‘.mat’. To increase the generality
of the program ‘.txt’ files will be supported in
later versions. Upon startup of the GUI there
is a default file path loaded. However if the
user does not wish to use that data file, the
Load File button can be selected, which will
ask the user for a new data file.
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For the Spectral Range there are two editable text boxes. The first one on the left,
Lower [cm−1], is used for the spectral range that the lower energy laser (or higher
wavelength laser) scans. The right one, Higher [cm−1] corresponds to the higher
energy laser (lower wavelength). For simulation purposes, it is suggested the user
chooses a range slightly larger than the range of the actual scan, usually an additional
0.5 to 1 wavenumbers on each side of the scan is sufficient. This prevents large
broadenings from spectral lines just outside the scan range from being neglected during
the simulation of the spectra. The temperature, pressure and mole fraction are used to
simulate the spectral data from the water cell. To increase simulation speed there is the
option to discard weak spectral lines for the temperature being studied. The value for
the Intensity Cut Off text box specifies a minimum line intensity, any lines smaller than
that number are discarded. This number refers to the intensity, S(T), calculated with
Equation 3.5.
To simulate the data the Simulate check box must be checked, otherwise the non-
broadened lines will be used in the calculation. This is a good approximation at room
temperature, because the HITEMP lines are scaled for 296 K.
The switch laser check box allows the user to switch which spectral region of the
HITEMP database is used to calculate the absolute axis on which the measured data
is plotted. This check box should not be used under normal circumstances, and was
primarily used for debugging purposes. The Enter button compiles the above requests
and executes them.
4.10.3 Primary Analysis (3a-c).
As discussed in Section 4 there are a large number corrections that had to be made
to the data before it could be fit with a simulated spectrum. The Primary Analysis
panel, along with its sub-panels, handles this processing. These panels are located at
(3a-c) in Figure 4.11, and can all be seen in Figure 4.14.
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The Primary Analysis panel must be used for analyzing large data sets (more than
1,000 to 3,000 scans, depending on the user’s available RAM). As a rule of thumb
consider 2,000 scans for a 4 GB system, 5,000 scans for an 8 GB system, and 10,000
scans for a 16 GB RAM system, to be large data sets. This panel, shown in Figure
4.14a, evaluates the data faster and uses less RAM than the panel in Figure 4.14b.
A limitation of this panel is that only the final version of the data, after it has been
processed, can be viewed. The data for the various calculations is discarded during
processing to save space on the computer’s RAM.
To view data throughout its processing, the Preview Primary Analysis panel must
be used. To access this preview mode, the Preview Data button must be selected in the
Primary Analysis panel shown in Figure 4.14a. To return to the primary analysis mode,
the Analyze Data button must be pressed in Figure 4.14b.
Data is processed the same in both the primary analysis mode and the preview
mode, with the exception that the data throughout the processes are retained in the
preview mode, therefore, both panels will be discussed together. In Figures 4.14a and
4.14b there are a large number of user options. The Range of Scans To Analyze, refers
to the range of scans which the user wishes to process. The text Max Range = 2911
is used to inform the user of the maximum number of scans in a data set in order to
prevent the user from trying to analyze too many scans. This maximum number of
scans is only displayed here once data is loaded in the Load Window.
The check boxes in Figures 4.14a and 4.14b correspond to the data processing
discussed in Section 4. The Jitter Control check box does not refer to laser jitter, but
instead it refers to the jitter seen in the spectral scan range of the lasers as discussed in
Section 4.5.
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(a) Primary Analysis Panel
(b) Preview Primary Analysis Panel
(c) Addition Analysis Panel
Figure 4.14: This figure shows the panels used to process the data. Navigation between
panels is achieved through the use of the Preview Data, Analyze Data, More, and Less
buttons located at the bottom right of the figures.
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Under the check boxes in Figures 4.14a and 4.14b, there is a button called, Calc
FSR. This button allows the user to recalculate the FSR of both lasers used. When this
button is pressed, the results are displayed in the two Free Spectral Range text boxes.
The FSR should not need to be calculated more than once for the same set of laser
diodes. There are, however, factors that can change the FSR for each of the diodes.
Two primary factors which could change the FSR are; large changes in the spectral
range the diodes are scanned across, and slight changes to the geometry of the MZI.
The path length traversed by the laser must be entered in the Path Length text
box in centimeters. This number is used in Beer’s law for the absorption coefficient
calculations. The Smoothing text box is found directly under the Path Length text
box. If the Noise Fix check box is checked, the Smoothing text box value determines
the FWHM which is used to smooth the data with a Gaussian profile. The value of
this parameter depends on the noise level of the data set. For the water cell, which
contained a small etalon in the signal from the windows on the cell, a value of 0.01
cm−1 was found to work well for removing the etalons. For data without the etalon a
FWHM of 0.002 cm−1 was found to work well.
The last set of processing options for Figures 4.14a and 4.14b are those found
in the Baseline Method # panels. Figures 4.14a shows a different baseline panel than
Figure 4.14b. The two baseline panels are used for controlling which baseline method
is used and how it is applied. The baseline panels can be toggled back and forth using
the Go to M# button. The number on the toggle button changes depending on which
baseline method panel is active. The radial button Use M# determines which baseline
method is used.
In the Baseline Method 1 panel, active in Figure 4.14b, the Spectral Feature
Criteria refers to the C value in Equation 4.4. The radial button More Restrictive
refers to the ‘or’ in Equation 4.4. If the radial button is selected, the ‘or’ condition
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is changed to an ‘and’ condition, making the selection of peaks more stringent. This
option was sometimes necessary for data sets with low signal to noise ratios. The
Temp. Smoothing text box refers to the FWHM of a Gaussian profile which is used in
the code to temporarily smooth the data for the Method 1 baseline correction discussed
in section 4.8.1.
The Baseline Method 2 panel, active in Figure 4.14a, provides the control of the
second baseline method discussed in 4.8.2. The Order A text box is the order of the
polynomial used to increase the conversion rate of the baseline Method 2. The value
of Order B is used for the iterative part of Method 2. Order B should usually be larger
than Order A.
In Figure 4.14c the Additional Analysis panel is a sub-panel of the Preview
Primary Analysis panel. It can be accessed by selecting the More button in Figure
4.14b. If the data is not processed in the Preview Primary Analysis panel before the
Evaluate button is pressed in the Additional Analysis panel, then the data from both
panels is calculated, otherwise only the additional data is processed in the Additional
Analysis. The options in this panel are purely for viewing some of the different
processes applied to the water cell and MZI. These options do no need to be selected
to process the data.
4.10.4 Plot Buttons (4).
The plotting buttons can be found at (4) in Figure 4.11. These buttons are shown
in Figure 4.15. All of these buttons with the exception of the Simulate button are used
for plotting and viewing data. All of the buttons are used to change what is displayed
directly underneath them and, with the exception of the Simulate button, create plots
similar to those seen in Figure 4.17.
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Figure 4.15: The buttons shown in this figure control what is displayed directly under-
neath them in Figure 4.11. All of them except the Simulate Data button are used for
plotting purposes.
In Figure 4.15 the Laser 1 button is shown as being selected. Selecting this button
would perform the following tasks. First the display in the panel below it in Figure
4.11 is changed to display two figures which correspond to the Laser 1 channel. The
second task the button performs is to update the list of plotting options shown in
Figure 4.16. The Simulate Data button returns the panel back to the original startup
configuration.
4.10.5 Plotting Panel (5).
Figure 4.16: This is the Plotting panel used
to plot the data which was processed
The Plot panel seen in Figure 4.16
and at (5) in Figure 4.11 lets the user
select what data to view. The plot button
that is selected determines which laser
data is shown. The options displayed
in the Plot List list box are controlled
by which plot button is selected and by
the corrections applied to the data as determined by the check boxes in the Analysis
panels. The Primary Analysis panel does not save the data during the processing. When
this panel is used the only options in the Plot List will be the raw data and the fully
processed data.
The Range of scans: text box selects the number of scans the user wants to plot at
once. If the data was averaged, this value is ignored because there would only be one
scan worth of data for a given channel.
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The left arrow button de-selects the currently selected item to be plotted. The
Clear All button clears all visible plots. This can also be accomplished by selecting the
Plot button when there is nothing selected to plot. Additionally, the Plot button plots
the currently selected item displayed under the What you’re plotting text in the plots
shown in Figure 4.17. The Overlay button is currently not used.
4.10.6 Figures (6).
Figure 4.17 shows region to the right of (6) in Figure 4.11 once a plotting button
is selected. The features in the top left of the figure are not fully integrated into the
code, so the user can not define axis labels. However, the arrows shown in the upper
right hand corners above the plots in the figure allow the user to pull the figure out of
the program into a normal MATLAB figure, with all of the options for editing figures
that are normally provided by MATLAB.
Figure 4.17: This figure shows the region in the GUI where the user can plot and visualize
data.
4.10.7 Simulation (7).
The region in the GUI where the parameters can be edited for simulating the
spectra to extract temperatures and water concentration is found near (7) in Figures
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4.11 and in 4.18. There are a multitude of controls which determine how the spectra
are simulated and fit to the data. In the top left of Figure 4.18 in the Temp. Data panel
there are two options. These options dictate what happens to the data from previous
runs. The New Run option replaces the old data with the current values. The Append
option preserves the old data points along with the new ones. This allows the user to
view and save the results from multiple experiments.
Figure 4.18: This figure shows the options for fitting the simulated spectrum to the mea-
sured data.
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The Pressure Broadening panel provides two options. The first is HITRAN Press.
Broadening which, if selected, will simulate the spectra using HITRAN/HITEMP
pressure broadening coefficients. This method is considerably faster than the other
option, Let Press. Float, which lets the pressure broadening float to the best value,
however, the HITRAN broadening will be incorrect for high temperatures or pressures.
The Minimization Methods panel provides the user with two different methods to
minimize the difference between the simulated spectrum and the measured spectrum.
Both are published minimization methods and can be found in a variety of sources
including Sauer [13]. The Golden Section Search method is more robust, and more
likely to converge to a value, however, the parabolic interpolation search (Parabolic
Search) is faster, yet more likely to fail. Thankfully, the latter is usually not a problem
for the minimizations needed for this research.
The next panel in Figure 4.18 is the Voigt Fitting panel. Here the user can choose
a method to simulate the spectrum; either the empirical method, described by Whiting
[19], or the numerical method developed in this thesis.
Spectral lines can be shifted with pressure. This shift is applied when the radio
button Pressure Shift is selected. However, it was found that applying the shift tended
to reduce the agreement between the simulated data and the measured data.
The majority of the remaining simulation options are fairly straightforward,
however, a few of them warrant explanations. The value for the Mole Frac. (H2O)
option can be determined from NASA’s Chemical Equilibrium with Applications (CEA)
code or some other similar code for calculating adiabatic concentrations. The Load
Mole Frac. button can be used to load a text file which contains various equivalence
ratios and their respective mole fractions for a particular fuel. The default fuel is C2H4.
Entering an equivalence value into the Equivalence Ratio text box will update the Mole
Frac. (H2O) with the correct mole fraction for that fuel and equivalence ratio.
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In the Exclusively for Pressure Float Condition panel and the Used regardless
of fitting method panel there are two text boxes dealing with error in calculating the
temperature and pressure broadening coefficients. These errors are a measure of how
close the simulated spectrum comes to the best possible value the simulation could
produce.
In Figure 4.18, in the Exclusively for Pressure Float Condition, there are two
buttons, Load L-Library and Load H-Library. These buttons are used to load libraries
of precomputed spectral lines over a range of temperatures. The spectral lines in the
libraries are only Gaussian broadened. The libraries are used to reduce the number of
calculations that are required when letting the pressure float.
The # L-Broadening Sections and # H-Broadening Sections text boxes are used
to set the number of pressure broadening coefficients used to fit the lower and higher
energy spectra, as discussed in section 3.2.5.2.
4.10.8 Velocity (8).
The final set of controls the GUI offers are for determining the velocity of the
medium. This code determines the velocity by calculating the Doppler shift of the
spectral profiles. To do this at least two laser beams are required at different angles to
the flow.
The first option is a set of radio buttons in the Beam used for Peak Location panel.
This lets the user pick which of the laser beams will be used to find the location of
a peak for velocity measurements. The best choice is the interrogating laser with the
most stable signal (the one which suffers the least from beam steering throughout the
experiment). The channel numbers and the angles for the beams can be found to the
right of the radio buttons.
In the How Velocity is Calculated panel there are three choices. The first choice
is to use two beams which are angled to the flow. In this method the non-Doppler
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shifted spectral line is assumed to be between the two shifted peaks. The second choice
uses only one velocity beam and the reference beam. The reference beam is angled
90 degrees to the flow, so the spectral features measured by this beam are not Doppler
shifted. The last choice uses two velocity beams and the reference beam to calculate
the velocity. The calculations made with the second choice are less accurate than the
other two choices because this choice only measures the Doppler shift once, while the
other methods measure it twice. The last choice is the most accurate because it uses all
three measurements; the reference beam and the Doppler shift in both directions.
The Find Velocity button takes the user input and calculates the velocity with the
measured spectra provided. The results from the velocity calculations can be saved in a
text file using the Save button.
Figure 4.19: This figure shows the options the user has available for determining the
velocity of the interrogated medium.
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V. Hencken Burner
5.1 Theory
The Hencken burner was used because it provided a flat, steady, near adiabatic
flame for which mass flow rates and equivalence ratios could be controlled. The
Hencken burner that was used had a rectangular array (5.08 x 2.54 cm) of fuel and
oxidizer tubes surrounded by a rectangular array of tubes for inert gas which prevented
the fuel from mixing with ambient air. The oxidizer tubes were slightly recessed below
the fuel tubes to help lift the flame off of the burner surface to reduce heat transfer
from the flame to the burner surface.
Adiabatic flames have zero heat transfer between the flame and its environment.
This is an ideal condition and never realizable. However, the adiabatic temperature
of a flame can be used to determine a temperature limit for a real flame. For some
conditions, such as those that can be obtained using a Hencken burner, the real
flame can get very close to the ideal adiabatic flame. For these conditions adiabatic
temperatures provide good predictions and comparisons to the measured flame
temperatures.
Adiabatic flame temperatures were used in this experiment to compare the
measured flame temperatures of ethylene (C2H4) and methane (CH4), from a Hencken
burner, at various equivalence ratios and heights above the burner surface. Adiabatic
temperatures were calculated using NASA’s CEA code [5].
Different equations are used for calculating adiabatic temperatures for different
scenarios. The ‘HP’ (enthalpy and pressure) problem was solved using CEA code for
the Hencken burner adiabatic temperatures. The ‘HP’ problem is used for calculating
constant pressure combustion parameters, one of which is the adiabatic flame
temperature [5]. For the ‘HP’ problem, the equation that needed to be solved could be
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written as [17],
Hreact(T0, P) = Hprod(Tad, P), (5.1)
where Hreact and Hprod are the total enthalpy [joules] of the reactants and products
respectively, T0 is the initial temperature of the reactants, P is pressure, which is
assumed to be constant throughout the reaction, and Tab is the adiabatic temperature
of the combustion. This equation states that energy is conserved throughout and
within the combustion process. This not only means that energy was not created or
destroyed, it also means that there was no energy lost or gained from the system
into the surrounding environment. Each side of Equation 5.1 can be expressed as a
summation of the enthalpies of all of the reactants and products yielding [17],
Hreact =
#react.∑
i=1
Nih¯ f ,i, (5.2)
and
Hprod =
#prod.∑
i=1
Ni(h¯ f ,i + c¯p,i(Tad − T0)), (5.3)
where Ni is the number of moles of the ith species, h¯ f ,i is the enthalpy of formation in
joules per mole of the ith species and c¯p,i is the constant pressure specific heat in joules
Kelvin per mole of the ith species. The additional term, Ni(c¯p,i(Tad − T0), in Equation
5.3 accounts for the energy released from the chemical bonds of the reactants during
combustion.
The variables in Equation 5.2 are generally known for a given problem (the
reactants are usually known in experiments). The difficulty in calculating the adiabatic
temperature arises in determining what the products are and their quantities. For the
constant pressure problem the determination of the products and their quantities is
accomplished by the minimization of the Gibbs function. The Gibbs function is defined
as,
G ≡ H − TS , (5.4)
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where the only new variable S is the entropy of the system. A paper by NASA [5],
discussing the CEA program, goes into detail on assumptions used in the calculation of
the adiabatic temperature, as well as how the Gibbs function is minimized.
5.2 Experimental Setup
The Hencken burner was studied over a range of equivalence ratios at different
heights above the burner surface. C2H4 and CH4 were used as the fuels because of the
high water content in the products of their combustion with air. Spectral data was taken
with the TDLAS system discussed earlier. These measurements were fit with simulated
spectra using HITEMP data to extract the path-averaged flame temperature and water
concentration.
Figure 5.1 shows the setup for the Hencken burner experiment with a visible
laser beam overlaid on the image. The two white ceramic pipes shown in the figure
allowed the beam path before and after the flame to be purged with nitrogen to prevent
room temperature H2O absorption features from being detected. The laser beam was
collimated across the flame and then was focused on the InGaAs detector (shown on
the right in Figure 5.1). To align the laser, the (x,y,z) spatial directions were adjusted
for both the laser pitch and catch (laser collimator on the left, and detector on the right,
respectively) until the maximum response from the detector was observed.
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Figure 5.1: This is an image of the experimental setup with the Hencken burner. An im-
age of a laser beam was superimposed across the flame to show the path of the near IR
laser beam used to collect data.
5.3 Results & Analysis
5.3.1 Ethylene-Air, Temperature.
A large range of measurements were taken across the Hencken flame for three
different heights above the burner; 5 mm, 10 mm , and 15 mm. At each of these
heights, measurements were taken from an equivalence ratio of 0.5 to 1.5 at 0.1
increments for the C2H4 flame. Figure 5.2 shows the temperature calculated from the
spectral data collected 5 mm above the flame for each of the equivalence ratios.
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Figure 5.2: The average Hencken burner temperature versus equivalence ratio of C2H4
combusted in air at 5 mm above the burner surface is shown in red. The reactants were at
standard temperature and pressure. The black line is the adiabatic flame temperature cal-
culated with NASA’s Chemical Equilibrium with Applications (CEA) code. The magenta
curve shows the adiabatic curve adjusted for edge effects. The percent differences be-
tween the curves are shown as well. The arrows above the curves point to the applicable
y-axis for the curves.
The temperatures were calculated by fitting averaged spectra taken with the
spectroscopic system with simulated spectra generated using the HITEMP database
and letting the pressure broadening float. For low equivalence ratios the data agreed
extremely well with the adiabatic temperatures (≈ 2% difference). However the
agreement worsened as the temperature increased with a maximum percent difference
near 13%. Edge effects, heat loss, and non-uniformities along the beam path were
believed to have been the contributing factors to this growth in percent difference with
temperature.
Edge effects are caused by the gradient in temperature and mole fractions
near the edges of the flame. To gain a qualitative understanding of how much the
temperature measurements were effected by the edge effects, OH planar laser-induced
fluorescence (PLIF) was used to determine the flame profiles at the various equivalence
ratios. Figure 5.3 shows the flame profile 5 mm above the flame (corrected for laser
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absorption) for two different equivalence ratios. Similar curves can be found in a paper
by Meyer [8] for the mole fraction on a C2H4-air Hencken burner flame. The red
curves were extracted from the black curves for each of the equivalence ratios and used
to find a mole fraction weighted average of the adiabatic temperature. The adjusted
adiabatic temperature is plotted in Figure 5.2 as the magenta curve. This shows that
changes in the flame profile, and thus the edge effect, can have significant effects on the
temperature.
−40 −30 −20 −10 0 10 20 30 40
−0.5
0
0.5
1
1.5 φ = 1.5
Distance Across Burner [mm]
Sc
al
ed
 In
te
ns
ity
−40 −30 −20 −10 0 10 20 30 40
−0.5
0
0.5
1
1.5 φ = 0.5
Distance Across Burner [mm]
Sc
al
ed
 In
te
ns
ity
Figure 5.3: This figure shows OH PLIF
profiles at 5 mm above the Hencken burner
at equivalence ratios of 0.5 and 1.5. The
curves are corrected for laser absorption and
normalized to one. The red curves are the
extracted profiles from the black curves used
to adjust the adiabatic temperature for edge
effects.
The second cause for the large
differences between the adiabatic
and measured temperatures at high
temperatures was heat loss to the
burner surface and the surrounding air.
There will always be some heat loss
to the environment, and thus adiabatic
temperatures can never be reached.
As temperature increases, so does the
temperature gradient between the flame
and the environment, so heat transfer
rate (or heat loss) increases. While the
Hencken burner was designed to reduce
heat loss, the higher temperatures will still cause the flame to diverge more from the
adiabatic ideal. The shapes of the percent difference curves reflect this. Once the
temperature dropped after a φ ≈ 1 so did the percent difference between the adiabatic
curve and the measured curve, shown in Figure 5.2.
As mentioned before, the temperature measurements were taken at three
different heights above the burner surface. Figure 5.4 displays the average measured
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temperatures at the three different heights. Additionally, the temperature results 5 mm
above the burner surface were compared to those calculated with a preexisting program
(2nd method in Figure 5.4). The percent difference between the temperatures found
using the second method and the temperatures calculated using the method developed
in this research reveals a good agreement between the two methods with the largest
percent difference near 1.5%.
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Figure 5.4: This figure shows the average measured temperatures of the C2H4 flame for
three different heights above the burner surface.
5.3.2 Ethylene-Air, H2O Concentration.
The water concentrations of the combustion products of C2H4 and air were
found using the method discussed in section 3.2.5.2. The water concentration, like
the temperature, was altered by the edge effects. Figure 5.5 displays the results for
the measurements at three heights above the burner surface. The results, as expected,
were lower than the adiabatic concentrations found using the CEA code, however, they
do follow the same trend. The CEA adjusted water concentration (Figure 5.5) was
calculated in the same manner as the adjusted adiabatic temperature, using the PLIF
profiles.
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Figure 5.5: This figure shows the average measured water concentrations for the C2H4
flame at three different heights above the burner surface compared to the CEA calculated
concentration, and the CEA concentration adjusted for edge effects.
The measurements produced by the spectroscopic techniques used in this research
were path averaged measurements. There was no spacial resolution. The detector
observed the final laser signal after it traversed the whole test medium. Any non-
uniformities, such as there being small flamelets as opposed to a uniform solid flame,
would change the signal. In the regions between flamelets the temperature would
be cooler and the water concentration would be lower than it would be had there
been a solid uniform flame. Because the measurements taken were path averaged
measurements the hotter and cooler regions were averaged together ultimately resulting
in a lower observed temperature than in the regions were there was a solid flame. This
applied to concentration measurements as well. The edge effects discussed earlier are
a specific case of non-uniformities along the beam path. Results for the methane flame
can be found in Appendix B.
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VI. Detonation Tube
6.1 Theory
Detonation tubes provide an environment where high pressure, temperature,
and velocity can be studied. These conditions are provided by a shock wave which
propagates at the front of a detonation. To understand a detonation tube, it is important
to understand the basics of a detonation.
“A detonation is a shock wave sustained by the energy released by combustion”
as stated by Turns [17], and the combustion is initiated by the compression caused
by the shock wave of the reactants. A detonation can be initiated by either a shock
wave or by tripping the boundary layer of a propagating deflagration such that it
becomes turbulent. A detonation is a complex three dimensional flow which is strongly
dependent on the geometry of the confining tube [17] if there is one. However,
detonations can be much more easily conceptualized using the Zeldovich, von
Neumann, and Do¨ring (ZND) model. This model illustrates a detonation as an idealized
one dimensional flow of a shock wave followed by a combustion zone. While this is a
simplified version of what really happens, this model provides a means to approximate
pressure, temperature, and velocity directly following the shock and at the end of the
combustion region. The conditions directly after the shock can be found by using the
ideal shock equations which are developed by Liepmann [6]. The conditions after the
combustion region can be calculated using equations developed by Turns [17].
6.2 Experimental Setup
The detonation tube is shown in Figure 6.1a. On the right side of the figure, two
flanges can be seen bolted together. During the experiment the test section shown in
Figure 6.1b was inserted between these two flanges. This test section had two optical
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ports which were perpendicular to the test section. These ports had fibers adhesively
held in place. The spectroscopic system used in the Hencken burner experiment was
employed here as well.
(a) Detonation tube. (b) Test section without fibers attached.
Figure 6.1: This figure depicts the detonation tube, (a), used in the experiments, and the
test section, (b).
Measurements were taken at different equivalence ratios as well as different
starting pressures of the detonation mixture, hydrogen-air. To make sure the mixture
within the detonation tube was known, the detonation tube was evacuated prior to an
experimental run. The tube was then flushed with air, and then pressure was pumped
back down. This was to ensure the products from previous experiments were removed.
The the tube was filled with air (the oxidizer) to a desired pressure below 1 atm.
The tube was brought to atmospheric pressure by filling it the rest of the way with
hydrogen (the fuel). For experiments with initial pressures above atmospheric pressure
the detonation tube was pumped first with the oxidizer (air) and then with the fuel (H2).
Once the detonation tube was filled with the H2-air mixture, mixing pumps were
run for 2 to 5 minutes to ensure the fuel was mixed before ignition. Once this was
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complete the detonation tube was completely sealed off from the pumps. At the far end
of the detonation tube, the opposite end from the test section, a spark plug was used to
ignite the fuel. Within the detonation tube there was a spiral. This spiral was used to
trip the flow, causing turbulence which increased the rate at which a combustion within
a tube transitioned into a detonation.
6.3 Results & Analysis
Figure 6.2 shows the first 15.5 ms of spectral data recorded during one of the
experiments. The scans were not separated in Figure 6.2, thus the bottom points are
where bother lasers were off. This means that the changes in the bottom part of the
curve were purely radiative emission from the test section. The prominent features near
8 ms were caused by the radiation produced by the combustion region just behind the
detonation wave. The first large peak was caused by the initial detonation as it passed
through the laser beams. The second larger peak was believed to be caused by the
reflected shock off of the end of the detonation tube directly after the test section. The
smaller rises seen near 11 and 13 ms were believed to be small reflections from the
ignition end of the detonation tube. In a sense, the detonation bounced back and forth
between the ends of the tube, however, it may have only remained a detonation wave
after the initial reflection. Once the fuel was completely combusted, it would exist as a
shock wave, continuously losing energy until equilibrium was reached.
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Figure 6.2: This figure shows the first 15.5 ms of intensity data recorded for one of the
detonation tube experiments. The first large feature was created by the combustion region
behind the initial detonation wave. The second large feature was from the reflected shock
off of the end of the detonation tube.
Figure 6.3 shows the spectra for both laser scans approximately 9 ms into the
experiment. These spectra were taken immediately after the reflected detonation
wave passed the interrogating region, near 8.5 ms in Figure 6.2. The highest pressure
conditions would most likely occur closer to the detonation. However, while these
spectra may not have occurred at the highest pressure region, they are very broadened,
and thus temperature calculations become challenging. Further research and code
development needs to be accomplished before the temperature values can be extracted
from these highly pressure-broadened spectra.
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(a) Lower energy laser scan.
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(b) Higher energy laser scan.
Figure 6.3: This figure shows spectra from both the lower and higher energy laser scans.
This data was taken approximately 9 ms into the run
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VII. Rotating Detonation Engine
7.1 Theory
RDE’s are mechanically very simple engines with no moving parts. They utilize
the higher efficiency of detonations to convert chemical energy into mechanical
energy as opposed to non-detonation combustions (deflagrations) which conventional
combustion engines use today. The mechanical components of the RDE are physically
simple, however the gas dynamics are very complicated and much concerning the
operation parameters of an RDE are unknown and are the subject of considerable
research.
In an RDE the fuel is initially ignited using a pre-detonation mixture. After the
initial ignition the detonations are self-sustaining with the continued addition of fuel
and oxidizer. A detonation wave propagates around an annulus created by the inner and
outer body shown in the Figure 7.1b. The inner and outer bodies are two cylindrical
structures, one inside of the other.
To sustain the detonation a fuel-oxidizer mixture (hydrogen-air) has to be
continuously introduced into the system near the bottom of the detonation channel
(annulus) shown in Figures 7.1b and 7.1a. This provides the detonation wave with fresh
H2-air every time it returns to a particular point in the channel [11]. This process is
depicted in Figure 7.1a from a paper by Schwer [15]. Exhaust flow out of the RDE is
produced by the expansion of the detonation waves.
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(a) The cyclic process of an RDE as
shown by Schwer [15]. (b) RDE cross-section with some dimensions labeled. [10].
Figure 7.1: These figures together help describe how a rotating detonation engine works.
Figure (a) shows a simulated view of how the detonation wave propagates within in the
detonation chamber as created by Schwer [15] (with permission from Elsevier). Figure
(b) shows the cross-sectional view of the RDE. This figure was modified from a figure by
Naples [10].
7.2 Experimental Setup
The spectroscopic system and the RDE were placed in separate rooms to protect
the system from the harsh acoustic environment produced by the RDE. Optical fibers
were used to carry the laser beams from the spectroscopic system to the RDE. The
detectors were kept in a box near the RDE system. The signal from the detectors was
transmitted through BNC coaxial cables back to the spectroscopic system and recorded
by the computer.
Six laser beams were used. The first was used for the H2O cell, the second was
for the MZI, the third was used for the reference intensity Io, and the other three were
used to interrogate the RDE exhaust. The three interrogating lasers were connected to
the test section shown in Figure 7.2.
Figure 7.2 shows a front and side view of the RDE setup. The front view, Figure
7.2a, shows the laser fibers attached to the optical ports on the test section. One of
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the three interrogating lasers was used to measure the temperature of the exhaust gas.
This laser was oriented perpendicular to the flow and was pitched and caught at 1 and
2 in Figure 7.2a respectively. The other two interrogating laser beams were used to
take data for velocimetry measurements. One of these velocimetry lasers was pitched
downstream (with the flow) at a 45o angle. The other was pitched upstream (against the
flow) at a 45o angle. This allowed for both the blue and red Doppler shift effect on the
spectral features to be observed. From the Doppler shifts the velocity of the flow was
determined. For the velocimetry lasers dual ended fibers were used so both beams were
able to share the same optical ports. In the dual fiber one of the fibers pitched a laser,
and the other fiber caught a laser. The two optical ports for the velocimetry beams are
shown in Figure 7.2a at 3 and 4. Each optical port, at 1, 2, 3, and 4 in the figure was
purged with nitrogen to remove ambient temperature water vapor from the laser beam
paths. One of the white purge lines can be seen clearly at 5.
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(a) Front View
Test Section
Velocimetry Port
Temperature Port
Nozzle 2
Nozzle 1
RDE
Pre-Det
(b) Side View
Figure 7.2: This figure depicts the front and side view of the RDE with the test section
attached. In the front view (a) the pitch and catch for the temperature laser can be seen
at 1 and 2 respectively. The pitch and catch for both velocimetry beams are located at 3
and 4. All four optical ports were purged with nitrogen with the white plastic purge line
best seen at 5. The side view (b) shows the RDE. The nozzles are labeled, as well as other
important parts of the RDE.
The side view of the RDE system, Figure 7.2b, shows the actual RDE, the
pre-detonation device, both nozzles and the test section with the velocimetry and
temperature ports. The first nozzle drops the flow diameter from 15.4 cm to 6.35 cm.
The second nozzle drops the flow diameter from 6.35 cm to 5.08 cm. These nozzles
allowed the test section, which had a diameter of 5.08 cm, to be connected to the RDE.
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7.3 Results & Analysis
To initiate the detonation, a pre-detonation device was used. This device filled
the detonation chamber with a hydrogen-oxygen mixture before the RDE was ignited.
The operating fuel (as opposed to the fuel used to initiate the detonation) was a
hydrogen-air mixture. The mass flow rate of the air was kept at 30 lbs/min for all of
the experiments and the equivalence ratios were changed by adjusting the fuel flow
rate.
Velocity, temperature, and concentration were calculated from the measurements
taken down stream of the nozzle at the test section shown in Figure 7.2. Because the
conditions in the RDE change with time, the velocity, temperature, and concentration
were calculated for each scan of the spectroscopic system for the first 200 ms of the
experiment. The regions where the RDE reached a steady state were averaged together
to produce average values for each of the calculations.
7.3.1 Velocity.
Figure 7.3 shows the time series of the exhaust velocity for an equivalence ratio
of 1.419. Outliers more than three standard deviations were excluded from this plot.
These outliers could be ignored because they resulted from the decoupling of one or
both velocimetry interrogating lasers. There are a number of events which could cause
the laser to decouple. The first is beam steering. Beam steering can be caused by shock
waves, turbulence in the flow, and by large temperature gradients. The beam can also
be decoupled by changes in the temperature of the test section’s structural components.
This causes the test section to change size slightly which can change the angle at which
the lasers are aligned. The lasers can also be decoupled by the vibrations caused by the
detonations in the RDE, as well as debris, such as soot. Velocity curves for the other
equivalence ratios studied in this experiment are shown in Appendix A. Some of these
curves show a faster initial velocity, which was caused by the initial detonation of the
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RDE. However, in others (such as the velocity time series shown in Figure 7.3) the
velocity was truncated. This truncation occurred due to the decoupling of one or both
velocimetry beams. The velocity data in Figure 7.3, as well as those in Appendix A,
show that the RDE reached a stable operating condition after the initial detonation. The
time to reach this steady state varied from experiment to experiment, however, it always
occurred before 50 ms and usually closer to 15 ms.
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Figure 7.3: This figure shows the velocity time series for both sets of wavenumbers
scanned (higher and lower energies).
Figure 7.4 shows the dependence of the exhaust velocity of the RDE on the
equivalence ratio. The black data points in Figure 7.4 are the averaged steady state
velocities obtained from the higher energy laser and the red points are from the lower
energy laser. The black and red curves in the figure are the first order fits to their
correspondingly colored data sets. As can be seen by the R2 value, as well as the
scattering of the data points, the velocity was not dependent on equivalence ratio.
This occurred because the velocimetry measurements were taken down stream of a
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converging nozzle. Flow entering the nozzle greater than Mach 1, regardless of how
much greater, will leave the nozzle at Mach 1. This means the flow is choked. The
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Figure 7.4: This figure depicts how the average steady state velocity changes with equiva-
lence ratio. The two curves shown are both linear fits to the two sets of data.
velocity obtained from the high and low energy laser scans followed a similar trend.
This can be more clearly seen by their corresponding fits in Figure 7.4. In many cases
the velocity measurements made with the two lasers agreed fairly well, however, the
higher energy laser tended to yield higher velocities than the lower energy laser. Ideally
the velocities for each laser would be the same because they were taken during the
same runs during the same time frames. The difference between the two values may
arise from the difference in frequencies of the two lasers. The higher energy laser,
when looking at the spectral lines on a wavenumber axis, is more sensitive to the
Doppler shift than the lower energy laser. That is, the spectral lines observed with the
higher energy laser shift more than the ones observed with the lower energy laser on
a wavenumber axis. On a wavelength axis the effect is the opposite because of the
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inverse relationship between wavenumbers and wavelengths. The larger shift is easier
to detect and thus for the higher energy spectral lines, small changes have a smaller
effect on the calculated velocity than they do with the lower energy spectral lines. This
suggests that the higher energy laser scan points seen in Figure 7.4 are probably more
accurate than those from the lower energy laser scan. Table 7.1 displays the data points
calculated for the various equivalence ratios, along with the standard deviations.
7.3.2 Temperature.
Figure 7.5 shows two times series plots for both temperature and water
concentration. The large spike in both temperature and concentration at the very
beginning of both Figures 7.5a and 7.5b was partly due to decoupling of the lasers
when the initial detonation propagated past the lasers. The small plateau in the
temperature in Figure 7.5a near 1,500 Kelvin was believed to be a real temperature
feature because the error in the simulated fits to the measured spectra in this region
were comparable to the rest of the fits in the data set. This feature is also reflected
in the water concentrations in Figure 7.5a. This plateau region can be seen in both
the temperature and the concentration for various equivalence ratios, however, it was
more prominent for the experiments with lower equivalence ratios. This can be seen in
Appendix A.
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Figure 7.5: This figure shows the temperature and water concentration time series results
for the first 200 ms of RDE operation at two different equivalence ratios. The temperature
curve was smoothed to produce the red curve to show the general trend of the data.
An interesting phenomenon occurs in both Figure 7.5a and Figure 7.5b. Near 10
ms in Figure 7.5a there is a sharp dip in temperature and concentration, and near 20
ms in Figure 7.5b there is a sharp rise in temperature (though not in concentration). In
Appendix A the time series plots are ordered from low to high equivalence ratio. It can
be seen that the sharp dip in the temperature transitions to a sharp rise in temperature
as the equivalence ratio is increased. This transition occurred near an equivalence ratio
of 1.16. The cause of this phenomenon was speculated to be the result of a manifold
response to the initial detonation. At lower equivalence ratios the fuel flow rate was
less than that of the higher equivalence ratios. It was believed that at the lower flow
rates the flow was suppressed by the initial detonation, which caused a temporary drop
in the equivalence ratio, resulting in lower temperatures. The suppression in the flow
was reduced as the flow rate was increased until a neutral point was reached (near an
equivalence ratio of 1.16). It was believed that as the flow rate was increased past the
neutral point, there was a temporary sharp spike in the flow rate as the fuel valve was
initially opened. This was believed to cause a temporarily elevated equivalence ratio,
which caused the sharp rise in temperature. The effect of the fuel valve opening was
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not seen in fuel flow rates below the neutral point because this effect was suppressed
by the initial detonation.
Figure 7.6 shows the average temperature and water concentrations of the steady
regions for various equivalence ratios. The temperature and concentration both
increased with equivalence ratio. As can be seen by the R2 values in the figure, the
temperature had a stronger linear dependence on equivalence ratio. The two outliers,
one for temperature near 1130 Kelvin and one for concentration near 1e−6 moles/cm3,
were not included in the linear fit. These two points were from the earliest dataset in
the experiments and were believed to be low because the RDE may still have been
cold.
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Figure 7.6: This figure shows the average values of the temperatures and water concentra-
tions in the steady state regions for the RDE exhaust at various equivalence ratios.
Normally, detonation and combustion reactions follow the trend seen in the
Hencken burner results (Figure 5.2). The temperatures and concentrations tend to reach
a maximum value near an equivalence ratio of 1.1. However, in Figure 7.6 this trend is
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not followed. The RDE does not operate near adiabatic conditions, however, it can be
useful to compare the results to the adiabatic conditions.
Figure 7.7a shows the measured temperatures of the RDE exhaust compared to
the adiabatic detonation and deflagration temperatures. The measured temperatures
were lower than the adiabatic temperatures. This was primarily due to heat loss to
the walls of the RDE. Figure 7.7b shows the measured water concentration compared
to the adiabatic water concentrations for detonations and deflagrations. At the lower
equivalence ratio the concentration was below the adiabatic detonation values, however,
for the higher equivalence ratios the measured values were higher than the adiabatic
detonation values, and lower than the adiabatic deflagration values. This could be
explained in two parts. First, the slightly lower concentrations at lower equivalence
ratios could be caused by an incomplete detonation such that not all of the fuel was
detonated. Second, at the higher equivalence ratios it is possible that a larger percent of
the fuel was not detonated and was instead, combusted down stream of the detonation
channel. This combination of detonation and deflagration would explain the rise in
water concentration above the adiabatic detonation values (seen in Figure 7.7b). This
would also explain why the temperature linearly increased with equivalence ratio
instead of dropping off after an equivalence ratio of 1.1. If combustion occurred after
the detonation channel than there would be a flame closer to the measurement location.
This would reduce the amount of heat loss to the walls, and would raise the measured
temperature.
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Figure 7.7: This figure shows the average temperatures and water concentrations com-
pared to the adiabatic detonation and deflagration values from NASA’s CEA code [5].
Table 7.1 displays the average values of temperature, concentration, and velocity,
along with the standard deviations of these parameters. The velocity was calculated
for more equivalence ratios than the temperature and water concentration, as can be
seen in the table. The standard deviations in the table do not necessarily reflect the
standard deviations in the measuring capability of the TDM-TDLAS system, but instead
represent the fluctuations in the operating conditions of the RDE.
86
Table 7.1: This table lists the results for the average temperature, water concentration,
and velocity for the various equivalence ratios. All parameters were calculated after the
steady state region was reached. The bar above the symbols indicates an averaged value
and the subscript std indicates the standard deviation. L indicates the data are solely from
the lower energy laser and the H is for the higher energy laser. φ stands for equivalence
ratio, T for temperature, C for water concentration, and V stands for velocity.
φ T¯ [K] Tstd [K] C¯[molescm3 ] Cstd[
moles
cm3 ] V¯L [m/s] VLstd [m/s] V¯H [m/s] VHstd [m/s]
0.791 1,311 34.5 1.2E-6 3.6E-8 324 22.9 411 43.2
0.99 1,302 49.5 1.2E-6 6.2E-8 372 40.1 378 37.6
1.04 1,353 94.5 1.1E-6 1.1E-7 305 44.2 345 51.1
1.062 1,129 82.3 1.0E-6 1.0E-7 308 46.3 316. 49.1
1.076 - - - - 326 50.6 321 64.0
1.09 - - - - 363 44.3 358 44.5
1.105 - - - - 379 52.0 415 52.3
1.119 1,371 53.6 1.3E-6 1.3E-7 350 46.7 415 64.2
1.137 - - - - 373 48.8 409 68.5
1.162 1,390 82.7 1.3E-6 1.5E-7 339 44.5 390 54.2
1.176 1,438 56.6 1.4E-6 1.4E-7 423 63.3 411 76.2
1.362 1,480 43.5 1.3E-6 1.3E-7 316 44.1 333 52.3
1.419 1,509 51.2 1.3E-6 1.4E-7 369 54.3 405 70.4
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VIII. Conclusion
A graphical user interface was developed to analyze spectral data from a time-
division multiplexed tunable diode laser absorption spectroscopy system. This GUI
provides users with an interactive means to manipulate and process data. However, the
program could be further optimized to greatly reduce the processing time.
The results from the Hencken burner for C2H4 matched NASA’s CEA adiabatic
temperatures very well at the lower temperatures; however, as the temperature
increased, so did the disagreement with CEA calculations. A portion of this
disagreement was believed to result from edge effects. This disagreement was reduced
when an estimation of the edge effects was applied using PLIF images to scale the
adiabatic temperatures. A portion of the increase in the disagreement with CEA with
temperature was due to the increase in heat loss with temperature. The increased
heat loss at higher temperatures caused the flame to diverge more from the adiabatic
condition. The final reason for the disagreement was most likely from other non-
uniformities throughout the flame causing the average temperature to be lower than the
uniform flame temperatures.
The results for the CH4 flame are found in Appendix B. These temperatures and
concentrations diverged more from the adiabatic conditions than the C2H4 flame. This
was believed to be caused by the larger non-uniformity throughout the flame. In future
works PLIF images of the CH4 flame could be used to determine the effect of the non-
uniformities.
The program can handle many cases, however, further work is needed to analyze
the high pressure and temperature conditions found within the detonation tube.
Preliminary results show that there are two prominent features in the intensity profile
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of the detonation, the first is the primary shock and combustion region, and the second
larger feature is a reflected detonation wave off of the end wall of the detonation tube.
The results from the RDE system showed that the exhaust velocity reached a
steady state condition rather quickly (between 10 and 50 ms). In the steady state region
the velocity had an average near 360 m/s with a standard deviation of 50 m/s. The
velocity of the exhaust gas was independent of the equivalence ratio. This was due
to a converging nozzle upstream of the measurements. Further studies of the data
must be performed to resolve the discrepancy between the velocity measurements
taken with the two different laser diodes. Both the temperature and concentration
exhibited a linearly increasing dependence on equivalence ratio. This was believed to
be caused by incomplete detonations at higher equivalence ratios, which allowed for
combustion to occur downstream the detonation channel. This combustion would have
been closer to the test section which would have resulted in a rise in temperature for
higher equivalence ratios as was seen in the data. The temperature ranged from 1,300
K to 1,500 K with standard deviations in the temperatures ranging from 30 to 90 K.
The concentrations ranged from 1.0e-6 to 1.3e-6 moles/cm3 with standard deviations
ranging from 3.5e-8 to 1.5e-7 moles/cm3.
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Appendix A: RDE
This appendix contains additional time series results for the RDE. These results
were obtained on the same RDE with same experimental setup as discussed in section
7.2. Hydrogen-air was used with an air mass flow rate of 30 lbs/min.
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Figure A.1: The top two figures, equivalence ratio of 0.791, were deflagrations as opposed
to detonations. The middle figures, equivalence ratio of 0.99, started as deflagrations
and transitioned into detonations. This was determined by the sound of the RDE and a
pressure probe in the detonation channel.
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Figure A.2: The bottom temperature figure, equivalence ratio of 1.162, shows part of
the transition between the dip in temperature at lower equivalence ratios, to the spike in
temperature at higher equivalence ratios as discussed in section 7.3.2.
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Figure A.3: In all of the time series plots, outliers in the steady state region of more than
three standard deviations were removed. These were caused by decoupling of the lasers.
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Appendix B: Hencken Burner CH4
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(a) Average CH4 flame temperatures.
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(b) Average CH4 flame H2O concentrations.
Figure B.1: The measured temperatures in Figure B.1a follow the same trend as the adia-
batic temperature curve, however, they exhibit a large fluctuation from equivalence ratio
to equivalence ratio, as opposed to being smoothed like the CEA calculated curve. These
fluctuations are believed to cause instability in the CH4 flame. Unlike the C2H4 flame
which had a fairly uniform flame, the CH4 flame had many small flamlets. In (b) the water
concentrations are plotted for three different heights above the burner surface. These con-
centrations follow the same trend as the CEA calculated concentrations, however, unlike
the case with C2H4 the measured concentration is larger than the adiabatic concentration.
The cause of this is unknown and requires further investigation.
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