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1. Introduction
It is well known that Liénard-type ordinary differential equation
x¨(t) + f1
(
x(t)
)
x˙(t) + f2
(
x(t)
)
x˙2(t) + g(x(t))= e(t) (1.1)
is among the commonest examples in nonlinear oscillation study in the mechanical and electrical engineering because it
takes the familiar van der Pol’s equation
x¨+ αφ(x)x˙+ x = βp(t) (1.2)
and the Duﬃng’s equation
x¨(t) + δx˙(t) − x+ x3 = γ cosωt (1.3)
as its typical models, where x ∈ R . The van der Pol’s equation originally arose as models in electric circuit theory and
the Duﬃng’s equation described the hardening spring effect observed in many mechanical problems. Hence the qualitative
behaviors, such as the boundedness and asymptotic stability, for Eq. (1.1) have been studied extensively, see [2,3,6–10,12,
16,22–24,27,28] and references therein. Recently, the study of the stochastic Liénard equation under perturbations of white
noise has received a lot of attention. For example, Narita [21] studied the asymptotic behavior of solutions of this class of
equations. Fima Klebaner [4] investigated the additive stochastic perturbations of Duﬃng’s equations
✩ The ﬁrst author is supported by National Natural Science Foundation of China No. 10671020, and the second author is supported by NNSF of China
No. 10671037.
* Corresponding author.
E-mail address: zhaoliqin@bnu.edu.cn (L. Zhao).0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.07.030
268 L. Zhao, F. Xi / J. Math. Anal. Appl. 348 (2008) 267–273x¨+ ax˙+ x+ bx3 = dw(t),
x¨+ ax˙+ sin x = dw(t),
and obtained the typical phase portraits and densities of invariant measures. Xi and Zhao [25] proved the Feller continuity
and the existence of a stationary solution for a stochastic Liénard equation with Markovian switching.
The purpose of this paper is to investigate stochastic stability of stochastic Liénard-type equation with Markovian switch-
ing:
x¨(t) + f1
(
x(t)
)
x˙(t) + f2
(
x(t)
)
x˙2(t) + g(x(t))= e(t) + h(x(t), r(t))dw(t). (1.4)
Although there are many nice results on the stochastic stability for more general nonlinear stochastic differential equations,
see [1,4,5,11,13–15,17–21,26], most of the results need choose appropriate Lyapunov-type functions. So, the construction of
Lyapunov-type function is crucial in the study of stochastic stability. However, it is not easy to ﬁnd such kind of func-
tions. Motivated by giving some speciﬁc Lyapunov-type functions, in present paper, we will concentrated ourselves to a
concrete nonlinear system, that is Liénard-type equation under additive white noise, to obtain some explicit conditions for
its stochastic stability by applying the results in Mao [17,18], and Yuan [26].
Let
x1 = x, x2 = a(x1)x˙1 + F (x1),
a(x1) = e
∫ x1
0 f2(u)du, F (x1) =
x1∫
0
a(u) f1(u)du.
Then Eq. (1.4) is equivalent to
dX(t) =
( 1
a(x1)
(x2 − F (x1))
−a(x1)g(x1) + a(x1)e(t)
)
dt +
(
0
h(x1, r(t))
)
dB(t), (E)
where X = (x1, x2)T ∈ R2.
Throughout of the paper, let K denote the family of nondecreasing functions μ : R+ → R+ such that μ(0) = 0 while K∞
denote the family of functions μ ∈K such that μ(u) → ∞ as u → ∞, and let L1(R+; R+) denote the family of all functions
γ : R+ → R+ such that
∫∞
0 γ (t)dt < ∞. Also let | · | denote the Euclidean norm in Rn .
2. Main results
First we shall consider the general nonlinear stochastic differential equation with Markovian switching of the form
dX(t) = b(X(t), t, r(t))dt + σ (X(t), t, r(t))dw(t), (2.1)
where X = (x1, x2, . . . , xn)T ∈ Rn , w(t) = (w1(t),w2(t), . . . ,wm(t))T is an m-dimensional Brownian motion deﬁned on a
complete probability space (Ω,F , {Ft}t0, P ), and r(t), t  0, is a right-continuous Markov chain taking values in a ﬁnite
state space S = {1,2, . . . ,N} with generator Γ = (γi j)N×N given by
P
{
r(t + Δ) = j ∣∣ r(t) = i}= {γi jΔ + o(Δ), if i = j,
1+ γiiΔ + o(Δ), if i = j; (2.2)
where Δ > 0, γi j  0 is the transition rate from i to j if i = j while
γii = −
∑
i = j
γi j . (2.3)
We also assume that Markov chain r(t) is independent of Brownian motion w(·). Let C2,1(Rn × R+ × S, R+) denote the
family of all non-negative functions V (X, t, i) on Rn × R+ × S which are continuous twice differentiable in X and once
differentiable in t . If V ∈ C2,1(Rn × R+ × S, R+), deﬁne an operator LV from Rn × R+ × S to R by
LV(X, t, i) = Vt(X, t, i) + V X (X, t, i)b(X, t, i)
+ 1
2
trace
[
gT (X, t, i)V X X (X, t, i)g(X, t, i)
]+ N∑
j=1
γi j V (X, t, j),
where
Vt(X, t, i) = ∂V (X, t, i)
∂t
, V X (X, t, i) =
(
∂V (X, t, i)
∂x1
,
∂V (X, t, i)
∂x2
, . . . ,
∂V (X, t, i)
∂xn
)
,
V X X (X, t, i) =
(
∂2V (X, t, i)
∂xi∂x j
)
n×n
.
As usual, we suppose that both b and σ satisfy the local Lipschitz condition.
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Rn × R+ × S, V (X, t, i)μ(|X |), and
LV(X, t, i) γ (t). (2.4)
Then Eq. (2.1) has a unique regular (i.e. non-explosive) solution for any initial value. Moreover, all the solution of Eq. (2.1) is positively
bounded in probability. That is, for any X0 ∈ Rn, i ∈ S and ε > 0, there exists a constant R > 0 such that P {|X(t, X0, i)|  R}  ε
for t  0.
Proof. Write X(t) be the solution of Eq. (2.1) with the initial value (0, X0, i). Let k be a positive integer. Deﬁne the stopping
time
ρk = inf
{
t > 0:
∣∣X(t)∣∣ k}.
Clearly, ρk → ∞ as k → ∞. Let tk = ρk ∧ t for any t  0. The generalized Itô’s formula (see [20] for instance) gives that
E
(
V
(
X(tk), tk, r(tk)
))= V (X0,0, i) + E tk∫
0
LV
(
X(s), s, ri(s)
)
ds
 V (X0,0, i) + E
tk∫
0
r(s)ds.
Letting k → ∞ gives
EV
(
X(t), t, ri(t)
)
 V (X0,0, i) +
∞∫
0
r(s)ds.
Hence
E
(
μ
(∣∣X(t)∣∣)) V (X0,0, i) + ∞∫
0
r(s)ds,
which yields that there is a constant c > 0 such that
E
(∣∣X(t)∣∣) c (t  0).
So X(t) is non-explosive for t  0. Also,
P
{∣∣X(t)∣∣ R} Eμ(|X(t)|)
R
 c
R
(t  0).
Now for any ε > 0, choosing R suﬃciently large such that cR < ε, we get the result. 
Let n = 2, and
b(X, t) =
( 1
a(x1)
(x2 − F (x1))
−a(x1)g(x1) + a(x1)e(t)
)
, σ (X, t, i) =
(
0
h(x1, r(t))
)
,
then Eq. (2.1) is reduced to Eq. (E).
Theorem 2.2. For Eq. (E), suppose that
(1) ∃M > 0 such that
0< a(x1) < M(x1 ∈ R),
+∞∫
0
∣∣e(s)∣∣ds < M. (C )
(2) ∃p > 0 such that G(x1) + p  0 (x1 ∈ R), and limsup|x1|→+∞ G(x1) = +∞, where
G(x1) :=
x1∫
0
a2(s)g(s)ds. (2.5)
(3) 2g(x1)F (x1) a(x1)h2(x1, i) for (x1, i) ∈ R × S.
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G(x1) ∈K∞ , |e(t)| is bounded on t  0 and h(x1, i) is independent of i, then
lim
t→∞d
(
X(t, x0),ω
)= 0 a.s.
where
ω = {(x1, x2): 2g(x1)F (x1) = a(x1)h2(x1, i)},
and d(X, A) denotes the Hausdorff semi-distance between X ∈ Rn and the set A ⊂ Rn, that is, d(X, A) = infY∈A |X − Y |.
Proof. It follows from (C) that there exists M > 0 such that
a(x1)|x2| 1
2
x22 + M for X ∈ R2.
For i ∈ S , let
V (X, t, i) = e−
∫ t
0 |e(s)|ds ·
[(
G(x1) + p
)+(1
2
x2
2 + M
)]
.
Then V (X, t, i) 0 and
LV(X, t, i) = −∣∣e(t)∣∣e− ∫ t0 |e(s)|ds[(G(x1) + p)+ 1
2
x2
2 + M
]
+ e−
∫ t
0 |e(s)|ds[a(x1)g(x1)(x2 − F (x1))+ x2(−a(x1)g(x1) + a(x1)e(t))]+ 1
2
e−
∫ t
0 |e(s)|dsa2(x1)h2(x1, i)
= e−
∫ t
0 |e(s)|ds
{
−(G(x1) + p)∣∣e(t)∣∣−(1
2
x22 + M
)∣∣e(t)∣∣+ a(x1)x2e(t) − a(x1)g(x1)F (x1) + 1
2
a2(x1)h
2(x1, i)
}
.
Noting that
−
(
1
2
x22 + M
)∣∣e(t)∣∣+ a(x1)x2e(t) (−1
2
x22 + a(x1)|x2|
)∣∣e(t)∣∣,
by (C), we get that there is a positive β > 0 such that
−
(
1
2
x22 + M
)∣∣e(t)∣∣+ a(x1)x2e(t) β∣∣e(t)∣∣.
Hence, for (X, t, i) ∈ R2 × R+ × S , we have that
LV(X, t, i) γ (t) − ω˜(x1) γ (t),
where
γ (t) = β∣∣e(t)∣∣e− ∫ t0 |e(s)|ds ∈ L1(R+, R+),
ω˜(x1) = e−E0
[
a(x1)g(x1)F (x1) − 1
2
a2(x1)h
2(x1, i)
]
, (2.6)
with E0 =
∫∞
0 |e(s)|ds. Similar to Lemma 2.1, by generalized Itô’s formula, we get that there is constant c > 0 such that
e−E0
{(
1
2
x22(t) + M
)
+ (G(x1(t))+ p)} c (t  0),
which yields that
E
(
1
2
x22(t) + M
)
 c, E
(
G
(
x1(t)
)+ p) c
for t  0. Since limsup|x1|→+∞ = +∞, there exists c˜ > 0 such that
E
(∣∣x2(t)∣∣) c˜, E(∣∣x1(t)∣∣) c˜ (t  0).
Therefore, Eq. (E) has a unique regular solution, and all the solution is positively bounded in probability. If |e(t)| is bounded
on t  0, we know that for any h > 0, there is a Kh > 0 such that∣∣b(X, t)∣∣∨ ∣∣σ(X, t)∣∣ Kh
for all t  0 and X ∈ R2 with |X | h. Also, it is easy to see that
lim|X |→+∞ inft0 V (X, t, i) = +∞
if G(x1) ∈K∞ . The result follows from Theorem 4.4 in [18]. 
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(1) h(x1, i) = 0 for (x1, i) ∈ R × S.
(2) G(x1) ∈K∞ , and [2g(x1)F (x1) − a(x1)h2(x1, i)] ∈K(i ∈ S).
Then for every initial value (X0, i) ∈ R2 × S, the solution of Eq. (E) has the property that
lim
t→+∞ X(t; X0, i) = 0 a.s.
Proof. For i ∈ S , let V (X, t, i) = e−
∫ t
0 |e(s)|ds · [G(x1) + 12 x22]. Then
e−E0
[
G(x1) + 1
2
x2
2
]
 V (X, t, i) G(x1) + 1
2
x2
2.
Similarly to the proof of Theorem 2.2, we can prove that LV  γ (t), where γ (t) is deﬁned by (2.6). Noting that
LV(X, t, i) − γ (t) − ∣∣V X (X, t, i)σ (X, t, i)∣∣2
 e−
∫ t
0 |e(s)|ds
[
1
2
a2(x1)h
2(x1, i) − a(x1)g(x1)F (x1)
]
− e−2
∫ t
0 |e(s)|dsa2(x1)h2(x1)x22
−
{
e−E0
[
a(x1)g(x1)F (x1) − 1
2
a2(x1)h
2(x1, i)
]
+ e−2E0a2(x1)h2(x1, i)x22
}
:= −k(x1, x2)
and k(x1, x2) is a positive-deﬁnite function, there exists μ ∈K such that LV(X, t, i) γ (t) + |V X (X, t, i)σ (X, t, i)|2 −μ(|X |).
The result follows from Corollary 4.2, P333, in [19]. 
Example 2.4. Consider the van der Pol’s equation (1.2) under perturbations of white noise:
x¨(t) + αφ(x)x˙(t) + x = βp(t) + h(x)dw(t) (2.7)
where α,β > 0, |p(t)| ∈ L1(R+, R+), and
φ(x) = x2n, h(x) = δxn+1, n ∈ N.
Then a(x) ≡ 1, F (x) = α2n+1 x2n+1. It is easy to see that all solution is bounded in probability if |δ|
√
2α
2n+1 .
Example 2.5. Consider the equation
x¨(t) + f1
(
x(t)
)
x˙(t) + f2
(
x(t)
)
x˙(t)2 + g(x(t))= e(t) + h(x1)dw(t) (2.8)
with
f1(x) = e
1
2 x
2
1+ x2 , f2(x) = −x,
g(x) = x
1+ x4 , h(x) =
√
xarctan x
1+ x4 .
The continuous function e(t) is deﬁned as
e(t) =
⎧⎪⎨⎪⎩
1
1+t2 , t /∈
[
n − 1
2n+1 ,n + 12n+1
]
, n ∈ N;
n, t = n;
e(t) n, t ∈ [n − 1
2n+1 ,n + 12n+1
]
.
Then we have that e(t) is unbounded for t  0 and
∞∫
0
e(s)ds
∞∫
0
1
1+ t2 dt +
+∞∑
n=1
n
2n
< +∞.
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a(x) = e
∫ x
0 f2(s)ds = e− 12 x2 ,
F (x) =
x∫
0
a(s) f1(s)ds = arctan x,
G(x) =
x∫
0
a2(s)g(s)ds =
x∫
0
se− 12 s2
1+ s4 ds 0,
2g(x)F (x) − a(x)h2(x) = xarctan x
1+ x4
(
2− e− 12 x2
)
 0 (x = 0).
It follows from Theorem 2.2 that all solutions are bounded in probability.
Remark 2.6.
(1) For the cases of b(X, t, i) ≡ b(X, i), and σ(X, t, i) ≡ σ(X, i), Yuan and Mao [26] obtained the following results.
Theorem A. (See [26, Lemma 4.1, P284].) Assume that both b(X, t, i) and σ(X, t, i) satisfy the local Lipschitz condition and linear
growth condition. If there exist functions V ∈ C2(Rn × S, R), μ ∈K∞ and a positive number β and λ1 such that μ(|X |)  V (X, i)
and
LV(X, i)−λ1V (X, i) + β for (X, i) ∈ Rn × S, (2.9)
then all the solution of Eq. (2.1) is positively bounded in probability.
It is worthy of noting that condition (2.4) is different from (2.9). Also, it is diﬃcult to construct some function V (X, t, i)
for Eq. (1.4) to satisfy condition (2.9). So, it seems that the present condition (2.4) is more practical for Liénard-type equa-
tion (1.4).
(2) The condition (C) is satisﬁed naturally for Liénard equation, that is f2(x) ≡ 0 in (1.4).
(3) Although all the solutions of stochastic equation (1.4) deﬁned in Example 2.5 are bounded in probability, there exist
unbounded solutions for its corresponding ODE (1.1). In fact, by Theorem 1 in [28], all solutions of Eq. (1.1) are positively
bounded if and only if
lim|x|→+∞
[
sup
(
sgn xF (x) + G(x))+ sgn x x∫
0
a2(s)g(s)F (s)ds
]
= +∞.
However, it is easy to see that |F (x)| π2 , 0 G(x) π2 , and
+∞∫
0
a2(s)g(s)F (s)ds
+∞∫
0
π
2
· s
1+ s4 ds
π
4
,
which shows that there is unbounded solution for the ordinary equation corresponding to Eq. (2.8). This phenomenon shows
that the white noise can affect the boundedness and stability of the solutions of ordinary differential equations.
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