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RANKIN–SELBERG EULER SYSTEMS AND P-ADIC INTERPOLATION
GUIDO KINGS, DAVID LOEFFLER, AND SARAH LIVIA ZERBES
Abstract. We construct motivic cohomology classes attached to Rankin–Selberg convolutions of mod-
ular forms of weights ≥ 2, show that these vary analytically in p-adic families, and relate their image
under the p-adic regulator map to values of L-functions. As consequences, we prove new cases of
Perrin-Riou’s conjecture on motivic L-values; we prove finiteness results for Tate–Shafarevich groups
for twists of elliptic curves by dihedral Artin characters; and we prove one inclusion in the Iwasawa
main conjecture for a single modular form over an imaginary quadratic field.
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1. Introduction
The theory of Euler systems is a very powerful tool for proving upper bounds on global cohomology
groups, particularly when combined with explicit reciprocity laws, which relate Euler systems to the
critical values of L-functions. One expects that nontrivial Euler systems should exist for any motive
over a number field; there are precise conjectures along these lines, which we owe to the work of Bloch,
Beilinson, Kato, Rubin, Perrin-Riou and many others, but these have been verified only in a few special
cases. Maybe the most complete example to date is still the seminal work by Kato [Kat04] on modular
forms.
The complete unfolding of the strength of the Euler system relies always on the following ingredients.
First one needs motivic cohomology classes (zeta elements) and very good knowledge of their regulators
in Deligne, e´tale and syntomic cohomology. It is an observation of Kato that if the Deligne regulators
of these motivic classes are to be related to L-values in the expected manner, then the resulting e´tale
cohomology classes should form Euler systems; and that explicit reciprocity laws provide the necessary
non-vanishing results for these Euler systems. Building upon these insights and ideas, Perrin-Riou
[PR95] has developed her big logarithm map to provide a tool to construct p-adic L-functions out of
zeta elements, and give a relation between the classical and the p-adic L-values, also known as the p-adic
Beilinson conjecture.
In this paper we will realize much of this program for the Rankin-Selberg convolution of two modular
forms. Let f and g be cusp forms of weight 2+k and 2+k′ on Y1(N) and denote byM(f⊗g) the motive
whose L-function is the Rankin-Selberg convolution L(f, g, s) of f and g. Let 0 ≤ j ≤ min{k, k′}; then
L(f, g, s) vanishes to order 1 at s = j + 1. Using ideas of Bloch, Beilinson [Be˘ı84] and Scholl [Sch98] we
construct zeta elements for the motive M(f ⊗ g)(j + 1), and compute their image in Deligne, e´tale and
syntomic cohomology.
The authors’ research was supported by the following grants: SFB 1085 ”Higher invariants” (Kings); Royal Society
University Research Fellowship (Loeﬄer); EPSRC First Grant EP/J018716/1 (Zerbes).
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The construction of zeta elements in this setting was first carried out by Scholl (unpublished) who
also proved Beilinson’s conjecture in this case. The construction relies on Beilinson’s motivic Eisenstein
classes on modular curves, and his computation of the regulator of the Eisenstein classes in Deligne
cohomology, which are related to non-holomorphic Eisenstein series. We extend this by computing
the e´tale and the syntomic regulators of the Eisenstein classes, showing that they give rise to Iwasawa
cohomology classes and are related to non-classical p-adic Eisenstein series. This relies on the description
of the syntomic Eisenstein classes developed by the first author in [Kin13] and in [BaK10] with Bannai.
After pushing forward from a modular curve to a product of two modular curves, we obtain “Rankin–
Eisenstein” classes on the product, whose images under the Deligne and syntomic regulators are related
to complex and p-adic Rankin–Selberg L-values respectively. This generalizes the calculations for weight
2 forms carried out by Bertolini–Darmon–Rotger [BDR12].
The second crucial input is to show that the Rankin–Eisenstein classes do indeed form an Euler
system. We prove the necessary norm-compatibility properties via the same arguments used for weight
2 forms by the second and third author in the paper [LLZ13a] with Lei.
In fact, the combinations of these methods give much stronger results. They give rise to a three-
parameter family of e´tale cohomology classes associated to two Hida families f ,g (and a varying cyclo-
tomic twist), whose specializations at all points with weights in a suitable range are the images of motivic
classes. Results showing compatibility in p-adic families between motivic classes of different weights are
known in some other contexts, such as the work of Castella on p-adic families of Heegner points [Cas13]
and of Darmon–Rotger on families of Gross–Kudla–Schoen cycles [DR14b], but previous results of this
kind have always been consequences of a suitable explicit reciprocity law relating the cohomology classes
to L-values. In our approach we obtain this compatibility a priori, and use it as an ingredient in proving
an explicit reciprocity law. This reciprocity law (Theorem 7.6.3) is the main result of the present paper:
it shows that the image of our three-parameter family of cohomology classes under the Perrin-Riou big
logarithm map coincides with Hida’s three-variable p-adic Rankin–Selberg L-function.
A special case of this explicit reciprocity law, in a 1-parameter family (with one modular form fixed
while the other varies in a Hida family, and without the cyclotomic twist) was previously obtained by
Bertolini, Darmon and Rotger (to appear). Their method is different from ours, employing p-adic analytic
continuation from ramified weight 2 points in a Hida family, rather than unramified higher-weight points
as in our proof.
From our computations it follows immediately that the images of the motivic Rankin–Eisenstein classes
under the Deligne regulator and the p-adic syntomic regulator (for p not dividing the level) compute
non-critical values at j+1 of classical and p-adic Rankin–Selberg L-functions respectively. In particular,
one gets both the Beilinson conjecture for M(f ⊗ g)(j+1) and Perrin-Riou’s p-adic Beilinson conjecture
as easy consequences. We understand that Brunualt and Chida also considered the Beilinson conjecture
for M(f ⊗ g)(j + 1) (to appear).
The explicit reciprocity law has many arithmetic applications. In this paper we consider, besides the
above applications to the Perrin-Riou conjecture, upper bounds for Galois cohomology groups of Rankin
convolutions in terms of critical values of L-functions. In particular, we obtain finiteness results for
Mordell–Weil and Tate–Shafarevich groups of elliptic curves twisted by ray class characters of imaginary
quadratic fields when the analytic rank is 0 (Theorem 9.7.5), and one divisibility in the Iwasawa main
conjecture for a modular form over the Z2p extension of an imaginary quadratic field (Theorem 9.6.2).
Bertolini, Darmon and Rotger have used their explicit reciprocity law to prove many cases of the
Birch–Swinnerton-Dyer conjecture in analytic rank 0 for elliptic curves twisted by 2-dimensional odd
Artin characters. The theorems in §9.6 give a new proof of this result for dihedral Artin characters, and
extend it to obtain finiteness of the Tate–Shafarevich group (under somewhat stronger hypotheses).
We would like to point out that our work on these arithmetic applications was very much inspired
by the ideas and methods of Bertolini–Darmon–Rotger, and the strategy followed in §9.6 – the use of
Beilinson–Flach cohomology classes and p-adic analytic continuation to obtain finiteness results for global
cohomology groups – was originally developed by them (and announced at the Birch–Swinnerton-Dyer
conference in Cambridge in May 2011).
1.1. Acknowledgements. The second and third authors are very grateful to Massimo Bertolini, Henri
Darmon, and Victor Rotger for many inspiring discussions, in which they shared with them their beautiful
ideas about Beilinson–Flach elements. All authors would like to thank the organizers of the Banff
workshop “Applications of Iwasawa Algebras” in March 2013, at which the collaboration was initiated
which led to this paper; and those of the workshop “Effective methods for Darmon points” in Benasque,
Spain, in August 2013, where the second and third author developed several of the ideas of the paper
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after stimulating discussions with Darmon and Rotger. We also would like to thank John Coates for his
interest and encouragement.
2. Some general notation
2.1. Cohomology theories.
2.1.1. E´tale cohomology. In this paper we work with continuous e´tale cohomology as defined by Jannsen
[Jan88]. More specifically, for a pro-system F := (Fr)r≥1 of e´tale sheaves on a scheme S, indexed by
integers r ≥ 1, we let Hie´t(S,F ) be the i-th derived functor of F 7→ lim←−r
H0e´t(S,Fr). We note for later
use that if Hi−1e´t (S,Fr) is finite for all r, then by [Jan88, Lemma 1.15, Equation (3.1)] one has
(2.1.1) Hie´t(S,F )
∼= lim←−
r
Hie´t(S,Fr).
This, in particular, includes the case of pro-systems (Fr)r≥1 where each Fr has finite fibres, and S
is of finite type over one of the following rings:
• an algebraically closed field of characteristic 0;
• a local field of characteristic 0;
• a ring of S-integers OK,S , where K is a number field and S is a finite set of places of K, including
all places that divide the order of Fr for any r.
This covers all the cases we shall use in this paper. (In practice, all our (Fr) will be inverse systems of
finite p-torsion sheaves, so in the third case we need only assume that S contains all places dividing p.)
2.1.2. Motivic cohomology. We shall only consider motivic cohomology for regular schemes in this paper.
As we will need to decompose the motivic cohomology groups into eigenspaces of a certain projector, we
work with Q-coefficients. Although from a conceptual point of view Voevodsky’s definition is certainly
preferable, for definiteness and compatibility with earlier papers, we use the definition by higher K-
theory: For a regular scheme X we write
Himot(X,Q(j)) := Gr
γ
j K2j−i(X)⊗Q
for the j-th graded piece of the γ-filtration of the (2j − i)-th algebraic K-theory of X .
2.1.3. Other cohomology theories. In this paper we will also need to work with several other cohomology
theories. In each of these there is an appropriate notion of coefficients :
• algebraic de Rham cohomology (for varieties over fields of characteristic 0), with coefficients in
coherent sheaves equipped with a filtration and an integrable connection ∇;
• Betti cohomology for varieties over C, with coefficients in Q or more generally locally constant
sheaves of Q-vector spaces;
• Deligne cohomology for varieties over R, with coefficients in mixed Hodge modules over R
(defined as extensions of R-mixed Hodge modules – in fact the coefficients we use are variations
of pure Hodge structures);
• rigid cohomology for smooth Zp-schemes, with coefficients in overconvergent F-isocrystals;
• syntomic cohomology for for smooth Zp-schemes, with coefficients in the category of “overcon-
vergent filtered F-isocrystals” defined in [Ban02, BaK10].
We denote these theories by H•T (. . . ), for T ∈ {e´t, dR, B,D, rig, syn}. We shall sometimes use the
notation ¯´et to signify e´tale cohomology over the algebraic closure of the relevant base field (which will
always be clear from context).
Remark 2.1.1. We shall occasionally abuse notation slightly by writing HiT (Y ) for Y a scheme over
Z[1/N ]; in this case, we understand this to signify the cohomology of the base-extension of Y to a ring
over which the cohomology theory T makes sense. Thus, for instance, we write Hisyn(Y1(N)), despite
our standing conventions that Y1(N) is a scheme over Z[1/N ], and by this we intend H
i
syn(Y1(N)Zp).
This convention makes it significantly easier to state theorems which hold in all of the above theories
simultaneously.
Remark 2.1.2. All our coefficients are of geometric origin and in fact the cohomology with coefficients
HiT (S,FT ) we use arises as a direct summand of an appropriate H
i
T (X,QT ) by decomposing the Leray
spectral sequence.
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These theories are related by a number of natural maps. Firstly, for each T there is a “regulator”
map
rT : H
i
mot(X,Q(j))→ H
i
T (X,QT (j))
where QT (j) is the j-th power of the Tate object in the appropriate category.
Secondly, if XR is a variety over R one has a comparison isomorphism
HiB(X(C),C)
∼= HidR(XC/C)
under which F∞ := F∞ ◦ c the composition of the Frobenius at ∞ and the complex conjugation on the
coefficients on Betti cohomology corresponds to the complex conjugation on de Rham cohomology. We
write + for the invariants under F∞ and let
HiB(XR,C) := H
i
B(X(C),C)
+
HiD(XR,R(n)) := H
i
D(X(C),R(n))
+.
Then one has HiB(XR,C)
∼= HidR(XR/R) and an exact sequence
→ HiB(XR,R(n))→ H
i
dR(XR/R)(n)/Fil
0 → Hi+1D (XR,R(n))→
We extend this to coefficients arising from higher direct images as follows. Let π : X → S be smooth
and proper and FB := R
qπ∗Q, FdR := R
qπ∗Ω
·
X/S. Then we let
HiB(SR,FB,C) := H
i
B(S(C),FB,C)
+
HiD(SR,FB,R(n)) := H
i
D(S(C),FB,R(n))
+
and we get comparison isomorphisms HiB(SR,FB,C)
∼= HidR(SR,FdR,R) and an exact sequence
→ HiB(SR,FB,R(n))→ H
i
dR(SR,FdR,R(n))/Fil
0 → Hi+1D (SR,FB,R(n))→
There are also natural maps
Hi+1D (SR,FB,R(n))→ Fil
0HidR(XR,FdR,R(n))
compatible with the maps rD , rdR from motivic cohomology when F = R. Similarly, ifX is a smooth Zp-
scheme and F an overconvergent filtered F-isocrystal on X , we can define de Rham and rigid realizations
FdR and Frig, we have H
i
dR(XQp ,FdR)
∼= Hirig(X,Frig), and there are natural maps
Hisyn(X,F )→ Fil
0HidR(XQp ,FdR) ∩H
i
rig(X,Frig)
φ=1
compatible with rsyn, rdR, rrig when F = Qp(j).
Thirdly, for smooth Zp-schemes and coefficients which are twists of the Tate object, there is a com-
parison between e´tale cohomology and syntomic cohomology: we have comparison maps
comp : Hisyn(X,Qp(j))→ H
i
e´t(XQp ,Qp(j))
fitting into a commutative diagram
Himot(X,Q(j))
rsyn
✲ Hisyn(X,Qp(j))
Himot(XQp ,Q(j))
❄
re´t
✲ Hie´t(XQp ,Qp(j)).
comp
❄
Finally, for any of these theories we can define higher direct images of coefficient sheaves for proper
morphisms, and we have a Leray spectral sequence. (For syntomic cohomology this was shown in the
PhD thesis of N. Solomon, [Sol08].)
2.2. Multilinear algebra. If H is an abelian group, we define the modules TSymkH , k ≥ 0, of
symmetric tensors with values in H following [Kin13, §2.2]. By definition, TSymkH is the submodule
of Sk-invariant elements in the k-fold tensor product H ⊗ · · · ⊗H (while the more familiar Sym
kH is
the module of Sk-coinvariants).
The direct sum
⊕
k≥0 TSym
kH is equipped with a ring structure via symmetrization of the naive
tensor product, so for h ∈ H we have
(2.2.1) h⊗m · h⊗n =
(m+ n)!
m!n!
h⊗(m+n).
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Remark 2.2.1. There is a natural algebra homomorphism Sym•H → TSym•H , which becomes an
isomorphism in degrees up to k after inverting k!. However, we will be interested in the case where H is
a Zp-module, for a fixed p, and k varying in a p-adic family, so we cannot use this fact without losing
control of the denominators involved; so we shall need to distinguish carefully between TSym and Sym.
Note that in general TSymk does not commute with base change and hence does not sheafify well.
In the cases where we consider TSymk(H), H is always a free module over the coefficient ring so that
this functor coincides with Γk(H), the k-th divided power of H . This functor sheafifies (on an arbitrary
site), so that the above definitions and constructions carry over to sheaves of abelian groups.
In particular, for E → S an elliptic curve over a regular Z[1/p]-scheme, we can define e´tale sheaves
TSymk Hr and Zp-sheaves TSym
k
HZp on S, for any k ≥ 0. Similarly, for any of the cohomology theories
T above, and F an object of the appropriate category of coefficients, we can define objects TSymk F .
2.3. Lieberman’s trick. Let π : E → Y be an elliptic curve such that E and Y are regular. Let
πk : Ek → Y be the k-fold fibre product of E over Y . On E the group µ2 acts via [−1] : E → E and
on Ek the symmetric group Sk acts by permuting the factors. This induces an action of the semi-direct
product µk2 ⋊Sk on E
k. Let
εk : µ
k
2 ⋊Sk → µ2
be the character (η1, . . . , ηk, σ) 7→ η1 · · · ηksgn(σ). (Cf. [Sch98, §A.1].)
Definition 2.3.1. Let
Himot(Y,TSym
k
HQ(j)) := H
i+k
mot(E
k,Q(j + k))(εk)
be the εk-eigenspace.
This construction can also be considered in various other cohomology theories. We will need this in
Betti, e´tale, de Rham, syntomic, rigid and Deligne cohomology. Let T ∈ {B, e´t, dR, syn, rig,D}, and
QT ,HT be the realizations of Q,H in the respective categories; that is, QT = Q when T = dR,
T = Qp for T ∈ {rig, syn, e´t}, and QT = R when T = D; and in each case we put HT = (R
1π∗QT )
∨,
for the appropriate notion of higher direct image. Let TSym[k,k
′]
HT := TSym
k
HT ⊠ TSym
k′
HT .
The next result, which is a standard application of Lieberman’s trick, justifies our notation for motivic
cohomology. Cf. [BaK10, Lemma 1.5].
Theorem 2.3.2. Let T ∈ {B, e´t, dR, syn, rig,D}, and QT ,HT be the realizations of Q,H in the re-
spective categories.Then one has isomorphisms
Hi+kT (E
k,QT (j + k))(εk) ∼= H
i
T (Y,TSym
k
HT (j))
and
Hi+k+k
′
T (E
k ×Z E
k′ ,QT (j + k + k
′))(εk × εk′) ∼= H
i
T (S,TSym
[k,k′]
HT (j)).
In particular, the regulator
rT : H
i+k
mot(E
k,Q(j + k))(εk)→ H
i+k
T (E
k,QT (j + k))(εk)
induces a morphism
rT : H
i
mot(Y,TSym
k
HQ(j))→ H
i
T (Y,TSym
k
HT (j))
and similarly
rT : H
i
mot(S,TSym
[k,k′ ]
HQ(j))→ H
i
T (S,TSym
[k,k′]
HT (j)).
Proof. This is immediate from the fact that [−1]∗ acts on R
iπ∗QT by multiplication with [−1]
2−i and the
isomorphism HT ∼= R
1π∗QT (1) induced from the Tate pairing once one has a Leray spectral sequence.
Note that one has to define Deligne cohomology in terms of extensions of Hodge modules for this, and
that the Leray spectral sequence for syntomic cohomology is available by [Sol08]. 
2.4. Modular curves. We recall some notations for modular curves, following [Kat04, §§1–2]. For
integers N,M ≥ 1 with M + N ≥ 5 we define Y (M,N) to be the Z[1/MN ]-scheme representing the
functor
S 7→ {isomorphism classes (E, e1, e2)}
where S is a Z[1/MN ]-scheme, E/S is an elliptic curve, e1, e2 ∈ E(S) and β : (Z/MZ) × (Z/NZ) →
E, (m,n) 7→ (me1 + ne2) an injection. For M = N we write Y (N) := Y (N,N). On Y (N) we let
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g ∈ GL2(Z/NZ) act from the left by (E, e1, e2) 7→ (E, e
′
1, e
′
2), with
(
e′1
e′2
)
= g
(
e1
e2
)
. We use the same
analytic uniformization of Y (N)(C) as in [Kat04, 1.8]:
(Z/NZ)∗ × Γ(N)\H ∼= Y (N)(C) (a, τ) 7→ (C/(Zτ + Z), aτ/N, 1/N)
where H is the upper half plane and Γ(N) := ker(SL2(Z)→ SL2(Z/NZ)). Let Tate(q) be the Tate curve
over Z((q1/N )) with its canonical differential ωcan. Let ζN := e
2πi/N and qN := q
1/N . Then we define
a level N structure on Tate(q) by (a, b) 7→ qaNζ
b
N , which induces a morphism SpecZ[ζN , 1/N ]((qN )) →
Y (N) and hence defines a cusp ∞. The qN development at ∞ is compatible with the Fourier series in
the analytic theory if one writes qN := e
2πiτ/N .
We shall write Y1(N) for Y (1, N). Here the Tate curve Tate(q) over Z((q)) with the level structure
b 7→ ζbN induces SpecZ[ζN , 1/N ]((q))→ Y1(N) so that q is the uniformizer at the cusp ∞ which is only
defined over SpecZ[ζN , 1/N ].
In order to define Hecke operators, we will also need the modular curves Y (M,N(A)) and Y (M(A), N),
for A ≥ 1, which were introduced by Kato [Kat04, §2.8]. These are Z[1/AMN ]-schemes; the scheme
Y (M,N(A)) represents the functor
S 7→ {isomorphism classes(E, e1, e2, C)}
where (E, e1, e2) ∈ Y (M,N)(S) and C is a cyclic subgroup of order AN such that C contains e2 and is
complementary to e1 (i.e. the map Z/MZ×C → E, (x, y) 7→ xe1+y is injective). Similarly, Y (M(A), N)
classifies (E, e1, e2, C) where C is a cyclic subgroup scheme of orderAM containing e1 and complementary
to e2.
Note 2.4.1. All the modular curves Y we consider correspond to representable moduli problems, and are
hence equipped with universal elliptic curves E → Y .
2.5. Degeneracy maps and Hecke operators. There is a sequence of natural maps
Y (M,AN)→ Y (M,N(A))→ Y (M,N),
the first given by (E, e1, e2) 7→ (E, e1, Ae2, 〈e2〉), and the second by the forgetful map (E, e1, e2, C) 7→
(E, e1, e2); and similarly for Y (AM,N) → Y (M(A), N) → Y (M,N). In each case, these degeneracy
maps Y → Y ′ of modular curves extend to maps E → E ′ on the universal elliptic curves over Y and Y ′
(which are the identity on the fibres).
More subtly, there is also an isomorphism
ϕA : Y (M,N(A)) ∼= Y (M(A), N)
(E, e1, e2, C) 7→ (E
′, e′1, e
′
2, C
′)
with E′ := E/NC, e′1 the image of e1, e
′
2 is the image of [A]
−1(e2) ∩ C in E
′ and C′ is the image
of [A]−1Ze1 in E
′. This map ϕA extends to a map of the universal elliptic curves, but this is not
an isomorphism: it is a cyclic isogeny of degree A on each fibre. In the other direction, we have
ϕA−1 : Y (M(A), N)→ Y (M,N(A)); this extends to an isogeny on the universal elliptic curves which is
fibrewise dual to the isogeny ϕA, so that (ϕA)
∗ = (ϕA−1)∗.
We use this to define Hecke operators (cf. [Kat04] §2.9 & §4.9).
Definition 2.5.1. For ℓ prime, we define the Hecke correspondence T ′ℓ (for ℓ ∤MN) or U
′
ℓ (for ℓ |MN)
acting on Hie´t(Y (M,N),TSym
k
HZp(j)) as the composite
T ′ℓ = (pr)∗ ◦ (ϕℓ)
∗ ◦ (pr′)∗ = (pr)∗ ◦ (ϕℓ−1)∗ ◦ (pr
′)∗
where pr : Y (M,N(ℓ))→ Y (M,N) and pr′ : Y (M(ℓ), N)→ Y (M,N) are the natural degeneracy maps.
We also have Hecke operators Tℓ = (pr
′)∗ ◦ (ϕℓ−1)
∗ ◦ (pr)∗, which are the transposes of the T ′ℓ; but we
shall not use these so heavily in the present paper. (Note, however, that it is the Tℓ rather than the T
′
ℓ
that correspond to the familiar formulae for the action on q-expansions.)
We will also need the following observation:
Lemma 2.5.2. Let ϕ : E → E′ be an isogeny between elliptic curves, and denote by 〈 , 〉E[pr ] and
〈 , 〉E′[pr] the Weil pairings on the p
r-torsion points of E and E′, respectively. If P,Q ∈ E[pr], then
〈ϕ(P ), ϕ(Q)〉E′ [pr] =
(
〈P,Q〉E′[pr]
)deg(ϕ)
.
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Wewrite pr′′ for the natural map Y (M,AN)→ Y (M,N(A)). The composition pr ◦ pr′′ : Y (M,NA)→
Y (M,N) will be of particular importance; we shall denote this by pr1. In the case where A = ℓ prime,
and we write pr2 for the map Y (M,Nℓ)→ Y (M,N) given by the composition
Y (M,Nℓ)
pr′′
✲ Y (M,N(ℓ))
ϕ
ℓ−1✲ Y (M(ℓ), N)
pr′
✲ Y (M,N).
Remark 2.5.3. The map pr2 corresponds (under the complex-analytic uniformization of modular curves
described above) to the map z 7→ ℓz on the upper half-plane.
We will need the following compatibility between pushforward maps and Hecke operators:
Proposition 2.5.4. As morphisms
H1(Y (M,Np),TSymk H (j))→ H1(Y (M,N),TSymk H (j)),
for any k ≥ 0 and j ∈ Z, we have
(pr2)∗ ◦ U
′
p = p
k+1(pr1)∗,
(pr1)∗ ◦ U
′
p = T
′
p ◦ (pr1)∗ −
(
p 0
0 p−1
)∗
◦ (pr2)∗.
Proof. Explicit calculation. 
2.6. Rankin L-functions. Let f , g be cuspidal eigenforms of weights r, r′ ≥ 1, levels Nf , Ng and
characters ε(f), ε(g). We define the Rankin L-function
L(f, g, s) =
1
L(NfNg)(εfεg, 2s+ 2− r − r
′)
∑
n≥1
an(f)an(g)n
−s,
where L(NfNg)(εfεg, s) denotes the Dirichlet L-function with the Euler factors at the primes dividing
NfNg removed. This Dirichlet series differs by finitely many Euler factors from the L-function of the
automorphic representation πf⊗πg of GL2×GL2 associated to f and g. In particular, it has meromorphic
continuation to all of C. It is holomorphic on C unless 〈f¯ , g〉 6= 0, in which case it has a pole at s = r.
Remark 2.6.1. If f and g are normalized newforms and (Nf , Ng) = 1, then L(f, g, s) = L(πf ⊗ πg, s).
By a well-known theorem originally due to Shimura [Shi77], for integer values of s in the range
r′ ≤ s ≤ r − 1, we have
L(f, g, s)
π2s−r′+1〈f, f〉Nf
∈ Q,
where 〈f1, f2〉N is the Petersson scalar product of weight r modular forms defined by∫
Γ1(N)\H
f1(τ)f2(τ)ℑ(τ)
r−2 dx ∧ dy.
More precisely, we have the Rankin–Selberg integral formula
(2.6.1) L(f, g, s) = N r+r
′−2s−2 π
2s−r′+1(−i)r−r
′
22s+r−r
′
Γ(s)Γ(s− r′ + 1)
〈
f, gE
(r−r′)
1/N (τ, s− r + 1)
〉
where N ≥ 1 is some integer divisible by Nf and Ng and with the same prime factors as NfNg, and
E
(r−r′)
1/N (τ, s − r + 1) is a certain real-analytic Eisenstein series (cf. [LLZ13a, Definition 4.2.1]), whose
values for s in this range are nearly-holomorphic modular forms defined over Q.
Theorem 2.6.2 (Hida). Let p ∤ NfNg be a prime at which f is ordinary. Then there is a p-adic L-
function Lp(f, g) ∈ Qp⊗ZpZp[[Γ]] with the following interpolation property: for s an integer in the range
r′ ≤ s ≤ r − 1, we have
Lp(f, g, s) =
E(f, g, s)
E(f)E∗(f)
·
Γ(s)Γ(s− r′ + 1)
π2s−r′+1(−i)r−r′22s+r−r′〈f, f〉Nf
· L(f, g, s),
where the Euler factors are defined by
E(f) =
(
1−
βf
pαf
)
,
E∗(f) =
(
1−
βf
αf
)
,
E(f, g, s) =
(
1−
ps−1
αfαg
)(
1−
ps−1
αfβg
)(
1−
βfαg
ps
)(
1−
βfβg
ps
)
.
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Moreover, the function Lp(f, g, s) varies analytically as f varies in a Hida family, and if g is ordinary
it also varies analytically in g.
Remark 2.6.3.
(1) The L-function Lp(f, g, s) considered here isN
2s+2−r−r′Dp(f˘ , g˘, 1/N, s) in the notation of [LLZ13a,
§5], where f˘ and g˘ are the pullbacks of f, g to level N . The power of N varies analytically with
s, r, r′, since p ∤ N .
(2) The complex L-function L(f, g, s) is symmetric in f and g, i.e. we have L(f, g, s) = L(g, f, s),
but this is not true of Lp(f, g, s).
(3) The construction of Lp(f, g, s) has recently been extended to the non-ordinary case by Urban
[Urb13], who has constructed a three-parameter p-adic L-function with f , g varying over the
Coleman–Mazur eigencurve; but we shall only consider the case of ordinary f, g in this paper.
2.7. Motives for Rankin convolutions. Let f, g be normalized cuspidal new eigenforms of weight
k+2, k′+2, levelsNf , Ng and characters ε(f), ε(g). We choose a number field L containing the coefficients
of f and g.
From the work of Scholl [Sch90], one knows how to associate (Grothendieck) motivesM(f),M(g) with
coefficients in L to f, g. We denote by M(f ⊗ g) the tensor product of these motives (over L), which is a
4-dimensional motive overQ with coefficients in L. For T ∈ {dR, rig, B, ¯´et} (the “geometric” cohomology
theories) we write MT (f ⊗ g) for the T -realization of M , which is the maximal L⊗Q QT -submodule of
H2T (Y1(Nf )× Y1(Ng), Sym
(k,k′)
H
∨
T )⊗Q L
on which the Hecke operators (Tℓ, 1) and (1, Tℓ) act as multiplication by the Fourier coefficients aℓ(f)
and aℓ(g) respectively, for every prime ℓ (including ℓ | NfNg). Note that this direct summand lifts,
canonically, to a direct summand of H2c,T , since f and g are cuspidal. Dually, we write MT (f ⊗ g)
∗ for
the maximal quotient of
H2T (Y1(Nf )× Y1(Ng),TSym
[k,k′]
HT (2))⊗Q L
on which the dual Hecke operators (T ′ℓ , 1) and (1, T
′
ℓ) act as multiplication by aℓ(f) and aℓ(g). The twist
by 2 implies that the Poincare´ duality pairing
MT (f ⊗ g)×MT (f ⊗ g)
∗ → L⊗Q QT
is well-defined (and perfect), justifying the notation MT (f ⊗ g)
∗.
For P a prime of L (above some rational prime p) we denote by MLP(f ⊗ g) the direct summand of
M ¯´et(f ⊗ g) corresponding to LP ⊆ L⊗QQp, and similarly for MLP(f ⊗ g)
∗. If OP is the ring of integers
of LP, we write MOP(f ⊗ g)
∗ for the OP-lattice in MLP(f ⊗ g)
∗ that is the image of
H2(Y1(Nf )× Y1(Ng),TSym
[k,k′ ]
HZp(2))⊗Zp OP.
Cf. [LLZ13a, §6.3].
Let
t(M(f ⊗ g)(n)) :=
MdR(f ⊗ g)(n)
Fil0MdR(f ⊗ g)(n)
be the tangent space of M(f ⊗ g)(n). This is an L-vector space of dimension
dimL t(M(f ⊗ g)(n)) =

0 n ≤ 0
1 0 < n ≤ min{k, k′}+ 1
2 min{k, k′}+ 1 < n ≤ max{k, k′}+ 1
3 max{k, k′}+ 1 < n ≤ k + k′ + 2
4 k + k′ + 2 < n.
The L-vector space MB(f ⊗ g)(n)
+ has dimension 2 and the comparison isomorphism MB(f ⊗ g)C ∼=
MdR(f ⊗ g)C induces the period map
αM(f⊗g)(n) :MB(f ⊗ g)(n)
+
R → t(M(f ⊗ g)(n))R.
In the case that 0 ≤ j ≤ min{k, k′} we get that ker(αM(f⊗g)(j+1)) is one-dimensional and one has an
isomorphism
ker(αM(f⊗g)(j+1)) ∼= H
1
D(R,MB(f ⊗ g)
∗(−j))∗
with the L-dual of H1D(R,MB(f ⊗ g)
∗(−j)). Taking duals we get an exact sequence
(2.7.1) 0→ Fil−jMdR(f ⊗ g)
∗
R →MB(f ⊗ g)
∗(−j − 1)+R → H
1
D(R,MB(f ⊗ g)
∗(−j)R)→ 0,
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which is crucial for the interpretation of the leading terms of L(f, g, s) at s = j + 1 in the Beilinson
conjecture.
3. Eisenstein classes
3.1. Motivic Eisenstein classes. The fundamental objects of study in this paper are the following
cohomology classes:
Theorem 3.1.1. Let N ≥ 5 and let b ∈ Z/NZ be nonzero. Then there exist nonzero cohomology classes
(“motivic Eisenstein classes”)
Eiskmot,b,N ∈ H
1
mot(Y1(N),TSym
k
HQ(1))
for all integers k ≥ 0, satisfying the following residue formula: we have
res∞
(
Eiskmot,b,N
)
= −Nkζ(−1− k).
Proof. By the construction in [Be˘ıL94, §6.4] there is associated to the canonical order N section tN of the
universal elliptic curve E over Y1(N) a class E
k+2
mot,b ∈ H
1
mot(Y1(N),TSym
k
HQ(1)), which is essentially
the specialization of the elliptic polylogarithm at btN . It has the property that [Be˘ıL94, 6.4.5]
re´t(E
k+2
mot,b) = −N
k−1 contrHQp ((btN )
∗ polk+1)
where the right hand side is the notation of [Kin13, §4.2]. Now we set Eiskmot,b,N := −NE
k+2
mot,b; by the
residue formula of [Kin13, Theorem 5.2.2] we see that Eiskmot,b,N has the stated residue at ∞. 
Remark 3.1.2. Note that the residue formulae of [Kin13] include an extra factor of N , since the residue
map at ∞ of Y1(N) and Y (N) differ by this factor; and a factor of k! arising from the fact that the
canonical map canonical map Zp ∼= Sym
k Zp → TSym
k Zp ∼= Zp is multiplication by k! (cf. [Kin13,
Lemma 5.1.6]).
Remark 3.1.3. For k = 0, we have H1mot(Y1(N),Q(1)) = O(Y1(N))
× ⊗ Q, and the Eisenstein class
Eiskmot,b,N is simply the Siegel unit g0,b/N in the notation of [Kat04].
3.2. Eisenstein classes in other cohomology theories. As a consequence of the existence of the
motivic Eisenstein class, we immediately obtain Eisenstein classes in all the other cohomology theories
introduced above, since these all admit regulator maps from motivic cohomology. The classes which shall
interest us are the following:
• An e´tale Eisenstein class
Eiske´t,b,N ∈ H
1
e´t(Y1(N)[1/p],TSym
k
HQp(1)).
• A de Rham Eisenstein class
EiskdR,b,N ∈ H
1
dR(Y1(N)Q,TSym
k
HQ(1)).
• A Deligne Eisenstein class
EiskD,b,N ∈ H
1
D(Y1(N)R,TSym
k
HR(1))
whose image in H1dR(Y1(N)R,TSym
k
HR(1)) coincides with the image of Eis
k
dR,b,N under ⊗R.
• A syntomic Eisenstein class
Eisksyn,b,N ∈ H
1
syn(Y ,TSym
k
HQp(1)),
for any p ∤ N , where Y denotes the smooth pair (Y1(N)Zp , X1(N)Zp), whose image in the group
H1dR(Y1(N)Qp ,TSym
k
HQp(1)) coincides with the image of Eis
k
dR,b,N under ⊗Qp, and whose
image under the map
comp : H1syn(Y ,TSym
k
HQp(1))→ H
1
e´t(Y1(N)Qp ,TSym
k
HQp(1))
is the localization at p of the e´tale Eisenstein class Eiske´t,b,N .
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3.3. The de Rham Eisenstein class. We give an explicit formula for the de Rham Eisenstein class
EiskdR,b,N , in terms of certain modular forms which are Eisenstein series of weight k + 2.
Definition 3.3.1. Write ζN := e
2πi/N and q := e2πiτ . For k ≥ −1 and b ∈ Z/NZ not equal to zero, we
define an algebraic Eisenstein series
Fk+2,b := ζ(−1− k) +
∑
n>0
qn
∑
dd′=n
d,d′>0
dk+1(ζbd
′
N + (−1)
kζ−bd
′
N )
where ζ(s) :=
∑
n>0
1
ns is the Riemann zeta function.
Remark 3.3.2. The Eisenstein series Fk+2,b is F
(k+2)
0,b/N in the notation of [Kat04, Proposition 3.10] and
2
Nk+1
Gk+2 in the notation of [Ktz76, Equation (2.4.5)].
We let Tate(q) denote the Tate elliptic curve over Z((q)). Endowing Tate(q) with the order N section
corresponding to ζN ∈ Gm/q
Z gives a point of Y1(N) over Z((q))⊗ZZ[1/N, ζN ]. Moreover, the canonical
differential ωcan on Tate(q) gives a section trivializing Fil
1
H ∨|Tate(q), and hence of Fil
0
H |Tate(q), via
the isomorphism H ∼= H ∨(1); we write v[0,k] for the k-th tensor power of this section, regarded as a
generator of TSymk H .
Proposition 3.3.3. The pullback of the de Rham Eisenstein class to (Tate(q), ζN ) is given by
EiskdR,b,N = −N
kFk+2,b · v
[0,k] ⊗
dq
q
.
Proof. See [BaK10]. (Our normalizations are slightly different from those of op.cit., but it is clear that
the above class has the correct residue at ∞.) 
3.4. The Eisenstein class in Deligne cohomology. The results in this section are well-known and
due to Beilinson and Deninger. As we have to express the computations with our normalizations anyway,
we decided to show how the Eisenstein class in Deligne cohomology can be computed very easily as in
the syntomic case by solving explicitly a differential equation. This transfers the main idea in [BaK10]
from syntomic cohomology to the case of Deligne cohomology.
Recall from Theorem 3.1.1 the class
Eiskmot,b,N ∈ H
1
mot(Y1(N),TSym
k
HQ(1)).
The Beilinson regulator gives a map
rD : H
1
mot(Y1(N),TSym
k
HQ(1))→ H
1
D(Y1(N)R,TSym
k
HR(1))
whereH1D(Y1(N)R,TSym
k
HR(1)) are the extensions of theR-mixed Hodge moduleR(0) with TSym
k
HR(1)
over Y1(N)R. Alternatively, one can define H
1
D(Y1(N)R,TSym
k
HR(1)) := H
k+1
D (E
k
R,R(k+1))(εk). As
in §3.2, we define
EiskD,b,N := rD(Eis
k
mot,b,N)
and we want to give a description of this class similar to the one of Eisk+2syn,b,N .
Proposition 3.4.1. The group H1D(Y1(N)R,TSym
k
HR(1)) is the group of equivalence classes of pairs
(α∞, αdR), where
α∞ ∈ Γ(Y1(N)(C),TSym
k
HR ⊗ C
∞)
is a C∞-section of TSymk HR and αdR ∈ Γ(X1(N)Q,TSym
k ω⊗Ω1X1(N)(C1(N))) is an algebraic section
with logarithmic poles along C1(N) := X1(N) \ Y1(N) such that
∇(α∞) = π1αdR.
Here π1 : TSym
k
HC
∼= TSymk HR ⊗ C → TSym
k
HR(1) is induced by the projection C → R(1),
z 7→ (z − z)/2.
Proof. Can be deduced either from the explicit description as group of extensions of mixed Hodge modules
or from the standard description of Hk+1D (E
k
R,R(k + 1)) and application of the projector εk. 
10
Consider the covering H → Y1(N)(C), which maps τ 7→ (C/(Zτ + Z), 1/N). Over H we have the
standard section ω = dz of H ∨C , where z is the coordinate on C. Denote by 〈 , 〉 the Poincare´ duality
pairing on H ∨C and by ω
∨, ω∨ the basis dual to ω, ω. We have the following formulae:
〈ω, ω〉 =
τ − τ
2πi
〈ω, ω〉 = −〈ω, ω〉
ω∨ =
2πiω
τ − τ
ω∨ = −
2πiω
τ − τ
∇(ω) =
ω − ω
τ − τ
dτ ∇(ω) =
ω − ω
τ − τ
dτ
∇(ω∨) = −
ω∨dτ + ω∨dτ
τ − τ
∇(ω∨) =
ω∨dτ + ω∨dτ
τ − τ
In analogy with the syntomic case, we put w(r,s) := ωrωs ∈ Symk H ∨C and w
[r,s] := ω∨,[r]ω∨,[s] ∈
TSymk HC. Under the isomorphism H
∨
C
∼= HC induced by the pairing 〈 , 〉 the image of w
(j,k−j) is
given by
(−1)jj!(k − j)!
(
τ − τ
2πi
)k
w[k−j,j].
One has w(r,s) = w(s,r) and w[r,s] = (−1)r+sw[s,r].
We have
∇(w[r,s]) =
1
τ − τ¯
(
(−rdτ + sdτ¯ )w[r,s] + (r + 1)w[r+1,s−1] − (s+ 1)w[r−1,s+1]
)
,
and hence, if Dj are C
∞ functions of τ satisfying the symmetry relation
(2πi)k−j(τ − τ¯ )k−jDk−j = (2πi)j(τ − τ¯ )jDj ,
we have
(3.4.1) ∇
 k∑
j=0
(2πi)j(τ − τ¯ )jDjw
[k−j,j]

=
k∑
j=0
[
(2πi)j+1(τ − τ¯ )j (δ2j−k(Dj) + (k − j)Dj+1) dτ + (. . . ) dτ¯
]
w[k−j,j],
where . . . indicate the term derived from the previous one by interchanging j and k − j and applying
complex conjugation. Here δr denotes the Maass–Shimura differential operator (2πi)
−1
(
∂
∂τ +
r
τ−τ¯
)
.
We define real analytic Eisenstein series:
Definition 3.4.2. For t ≥ 0 and s ∈ C with t+ 2ℜ(s) > 2 and b ∈ Z/NZ, we define
F ant,s,b := (−1)
t Γ(s+ t)
(2πi)s+t
∑
(m,n)∈Z2\{(0,0)}
e2πimb/N (τ − τ )s
(mτ + n)t|mτ + n|2s
.
In [LLZ13a, 4.2.1] this Eisenstein series was denoted by F
(t)
b/N (τ, s). Note also that F
an
k+2,0,b coincides
with the algebraic Eisenstein series Fk+2,b of Definition 3.3.1.
With these definitions the Eisenstein class in Deligne cohomology is given as follows:
Proposition 3.4.3. The class EiskD,b,N = (α∞, αdR) ∈ H
1
D(Y1(N)R,TSym
k
HR(1)) is given by
α∞ :=
−Nk
2
k∑
j=0
(−1)j(k − j)!(2πi)j−k(τ − τ)jF an2j−k,k+1−j,bw
[k−j,j]
and
αdR := N
kF ank+2,0,b(−2πi)(τ − τ)
kw[0,k]dτ.
Proof. Firstly, we note that (α∞, αdR) does define a class in Deligne cohomology, since the Eisenstein
series Ft,s,b satisfy δtFt,s,b = Ft+2,s−1,b (cf. [LLZ13a, Proposition 4.2.2(iii)]), and hence all terms of the
sum in Equation (3.4.1) are zero except for j = 0 and j = k.
For k > 0, the Eisenstein class EiskD,b,N is uniquely determined by αdR = Eis
k
dR,b,N ; and αdR as
defined above satisfies this, since F ank+2,0,b coincides with the holomorphic Eisenstein series Fk+2,b of the
previous section.
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For k = 0 the Eisenstein class is characterized by Eis0D,b,N = (log |g0,b/N |, d log(g0,b/N )), and we have
F an0,1,b = −2 log |g0,b/N |. 
Remark 3.4.4. Note that there is a typographical error in formula (iii) of [Kat04, (3.8.4)] (a minus sign
is missing), which we incautiously reproduced without checking in [LLZ13a, Proposition 4.2.2(v)].
3.5. The syntomic Eisenstein class on the ordinary locus. We review the description from [BaK10]
of the syntomic Eisenstein class Eisksyn,b,N ∈ H
1
syn(Y
ord,TSymk HQp(1)) in terms of p-adic Eisenstein
series. We assume here that p ∤ N .
In this section we let Y ord be the open subscheme of Y = Y1(N)Zp where the Eisenstein series
Ep−1 ∈ Γ(Y, ω
⊗p−1) is invertible. Let Y, X be the formal completions with respect to the special fibre
and YQp , XQp be the associated rigid analytic spaces. We also let j : YQp → XQp be the open immersion
and Y anQp be the rigid analytic space associated to YQp so that Y
an
Qp
is a strict neighbourhood of j. Let Y
and Y ord be the smooth pairs (Y,X) and (Y ord, X). We shall give an explicit formula for the image of
Eisksyn,b,N under the restriction map
H1syn(Y ,TSym
k
HQp(1))→ H
1
syn(Y
ord,TSymk HQp(1)).
According to [BaK10, Proposition A.16], the class Eisksyn,b,N is given by a pair of sections (αrig, αdR),
where
αrig ∈ Γ(XQp , j
†TSymk H |Y an
Qp
)
is an overconvergent section,
αdR ∈ Γ(XQp ,TSym
k ω ⊗ Ω1XQp (Cusp))
is an algebraic section with logarithmic poles along Cusp := XQp \ YQp , and we have the relation
∇(αrig) = (1− Φ)αdR.
The natural mapH1syn(Y ,TSym
k
HQp(1))→ H
1
dR(YQp ,TSym
k
HQp(1)) is given by mapping (αrig, αdR)
to the class of αdR; thus αdR must be the unique algebraic differential representing Eis
k
dR,b,N , whose q-
expansion was given in Proposition 3.3.3 above.
Before we can write down the explicit formula for αrig, we need to introduce certain p-adic Eisenstein
series, and a certain trivialization of HQp .
Definition 3.5.1. Write ζN := e
2πi/N and q := e2πiτ . For t, s ∈ Z with t+ s ≥ 1 we set
F
(p)
t,s,b :=
∑
n>0
qn
∑
dd′=n
p∤d′
d,d′>0
dt+s−1(d′)−s(ζbd
′
N + (−1)
tζ−bd
′
N ) ∈ Zp[ζN ][[q]].
Remark 3.5.2. For (t, s) satisfying the inequalities s + t ≥ 1, t ≥ 1, s ≤ 0, the real-analytic Eisenstein
series F ant,s,b is an algebraic nearly-holomorphic modular form defined over Q, and the p-adic one F
(p)
t,s,b is
the p-stabilization of this form; cf. §5.2 of [LLZ13a].
Let Y˜ be the formal scheme which classifies elliptic curves over p-adic rings with a Γ1(N)-structure
together with an isomorphism η : Ĝm ∼= Ê of formal groups. The elements in Γ(Y˜,OY˜) are called Katz
p-adic modular forms. The discussion in [BaK10, §5.2] shows that F
(p)
t,s,b is the q-expansion of a p-adic
modular form.
Denote by H˜Qp the pull-back of HQp to Y˜ . Its dual H
∨
Qp
contains a canonical section ω˜ with
η∗(ω˜) = dT/(1 + T ).
Denote by ξ ∈ Ω1
Y˜/Zp
the differential form which corresponds to ω˜⊗2 under the Kodaira-Spencer
isomorphism ω⊗2 ∼= Ω1
Y˜/Zp
and denote by θ the differential operator dual to ξ.
Then we define u˜ := ∇(θ)(ω˜) ∈ H˜ ∨Qp . The element u˜ is a generator of the unit root space. We denote
by ω˜∨, u˜∨ the basis dual to ω˜, u˜.
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The actions of ∇ and Φ on these vectors are given by the formulae
∇(ω˜) = u˜⊗ ξ, ∇(ω˜∨) = 0,
∇(u˜) = 0, ∇(u˜∨) = ω˜∨ ⊗ ξ,
Φ(ω˜) = pω˜, Φ(ω˜∨) = p−1ω˜∨,
Φ(u˜) = u˜, Φ(u˜∨) = u˜∨.
We are interested in the sheaves Symk H ∨ and TSymk H . The pullbacks of these to Y˜ have bases of
sections given, respectively, by the sections v(r,s) := ω˜ru˜s with r+s = k, and by the v[r,s] := (ω˜∨)[r](u˜∨)[s]
with r + s = k. The pairing is given by 〈v[r,s], v(r
′,s′)〉 = δrr′δss′ , so these two bases are dual to each
other.
We have
∇(v(r,s)) = rv(r−1,s+1) ⊗ ξ, ∇(v[r,s]) = (r + 1)v[r+1,s−1] ⊗ ξ,
Φ(v(r,s)) = prv(r,s), Φ(v[r,s]) = p−rv[r,s].
The Tate curve Tate(q), equipped with its natural isomorphism of formal groups to Gm and the point
ζN of order N , defines a point of Y˜ over the ring Zp[ζN ][[q]]; the pullback of ξ is
dq
q and θ acts as the
differential operator dual to this, which is q ddq . This identifies our sections ω˜ and u˜ with the ωcan and
ηcan of [DR14a, Eq. (22)], and θ with the Serre differential d of §2.4 of op.cit..
Since θ acts on q-expansions as q ddq , we have the formula
θ(F
(p)
t,s,b) = F
(p)
t+2,s−1,b
for any t, s with t+ s ≥ 1.
Definition 3.5.3. Let
αrig := −N
k
k∑
j=0
(−1)k−j(k − j)!F
(p)
2j−k,k+1−j,bv
[k−j,j] ∈ Γ(Y˜ ,TSymk H˜Qp)
and (as above) let
αdR := −N
kFk+2,bv
[0,k] ⊗ ξ ∈ Γ(XQp ,TSym
k ω ⊗ Ω1XQp (Cusp))
be the section representing EiskdR,b,N .
It is shown in [BaK10, Lemma 5.10] that αrig ∈ Γ(XQp , j
†TSymk H |Y an
Qp
). With these notations we
have:
Theorem 3.5.4 ([BaK10, Theorem 5.11]). The class Eisksyn,b,N ∈ H
1
syn(Y
ord,TSymk HQp(1)) is given
by (αrig, αdR) defined above.
Proof. An immediate calculation gives
∇ (αrig) = −N
kF
(p)
k+2,0,bv
[0,k] ⊗ ξ,
and we calculate that
(1− Φ) (αdR) = −N
kF
(p)
k+2,0,bv
[0,k] ⊗ ξ,
Thus the pair (αrig, αdR) does define a class in syntomic cohomology, which maps to Eis
k
dR,b,N in de
Rham cohomology.
For k > 0 this is enough to uniquely characterize the syntomic Eisenstein class, as the map from
syntomic to de Rham cohomology is injective in this case (see [BaK10, Proposition 4.1]). For k = 0 this
does not hold; but the motivic Eisenstein class Eis0mot,b,N is just the Siegel unit g0,b/N , and one knows
that
rsyn(g0,b/N ) =
(
(1 − Φ) log g0,b/N , dlog g0,b/N
)
.
An easy series calculation shows that we have
αrig = −F
(p)
0,1,b = (1− Φ) log g0,b/N
as rigid-analytic sections of the sheaf Qp(1) on Y
ord, as required. 
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4. Rankin–Eisenstein classes on products of modular curves
We shall now define “Rankin–Eisenstein classes” as the pushforward of Eisenstein classes along maps
arising from the diagonal inclusion Y1(N) →֒ Y1(N)
2.
4.1. Cohomology of product varieties. Let E → S be an elliptic curve, with S regular. Let us
assume that S is a T -scheme, with S and T regular. We can then consider the abelian surface E ×T E
over S ×T S.
More generally, for any k, k′ ≥ 0 we can consider the product
π[k,k
′ ] := πk ⊠ πk
′
: Ek ×T E
k′ → S ×T S,
on which (µk2 ⋊Sk)× (µ
k′
2 ⋊Sk′) acts.
Definition 4.1.1. Let
Himot(S ×T S,TSym
[k,k′]
HQ(j)) := H
i+k+k′
mot (E
k ×T E
k′ ,Q(j + k + k′))(εk × εk′).
For T ∈ {e´t, dR, B,D, rig, syn}, we can define an object of the appropriate coefficient category on
S ×T S by
TSym[k,k
′ ]
HT := π
∗
1
(
TSymk HT
)
⊗ π∗2
(
TSymk
′
HT
)
,
where π1 and π2 are the first and second projections S×T S → S; and, as before, Lieberman’s trick gives
isomorphisms
HiT (S ×T S,TSym
[k,k′ ]
HT (j)) ∼= H
i+k+k′
T (E
k ×T E
k′ ,QT (j + k + k
′))(εk × εk′),
justifying the notation above for motivic cohomology.
We write ∆ for the diagonal inclusion S →֒ S⊗T S. When T ∈ {e´t, dR, B,D, rig, syn}, so cohomology
with coefficients is defined, we see that ∆∗(TSym[k,k
′ ]
HT ) = TSym
k
HT ⊗ TSym
k′
HT as sheaves on
S; thus, if S is smooth of relative dimension d over T , we have a pushforward map
∆∗ : H
i
T (S,TSym
k
HT ⊗ TSym
k
HT (j))→ H
i+2d
T (S ×T S,TSym
[k,k′]
HT (j + d)).
Geometrically, this corresponds to pushforward along the inclusion Ek ⊗S E
k′ →֒ Ek ⊗T E
k′ , and we
use the latter interpretation to define the map ∆∗ also in motivic cohomology.
4.2. The Clebsch-Gordan map. Let k, k′, j be integers satisfying
(4.2.1) k ≥ 0, k′ ≥ 0, 0 ≤ j ≤ min(k, k′).
By definition one has for T ∈ {e´t, dR, B,D, rig, syn},
TSymk+k
′−2j
HT ⊆ TSym
k−j
HT ⊗ TSym
k′−j
HT .
The natural pairing Symj H ∨T ⊗ Sym
j
H ∨T → QT (−j) induces by duality a map
QT → TSym
j
HT ⊗ TSym
j
HT (−j).
Taking the tensor product of these two maps and using the multiplication TSymk−j HT ⊗TSym
j
HT →
TSymk HT and similarly for k
′ one gets the Clebsch-Gordan map of sheaves on S,
CG
[k,k′,j]
T : TSym
k+k′−2j
HT → TSym
k
HT ⊗ TSym
k′
HT (−j).
Remark 4.2.1. This map can obviously also be defined with integral coefficients, for example for Zp in
the e´tale setting.
The Clebsch-Gordan map can be realized geometrically as follows: Consider
(4.2.2) Hk+k
′−2j+1
T (E
k−j ×S E
k′−j ,QT (k + k
′ − 2j + 1))(εk+k′−2j) ⊂
Hk+k
′−2j+1
T (E
k−j ×S E
k′−j ,QT (k + k
′ − 2j + 1))(εk−j × εk′−j)
and
∆∗ : H
0
T (E
j ,QT (0))→ H
2j
T (E
j ×S E
j ,QT (j))(εj × εj)
induced by the diagonal map ∆ : Ej → Ej ×S E
j . Then the cup-product of these maps gives
CG
(k,k′,j)
T : H
k+k′−2j+1
T (E
k−j ×S E
k′−j,QT (k + k
′ − 2j + 1))(εk+k′−2j)
✲ Hk+k
′+1
T (E
k ×S E
k′ ,QT (k + k
′ − j + 1))(εk × εk′).
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Using Theorem 2.3.2 one sees immediately from the definition that this geometric construction of
CG
(k,k′,j)
T agrees with the definition on coefficients above. In particular, this geometric construction
produces a motivic morphism CG
(k,k′,j)
mot , which is compatible with the definitions of CG
(k,k′,j)
T for other
theories T under the regulator map rT .
Remark 4.2.2. Instead of using the cup-product, one can use directly the closed immersion ι : Ek−j ×S
Ek
′−j → Ek ×S E
k′ = Ek+k
′
(inclusion of the first coordinates).
4.3. Rankin–Eisenstein classes. We now come to the case which interests us: we consider the scheme
S = Y1(N) over T = SpecZ[1/N ].
Definition 4.3.1. For k, k′, j satisfying the inequalities (4.2.1), and T ∈ {mot, e´t, dR, B,D, rig, syn}, we
define
Eis
[k,k′,j]
T ,b,N := (∆∗ ◦ CG
[k,k′,j]
T )
(
Eisk+k
′−2j
T ,b,N
)
∈ H3T (Y1(N)
2,TSym[k,k
′](HT )(2− j)).
The classes Eis
[k,k′,j]
T ,b,N are not interesting for T = {dR, B, rig}, since Y1(N)
2 is an affine surface,
and thus its H3 vanishes in these “geometric” cohomology theories. Hence our attention shifts to the
“absolute” cohomology theories T ∈ {e´t, syn,D}.
4.4. The Deligne regulator formula. Let 0 ≤ j ≤ min{k, k′} and write Y := Y1(N) and Y
2 :=
Y1(N)×Y1(N). In this section we want to give a formula for the image of Eis
[k,k′,j]
D,b,N under the projection
prf,g : H
3
D(S(C),TSym
[k,k′]
HR(2− j))→ H
1
D(R,MB(f ⊗ g)
∗(−j)R).
Consider the short exact sequence of 2.7.1
0→ Fil−jMdR(f ⊗ g)
∗
R →MB(f ⊗ g)
∗(−j − 1)+R → H
1
D(R,MB(f ⊗ g)
∗(−j)R)→ 0.
and note that by Poincare´ duality one has a pairing
〈 , 〉Y 2 :MB(f ⊗ g)
∗
C ×MB(f ⊗ g)C → C⊗Q L.
In fact this is the product of the pairings
〈 , 〉Y :MB(f)
∗
C ×MB(f)C → C⊗Q L
〈 , 〉Y :MB(g)
∗
C ×MB(g)C → C⊗Q L
Definition 4.4.1. For f ∈ Sk+2(Γ1(N)) we define f
∗ ∈ Sk+2(Γ1(N)) to be the form with complex
conjugate Fourier coefficients. For f ∈ Sk+2(Γ1(N)) we denote by ωf = f(τ)(2πi)
k+1w(k,0)dτ the
associated differential form and by ω¯f the complex conjugate.
Remark 4.4.2. The form f∗ is holomorphic, while we write f¯ for the non-holomorphic function τ 7→
f(τ) = f∗(−τ¯ ).
For the computations we use the bases
{ωf ⊗ ωg, ωf ⊗ ω¯g∗ , ω¯f∗ ⊗ ωg, ω¯f∗ ⊗ ω¯g∗} {ωf∗ ⊗ ωg∗ , ωf∗ ⊗ ω¯g, ω¯f ⊗ ωg∗ , ω¯f ⊗ ω¯g}
ofMB(f⊗g)C andMB(f
∗⊗g∗)C respectively. The natural mapMdR(f
∗⊗g∗)(k+k′+2)→MdR(f⊗g)
∗
is an isomorphism, so we may interpret the latter vectors as a basis of MdR(f ⊗ g)
∗
C. For two differential
forms ̺ with values in Sym(k,k
′)
H ∨C and η with values in TSym
[k,k′ ]
HC we denote by ̺ ∧ η the form
with values in C obtained by taking the wedge of the forms and the pairing
Sym(k,k
′)
HC × TSym
[k,k′ ]
HC → C
on the coefficients. We are going to show:
Proposition 4.4.3. Let 0 ≤ j ≤ min{k, k′} and Eisk+k
′−2j
D,b,N = (α∞, αdR). Then
prf,g
(
Eis
[k,k′,j]
D,b,N
)
=
−1
(2πi)〈ωf , ω¯f 〉Y 〈ωg, ω¯g〉Y
×[(∫
Y (C)
ω¯f∗ ∧ ωg ∧ CG
[k,k′,j]
B (α∞)
)
ωf∗ ⊗ ω¯g +
(∫
Y (C)
ωf ∧ ω¯g∗ ∧ CG
[k,k′,j]
B (α∞)
)
ω¯f ⊗ ωg∗
]
in MB(f
∗ ⊗ g∗)C.
Before we prove this, we need a lemma.
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Lemma 4.4.4. Let ̺ ∈ H2B(Y
2(C), Sym(k,k
′)
HC) and assume that ̺ is the image of the class ˜̺ ∈
H2B,c(Y
2(C), Sym(k,k
′)
HC) with compact support under the natural map. Let Eis
k+k′−2j
D,b,N = (α∞, αdR).
Then 〈˜̺,Eis[k,k′,j]D,b,N 〉
Y 2
=
1
2πi
∫
Y (C)
∆∗̺ ∧ CG
[k,k′,j]
B (α∞).
Proof. The proof is standard. As H3B(Y
2(C),TSym[k,k
′ ]
HC) = 0, the class Eis
[k,k′,j]
D,b,N can be lifted to
H2B(Y
2(C), Sym(k,k
′)
HC) and is given by ∆∗CG
[k,k′,j]
B (α∞). As ∆ is proper, we have by the projection
formula
〈˜̺,∆∗CG[k,k′,j]B (α∞)〉Y 2 = 〈∆∗ ˜̺, CG[k,k′,j]B (α∞)〉Y = 12πi
∫
Y (C)
∆∗ ˜̺∧ CG[k,k′,j]B (α∞).
The form ∆∗(̺− ˜̺) is of the form dσ with σ bounded and as CG[k,k′,j]B (α∞) has logarithmic growth one
has
∫
Y (C)
dσ ∧CG
[k,k′,j]
B (α∞) = 0. This implies the lemma. 
Proof of Proposition 4.4.3. As the Poincare´ duality pairing is Hecke equivariant it suffices to compute
the pairing 〈 , 〉Y 2 of Eis
[k,k′,j]
D,b,N with the basis
{ωf ⊗ ωg, ωf ⊗ ω¯g∗ , ω¯f∗ ⊗ ωg, ω¯f∗ ⊗ ω¯g∗}
of M(f ⊗ g)C. Obviously, ∆
∗(ωf ⊗ ωg) = 0, ∆
∗(ω¯f∗ ⊗ ω¯g∗) = 0 and
〈ω¯f∗ ⊗ ωg, ωf∗ ⊗ ω¯g〉Y 2 = −〈ωf∗ , ω¯f∗〉Y 〈ωg, ω¯g〉Y
〈ωf ⊗ ω¯g∗ , ω¯f ⊗ ωg∗〉Y 2 = −〈ωf , ω¯f〉Y 〈ωg∗ , ω¯g∗〉Y .
The proposition follows from this, the lemma, 〈ωf∗ , ω¯f∗〉Y = 〈ωf , ω¯f 〉Y and 〈ωg, ω¯g〉Y = 〈ωg∗ , ω¯g∗〉Y . 
We will compute the integrals ∫
Y (C)
ω¯f∗ ∧ ωg ∧ CG
[k,k′,j]
B (α∞)
appearing in Proposition 4.4.3 in terms of special values of L-functions. We write ωf∗ = f
∗(2πi)kw(k,0) dqq
and ωg = g(2πi)
k′w(k
′,0) dq
q so that ω¯f∗ ∧ ωg = (−1)
k+1f¯∗g(2πi)k+k
′+2w(k
′,k)dτdτ¯ . Recall from Proposi-
tion 3.4.3 the formula
α∞ :=
−Nk+k
′−2j
2
k+k′−2j∑
m=0
(−1)m(k+k′−2j−m)!(2πi)m−k−k
′+2j(τ−τ )mF an2m−k−k′+2j,k+k′−2j+1−m,bw
[k+k′−2j−m,m]
Proposition 4.4.5. One has
ω¯f∗ ∧ ωg ∧CG
[k,k′,j]
B (α∞) =
(−1)jNk+k
′−2j
2
(
k
j
)
k′!(2πi)k+2(τ − τ¯ )kf¯∗gF ank−k′,k′−j+1,bdτdτ¯
ωf ∧ ω¯g∗ ∧CG
[k,k′,j]
B (α∞) =
(−1)jNk+k
′−2j
2
(
k′
j
)
k!(2πi)k
′+2(τ − τ¯)k
′
f g¯∗F ank′−k,k−j+1,bdτdτ¯
Proof. As in Proposition 4.8.5 one sees that
w(k
′,k) ∧ CG
[k,k′,j]
B (w
[s,t])
is zero unless (s, t) = (k′ − j, k − j) in which case one gets
k!(k′)!
j!(k − j)!(k′ − j)!
(
τ − τ¯
2πi
)j
.
Collecting terms gives the first formula. The second formula is obtained in a similar way. 
Theorem 4.4.6. Let 0 ≤ j ≤ min{k, k′} and b = 1. One has
1
2πi
∫
Y (C)
ω¯f∗ ∧ ωg ∧ CG
[k,k′,j]
B (α∞) =
(−1)j+1
2
(2πi)k+k
′−2j k!k
′!
(k − j)!(k′ − j)!
L′(f, g, j + 1)
1
2πi
∫
Y (C)
ωf ∧ ω¯g∗ ∧ CG
[k,k′,j]
B (α∞) =
(−1)j+1
2
(2πi)k+k
′−2j k!k
′!
(k − j)!(k′ − j)!
L′(f, g, j + 1),
where L′(f, g, j + 1) := lims→0
L(f,g,j+1+s)
s .
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Proof. This follows from the formulae above, the functional equation
F ank−k′,k′−j+1,1 = E
(k−k′)
1/N (τ, j − k)
in the notation of [LLZ13a, Definition 4.2.1] and the formulae in (2.6.1) with r = k + 2, r′ = k′ + 2. 
4.5. The syntomic Abel–Jacobi map and finite-polynomial cohomology. We first recall a gen-
eral construction in p-adic cohomology. Let K/Qp be a finite unramified extension and let S be a smooth
affine OK-scheme of relative dimension d, and j ∈ Z. Then we can form the e´tale cohomology of the
generic fibre SK in degree d+ 1. Since S is affine, H
0(SK ,Qp) = 0 and we have a map
Hd+1e´t (SK ,Qp(j))→ H
1(K,Hde´t(SK ,Qp)(j))
which can be interpreted as a Leray spectral sequence corresponding to the structure map SK → SpecK.
Similarly, in the rigid syntomic cohomology of Besser [Bes00b] we have a map (indeed an isomorphism)
(4.5.1) Hd+1syn (S,Qp(j))→
HddR(S,K(j))
(1 − ϕ) Fil0HddR(S,K(j))
where HddR(S,K(j)) is the algebraic de Rham cohomology H
d
dR(SK/K), endowed with the structure
of a filtered ϕ-module via the comparison with rigid cohomology, and with its filtration and Frobenius
shifted by j. As in the e´tale setting, this map can be interpreted in terms of a Leray spectral sequence
associated to S → SpecOK . The morphism
HddR(S,K(j))
(1 − ϕ) Fil0HddR(S,K(j))
→ H1(K,Hde´t(SK ,Qp)(j))
making the diagram commute is essentially the Bloch–Kato exponential map for the Galois representation
Hde´t(SK ,Qp)(j)) (more precisely, it is the map denoted by e˜xp in [LVZ14]).
Remark 4.5.1. If D is a filtered ϕ-module over K, then D/(1 − ϕ) Fil0D is easily seen to parametrize
extensions (in the category of filtered ϕ-modules) of the trivial module by D.
We now apply this to relate the syntomic Eisenstein classes to p-adic Rankin L-values, following
[BDR12] and [DR14a]. In order that we can apply Besser’s rigid syntomic cohomology, we need to
assume that p ∤ N .
We fix integers (k, k′, j) satisfying our usual inequalities (4.2.1). Let Y = Y1(N)Zp and S = Y ×SpecZp
Y , YQp and SQp their generic fibres, and Y and S the smooth pairs (Y,X) and (Y × Y,X ×X), where
X = X1(N)Zp . As in Section 3.5, we denote by Y
ord the open subscheme of Y where the Eisenstein
series Ep−1 is invertible
Let F be the sheaf TSymk HQp ⊠ TSym
k′
HQp on S (regarded as an overconvergent filtered F -
isocrystal), and F∨ its dual.
Since S has dimension 2, we deduce from (4.5.1) that there is an isomorphism
H3syn(S ,F (2− j))
∼=
H2dR(S,F (2 − j))
(1− ϕ) Fil0H2dR(S,F (2 − j))
.
We now apply the projection map
prf,g : H
2
dR(S,F (2 − j))→ LP ⊗L MdR(f ⊗ g)(−j),
for cusp forms f and g as above, and P a prime of their coefficient field L above p. Since the natural
map
t(MdR(f ⊗ g)
∗(−j)⊗ LP) =
LP ⊗L MdR(f ⊗ g)
∗(−j)
LP ⊗L Fil
0MdR(f ⊗ g)∗(−j)
1−φ
✲
LP ⊗LMdR(f ⊗ g)
∗(−j)
(1− ϕ)
[
LP ⊗L Fil
0MdR(f ⊗ g)∗(−j)
]
is an isomorphism (for weight reasons), we obtain a class
(4.5.2) prf,g
(
Eis
[k,k′,j]
syn,b,N
)
∈ LP ⊗L t (MdR(f ⊗ g)
∗(−j)) .
The Poincare´ duality pairing into H4dR,c(Y × Y,Qp(3))
∼= Qp(1) identifies t(MdR(f ⊗ g)
∗(−j)) with
the dual of Fil0MdR(f ⊗ g)(1 + j) ∼= Fil
1+jMdR(f ⊗ g), which we regard as a direct summand of
Fil0H2dR,c(S,F
∨(1 + j)). Our inequalities on j imply that Fil1+jMdR(f ⊗ g) is 3-dimensional.
Suppose we are given an element
ω ∈ Lp ⊗L Fil
0MdR(f ⊗ g)(1 + j).
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We want to evaluate the pairing 〈
prf,g
(
Eis
[k,k′,j]
syn,b,N
)
, ω
〉
.
Since f and g are cuspidal, and their levels are prime to p, the eigenvalues of the crystalline Frobenius
acting on Lp⊗LFil
0MdR(f ⊗ g)(1+ j) are Weil numbers of weight k+ k
′− 2j ≥ 0. Thus the polynomial
P (X) = det(1−Xφ−1 : MdR(f ⊗ g)(1 + j))
does not vanish at p−1.
Definition 4.5.2. For a polynomial P , we define groups Hifp(S ,F , P ) by replacing 1−ϕ with P (ϕ) in
the definition of rigid syntomic cohomology with coefficients (cf. [BaK10, Appendix A]).
We also define compactly-supported versions Hifp,c(S ,F , P ) similarly (cf. [Bes12]).
Remark 4.5.3. Analogous to the construction in [Bes12, §2] in the case of trivial coefficients, we have
cup products
Hifp(S ,F , P )×H
j
fp,c(S ,G, Q)
∪
✲ Hi+jfp,c(S ,F ⊗ G, P ⋆ Q),
where the polynomial P ⋆ Q is defined by the formula(∏
i
(1− αit)
)
⋆
(∏
j
(1 − βjt)
)
=
∏
i,j
(1− αiβjt).
We write 〈−,−〉fp,S for the cup product pairing
Hifp(S ,F , P )×H
5−i
fp,c (S ,F
∨(3), Q)→ H5fp,c(S ,Qp(3), P ⋆ Q)
∼= Qp(1)
defined as in [Bes12, §4].
The group H1dR,c(S,F
∨(1 + j)) is zero, since it is Poincare´ dual to H3 with non-compact supports.
Thus we have an isomorphism
H2fp,c(S ,F
∨(1 + j), P ) ∼= Fil
0H2dR,c(S,F
∨(1 + j))P (ϕ)=0.
The class ω ∈ Fil0H2dR,c(S,F
∨(1+j)) is annihilated by P , so it defines a class ω˜ ∈ H2fp,c(S,F
∨(1+j), P ).
Proposition 4.5.4. We have〈
prf,g
(
Eis
[k,k′,j]
syn,b,N
)
, ω
〉
=
〈
Eis(k,k
′,j)
syn , ω˜
〉
fp,S
.
Proof. Recall from [Bes00a, Lemma 4.2] that there exist polynomials a(t1, t2) and b(t1, t2) such that
P (t1t2) = a(t1, t2) · (1− t1) + b(t1, t2)P (t2).
We will make a specific, convenient choice: we can take a(t1, t2) to be the polynomial
P (t1t2)−P (t2)
1−t1
and
b(t1, t2) = 1.
From [Bes00a, Remark 4.3], we obtain the following explicit description of 〈x, y〉fp,S for x ∈ H
3
syn(S,F (2−
j)) and y ∈ H2fp,c(S,F
∨(1 + j), P ). Let ι be the isomorphism
H2dR(S,F (2 − j))
(1− ϕ) Fil0H2dR(S,F (2 − j))
∼= H3syn(S ,F (2− j))
and π the isomorphism
H2fp,c(S ,F
∨(1 + j), P ) ∼= Fil0H2dR,c(S,F
∨(1 + j))P (ϕ)=0.
Then we have
〈x, y〉fp,S =
1
P (p−1)
⋃[
a(ϕ1, ϕ2)(ι
−1(x)⊗ π(y))
]
,
where ϕ1 and ϕ2 are the Frobenius operators on the first and second factors of the tensor product
H2dR(S,F (2−j))⊗H
2
dR,c(S,F
∨(1+j)), and
⋃
represents the cup-product map from this tensor product
to Qp(1).
Now let ω′ be the class in MdR(f ⊗ g)(1 + j) ⊆ H
2
dR,c(S,F
∨(1 + j)) given by
ω′ = (1− p−1ϕ−1)−1(ω);
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this is well-defined since the polynomial P does not vanish at p−1 and P (ϕ) kills MdR(f ⊗ g)(1 + j), so
(1− p−1ϕ−1)−1 makes sense as an endomorphism of MdR(f ⊗ g)(1 + j). For any x ∈ H
3
syn(S,F (2− j))
we have
a(ϕ1, ϕ2)(ι
−1x⊗ ω) = a(ϕ1, ϕ2)(ι
−1x⊗ (1− p−1ϕ−12 )ω
′)
= a(ϕ1, ϕ2)(1− p
−1ϕ−12 )(ι
−1x⊗ ω′).
But ϕ1ϕ2 acts on Qp(1) as multiplication by p
−1, so this has the same image under the cup product as
the corresponding polynomial with the factor (1−p−1ϕ−12 ) replaced by (1−ϕ1). Thus for any x we have
〈x, π−1ω〉fp,S =
1
P (p−1)
⋃[
a(ϕ1, ϕ2)(1− ϕ1)(ι
−1x⊗ ω′)
]
=
1
P (p−1)
⋃[
(P (ϕ1ϕ2)− P (ϕ2))(ι
−1x⊗ ω′)
]
.
The operator P (ϕ2) kills ω
′, by construction; and P (ϕ1ϕ2) acts as multiplication by P (p
−1). So we
conclude that
〈x, ω˜〉fp,S = 〈ι
−1(x), ω′〉dR,S .
Taking x = Eis
[k,k′,j]
syn,b,N we have the result. 
Corollary 4.5.5. We have
〈prf,g
(
Eis
[k,k′,j]
syn,b,N
)
, ω〉 =
〈
CGk,k
′ ,j
syn (Eis
k+k′−2j
syn,b,N ),∆
∗(ω˜)
〉
fp,Y
.
Proof. Recall that Eis
[k,k′,j]
syn,b,N = (∆∗◦CG
k,k′,j
syn )
(
Eisk+k
′−2j
syn,b,N
)
. The pushforward in fp-cohomology satisfies
the projection formula ([Bes12, Theorem 5.2]), so
〈Eis
[k,k′,j]
syn,b,N , ω˜〉fp,S =
〈
CGk,k
′ ,j
syn (Eis
k+k′−2j
syn,b,N ),∆
∗(ω˜)
〉
fp,Y
. 
This reduces the computation of the syntomic regulator to a calculation on Y alone.
4.6. Explicit description of finite-polynomial cohomology. We now give explicit complexes cal-
culating syntomic and finite-polynomial cohomology on Y with coefficients in an overconvergent filtered
F-isocrystal, generalizing the description of syntomic cohomology given in [Ban02, BaK10].
Proposition 4.6.1. We may describe H1fp(Y
ord,F , P ) as the set of equivalence classes of pairs (αrig, αdR),
where
αdR ∈ Γ(XQp ,Fil
−1
F ⊗ Ω1X(X − Y
ord))
is an algebraic differential form with simple poles at the complement of Y ord in X, and
αrig ∈ Γ(XQp , j
†
F |Y ord )
is an overconvergent section of F (over some strict neighbourhood of Yord in X ), satisfying
∇(αrig) = P (Φ)αdR.
A pair is equivalent to 0 if it is of the form (∇(α), P (Φ)α) for some element
α ∈ Γ(XQp ,Fil
0
F (X − Y ord)).
Proof. This is a routine generalization of the description of syntomic cohomology given in §3.5 above. 
4.7. Formulae for the cup-product pairing. We now give an explicit recipe for calculating the
cup-product pairing in finite-polynomial cohomology. We suppose we are given the following data:
• A class η ∈ Fil0H1dR,c(Y
ord, Symk H ∨Qp) = H
1
dR,c(Y
ord, Symk H ∨Qp) which (regarded as an ele-
ment of H1rig,c via the comparison isomorphism) is annihilated by some polynomial Pη that is
pure of weight k + 1.
• A class ω ∈ Fil0H1dR,c(Y
ord, Symk
′
H ∨Qp(1 + j)), annihilated by a monic polynomial Pω that is
pure of weight k′ − 1− 2j.
• A class σ ∈ H1syn(Y
ord,F (1− j)), where F = TSymk HQp ⊗TSym
k′
HQp as usual, represented
by a pair (σdR, σrig) with (1− Φ)(σdR) = ∇σrig.
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Choose polynomials a(x, y) and b(x, y) such that
Pω(xy) = a(x, y)Pω(x) + b(x, y)(1− y);
this is possible since the polynomial P (X) = 1−X is the identity for the ⋆ operation of Remark 4.5.3.
Choose a ∇-closed algebraic section of Ω1⊗Fil0 H ∨(1+j) over Y ord representing the class of ω (which
we shall denote, abusively, by the same letter ω), and let Fω ∈ Γ(X , j
†H ∨Qp(1+j)|Y ord) be a rigid-analytic
primitive of Pω(Φ)(ω), so that the class of the pair (ω, Fω) is a lift of ω to H
1
fp(Y
ord,H ∨Qp(1 + j), Pω).
We define an overconvergent TSymk HQp(2)-valued 1-form on Y
ord by
Ξ :=
⋃
[a(Φ1,Φ2)(Fω ⊗ σdR)− b(Φ1,Φ2)(ω ⊗ σrig)] .
This is evidently∇-closed (since Y is 1-dimensional) and hence defines a class inH1rig(Y
ord,TSymk H ∨Qp(2)).
Theorem 4.7.1. We have
〈σ, η˜ ∪ ω˜〉fp,Y =
〈
Pω(p
−1Φ−1)−1η,Ξ
〉
rig,Y
.
Proof. By definition, 〈σ, η˜ ∪ ω˜〉fp,Y is the image of σ ∪ η˜ ∪ ω˜ under the map on H
3
fp,c induced by the
contraction(
TSymk HQp ⊗ TSym
k′
HQp(1− j)
)
⊗
(
Symk H ∨Qp
)
⊗
(
Symk
′
H
∨
Qp
(1 + j)
)
→ Qp(2).
We write σ ∪ η˜ ∪ ω˜ = η˜ ∪ (ω˜ ∪ σ). The bracketed term is an element of
H2fp(Y,
(
Symk
′
H
∨
Qp
(1 + j)
)
⊗
(
TSymk HQp ⊗ TSym
k′
HQp(1− j)
)
,
and we may contract this into
H2fp(Y,TSym
k
H (2)) ∼=
H1dR(Y,TSym
k
HQp(2))
Pg(Φ)Fil
0H1dR(Y,TSym
k
HQp(2))
.
Using the explicit definition of the cup-product given in [Bes00a] we find that ω˜∪σ corresponds under
this identification to the rigid-analytic TSymk H (2)-valued 1-form −Ξ, as defined above.
Remark 4.7.2. There is a minor error in the cup-product formula of Remark 4.3 of op.cit.: the factor
(−1)degx1 should only be multiplying the term b(t1, t2)(x1 ⊗ y2) and not the sum of the two terms.
The cup-product of η˜ with the class ω˜ ∪ σ is given by a similar recipe involving two new polynomials
a′, b′ satisfying
(Pη ⋆ Pω)(xy) = a
′(x, y)Pf (x) + b
′(x, y)Pω(y).
Most of the terms cancel to zero and the fp cup product evaluates to
⋃
[b′(Φ0,Φ1)(η ∪ Ξ)]. However,
Pη ⋆ Pω has all its roots Weil numbers of weight ≥ (k + 1) + (k
′ − 1 − 2j) = k + k′ − 2j ≥ 0, so it does
not vanish at p−1; and from the identity above defining a′ and b′ one deduces that
b′(x, y) ≡
(Pη ⋆ Pω)(p
−1)
Pω(p−1x−1)
modulo the ideal generated by xy − p−1 and Pη(x). So, after dividing by (Pη ⋆ Pω)(p
−1) (the factor
which renders the trace isomorphism H3fp,c(Y,Qp(2), Pη ⋆ Pω)
∼= Qp(1) compatible with its analogue in
rigid cohomology) we obtain the stated formula. 
4.8. Evaluation of the cup-product. We now evaluate the right-hand side of the formula in Theorem
4.7.1 in terms of p-adic modular forms. We take σ = Eisk+k
′−2j
syn,b,N to be the syntomic Eisenstein class.
As we saw above, the restriction to Y ord of the syntomic Eisenstein class Eisk+k
′−2j
syn,b,N is represented by
the pair (αrig, αdR) defined in Theorem 3.5.4 above, satisfying ∇(αrig) = (1− Φ)αdR.
Now we shall attempt to compute the quantity Ξ defined above. In the notation of the preceding
section, we are taking ω = gv(k
′,0) ⊗ ξ ⊗ e1+j , whose cohomology class is annihilated by the polynomial
Pg(X) = (1− p
1+jX/αg)(1− p
1+jX/βg).
As a 1-form we have
Pg(Φ)(ω) = g
[p]v(k
′,0) ⊗ ξ ⊗ e1+j,
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where g[p] is the “p-depletion” of g (the p-adic modular form whose q-expansion is
∑
p∤n an(g)q
n). If we
write G for an overconvergent primitive of Pg(Φ)(ω), then we have
Ξ|Y ord =
⋃
[a(Φ1,Φ2)(G ⊗ αdR)− b(Φ1,Φ2)(g ⊗ αrig)] ,
Here a(X,Y ) and b(X,Y ) may be any polynomials such that Pg(XY ) = a(X,Y )Pg(X)+b(X,Y )(1−Y ).
We choose
a(X,Y ) = 1, b(X,Y ) =
Pg(XY )− Pg(X)
1− Y
,
so that
Ξ|Y ord = [G⊗ αdR]−
⋃
[b(Φ1,Φ2)(g ⊗ αrig)] .
Modulo ∇-exact 1-forms we have
G⊗ αdR = G⊗ (1− Φ)αdR = G⊗∇(αrig)
since the difference between the two sides lies in the kernel of Up, which acts invertibly on the quotient.
Moreover, since the 1-form
G⊗∇(αrig) +∇(G)⊗ αrig = ∇ (G⊗ αrig)
is manifestly ∇-exact, modulo ∇-exact forms we have
Ξ|Y ord = −
⋃
[c(Φ1,Φ2)(g ⊗ αrig)]
where
c(X,Y ) = Pg(X) + b(X,Y ) =
Pg(XY )− Y Pg(X)
1− Y
.
We evaluate explicitly
c(X,Y ) = 1−
p2+2jX2Y
αgβg
.
Hence
Ξ|Y ord = g ⊗ αrig −
p2+2j
αgβg
Φ (Φ(g)⊗ αrig) .
We now note that the relation
αrig = p
1+m〈p〉−1Φ(αrig)
holds modulo exact forms (as one sees by an explicit q-expansion calculation). Hence
Ξ|Y ord = −
(
1−
pk+k
′+3Φ2
αgβg〈p〉
)
(〈p〉g ⊗ αrig) = −
(
1−
pk+2Φ2
〈p〉
)
(g ⊗ αrig) .
We now choose η. Choose a root αf of the Hecke polynomial X
2 − ap(f)X + p
k+1εp(f) of f .
Definition 4.8.1. Let ηαf be the unique (up to scalars) element of H
1
rig,c(Y, Sym
k
H ∨Qp) having the same
Tℓ-eigenvalues as f away from ℓ = p, and satisfying Φ(η
α
f ) = αf · η
α
f . We normalize η
α
f by imposing the
assumption that
〈ηαf , ωf¯ 〉 = 1
where f¯ is the complex conjugate eigenform.
Remark 4.8.2. If f is ordinary and αf is the unit root, this class η
α
f coincides with the class denoted η
ur
f
in [DR14a, BDR12, LLZ13a].
The projection map
H1rig,c(Y
ord, Symk H ∨Qp)
∼= H1dR,c(Y
ord
Qp
, Symk H ∨Qp)։ H
1
dR,c(YQp , Sym
k
H
∨
Qp
)
admits a unique splitting that commutes with the action of Frobenius and the Hecke operators (because
both the systems of Hecke eigenvalues and the Frobenius eigenvalues of the kernel are disjoint from those
appearing in level Γ1(N)). We use this to identify η
α
f with a compactly-supported class η
α,ord
f on Y
ord.
Remark 4.8.3. The data implicit in a lifting of ηαf to the compactly-supported cohomology of Y
ord is a
choice of local integrals of ηαf on some sufficiently small annulus along the boundary of each supersingular
residue disc.
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Proposition 4.8.4. We have
〈ηαf ,Ξ〉rig,Y = 〈η
α,ord
f ,Ξ|Y ord〉rig,Y ord = −
(
1−
βf
pαf
)
〈ηα,ordf , g ⊗ αrig〉rig,Y ord .
To proceed further we need to describe the pairing between g ⊗ αrig, which a priori takes values in
the sheaf (Symk
′
H ∨Qp ⊗ TSym
k+k′−2j
H )(2 + j), and f , which takes values in Symk H ∨Qp . For this we
need to describe explicitly a piece of the trilinear form
(Symk H ∨)⊗ (Symk
′
H
∨
Qp
)⊗ (TSymk+k
′−2j
HQp)→ Qp(−j).
We write ej for the standard basis vector of Qp(j); note that we consider Qp(1) as a subsheaf of
HQp ⊗HQp via e1 7→ v
[0,1] ⊗ v[1,0] − v[1,0] ⊗ v[0,1].
Proposition 4.8.5. The trilinear form above sends the basis vector
v(0,k) ⊗ v(k
′,0) ⊗ v[s,t]
to zero unless (s, t) = (k′ − j, k − j), in which case it is mapped to
k!(k′)!
j!(k − j)!(k′ − j)!
⊗ e−j .
Proof. An unpleasant computation shows that for 0 ≤ s ≤ k + k′ − 2j, the Clebsch–Gordan map sends
the section v[s,t] of TSymk+k
′−2j
H to the element
∑
r+r′=s
j∑
i=0
(−1)i
(r + i)!(k − r + i)!(r′ + j − i)!(k′ − r′ + j − i)!
r!(r′)!(k − r − j)!(k′ − r′ − j)!i!(j − i)!
v[r+i,k−r−i] ⊗ v[r
′+j−i,k′−j+i−r′] ⊗ e−j
of TSymk H ⊗ TSymk
′
H (−j).
This vector pairs nontrivially with v(0,k) ⊗ v(k
′,0) if and only if r = i = 0 and r′ = s = k′ − j and
substituting these values gives the formula claimed. 
The only relevant term in the sum defining the syntomic Eisenstein class of weight k+k′− 2j is given
by
αrig = · · ·+N
k+k′−2j(−1)k
′−j−1(k′ − j)!F
(p)
k−k′,k′−j−1,bv
[k′−j,k−j] + . . . .
The projection operator TSymk H˜Qp → Fil
0TSymk H˜Qp = (Fil
0
H˜Qp)
⊗k given by projecting to the
subsheaf spanned by v[0,k], or (equivalently) by pairing with the vector
v(0,k) ⊗ v[0,k] ∈ Symk H˜ ∨Qp ⊗ Fil
0TSymk H˜Qp ,
is exactly the unit root splitting of TSymk HQp over Y˜ described in [DR14a, §2.4]. This does not preserve
overconvergence: in fact its restriction to the subspace of overconvergent sections of TSymk H gives a
bijection between this space and the “nearly overconvergent” sections of (Fil0 HQp)
⊗k, i.e. those p-adic
modular forms of weight k + 2 which are polynomials of degree ≤ k + 1 in the p-adic Eisenstein series
E2.
We write Πoc for the “overconvergent projection” operator.
Corollary 4.8.6. We have
〈ηαf ,Ξ〉rig,Y = (−1)
k′−j+1Nk+k
′−2j(k′)!
(
k
j
)(
1−
β
pα
)〈
ηα,ordf ,Π
oc
(
g · F
(p)
k−k′,k′−j+1,b
)〉
,
and hence〈
prf,g
(
Eis
[k,k′,j]
syn,b
)
, ηαf ⊗ ωg
〉
=
1
Pg(p−1α
−1
f )
〈ηα,ordf ,Ξ〉rig,Y
= (−1)k
′−j+1Nk+k
′−2j(k′)!
(
k
j
) (1− βfpαf )(
1− p
j
αfαg
)(
1− p
j
αfβg
) 〈ηα,ordf ,Πoc (g · F (p)k−k′,k′−j+1,b)〉
Y ord
.
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In order to make the link to p-adic L-functions, we would like a version of this with the Eisenstein
series F
(p)
t,s,b replaced with the “p-depleted” one
F
[p]
t,s,b =
∑
n≥0
p∤n
qn
∑
dd′=n
dt−1+s(d′)−s(ζbd
′
N + (−1)
tζ−bd
′
N ).
This is the specialization of a 2-variable p-adic analytic family, with t, s varying over characters of Zp
×.
It is easy to see that F
(p)
k−k′,k′−j+1,b is an eigenvector for U = Up with eigenvalue p
k−j , and evidently
(1− V U)F
(p)
k−k′,k′−j+1,b = F
[p]
k−k′,k′−j+1,b
where V is the right inverse of U given by q 7→ qp on Z[[q]]. We also have the following power-series
identity:
Lemma 4.8.7. Let R be a commutative ring and let A,B ∈ R[[q]] be such that UA = λA − µV A and
UB = νB. Then we have
A · (1 − V U)B = (1 − λνV + µν2V 2) (A ·B) + (1− V U)
[
µV 2(A)B −AV (B)
]
.
Theorem 4.8.8. If b = 1 and f is ordinary, then we have〈
prf,g
(
Eis
[k,k′,j]
syn,1
)
, ηαf ⊗ ωg
〉
= (−1)k
′−j+1(k′)!
(
k
j
)
E(f)E∗(f)
E(f, g, 1 + j)
Lp(fα, gα, 1 + j),
where the factors E(f) and E(f, g, 1 + j) are as defined in [BDR12].
Proof. By the lemma, we have〈
prf,g
(
Eis
[k,k′,j]
syn,b
)
, ηαf ⊗ ωg
〉
= (−1)k
′−j+1Nk+k
′−2j(k′)!
(
k
j
)
E(f)
E(f, g, 1 + j)
×
〈
ηα,ordf ,Π
oc
(
g · F
[p]
k−k′,k′−j+1,b
)〉
Y ord
.
We also have〈
ηα,ordf ,Π
oc
(
ωg · F
[p]
k−k′ ,k′−j+1,b
)〉
Y ord
= E∗(f)
〈
f¯α¯, eord
(
g · F
[p]
k−k′,k′−j+1,b
)〉
,
where f¯α¯ is the ordinary p-stabilization of the eigenform f¯ conjugate to f , and the product 〈 , 〉 is
Hida’s p-adic Petersson product. (The factor
(
1−
βf
αf
)
arises because the vector ηα,ordf , considered as
a linear functional on S†k(Nf ), does not pair to 1 with the normalized Up-eigenform f¯α¯, but rather to
α
α−β .)
The p-adic Eisenstein series F
[p]
k−k′,k′−j+1,b is denoted be Eb/N (j− k
′+1, k− j) in [LLZ13a, Definition
5.3.1]. Thus we have〈
prf,g
(
Eis
[k,k′,j]
syn,b
)
, ηαf ⊗ ωg
〉
= (−1)k
′−j+1Nk+k
′−2j(k′)!
(
k
j
)
×
E(f)E∗(f)
E(f, g, 1 + j)
〈
f¯α¯, eord
(
g · Eb/N (j − k
′ + 1, k − j)
)〉
Y ord
.
By the construction of the p-adic L-function [LLZ13a, §5.4] (cf. also Remark 2.6.3(1) above), we have〈
f¯α¯, eord
(
g · E1/N (j − k
′ + 1, k − j)
)〉
Y ord
= N2j−k−k
′
Lp(f, g, 1 + j). 
Remark 4.8.9. This argument works without the ordinary assumption on f , if we use Urban’s definition
of the p-adic L-function [Urb13].
5. Eisenstein–Iwasawa classes and p-adic interpolation
In this section, we define certain cohomology classes (“Eisenstein–Iwasawa classes”)
cEIb,N ∈ H
1
e´t(Y1(N)[1/p],Λ(HZp)(1)).
Here Λ(HZp) is the Iwasawa algebra of the relative Tate module HZp ; see below for the definitions. These
classes appeared (although not under this name) in an earlier paper of the first author [Kin13], and we
recall below one of the main results of that paper, which asserts that the image of cEIb,N under the k-th
moment map, for any k ≥ 0, coincides with the e´tale Eisenstein class as defined above using Beilinson’s
Eisenstein symbol. We also prove two distribution relations describing how the classes cEIb,N behave
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under pushforward maps, which will be used in the construction of the Euler system in the following
sections.
5.1. Definition of Eisenstein–Iwasawa classes. In this subsection we review the definition and the
properties of the Eisenstein–Iwasawa classes. The starting point of the construction is the following
result, which is Proposition 1.3 of [Kat04]:
Theorem 5.1.1 (Kato). Let π : E → S be an elliptic curve and c > 1 be an integer prime to 6. Then
there is a unique element cθE ∈ O(E \ E [c])
× such that
(1) div(cθE) = c
2(0)− E [c],
(2) For each isogeny ϕ : E → E ′ with degϕ prime to c one has ϕ∗(cθE) = cθE′ .
(3) The cθE are compatible with base change.
(4) If d is another integer coprime to 6, then
(dθE)
c2 [c]∗(dθE)
−1 = (cθE)
d2 [d]∗(cθE)
−1.
Now fix a prime number p, and assume p does not divide c and is invertible on S. For r ≥ 0, let
Er := E , considered as a covering of E via [p
r] : Er → E , and consider the pro-system of e´tale lisse sheaves
on E given by
L :=
(
[pr]∗(Z/p
rZ)
)
r≥1
where the transition maps [pr+1]∗(Z/p
r+1Z)→ [pr]∗(Z/p
rZ) are the composition of the trace map with
the reduction modulo pr. The Leray spectral sequence provides us with an isomorphism
H1e´t(E \ E [c], [p
r]∗(Z/p
rZ)(1)) ∼= H1e´t(Er \ Er[p
rc],Z/prZ(1))
and if we combine this with (2.1.1) we get
H1e´t(E \ E [c],L (1))
∼= lim←−
r
H1e´t(Er \ Er[p
rc],Z/prZ(1)).
Denote by
∂r : O(Er \ Er[p
rc])× → H1e´t(Er \ E [p
rc],Z/prZ(1))
the Kummer map, i.e., the connecting homomorphism for the exact sequence
0→ µpr → Gm → Gm → 0.
Since p ∤ c, Theorem 5.1.1 implies that the elements ∂r(cθEr) are compatible with the trace maps.
Definition 5.1.2. For c > 1 coprime to 6p, let
cΘE := lim←−
r
∂r(cθEr) ∈ H
1
e´t(E \ E [c],L (1)).
The elements cΘE inherit all of the important properties of cθE . To formulate them precisely, observe
that for each isogeny ϕ : E → E ′ with degree coprime to c one has a morphism
ϕ∗ : H
1
e´t(E \ E [c],L (1))→ H
1
e´t(E
′ \ E ′[c],L ′(1))
defined to be the inverse limit of the natural trace maps
ϕ∗ : H
1
e´t(Er \ Er[p
rc],Z/prZ(1))→ H1e´t(E
′
r \ E
′
r[p
rc],Z/prZ(1)).
Proposition 5.1.3. The elements cΘE satisfy the following compatibilities:
(1) Let ϕ : E → E ′ be an isogeny of degree coprime to c. Then
ϕ∗(cΘE) = cΘE′ .
In particular, if a is an integer coprime to c one has [a]∗(cΘE) = cΘE .
(2) If T → S is a morphism, ET := E ×S T , and pr1 : ET → E is the base change morphism, one has
pr∗1(cΘE) = cΘET .
(3) In H1e´t(E \ E [cd],L (1)) one has the equality
d2cΘE − [d]
∗(cΘE) = c
2
dΘE − [c]
∗(dΘE)
for any integer d coprime to 6p.
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Proof. The compatibility with isogenies follows from the commutative diagram
O(Er \ Er[p
rc])∗
∂r−−−−→ H1e´t(Er \ Er[p
rc],Z/prZ(1))
ϕ∗
y yϕ∗
O(E ′r \ E
′
r[p
rc])∗
∂r−−−−→ H1e´t(E
′
r \ E
′
r[p
rc],Z/prZ(1))
and the isogeny-compatibility relation ϕ∗(cθE) = cθE′ . The compatibility with base change follows from
O(Er \ Er[p
rc])∗
∂r−−−−→ H1e´t(Er \ Er[p
rc],Z/prZ(1))
pr∗1
y ypr∗1
O(ET,r \ ET,r[p
rc])∗
∂r−−−−→ H1e´t(ET,r \ ET,r[p
rc],Z/prZ(1))
and Theorem 5.1.1. The final statement is immediate from the corresponding compatibility of cθE and
dθE . 
Definition 5.1.4. Let ιD : D →֒ E be a subscheme finite e´tale over S and write pD := π ◦ ιD : D → S.
Define E [pr]〈D〉 by the Cartesian diagram
E [pr]〈D〉 −−−−→ E
pr,D
y y[pr]
D
ιD−−−−→ E
and let
Λr(Hr〈D〉) := pD∗ι
∗
D[p
r]∗Z/p
rZ ∼= pD∗pr,D,∗Z/p
rZ.
Then pD∗ι
∗
DL is the sheaf defined by the pro-system (Λr(Hr〈D〉))r≥1. We denote it by Λ(H 〈D〉).
In the special case where D = S and ι = t : S → E is a section, we write
Λr(Hr〈t〉) = t
∗[pr]∗Z/p
rZ and Λ(H 〈t〉) = t∗L ,
which are the sheaves defined and studied in [Kin13]. These sheaves can and should be viewed as sheaves
of modules under the sheaf of Iwasawa algebras Λ(H ) := Λ(H 〈0〉). For more details on this we refer
again to [Kin13].
In the special case where D splits over S into a disjoint union of copies of S, we get
(5.1.1) Λr(Hr〈D〉) ∼=
⊕
t∈D(S)
Λr(Hr〈t〉).
For any isogeny ϕ : E → E ′ and subschemes ιD : D → E , ιD′ : D
′ → E ′ with ϕ(D) ⊂ D′ the trace map
with respect to ϕ induces a map
ϕ∗ : Λr(Hr〈D〉)→ Λr(H
′
r 〈D
′〉).
In the special case where D is split and D′ is a section, the map
ϕ∗ :
⊕
t∈D(S),ϕ(t)=t′
Λr(Hr〈t〉)→ Λr(H
′
r 〈t
′〉)
is just the sum of the trace maps ϕ∗ : Λr(Hr〈t〉)→ Λr(H
′
r 〈t
′〉).
To define the Eisenstein-Iwasawa classes note that one has an isomorphism
H1e´t(D, ι
∗
DL (1))
∼= H1e´t(S,Λ(HZp〈D〉)(1)).
Definition 5.1.5. Let E be an elliptic curve, ιD : D → E \ E [c] be a subscheme finite e´tale over S and
pD = π ◦ ιD : D → S the structure map. The Eisenstein-Iwasawa classes are the classes
cEID := ι
∗
D(cΘE) ∈ H
1
e´t(S,Λ(HZp〈D〉)(1)).
In the case where D corresponds to a section t, we simply write cEIt. If D ⊂ E [N ] then we let
cEID,N := [N ]∗cEID ∈ H
1
e´t(S,Λ(HZp)(1)).
Remark 5.1.6. The class cEID,N depends on N , i.e., if we consider D instead as a subscheme of E [MN ]
for some M ≥ 1 the class cEID,MN coincides with [M ]∗cEID,N . For this reason we incorporate the N
into the notation.
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5.2. Properties of the Eisenstein–Iwasawa classes. The Eisenstein-Iwasawa classes share the prop-
erties of cΘE . In particular, they behave well under base-change and norm maps.
Proposition 5.2.1. Let π : E → S be an elliptic curve, and ιD : D → E \ E [c] be a subscheme finite
e´tale over S.
(1) Let f : T → S be a morphism and define E ′ and D′ by pullback. Then
f∗cEID = cEI
′
D′ .
(2) Let ϕ : E → E ′ be an isogeny of degree coprime to c, D′ ⊂ E ′ finite e´tale over S and D = ϕ−1(D′).
Then
ϕ∗cEID = cEI
′
D′ .
In particular, if D′ corresponds to a section t′ and D = ϕ−1(t′) splits over S into a disjoint
union of copies of S, one has
cEI
′
t′ =
∑
t∈E(S),ϕ(t)=t′
ϕ∗(cEIt).
(3) If c, d > 1 are both coprime to 6p and D ⊂ E \ E [cd], then the class
d2cEID − ([d]∗)
−1
cEI[d]D ∈ H
1
e´t(S,Λ(HZp〈D〉)(1))
is symmetric in c and d.
Proof. (1) Let pr1 : E
′ := E ×S T → E be the base change map. Then by Proposition 5.1.3 we have
pr∗1(cΘE) = cΘE′ and hence cEI
′
D′ = ι
∗
D′ pr
∗
1(cΘE) = f
∗ι∗DcΘE = f
∗
cEID.
(2) As
D
ιD−−−−→ E
ϕ
y yϕ
D′
ιD′−−−−→ E ′
is Cartesian, we have ϕ∗cEID = ϕ∗ι
∗
DcΘE = ι
∗
D′ϕ∗cΘE = ι
∗
D′cΘE′ = cEI
′
D′ by Proposition 5.1.3.
(3) The d-multiplication induces an isomorphism [d] : E [pr]〈D〉 ∼= E [pr]〈[d]D〉. This induces an
isomorphism [d]∗ : Λr(Hr〈D〉) ∼= Λr(Hr〈[d] ◦D〉) with inverse [d]
∗. The commutative diagram
H1e´t(E \ E [c],L (1))
[d]∗
−−−−→ H1e´t(E \ E [cd],L (1))
(ι[d]D)
∗
y yι∗D
H1e´t(S,Λ(H 〈[d]D〉)(1))
[d]∗
−−−−→ H1e´t(S,Λ(H 〈D〉)(1))
shows that ι∗D[d]
∗(cΘE) = [d]
∗(ι[d]D)
∗(cΘE). Hence, from property 5.1.3(3), the expression
ι∗D
(
d2cΘE − [d]
∗
cΘE
)
= d2cEID − [d]
∗
cEI[d]D =
is symmetric in c and d as required.

We now consider a particular special case, which will be used below to prove the Euler system norm
relations. Let E/S be an elliptic curve, c > 1 coprime to 6p, t : S →֒ E \ E [c] an order N section, and E ′
a second elliptic curve over S equipped with an isogeny λ : E ′ → E whose degree is invertible on S and
coprime to c. Then the subscheme λ−1t ⊂ E ′ \ E ′[c] is finite e´tale over S.
We define S′ to be the fibre product of t : S → E with the isogeny λ; so S′ is a variety equipped with
a finite e´tale covering map π : S′ → S and a closed embedding t′ : S′ → E ′ such that λ ◦ t′ = t ◦ π, and
(S′, π, t′) is universal among such data. We interpret t′ as a section of E ′ ×S S
′ in the natural way; then
for each r ≥ 1 we have the equality
(E ′ ×S S
′)[pr]〈t′〉 = E ′[pr]〈λ−1t〉.
Hence we have an equality of pro-e´tale sheaves on S
π∗
(
Λ(H ′Zp〈t
′〉)
)
= Λ(H ′Zp〈λ
−1t〉),
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and it is clear from the definitions that π∗ (cEI
′
t′) = cEI
′
λ−1t. The isogeny λ gives a map λ∗ : Λ(H
′
Zp
〈λ−1t〉)→
Λ(HZp〈t〉), and by part (2) of the preceding proposition, we have λ∗
(
cEI
′
λ−1t
)
= cEIt. Combining these
two statements, we see that
(5.2.1) λ∗π∗ (cEI
′
t′ ) = cEIt.
5.3. Modular curves and pushforward relations. We are particularly interested in the case where
S is the modular curve Y1(N) for some N ≥ 4 (viewed as a scheme over Z[1/Np]), E is the universal
elliptic curve over Y1(N), and t = tN the canonical order N section. For c > 1 coprime to 6Np and
b ∈ Z/NZ \ {0} we write
cEIb,N := cEIbtN ,N ∈ H
1
e´t(Y1(N),Λ(HZp)(1)).
Remark 5.3.1. Note that since N is invertible on Y1(N) and (c,N) = 1, the image of btN is automatically
contained in E \ E [c].
More generally, for any M,N with M +N ≥ 5, we may define classes cEIb,N on Y (M,N) in the same
way. If N ≥ 4 then the class cEIb,N is the pullback of the corresponding class on Y1(N), but the latter
does not exist for N ≤ 3 as the moduli problem corresponding to Y1(N) is not representable.
We now study the compatibility of the Eisenstein–Iwasawa classes under pushforward maps between
modular curves. For the remainder of this subsection, M,N will be integers ≥ 1 with M +N ≥ 5 and
M | N , and ℓ will be any prime. Note that we allow ℓ = p.
Theorem 5.3.2. Let M,N ≥ 1 with M | N and M + N ≥ 5, and let ℓ be a prime. Then for any
a ∈ (Z/NZ)×, pushforward along the natural degeneracy map α : Y (M,Nℓ) → Y (M,N) sends cEIb,Nℓ
to {
cEIb,N if ℓ | N ,
cEIb,N − [ℓ]∗cEIℓ−1b,N if ℓ ∤ N ,
where in the latter case “ℓ−1” signifies the inverse of ℓ modulo N .
Proof. We will deduce the theorem from the isogeny-compatibility formula of equation (5.2.1) applied
with λ equal to the multiplication-by-ℓ isogeny [ℓ] : E → E , where E is the universal elliptic curve over
S = Y (M,N).
If ℓ | N , then the triple (Y (M,Nℓ), α, tNℓ) evidently satisfies the same universal property as the
covering (S′, π, t′) defined in the previous section (since any [ℓ]-preimage of a point of exact order N has
exact order Nℓ). Thus
[ℓ]∗α∗ (cEIbtNℓ) = cEIbtN .
Applying [N ]∗ to both sides, and noting that [N ]∗ commutes with α∗, we have
α∗ (cEIb,Nℓ) = cEIb,N
as required.
In the case ℓ ∤ N , we must be slightly more careful, since S′ classifies arbitrary preimages of tN , while
Y (M,Nℓ) classifies only those having exact order Nℓ. Hence we have S′ = Y (M,N) ⊔ Y (M,Nℓ), with
the restriction of t′ to Y (M,N) being the order N section ℓ−1tN . Thus
cEIbtN = [ℓ]∗ (α∗ (cEIbtNℓ) + cEIℓ−1btN )
and applying [N ]∗ to both sides gives the result as before. 
We also give a second pushforward relation refining the above. We factor α as the composite of the
natural degeneracy maps
Y (M,Nℓ)
pr′′
−−−−→ Y (M,N(ℓ))
pr
−−−−→ Y (M,N).
(We have used pr′ previously for the natural degeneracy Y (M(ℓ), N)→ Y (M,N), hence the use of pr′′
here.) Recall also the map
ϕ∗ℓ : H
1
e´t(Y (M(ℓ), N),TSym
k
H (1))→ H1e´t(Y (M,N(ℓ)),TSym
k
H (1))
is as defined in Section 2.4.
We denote by E the universal elliptic curve over Y (M,N(ℓ)), and by E ′ the pullback of the universal
elliptic curve over Y (M(ℓ), N) via the isomorphism ϕℓ : Y (M,N(ℓ)) → Y (M(ℓ), N). We write cEI
′
a,N
for the Eisenstein–Iwasawa class associated to E ′ and it order N section t = ϕ∗ℓ tN . There is a cyclic
ℓ-isogeny λ : E → E ′, with dual λˆ : E ′ → E , and we (somewhat abusively) write ϕ∗ℓ (cEIa,N ) for the image
of cEI
′
a,N under (λˆ)∗.
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Theorem 5.3.3. Let a ∈ (Z/NZ)×. We have the following relations:
(pr′′)∗(cEIb,Nℓ) =
{
ϕ∗ℓ (cEIb,N ) if ℓ | N,
ϕ∗ℓ (cEIb,N )− [ℓ]∗cEIℓ−1b,N if ℓ ∤ N ,
(5.3.1a)
pr∗ ϕ
∗
ℓ (cEIb,N ) =
{
cEIb,N if ℓ | N
cEIb,N + ℓ[ℓ]∗cEIℓ−1b,N if ℓ ∤ N
(5.3.1b)
Proof. Let us first prove equation (5.3.1a). We shall deduce this from Equation (5.2.1) applied to the
isogeny λ : E → E ′ over S = Y (M,N(ℓ)).
If ℓ | N , then the fibre product S′ classifying points such that λ(s) = t is exactly Y (M,Nℓ), and we
deduce
λ∗(pr
′′)∗ (cEIbtNℓ) = cEI
′
bt
as elements of H1e´t(S,Λ(H
′
Zp
〈bt〉)(1)). We apply to both sides the isogeny [N ] ◦ λˆ, where λˆ is the dual of
λ. Since λ ◦ λˆ = [ℓ] and λˆ∗ = λ
∗, this gives
(pr′′)∗cEIb,Nℓ = λˆ
∗[N ]∗cEI
′
bt = ϕ
∗
ℓ (cEIa,N )
as elements of H1e´t(S,Λ(HZp)(1)), as claimed.
If ℓ ∤ N , then S′ = λ−1t is larger than Y (M,Nℓ), since not all points of S′ have exact order ℓN .
Exactly as in the proof of Theorem 5.3.2, we find that S′ is the disjoint union of Y (M,Nℓ) and a copy
of S, and the same argument as before gives
cEI
′
bt = λ∗(pr
′′)∗ (cEIbtNℓ) + λ∗ (cEIℓ−1btN ) .
Applying [N ] ◦ λˆ to both sides now gives the result as before.
We now deduce equation (5.3.1b) by comparing the above with Theorem 5.3.2. This gives the result
immediately in the case ℓ | N . For ℓ ∤ N , we note that the class cEIℓ−1b,N on Y (M,N(ℓ)) is the image of
the corresponding class on Y (M,N) under pr∗, so applying pr∗ to it simply multiplies it by the degree
of the map pr, which is ℓ+ 1. Thus
pr∗ ϕ
∗
ℓ (cEIb,N ) = (pr ◦ pr
′′)∗ (cEIb,ℓN ) + (ℓ + 1)[ℓ]∗cEIℓ−1b,N
=
(
cEIb,N − [ℓ]∗cEIℓ−1b,N
)
+ (ℓ+ 1)[ℓ]∗cEIℓ−1b,N
= cEIa,N + ℓ[ℓ]∗cEIℓ−1b,N . 
Remark 5.3.4. Note that pr∗ ϕ
∗
ℓ (cEIb,N ) is the image of cEIb,N under the Hecke operator T
′
ℓ or U
′
ℓ, so
we can interpret equation (5.3.1b) as the statement that for ℓ | N we have U ′ℓ (cEIb,N ) = cEIb,N , and for
ℓ ∤ N we have T ′ℓ (cEIb,N ) = cEIb,N + ℓ[ℓ]∗cEIℓ−1b,N .
5.4. Moment maps and the relation to Eisenstein classes. The sheaves of algebras Λ(HZp) are
sheafifications of Iwasawa algebras, and can be handled in much the same way. In particular, one has
moment maps, corresponding to the natural maps of sheaves of sets Hr → TSym
k
Hr , x 7→ x
[k]:
Proposition 5.4.1 ([Kin13] 2.5.2, 2.5.3). Let Λr(Hr) := Λr(Hr〈0〉). Then there are moment maps for
all r ≥ 1,
momkr : Λr(Hr)→ TSym
k
Hr,
which assemble into a morphism of pro-sheaves
momk : Λr(HZp)→ TSym
k
HZp .
We recall some functoriality properties of the maps momkr .
Lemma 5.4.2. Let π : E → S be an elliptic curve.
(1) (Base-change compatibility) Let f : T → S be a map and E ′ be the pullback of E. Then for each
r ≥ 1 there is a commutative diagram of sheaves on T
f∗ (Λr(Hr))
f∗(momkr )−−−−−−−→ f∗(TSymk Hr)
∼=
y y∼=
Λr(H
′
r )
momkr−−−−→ TSymk H ′r .
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(2) (Pushforward via isogenies) Let ϕ : E → E ′ be an isogeny. Denote by ϕ∗ : Hr → H
′
r the
corresponding trace map. Then for each r ≥ 1 there is a commutative diagram of sheaves
Λr(Hr)
momkr−−−−→ TSymk Hr
ϕ∗
y yTSymk ϕ∗
Λr(H
′
r )
momkr−−−−→ TSymk H ′r .
In the case where ϕ = [A] is the A-multiplication, the map TSymk[A]∗ is multiplication by A
k.
Proof. These compatibilities are clear from the construction of the moment map, cf. [Kin13, Prop. 2.2.2].

The following theorem, which is a slight restatement of one of the main results of [Kin13], is funda-
mental for the entire paper:
Theorem 5.4.3. As elements of H1(Y1(N)[1/p],TSym
k
HQp(1)), we have
momk(cEIb,N ) = c
2Eiske´t,b,N − c
−kEiske´t,cb,N ,
where the classes on the right-hand side are the e´tale Eisenstein classes of §3.2 above.
Proof. See [Kin13, Theorem 4.7.1]. 
Remark 5.4.4. Note that the statement in op.cit. includes a factor of −N that does not appear here,
which is the motivation for our slightly different normalization for the Eisenstein symbol in the present
paper compared to [Kin13].
From the compatibilities we have proved above for the Eisenstein–Iwasawa classes cEIt,N and the func-
torialities of the moment maps, one obtains immediately norm-compatibility relations for the Eisenstein
classes.
5.5. Relation to Ohta’s twisting map. We now describe a relation between the above moment maps
and a construction of Ohta (cf. [Oht99]); this is also closely related to the twisting map considered by
Kato (cf. [Kat04, §8.4.3]).
Theorem 5.5.1. Let M be an integer dividing N . Suppose p | N , and let tN be the canonical order N
section of the universal elliptic curve E over Y (M,N).
(1) There is an isomorphism
H1e´t(Y (M,N),Λ(HZp〈tN 〉)(1))
∼= lim←−
r≥0
H1e´t(Y (M,Np
r),Zp(1)),
and this isomorphism maps cEI1,N to
(
∂(cg0,1/Npr)
)
r≥0
, where cg0,b/Npr ∈ O(Y1(Np
r))× is the
Kato–Siegel unit.
(2) The morphism
momk ◦[N ]∗ : H
1
e´t(Y (M,N),Λ(HZp〈tN 〉)(1))→ H
1
e´t(Y (M,N),TSym
k
HZp(1))
coincides with the morphism
lim
←−
r≥0
H1e´t(Y (M,Np
r),Zp(1)) ∼= lim←−
r≥0
H1e´t(Y (M,Np
r),Z/prZ(1))
→ lim
←−
r≥0
H1e´t(Y (M,Np
r),TSymk Hr(1))
→ H1e´t(Y (M,N),TSym
k
HZp(1)),
where the second map is given by cup-product with (N · tNpr )
⊗k ∈ H0(Y (M,Npr),TSymk Hr).
In particular cEis
k
e´t,1,N is the image of the inverse system(
∂r(cg0,1/Npr ) ∪ (N · tNpr )
⊗k
)
r≥0
.
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Proof. There is an isomorphism of varieties
Y1(Np
r) ∼= E [pr]〈tN 〉
which intertwines the map pr,t : E [p
r]〈t〉 → Y1(N) and the canonical projection Y1(Np
r)→ Y1(N). This
isomorphism is clear from the moduli-space interpretation of Y1(Np
r): a point of Y1(Np
r) is given by a
triple (E,P ) where P has order N , and a point of E [pr]〈t〉 over (E,P ) is given by a point Q such that
prQ = P , so we may map the point
(
(E,P ), Q
)
of E [pr]〈tN 〉 to (E,Q) ∈ Y1(Np
r). The reverse bijection
is given by (E,Q) 7→
(
(E, prQ), Q
)
. Thus we have
H1e´t(E [p
r]〈tN 〉,Zp(1)) ∼= H
1
e´t(Y1(Np
r),Zp(1))
for all r ≥ 0, and passing to the inverse limit over r gives the required isomorphism. Moreover, the
inclusion E [pr]〈tN 〉 ⊆ E corresponds to the canonical section tNpr over Y1(Np
r), so the Siegel unit
cg0,1/Npr on Y
1(Npr) is just the restriction of cθE ∈ O(E \ E [c]
×) to E [pr]〈tN 〉. Applying the Kummer
map to each side gives cΘE = (∂r(cg0,1/Npr))r≥0.
We now prove (2). We know that the moment map coincides with the Soule´ twisting map [Kin13,
§2.6]. Thus it suffices to check that the section τr,tN ∈ H
0(E [pr]〈tN 〉, p
∗
r,tNHr) defined in (2.5.1) of op.cit.
corresponds under the above isomorphism to N · tNpr , which is clear by construction. 
Remark 5.5.2. This statement is, of course, not true for p ∤ N without some minor modifications, since
cg0,1/N is not the image under the norm map of cg0,1/Np if p ∤ N . It is worth noting that the twisting
map lim
←−r
H1e´t(Y (M,Np
r),Zp(1)) → lim←−r
H1e´t(Y (M,Np
r),TSymk HZp(1)) commutes with the action of
the Hecke operators T ′ℓ for ℓ ∤ N , U
′
ℓ for ℓ | N , and
(
a 0
0 1
)
for a ∈ (Z/MZ)×, but intertwines
(
1 0
0 b
)
for b ∈ (Z/NZ)× with b−k
(
1 0
0 b
)
.
6. Rankin–Iwasawa classes and norm relations
6.1. An Iwasawa-theoretic Clebsch–Gordan map. We now define a morphism on the sheaves
Λ(HZp) defined above, which will correspond to the e´tale Clebsch–Gordan maps considered above.
Recall that we have defined
Λr(Hr) = (pr,0)∗(Z/p
rZ).
There is a morphism of sheaves
Λr(Hr)→ Λr(Hr)⊗ Λr(Hr)
given by the diagonal inclusion of E [pr] into E [pr]×S E [p
r]. These morphisms are compatible as r varies
and assemble into a morphism
Λ(HZp)→ Λ(HZp) ⊗ˆΛ(HZp).
We also have a morphism of sheaves Zp → (TSym
j
HZp ⊗TSym
j
HZp)(−j) for any j ≥ 0, defined as
in §4.2 above.
Definition 6.1.1. For j ≥ 0, let us write
Λ(HZp)
[j] = Λ(HZp)⊗ TSym
j
HZp .
We define a morphism
CG[j] : Λ(HZp)→
(
Λ(HZp)
[j] ⊗ˆΛ(HZp)
[j]
)
(−j)
as the tensor product of the two morphisms we have just defined.
For integers k ≥ j we can define a moment map
momk : Λ(HZp)
[j] → TSymk HZp
as the composition
Λ(HZp)⊗ TSym
j
HZp
momk−j ⊗1
✲ TSymk−j HZp ⊗ TSym
j
HZp
×
✲ TSymk HZp
where the second arrow is the product in the ring TSym• HZp (the symmetrisation of the naive tensor
product).
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Proposition 6.1.2. For integers 0 ≤ j ≤ k, k′ there is a commutative diagram of pro-sheaves on S
Λ(HZp)
CG[j]
✲
(
Λ(HZp)
[j] ⊗ˆΛ(HZp)
[j]
)
(−j)
TSymk+k
′−2j
HZp
momk+k
′
−2j
❄
CG(k,k
′,j)
✲
(
TSymk HZp ⊗ TSym
k′
HZp
)
(−j).
momk ⊗momk
′
❄
Proof. Clear from the construction of the maps CG[j] and CG
(k,k′,j)
e´t . 
Let us temporarily write Y for Y (M,N)[1/p] and Y 2 for its self-product over Z
[
1
N , µM
]
.
Notation 6.1.3. Given sheaves A,B on Y we write A ⊠ B for the sheaf on Y 2 given by π∗1A ⊗ π
∗
2B,
where π1, π2 are the first and second projections from Y
2 → Y .
To shorten the notation, we write Λ[j,j] for the sheaf Λ(HZp)
[j]
⊠ Λ(HZp)
[j] on Y 2.
Remark 6.1.4. We clearly have an isomorphism of pro-sheaves on Y
∆∗
(
Λ[j,j]
)
= Λ(HZp)
[j] ⊗ Λ(HZp)
[j] ∀j ≥ 0
Since ∆ has relative dimension 1, we obtain pushforward maps
∆∗ : H
1
e´t(Y,Λ(HZp)
[j] ⊗ Λ(HZp)
[j](1 − j))→ H3e´t(Y
2,Λ[j,j](2 − j)).
We also have an action of Z/MZ on Y (M,N) (commuting with the structure map to SpecZ[1/MN,µM ]),
via
a · (E, e1, e2) = (E, e1 + a
N
M e2, e2).
Notation 6.1.5. Let ua be the automorphism of Y
2 that is the identity in the first factor and the action
of a in the second factor.
There is a canonical isomorphism u∗aΛ
[j,j] ∼= Λ[j,j], so ua acts on the cohomology of this sheaf. This
leads to the following definition:
Definition 6.1.6. We define the Rankin–Iwasawa class
cRI
[j]
M,N,a = ((ua)∗ ◦∆∗ ◦ CG
[j])(cEI1,N ) ∈ H
3
e´t(Y
2,Λ[j,j](2− j)).
6.2. First properties.
Notation 6.2.1. We use the following notations.
(1) For d ∈ Z, let [d]∗ denote the endomorphism of the sheaf Λ(HZp)
[j] := Λ(HZp) ⊗ TSym
j
HZp
which is pushforward by the d-multiplication on the factor Λ(HZp), and the trivial map on
TSymj HZp .
(2) For x ∈ (Z/NZ)∗, let 〈x〉 denote the automorphism of Y (M,N) over Z[1/N, µM ] given by
(E, e1, e2) → (E, x
−1e1, xe2); and let σx, for x ∈ (Z/MZ)
∗, be the automorphism (E, e1, e2) →
(E, xe1, e2).
(3) Denote the automorphism (σx, σx) of Y (M,N)
2 simply as σx.
Remark 6.2.2. The utility of the (slightly curious) definition of [d]∗ is that it interacts well with the
Clebsch–Gordan map: we have CG[j] ◦ [d]∗ = ([d]∗, [d]∗) ◦CG
[j], as is clear from the construction of the
map CG[j].
Proposition 6.2.3. The elements cRI
[j]
M,N,a have the following properties:
(1) We have
ρ∗
(
cRI
[j]
M,N,a
)
= (−1)jcRI
[j]
M,N,−a,
where ρ is the involution of Y 2 which interchanges the two factors.
(2) For c, d > 1 coprime to 6Np, the element[
d2 −
(
[d]−1∗ 〈d〉, [d]
−1
∗ 〈d〉
)
σ2d
]
cRI
[j]
M,N,a
is symmetric in c and d.
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(3) For any integers (k, k′) such that (k, k′, j) satisfies (4.2.1), we have(
momk ⊠momk
′
)(
cRI
[j]
M,N,a
)
=
[
c2 −
(
[c]−1∗ 〈c〉, [c]
−1
∗ 〈c〉
)
σ2c
]
(ua)∗
(
Eis
[k,k′,j]
e´t,1,N
)
.
In particular, the image of cRI
[j]
M,N,a under mom
k
⊠momk
′
is the image of a motivic class for
all such k, k′.
(4) We have
σb · cRI
[j]
M,N,a = cRI
[j]
M,N,b−1a
for any b ∈ (Z/MZ)×.
Proof. The proofs of these statements are exactly the same as in the case of Siegel units, which is
Proposition 2.6.2 of [LLZ13a]. 
6.3. The first norm relation. We now give a norm relation for the classes cRI
[j]
M,N,a as N varies,
generalizing Theorem 3.1.1 of [LLZ13a].
Theorem 6.3.1. Let M,N be integers with M | N and M +N ≥ 5, and ℓ a prime. Then pushforward
along the natural degeneracy map Y (M,Nℓ)2 → Y (M,N)2 sends cRI
[j]
M,N,a to{
cRI
[j]
M,N,a, if ℓ | N ,[
1−
(
[ℓ]∗〈ℓ
−1〉, [ℓ]∗〈ℓ
−1〉
)
σ−2ℓ
]
cRI
[j]
M,N,a, if ℓ ∤ N .
Proof. This follows immediately from Theorem 5.3.2 and the commutativity of the diagram
Y (M,Nℓ) −−−−→ Y (M,Nℓ)2y y
Y (M,N) −−−−→ Y (M,N)2.

6.4. The second norm relation. Our next result is a version of Theorem 3.3.1 of [LLZ13a]. We fix
integers M,N and a prime ℓ with M +N ≥ 5 and Mℓ | N . For a ∈ Z/MZ, we write ιM,N,a for the map
ua ◦∆ : Y (M,N)→ Y (M,N)
2, and similarly ιMℓ,N,a for a ∈ Z/MℓZ.
Lemma 6.4.1. Let a ∈ Z/MℓZ be not divisible by ℓ. Then the composition
ιM(ℓ),N,a : Y (Mℓ,N)
ιMℓ,N,a
−→ Y (Mℓ,N)2 −→ Y (M(ℓ), N)2,
where the second arrow is the natural degeneracy map, is a closed embedding. If moreover ℓ | M , then
the diagram
Y (Mℓ,N)
ιM(ℓ),N,a
−−−−−−→ Y (M(ℓ), N)2y ypr′ × pr′
Y (M,N)
ιM,N,a
−−−−→ Y (M,N)2
is Cartesian, where the vertical maps are the natural projections.
Proof. We show first that ιM(ℓ),N,a is a closed embedding. Its image is clearly closed, so it suffices to
show that it is injective. This we may check on C-points.
So it suffices to show that the preimage of U(M(ℓ), N) × U(M(ℓ), N) under the map GL2(AQ) →
(GL2×GL1 GL2)(AQ) given by x 7→
(
x, ( 1 a0 1 )x (
1 a
0 1 )
−1
)
is U(Mℓ,N). This is a completely elementary
calculation: if x = ( r st u ) ∈ U(M(ℓ), N), then (
1 a
0 1 )x (
1 a
0 1 )
−1
is congruent to
(
1 a(1− r)
0 1
)
modulo(
M Mℓ
N N
)
; and a /∈ ℓẐ, so if this is to lie in U(M(ℓ), N), then we must have r = 1 mod Mℓ, i.e. x ∈
U(Mℓ,N).
Let us now show the ensuing square is Cartesian. Since both horizontal arrows are closed immersions
and the vertical ones are surjective, it suffices to show that
π−1(Y (M,N)2) = ιM(ℓ),N,a(Y (Mℓ,N))
as subvarieties of Y (M(ℓ), N)2. However, this follows by a comparison of degrees: the degree of Y (Mℓ,N)
over Y (M,N) is ℓ2, which is also the degree of Y (M(ℓ), N)2 over Y (M,N)2. 
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If ℓ ∤M then we need to use a slightly modified version of the above statement. Let a˜ be the unique
lifting of a ∈ Z/MZ to an element of Z/ℓMZ divisible by ℓ.
Notation 6.4.2. Denote by γ the embedding of Y (M(ℓ), N) into Y (M(ℓ), N)2 given by ( 1 a˜0 1 ) (by the
same matrix calculation as before).
Lemma 6.4.3. In the above setting, the following diagram is Cartesian:
Y (Mℓ,N) ⊔ Y (M(ℓ), N)
(ιM(ℓ),N,a,γ)
−−−−−−−−→ Y (M(ℓ), N)2y y
Y (M,N)
ιM,N,a
−−−−→ Y (M,N)2
where the vertical arrows are again the natural projection maps.
Theorem 6.4.4. Let τℓ be the map defined by
Y (Mℓ,N)
pr′′
−−−−→ Y (M(ℓ), N)
ϕ
ℓ−1−−−−→ Y (M,N(ℓ))
pr
−−−−→ Y (M,N).
Then for a ∈ Z/MℓZ not divisible by ℓ, pushforward along the map τℓ × τℓ maps cRI
[j]
Mℓ,N,a to{
(U ′ℓ, U
′
ℓ) · cRI
[j]
M,N,a if ℓ |M,[
(U ′ℓ, U
′
ℓ)− ℓ
jσℓ
]
· cRI
[j]
M,N,a if ℓ ∤M .
Proof. We factor the map τℓ as
Y (Mℓ,N)
pr′′
−→ Y (M(ℓ), N)
τ ′ℓ−→ Y (M,N).
Consider first the case ℓ | M . The Cartesianness of the diagram of Lemma 6.4.1, together with the
commutativity of pushforward and pullback in Cartesian diagrams (cf. Remark 2.4.6 of [LLZ13a]) now
implies that
(pr′′× pr′′)∗
(
cRI
[j]
Mℓ,N,a
)
= (pr′× pr′)∗
(
cRI
[j]
M,N,a
)
as elements of H3e´t(Y (M(ℓ), N),Λ
[j,j](2− j)). Applying the map (τ ′ℓ× τ
′
ℓ)∗, and noting that (τ
′
ℓ)∗ ◦ (pr
′)∗
is the definition of the Hecke operator U ′ℓ, we obtain the result.
The case ℓ ∤M is similar, although slightly more elaborate. The same argument as before tells us that
(U ′ℓ, U
′
ℓ) · cRI
[j]
M,N,a = (τℓ × τℓ)∗
(
cRI
[j]
Mℓ,N,a
)
+A
where
A =
[
(τ ′ℓ × τ
′
ℓ)∗ ◦ γ∗ ◦ CG
[j]
] (
cEI1,N
)
.
Moreover, there is a commutative diagram
Y (M(ℓ), N)
γ
−−−−→ Y (M(ℓ), N)2
τ ′ℓ
y yτ ′ℓ×τ ′ℓ
Y (M,N)
ι
M,N,ℓ−1a
−−−−−−→ Y (M,N)2
which implies that
(τ ′ℓ × τ
′
ℓ)∗ ◦ γ∗ = (ιM,N,ℓ−1a)∗ ◦ (τ
′
ℓ)∗.
Since τ ′ℓ sends cEI1,N to itself by Theorem 5.3.3, it remains to show that
(τ ′ℓ)∗ ◦ CG
[j] = ℓjCG[j] ◦ (τ ′ℓ)∗.
Now by definition, we have τ ′ℓ = pr ◦ϕℓ−1 , where
ϕℓ−1 : Y (M(ℓ), N)→ Y (M,N(ℓ))
is the isogeny defined in Section 2.5. Hence (τ ′ℓ)∗ = pr∗ ◦(ϕℓ−1)∗. Recall that CG
[j] is defined using the
j-th tensor power of the identification detHZp
∼= Zp(1) given by the Weil pairing. We therefore deduce
from Lemma 2.5.2 that
(ϕℓ−1)∗ ◦ CG
[j] = ℓjCG[j] ◦ (ϕℓ−1)∗,
as required. 
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6.5. The third norm relation. The last relation we shall need is the following.
Theorem 6.5.1. Let pr1 and pr2 denote the two degeneracy maps Y (M,Nℓ)→ Y (M,N). Then push-
forward along pr1× pr2 maps cRI
[j]
M,ℓN,a to{
(U ′ℓ, [ℓ]∗) · cRI
[j]
M,N,ℓa if ℓ | N,[
(T ′ℓ, [ℓ]∗)σ
−1
ℓ − ([ℓ]∗〈ℓ
−1〉, [ℓ]∗T
′
ℓ)σ
−2
ℓ
]
· cRI
[j]
M,N,a if ℓ ∤ N .
The proof of this statement closely follows that of Lemma A.2.1 of [LLZ13b], and we leave it to the
reader to make the necessary modifications to the higher weight case.
Corollary 6.5.2. We have
(pr2× pr1)∗cRI
[j]
M,ℓN,a =
{
([ℓ]∗, U
′
ℓ) · cRI
[j]
M,N,ℓa if ℓ | N,[
([ℓ]∗, T
′
ℓ)σ
−1
ℓ − ([ℓ]∗T
′
ℓ , [ℓ]∗〈ℓ
−1〉)σ−2ℓ
]
· cRI
[j]
M,N,a if ℓ ∤ N .
and
(pr2× pr2)∗cRI
[j]
M,ℓN,a =
{
ℓj+1([ℓ]∗, [ℓ]∗)cRI
[j]
M,N,ℓa if ℓ | N ,
ℓj+1([ℓ]∗, [ℓ]∗)σ
−1
ℓ
(
1− ([ℓ]∗〈ℓ
−1〉, [ℓ]∗〈ℓ
−1〉)σ−2ℓ )
)
cRI
[j]
M,N,a if ℓ ∤ N .
Proof. The first statement follows from the previous theorem by symmetry. The second follows by writing
(pr2× pr2)∗
(
cRI
[j]
M,Nℓ,a
)
= (pr2× pr2)(pr1× pr1)
(
cRI
[j]
M,Nℓ2,a
)
= (pr2× pr1)∗(pr1× pr2)∗
(
cRI
[j]
M,Nℓ2,a
)
= (pr2× pr1)∗
[
(U ′ℓ, [ℓ]∗)cRI
[j]
M,Nℓ,ℓa
]
.
From the definition of [ℓ]∗ as the trivial map on the TSym
j factor of Λ(H )[j], we have that the map on
Λ(H )[j] induced by ℓ-multiplication on H is [ℓ]ℓj, so that
pr2 ◦U
′
ℓ = ℓ
j+1[ℓ] ◦ pr1 .
This gives
(pr2× pr2)∗
(
cRI
[j]
M,Nℓ,ℓa
)
= ℓj+1([ℓ]∗, [ℓ]∗)(pr1× pr1)∗
(
cRI
[j]
M,Nℓ,ℓa
)
and we are done by Theorem 6.3.1. 
6.6. A p-stabilization lemma. We now apply the norm relations above to prove a lemma which will
allow us to relate Rankin–Eisenstein classes at levels prime to p (which are convenient for the evaluation
of the syntomic regulator) with classes at levels divisible by p (which are convenient for Hida theory).
We recall a construction used in [LLZ13b, Theorem 4.2.8], which we learned from the work of
Wiles (cf. p490 of [Wil95]). Let ℓ be a prime not dividing N . For any (i, j) and any of our co-
homology theories T , we define HiT (Y (M,N),TSym
k
H (j))[A′ℓ] as the direct sum of two copies of
HiT (Y (M,N),TSym
k
H (j)), equipped with the endomorphism A′ℓ acting via (x, y) 7→ (−ℓ
k+1〈ℓ−1〉y, x+
T ′ℓy), so that A
′2
ℓ − T
′
ℓA
′
ℓ + ℓ
k+1〈ℓ−1〉 = 0.
Note 6.6.1. One can interpret this as the map on cohomology induced by a correspondence from the
disjoint union Y (M,N) ⊔ Y (M,N) to itself, so in particular it is compatible with the maps between
different T ; but in fact we shall only use this for T = e´t.
The projection maps pr1 and pr2 : Y (M,Nℓ)→ Y (M,N) assemble into a map
Hie´t(Y (M,Nℓ),Λ(HZp)
[j])→ Hie´t(Y (M,N),Λ(HZp)
[j])[A′ℓ],
given by
Pr∗ := (pr1)∗ − ℓ
−1−j [ℓ]−1B′ℓ(pr2)∗
where B′ℓ := T
′
ℓ −A
′
ℓ. Crucially, we have the relation Pr∗ ◦U
′
ℓ = A
′
ℓ ◦ Pr∗.
Lemma 6.6.2. We have
(Pr×Pr)∗
(
cRI
[j]
M,Nℓ,a
)
=
(
1−
(A′ℓ, B
′
ℓ)
ℓ1+jσℓ
)(
1−
(B′ℓ, A
′
ℓ)
ℓ1+jσℓ
)(
1−
(B′ℓ, B
′
ℓ)
ℓ1+jσℓ
)(
cRI
[j]
M,N,a
)
.
Proof. A purely formal calculation shows that this is equivalent to the formulae of Theorem 6.3.1,
Theorem 6.5.1 and Corollary 6.5.2. 
34
Remark 6.6.3. This is a “universal” version of Corollary 6.7.8 of [LLZ13a]; one can obtain the quoted
result for any f , g of level N and arbitrary weights by applying moment maps to both sides of the above
formula and projecting. Our present result is somewhat stronger even in the k = 0 case, since we do not
need to impose the additional hypothesis that was Assumption 6.7.4 of [LLZ13a].
One can prove, by the same method, two results refining the above, which correspond to the “asym-
metric” norm relations of [LLZ13b, Theorem 3.5.1]: we have
(Pr×id)∗
(
cRI
[j]
M,ℓN,a
)
=
(
1−
(B′ℓ, U
′
ℓ)
ℓ1+jσℓ
)
(pr1×id)∗
(
cRI
[j]
M,ℓN,a
)
and
(Pr× pr1)∗
(
cRI
[j]
M,ℓN,a
)
=
(
1−
(B′ℓ, A
′
ℓ)
ℓ1+jσℓ
)(
1−
(B′ℓ, B
′
ℓ)
ℓ1+jσℓ
)(
cRI
[j]
M,N,a
)
.
Combining the two of these recovers the previous proposition.
7. Projection to Y1(N) and cyclotomic twists
7.1. Projection to Y1(N). Let M,N be integers with N ≥ 5, and let µ
◦
M be the group scheme of
primitive M -th roots of unity, so that µ◦M = SpecZ[ζM ]. Then there is a canonical map
Y (M,MN)→ Y1(N)× µ
◦
M
given in terms of moduli spaces by
(E, e1, e2) 7→
((
E/〈e1〉, e2 mod 〈e1〉
)
, 〈e1, Ne2〉E[M ]
)
.
This is the map denoted by tM in [LLZ13a], and for any prime ℓ we have a commutative diagram
Y (Mℓ,MNℓ)
τℓ
✲ Y (M,MNℓ)
pr′′ ◦ pr
✲ Y (M,MN)
Y1(N)× µ
◦
Mℓ
tMℓ
❄
✲ Y1(N)× µ
◦
M
tM
❄
where the bottom horizontal map is given by ζ → ζℓ on µ◦Mℓ (and is the identity on Y1(N)). Moreover,
the maps tM for different values of N are compatible with the natural projection maps.
Definition 7.1.1. Extend the map tM to a map on sheaves (which we also denote by tM )(
Y (M,MN),HZp
)
✲
(
Y1(N)× µM ,HZp
)
by defining t♯M ∈ HomSheaves(Y (M,MN)e´t)(HZp , t
∗
MHZp) as follows: at the fibre of a pointQ = (E, e1, e2) ∈
Y (M,MN),
(7.1.1) (t♯M )Q : E
✲ E/〈e1〉
is the natural projection map.
Remark 7.1.2. The map tM does indeed take values in
(
Y1(N)× µM ,HZp
)
: the map on curves is finite
e´tale, so (tM )∗ is equal to (tM )!, which is right-adjoint to t
!
M . By [MAV73, Vol. 3, p. 571], the fact that
tpr is finite e´tale implies that t
!
M = t
∗
M , so (tM )∗ is left-adjoint to t
∗
M and
HomSheaves(Y (M,MN)e´t)(HZp , t
∗
MHZp) = HomSheaves((Y1(N)×µM )e´t)
(
(tM )∗HZp ,HZp
)
,
as required.
Definition 7.1.3. The Beilinson–Flach element
cBF
[j]
M,N,a ∈ H
3(Y1(N)
2 × µ◦M ,Λ
[j,j](2 − j))
is defined to be the image of cRI
[j]
M,N,a under (tM × tM )∗.
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7.2. Compatibility with cyclotomic twists. We now set M = pr. It is clear that tpr induces a map
on the torsion sheaves Hr.
Notation 7.2.1. We also write tpr for the induced maps(
Y (pr, prN),TSymk Hr
)
✲
(
Y1(N)× µpr ,TSym
k
Hr
)
and (
Y (pr, prN),Λr(Hr)
)
✲
(
Y1(N)× µpr ,Λr(Hr)
)
.
Note 7.2.2. On H0(Y (pr, prN)2,TSymk Hr ⊠ TSym
k′
Hr), the map (ua)∗ = (u−a)
∗ sends x[i]y[k−i] ⊠
x[l]y[k
′−l] to x[i]y[k−i] ⊠ (x− ay)[l]Y [k
′−l].
Notation 7.2.3. To simplify the notation, write from now on H kr = TSym
k
Hr and Λr = Λr(Hr).
Write x and y for the order pr sections of Hr over Y (p
r, prN).
Theorem 7.2.4. The following diagram commutes:
H1e´t
(
Y (pr, prN),Λ[0,0]r (1)
) ∪y⊗2j
✲ H1e´t
(
Y (pr, prN),Λ[j,j](1)
)
H1e´t
(
Y (pr, prN),Λ[j,j]r (1− j)
)
CG[j]
❄
H1e´t
(
Y (pr, prN),Λ[j,j]r (1)
)
(−a)jj!
❄
H3e´t
(
Y1(p
r, prN)2,Λ[j,j]r (2− j)
)
∆∗
❄
H3e´t
(
Y1(p
r, prN)2,Λ[j,j]r (2)
)
∆∗
❄
H3e´t
(
Y1(p
r, prN)2,Λ[j,j]r (2− j)
)
(ua)∗
❄
H3e´t
(
Y1(p
r, prN)2,Λ[j,j]r (2)
)
(ua)∗
❄
H3e´t
(
Y1(N)
2 × µ◦pr ,Λ
[j,j]
r (2 − j)
)
(tpr )∗
❄
∪(ζpr )
⊗j
✲ H3e´t
(
Y1(N)
2 × µ◦pr ,Λ
[j,j]
r (2)
)
.
(tpr )∗
❄
Proof. We start with the following observations:
(1) the map CG[j] is defined by the cup-product with the element
j∑
i=0
(−1)ii!(j − i)!(x[i]y[j−i] ⊗ y[i]x[j−i])⊗ ζ⊗−jpr ∈ H
0(Y (pr, prN), (TSymj Hr ⊗ TSym
j
Hr)(−j));
(2) this is the pullback under ∆ of the element
j∑
i=0
(−1)ii!(j − i)!(x[i]y[j−i] ⊠ y[i]x[j−i])⊗ ζ⊗−jpr ∈ H
0(Y (pr, prN)2, (TSymj Hr ⊠ TSym
j
Hr)(−j)),
and the cup-product satisfies the projection formula ∆∗(u ∪∆
∗v) = ∆∗(u) ∪ v;
(3) the automorphism (ua)∗ = (u−a)
∗ of
H0(Y (pr, prN)2, (TSymj Hr ⊠ TSym
j
Hr)(−j))
sends x[i]y[j−i] ⊠ y[i]x[j−i] to
x[i]y[j−i] ⊠ y[i](x− ay)[j−i]
(and acts trivially on ζpr );
(4) ua is an automorphism, so (ua)∗ = (u−a)
∗ distributes over cup products.
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With these preliminaries out of the way, we proceed to the proof. Let z ∈ H1e´t
(
Y (pr, prN),Λr(Hr)⊗
Λr(Hr)(1)
)
. Then (2) and (3) above imply that
((ua)∗ ◦∆∗)
(
z ∪ y⊗2j
)
= ((ua)∗ ◦∆∗)(z) ∪ (y
[j]
⊠ y[j]),
so by (1) and (4) we have
((ua)∗ ◦∆∗◦CG
[j])(z)
= [(ua)∗∆∗(z)] ∪
j∑
i=0
[
(−1)ii!(j − i)!× x[i]y[j−i] ⊠ y[i](x− ay)[j−i]
]
⊗ ζ⊗−jpr .
Modulo the subsheaf generated by x⊠ 1 and 1⊠ x, which is in the kernel of t♯pr ⊠ t
♯
pr , the only term that
is nonzero is the term for i = 0, which is
[(ua)∗∆∗(z)] ∪ (−a)
jj!(y[j] ⊠ y[j]) ∪ ζ⊗−jpr . 
7.3. Cyclotomic twists of the Beilinson-Flach elements. Recall that we have defined the Beilinson-
Flach element
cBF
[j]
pr ,N,a ∈ H
3(Y1(N)
2 × µ◦pr ,Λ
[j,j](2− j))
as the image of cRI
[j]
pr,N,a under (tpr × tpr )∗. Write cBF
[j]
pr ,N,a,r for the image of the element in
H3(Y1(N)
2 × µ◦pr ,Λ
[j,j]
r (2− j)).
Note that we have maps
1⊗momjr : Λr
✲ Λ[j]r ,
momk−jr · id : Λ
[j]
r
✲ TSymk Hr.
Lemma 7.3.1. For all j ≤ k, we have the following identity of moment maps:
(momk−jr · id) ◦ (1⊗mom
j
r) =
(
k
j
)
momkr .
Proof. Observe that
momk−jr ◦ (1 ⊗mom
j
r) = mom
k−j
r ·mom
j
r .
The lemma is therefore an immediate consequence of (2.2.1). 
Proposition 7.3.2. We have[
(momk−jr · id)⊠ (mom
k′−j
r · id)
](
cBF
[j]
pr ,N,a,r
)
⊗ ζ⊗jpr = (−a)
jj!
(
k
j
)(
k′
j
)[
momkr ⊠mom
k′
r
](
cBF
[0]
pr ,N,a,r
)
.
Proof. It follows from Theorem 7.2.4 that
cBF
[j]
pr,N,a,r ⊗ ζ
⊗j
pr = (−a)
jj! (1⊗momjr)
⊠2
(
cBF
[0]
pr ,N,a,r
)
.
Applying
[
(momk−jr · id)⊠ (mom
k′−j
r · id)
]
to both sides and using Lemma 7.3.1, we deduce that[
(momk−jr · id)⊠ (mom
k′−j
r · id)
](
cBF
[j]
pr,N,a,r
)
⊗ ζpr
= (−a)jj!
[
(momk−jr · id)⊠ (mom
k′−j
r · id)
]
◦ (1⊗momjr)
⊠2
(
cBF
[0]
pr ,N,a,r
)
= (−a)jj!
(
k
j
)(
k′
j
)
momkr
(
cBF
[0]
pr ,N,a,r
)
,
as required. 
7.4. Hida families and interpolation of periods. We recall the following result (due to Ohta, [Oht99,
Oht00]) describing the ordinary parts of inverse limits of cohomology groups:
Proposition 7.4.1. Let e′ord = limn(U
′
p)
n!. Let N be coprime to p. Then:
(1) for any k ≥ 0, the module
H1ord(Np
∞) := e′ordH
1
e´t(Y1(Np),Λ(HZp)(1))
∼= lim←−
s
H1e´t(Y1(Np
s),Zp(1))
is a finite-rank projective module over the algebra ΛD = Zp[[Z
×
p ]] (acting via the diamond oper-
ators), with a ΛD-linear action of Gal(Q
S/Q) where S is the set of primes dividing Np;
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(2) we have the following “perfect control” theorem: if ν is an arithmetic prime of ΛD (i.e. a height
1 prime ideal such that Zp
× acts on ΛD/ν by a character of the form
z 7→ zkω(z),
for some k ≥ 0 and some finite-order character ω), then the moment map momk induces an
isomorphism
H1ord(Np
∞)⊗ΛD ΛD/ν
∼= e′ordH
1
e´t(Y1(Np
r),TSymk(HZp)(1))ω,
where the right-hand side is defined as the maximal quotient of
e′ordH
1
e´t(Y1(Np
r),TSymk(HZp)(1))⊗Zp ΛD/ν
on which the diamond operators 〈d〉 for d = 1 mod N act as ω(d)−1.
The Hecke algebra TNp∞ acting on H
1
ord(Y1(Np
∞)) (generated by the operators T ′n for all n ≥ 1)
is a finite projective ΛD-algebra, and is thus isomorphic to the direct product of its localizations at its
finitely many maximal ideals. We refer to these maximal ideals as Hida families.
Definition 7.4.2. If f is a Hida family, we define
M(f)∗ = H1ord(Np
∞)f ,
and we write Λf for the corresponding localization of the Hecke algebra TNp∞ .
From the control theorem, we see that if p is a height 1 prime ideal of Λf lying over an arithmetic
prime of ΛD, then p = pf corresponds to a modular form f of weight k + 2 ≥ 2 (and some choice of
prime P of the coefficient field L = Q(f) at which f is ordinary) for which we have
MOP(fα)
∗ =M(f)∗ ⊗Λf OP
where fα is the ordinary p-stabilization of f , and we regardOP as a Λf -algebra via the map Λf/pf →֒ OP.
We identify MLP(fα)
∗ with MLP(f)
∗ via the map (Prα)∗ := (pr1)∗ −
β
pk+1 (pr2)∗,
(Prα)∗ : LP ⊗Zp H
1(Y1(pNf ),TSym
k
HZp(1))→ LP ⊗Zp H
1(Y1(Nf ),TSym
k
HZp(1)).
This allows us to interpret M(f) as an interpolation of the modules MLP(f), for specializations f of f .
Remark 7.4.3. If f is non-Eisenstein and p-distinguished, then the map (Prα)∗ gives an isomorphism
MOP(fα)
∗ →MOP(f)
∗,
but we do not know if this holds in the Eisenstein case. Cf. [LLZ13b, Proposition 4.3.6].
Theorem 7.4.4 (Ohta, [Oht00]). If f is a Hida family, the module M(f)∗ has rank 2 over Λf , and there
is a short exact sequence of Λf [GQp ]-modules
0→ F+M(f)∗ →M(f)∗ → F−M(f)∗ → 0,
where:
• The submodule F+M(f)∗ is free of rank 1 over Λf , and isomorphic to the tensor product of the
unramified character mapping arithmetic Frobenius to ap(f)
−1 and the representation Λf (1+ κ),
where κ is the character mapping σ to 〈χ(σ)−1〉 ∈ Λ×f ;
• the quotient F−M(f)∗ is a projective ΛD-module, and is unramified as a GQp-representation,
with the arithmetic Frobenius acting as ap(f).
Proof. This is equivalent to Corollary 1.3.8 and Corollary 2.3.6 of [Oht00]; our F+ and F− are A∗∞ and
B˜∗∞ in Ohta’s notation. The only difference is that we use a different model of Y1(N) from Ohta (our
Y1(N) classifies embeddings of the constant group scheme, while Ohta’s classifies embeddings of µN ),
and we also twist by the cyclotomic character. Thus our modules coincide with Ohta’s modules twisted
by Λf (1 + κ). 
Remark 7.4.5. If x is a prime ideal of Λf corresponding to the p-stabilization of an eigenform f of level
N and weight k + 2 ≥ 2, then ap(f)x = αf , the ordinary root of the Hecke polynomial of f at p, and
ap(f )
−1
x = p
−1−kβf ; and the specialization of Λf (1 + κ) at x is Zp(1 + k).
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Theorem 7.4.6 (Ohta, Wiles). If f is non-Eisenstein, then there is a perfect pairing
F
+M(f)∗ ×F−M(f)∗ → ΛD(1 + κ).
In particular, F−M(f)∗ is isomorphic as a Λf -module to HomΛD (Λf ,ΛD).
If f is p-distinguished, then Λf is a Gorenstein ring, and the modules M(f)
∗ and F±M(f)∗ are free
over Λf .
Proof. For the first statement, see Corollary 2.3.6 of [Oht00]. The second statement is a consequence of
Wiles’ theorems on the freeness of Hecke modules at level Np [Wil95]; cf. [LLZ13b, Theorem 4.3.4]. 
Remark 7.4.7. Note that the p-distinguished condition is automatic if the weight of f (i.e. the mod p− 1
congruence class of the weight of any classical specialization of f of level prime to p) is not 1 modulo
p− 1, by the same argument as in [LLZ13b, Proposition 4.3.6].
We now introduce a slightly finer decomposition of a Hida family which will allow us to handle the
Eisenstein case: the algebra Λf has finitely many minimal primes, and we call these the branches of the
Hida family f . If a is a branch of f , then Λa := Λf/a is an integral domain, and its fraction field La is a
finite field extension of FracZp[[(1 + pZp)
×]]. We define
Ma(f)
∗ = La ⊗Λf M(f)
∗.
Definition 7.4.8. We say the branch a is generically non-Eisenstein if the natural map
lim
←−
r
H1(X1(Npr),Zp(1)) →֒ lim←−
r
H1(Y1(Npr),Zp(1))
becomes an isomorphism after tensoring with La.
A branch a is non-Eisenstein if one, or equivalently almost all, classical specializations of a are cuspidal
modular forms. If the family f itself is non-Eisenstein, then every branch of f is generically non-Eisenstein
(and the above map is even an isomorphism with Λf -coefficients).
Proposition 7.4.9. If a is generically non-Eisenstein, then F−Ma(f)
∗ is a 1-dimensional La-vector
space, and there is a perfect pairing F+Ma(f)
∗ ×F−Ma(f)
∗ → La.
Proof. This follows from Corollary 2.3.6 of [Oht00]. 
Theorem 7.4.10 (Ohta, Wake). The modules(
F
−Ma(f)
∗ ⊗ˆ Ẑnrp
)GQp
and
(
F
+Ma(f)
∗(−1− κ) ⊗ˆ Ẑnrp
)GQp
are one-dimensional over La, and there are canonical basis vectors
η∨a ∈
(
F
−Ma(f)
∗ ⊗ˆ Ẑnrp
)GQp
and ω∨a ∈
(
F
+Ma(f)
∗(−1− κ) ⊗ˆ Ẑnrp
)GQp
with the following property: for almost all classical specializations f of a of weight ≥ 2 and level prime
to p, the specializations (ω∨a )f and (η
∨
a )f satisfy
〈(ω∨a )f , (Pr
α)∗(ωf )〉 = 1,〈
(η∨a )f , (Pr
α)∗(ηαf )
〉
=
(
1−
βf
αf
)(
1−
βf
pαf
)
,
where ωf ∈ F
−MdR(f) is the image of the normalized holomorphic differential ωf ∈ MdR(f), and
ηαf ∈ F
+MdR(f) is as in Definition 4.8.1 above.
Remark 7.4.11. Note that the image of ωf in F
−MdR(f) is always nonzero, since F
+MdR(f) has zero
intersection with Fil1 by weak admissibility.
Proof. The existence of ωa follows from Ohta’s Λ-adic Eichler–Shimura isomorphism [Oht00], as refined
byWake [Wak]. Wake’s result shows that for each r ≥ 1 we may define an ordinary partH1ord(X1(Np
r)) =
e′ordH
1(X1(Npr),Zp), and there is a natural bijection
Ẑnrp ⊗Zp F
+H1ord(X1(Np
r)) ∼= Ẑnrp ⊗Zp HomZp(S2(Np
r,Zp),Zp);
and these are compatible with the natural projection maps as r varies. The right-hand space has a
canonical basis given by the linear functional sending f to a1(f), and the inverse limit of these defines
a class ω∨a in
(
Ẑnrp ⊗Zp F
+H1(X1(Npr),Zp)(−1− κ)
)GQp
which visibly pairs to 1 with the normalized
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eigenvectors. After tensoring with La for a generically non-Eisenstein a, we may ignore the distinction
between X1(Np
r) and Y1(Np
r), and the first part of the result follows.
The duality between F+Ma(f)
∗ and F−Ma(f)
∗ gives a dual basis vector ω′a of (Ẑ
nr
p ⊗ˆZp F
+Ma(f)
∗);
this duality pairing corresponds under specialization to the pairing
〈 , 〉ord :MdR(fα)×MdR(fα)→ L
given by
〈x, y〉ord =WNp(x) ∪ U
−1
p (y)
where WNp is the Atkin–Lehner operator. We calculate that〈
WNp
[
(Prα)∗(ηαf )
]
, (Prα)∗ωf
〉
= αλN (f)
(
1−
β
α
)(
1−
β
pα
)
,
where λN is the scalar such that wN (f) = λN f¯ . See [PR88, Lemme 27]
1. The factor λN is a p-adic unit
and varies analytically with x, so we define η∨a to be the scalar multiple of ω
′
a by the p-adic interpolation
of λ−1N . 
Remark 7.4.12. Some translation is needed between Ohta’s normalizations, Wake’s normalizations, and
ours: Ohta works with the part of the cohomology which is ordinary for U ′p, as we do, but he uses a
different model of Y1(N) as we have noted above; while Wake works with the same model of Y1(N) as us,
but uses the part of the cohomology which is ordinary for Up rather than U
′
p. So the map from Wake’s
normalizations to Ohta’s is given by the Atkin–Lehner operator, and the map from Ohta’s to ours is
given by twisting the Galois action.
Under slightly stronger assumptions on f , we can work integrally over Λf :
Corollary 7.4.13. If f is non-Eisenstein, then D(F+M(f)∗(−1−κ)) is free of rank 1 over Λf , generated
by a canonical Λf -basis vector
ω∨f ∈ D(F
+M(f)∗(−1− κ))
whose image under base-extension to La for each branch a of f coincides with the ω
∨
a above.
If moreover f is p-distinguished, then D(F−M(f)∗) is also free of rank 1 over Λf , and we may choose
(non-canonically) a Λf -basis vector
ξ∨f ∈ D(F
−M(f)∗),
so that for each branch a we have
ξ∨f ⊗ 1 = Jaη
∨
a
for some Ja ∈ L
×
a which does not vanish at any arithmetic point.
Proof. The fact that ωf exists for non-Eisenstein f follows from the proof of the preceding theorem, since
the map from the cohomology of X1(Np
r) to that of Y1(Np
r) becomes an isomorphism after localizing
at f . The existence of ξ is an immediate consequence of Theorem 7.4.6; to see that Ja does not vanish
at any arithmetic point f , it suffices to note that both η∨a and ξf map under specialization to bases of
the one-dimensional LP-vector space F
−MdR(f)
∗. 
Remark 7.4.14. The quantity Jf =
⊕
a Ja ∈ FracΛf should be related to the p-adic adjoint L-function
of the family f , but we have not checked this. One can also interpret the quantity
(
1− βα
)(
1− βpα
)
as
an Euler factor associated to this p-adic adjoint L-function.
Notation 7.4.15. We write ωf and ξf for the La-linear functionals on
(
F+Ma(f)
∗(−1− κ) ⊗ˆ Ẑnrp
)GQp
and
(
F−Ma(f)
∗ ⊗ˆ Ẑnrp
)GQp
, respectively, given by projecting onto the basis vectors ω∨f and ξ
∨
f (for some
choice of ξ∨f as in the previous corollary).
1Note that there is a typographical error in Perrin–Riou’s argument: in the coefficients of Ω1 and Ω3, the quantity ψ(p)
should be ψ(p).
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7.5. Hida families of Beilinson–Flach classes. We write can : Γ→ Λ(Γ)× for the canonical character
of Γ = Gal(Q(µp∞)/Q), and we write ΛΓ(−can) for the free rank 1 Λ(Γ)-module with Galois action given
by the inverse of this character; then we have
H1(QS/Q, A⊗ ΛΓ(−can)) = lim←−
r
H1(QS/Q(ζpr ), A)
for any p-adically complete coefficient module A.
Definition 7.5.1. For f , g Hida families of tame levels Nf , Ng, m ≥ 1 coprime to p, and c > 1 coprime
to 6mNfNgp, we define
cBF
f ,g
m ∈ H
1(QS/Q(µm),M(f)
∗ ⊗M(g)∗ ⊗ ΛΓ(−can))
to be the image of the inverse system(
(U ′p, U
′
p)
−r
cBF
[0]
pr,Np,1
)
r≥1
,
for some N ≥ 1 divisible by Nf , Ng and with the same prime factors as NfNg. We write cBF
f ,g for
cBF
f ,g
1 .
Remark 7.5.2. The class cBF
f ,g
m was denoted cz
f ,g,N
m in [LLZ13a, Theorem 6.9.5].
We set
BF f ,g = (c2 − 〈c〉, 〈c〉σ2c )
−1
cBF
f ,g
for any suitable c > 1, after tensoring with the total quotient ring of Λf ⊗ Λg ⊗ ΛΓ; this is independent
of c.
Proposition 7.5.3. If BF f ,g(f, g, j) denotes the image of BF f ,g in H1(QS/Q,M(f)∗ ⊗M(g)∗(−j))
given by specialization at pf × pg, the map (Pr
αf ×Prαg )∗, and evaluation at the character χ
j of Γ, then
we have
BF f ,g(f, g, j) =
(
1− p
j
αfαg
)(
1−
αfβg
p1+j
)(
1−
βfαg
p1+j
)(
1−
βfβg
p1+j
)
(−1)jj!
(
k
j
)(
k′
j
) prf,g (Eis[k,k′,j]e´t,1,N ) .
Proof. This is arises from combining the following ingredients:
• the twist-compatibility congruence of Theorem 7.2.4, which gives rise to the factor (−1)jj!
(
k
j
)(
k′
j
)
;
• the cyclotomic norm relation of Theorem 6.4.4, which gives rise to the factor
(
1− p
j
αfαg
)
;
• the p-stabilization lemma (Lemma 6.6.2), which gives the three factors(
1−
αfβg
p1+j
)(
1−
βfαg
p1+j
)(
1−
βfβg
p1+j
)
;
• the formula of Proposition 6.2.3(3), which shows that the factor (c2 − 〈c〉, 〈c〉σ2c )
−1 may be
cancelled out.

7.6. The Perrin–Riou regulator and the explicit reciprocity law.
Theorem 7.6.1. Let
D(M) =
(
F
−M(f)∗ ⊗F+M(g)∗(−1− κ′)⊗ Ẑnrp
)GQp
⊗ˆΛΓ.
There is an injective morphism of (Λf ⊗ˆΛg ⊗ˆΛΓ)-modules
L : H1 (Qp,M)→ D(M)
with the following property: for every triple (f, g, j) of specialisations, with k ∈ Z and g of level prime
to p, the diagram
H1 (Qp,M)
L
✲ D(M)
H1(Qp,F
−M(f)∗ ⊗F+M(g)∗(−j))
❄
✲ DdR(F
−M(f)∗ ⊗F+M(g)∗(−j))
❄
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commutes, where the bottom horizontal map is given by(
1−
pj
αfβg
)(
1−
αfβg
p1+j
)−1
·
{
(−1)k
′
−j
(k′−j)! log if j ≤ k
′,
(j − k′ − 1)! exp∗ if j > k′,
where log and exp∗ are the Bloch–Kato logarithm and dual-exponential maps.
Proof. This is an easy consequence of theorem 4.15 of [LZ14]: since M has rank 1, the action of GQp on
M factors through an Abelian p-adic Lie extension of Qp. Moreover, this extension has dimension 2, as
the unramified character by which GQp acts on F
−M(f)∗ ⊗ˆF+M(g)(−1 − κ) is not constant, which
gives the injectivity of the regulator map. 
Proposition 7.6.2. The inclusion F+M(g)∗ →֒M(g)∗ induces an injection
H1
(
Qp,F
−M(f)∗ ⊗F+M(g)∗ ⊗ ΛΓ(−can)
)
→֒ H1
(
Qp,F
−M(f)∗ ⊗M(g)∗ ⊗ ΛΓ(−can)
)
,
and for any permissible c, the image of cBF
f ,g in the latter module lies in the image of the former.
Proof. The obstruction to injectivity comes from the module
H0
(
Qp,F
−M(f)∗ ⊗F−M(g)∗ ⊗ ΛΓ(−κ)
)
,
which is clearly 0, as GQp acts on this module via a nontrivial unramified character.
So it suffices to check that the image of cBF
f ,g in H1 (Qp,F
−M(f)∗ ⊗F−M(g)∗ ⊗ ΛΓ(−can)) is
zero. This module is torsion-free (cf. [LZ14, Proposition 4.11]), so it suffices to check that the image of
cBF
f ,g under a Zariski-dense set of specializations of Λf ⊗ˆΛg ⊗ˆΛΓ is zero.
This, in turn, follows from the fact that the specializations of cBF
f ,g at triples (f, g, ψ) with f, g of
weights ≥ 2 and ψ a finite-order character lie in the Bloch–Kato H1f subspace, but the H
1
f of a nontrivial
unramified character of GQp is zero. 
As a corollary, we deduce the following explicit reciprocity law for the Beilinson–Flach elements, which
is the key theorem of the present paper. A one-variable version of it was previously obtained by Bertolini,
Darmon and Rotger [BDR14].
Theorem 7.6.3. If L denotes the p-adic regulator as in Theorem 7.6.1, and Lp(f ,g) is Hida’s p-adic
Rankin–Selberg L-function, then for any two Hida families f ,g and generically non-Eisenstein branches
a,b of f ,g, we have the equality
L
(
BF f ,g
)
= (−σ−1 tw1 Lp(f ,g)) · η
∨
a ⊗ ω
∨
b .
over all generically non-Eisenstein branches of f and g, where σ−1 is the unique element of Γ mapped
to −1 by the cyclotomic character.
Proof. Let (f, g, j) be a triple of specialisations with f, g of levels coprime to p, and weights k+2, k′+2
such that the inequality 0 ≤ j ≤ min(k, k′) holds. By Proposition 7.5.3, we have
BF f ,g(f, g, j) =
(
1− p
j
αfαg
)(
1−
αfβg
p1+j
)(
1−
βfαg
p1+j
)(
1−
βfβg
p1+j
)
(−1)jj!
(
k
j
)(
k′
j
) × prf,g (Eis[k,k′,j]e´t,1,N ) .
Hence〈
log
(
BF f ,g(f, g, j)
)
, ηαf ⊗ ωg
〉
=
(
1− p
j
αfαg
)(
1−
αfβg
p1+j
)(
1−
βfαg
p1+j
)(
1−
βfβg
p1+j
)
(−1)jj!
(
k
j
)(
k′
j
) × 〈Eis[k,k′,j]syn,1,N , ηαf ⊗ ωg〉
=
(
1−
αfβg
p1+j
)
(
1− p
j
αfβg
) · (−1)k′+1(k′ − j)!E(f)E∗(f)× Lp(f ,g)(f, g, j + 1)
by Theorem 4.8.8. By Theorem 7.4.10, the E(f)E∗(f) terms relate ηαf to the specialisation of the family
η∨a , and thus we have
log
(
BF f ,g(f, g, j)
)
=
(
1−
αfβg
p1+j
)
(
1− p
j
αfβg
) · (−1)k′+1(k′ − j)!Lp(f ,g)(f, g, j + 1) · (η∨a ⊗ ω∨b )f,g.
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Using Theorem 7.6.1, the Euler factors and factorial term give the relation between log and the special-
isation of the regulator L, and we have
L
(
BF f ,g
)
(f, g, j) = (−1)j+1Lp(f ,g)(f, g, j + 1) · (η
∨
a ⊗ ω
∨
b)f,g.
The ratio of the two quantities L
(
BF f ,g
)
and ·(η∨a ⊗ ω
∨
b)f,g is an element of the fraction field of the
integral domain (
Λf
a
)
⊗ˆ
(
Λg
b
)
⊗ˆ(ΛΓ)mj ,
where a and b are the Hida branches, and mj is the maximal ideal of ΛΓ corresponding to the j-th power
of the Teichmu¨ller character. We have shown that the specialization of this ratio is well-defined, and
equal to (−σ−1 tw1 Lp(f ,g)), at a set of specialisations (f, g, j) which is Zariski-dense in the spectrum of
this algebra. So the ratio must be identically 1, as required. 
Remark 7.6.4. A special case of this theorem (for g varying in a one-variable family, with f a fixed
weight 2 form and j = 0) has been proved by Bertolini, Darmon and Rotger [BDR14]. Their method is
rather different from ours, involving analytic continuation from highly ramified weight 2 points, rather
than crystalline points of high weight as in the above argument.
8. Arithmetic applications I: the Perrin-Riou conjecture
8.1. The Beilinson conjecture. In this section we consider 0 ≤ j ≤ min{k, k′} and let f and g be new
forms. Recall that f∗ and g∗ denote the forms with complex conjugate Fourier coefficients and that we
have associated differential forms ωf = f(τ)(2π)
k+1w(k,0)dτ .
Lemma 8.1.1. Let f =
∑
n>0 anq
n with an ∈ L and εf the associated character. We denote by Nεf its
conductor. Let
G(ε−1f ) :=
∑
x∈Z/NεfZ
ε−1f (x)e
2πix/Nεf
be the Gauss sum of ε−1f , then G(ε
−1
f )ωf ∈MdR(f) is de Rham rational.
Proof. Note that the cusp ∞ is not defined over Q. By the q-expansion principle, we have to check
that for any σd ∈ Gal(Q(ζN )/Q) ∼= (Z/NZ)
∗ we have σd(an) = an. But the action of σd is given by
( 1 00 d )
∗
f = εf (d)f , which implies that the coefficients an have to be in the ε-eigenspace of L(ζN ), which
is generated by G(ε−1f ) over L. 
Observe that εf∗ = ε
−1
f and that G(εf ) = εf (−1)G(ε
−1
f ) = (−1)
k+2G(ε−1f ). Moreover one has
G(εf )G(εf ) = Nεf . Let M(εf ) the Artin motive associated to the character εf . The cup-product
between cohomology in degree 0 and 1 induces an isomorphism of motives
(8.1.1) M(εf )(k + 1)⊗M(f) ∼=M(f
∗)(k + 1) ∼=M(f)∗.
We denote by ωεf ∈ MdR(εf ) and δεf ∈ MB(εf ) generators such that ωεf = G(εf )δεf . This is possible
by [Del79, Section 6.4]. Note that (2πi)k+1δεf ∈MB(εf )(k+1)
− because εf has parity k+ 2. Choose a
basis δ±f of MB(f)
± and δ±g of MB(g)
±, so that
{δ+f ⊗ δ
+
g , δ
+
f ⊗ δ
−
g , δ
−
f ⊗ δ
+
g , δ
−
f ⊗ δ
−
g }
is an L-basis of MB(f ⊗ g).
Definition 8.1.2. Let
δ±f∗ := (2πi)
k+1δεf δ
∓
f ∈MB(f
∗)(k + 1)±
δ±g∗ := (2πi)
k′+1δεgδ
∓
g ∈MB(g
∗)(k′ + 1)±.
We normalize δεf and δεg such that 〈δ
±
f∗ , δ
±
f 〉 = 1 and 〈δ
±
g∗ , δ
±
g 〉 = 1.
Definition 8.1.3. Let
ω˜f∗ := G(ε
−1
f )ωεfωf ∈MdR(f
∗)
ω˜g∗ := G(ε
−1
g )ωεgωg ∈MdR(g
∗).
The next result is crucial for the period computation.
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Lemma 8.1.4. For the Poincare´ duality pairing 〈, 〉 the following identities hold:
〈ω˜f∗ , δ
+
f 〉 = (2πi)
−k−1(−1)kNεf 〈ωf∗ , δ
−
f∗〉
〈ω˜g∗ , δ
+
g 〉 = (2πi)
−k′−1(−1)k
′
Nεg 〈ωg, δ
−
g∗〉.
Proof. One has, using the definitions
〈ω˜g∗ , δ
+
g 〉 = 〈G(ε
−1
g )ωεgωg, (2πi)
−k′−1δ−1εg δ
−
g∗〉
= (−1)k
′
Nεg 〈δεgωg, (2πi)
−k′−1δ−1εg δ
−
g∗〉
= (2πi)−k
′−1(−1)k
′
Nεg 〈ωg, δ
−
g∗〉.
As F∞
∗
ωf = ωf∗ and F∞
∗
δ−f∗ = δ
−
f∗ one gets also
〈ω˜f∗ , δ
+
f 〉 = (2πi)
−k−1(−1)kNεf 〈ωf∗ , δ
−
f∗〉.

Finally, we define a basis for MB(f ⊗ g)
∗(−j − 1)+ ∼=MB(f
∗ ⊗ g∗)(k + k′ − j + 1)+.
Definition 8.1.5. Let γ∗j , δ
∗
j be the L-basis of MB(f
∗ ⊗ g∗)(k + k′ − j + 1)+ defined by
γ∗j := (2πi)
−j−1δ+f∗ ⊗ δ
(−1)j+1
g∗
δ∗j := (2πi)
−j−1δ−f∗ ⊗ δ
(−1)j
g∗ .
Recall from 4.3.1 the Rankin-Eisenstein class
prf,g(Eis
[k,k′,j]
D,1,N ) ∈ H
1
D(R,MB(f ⊗ g)
∗(−j)R).
We consider ω˜f∗ ⊗ ω˜g∗ as a basis of Fil
−jMdR(f ⊗ g)
∗ via the isomorphism MdR(f ⊗ g)
∗ ∼= MdR(f
∗ ⊗
g∗)(k + k′ + 2).
Definition 8.1.6. Let 0 ≤ j ≤ min{k, k′}. The ∞-period Ω∞(j + 1) of the motive M(f ⊗ g)(j + 1) is
the element in (L⊗Q R)
× given by the determinant of
0→ Fil−jMdR(f ⊗ g)
∗
R →MB(f ⊗ g)
∗(−j − 1)+R → H
1
D(R,MB(f ⊗ g)
∗(−j)R)→ 0
with respect to the bases ω˜f∗ ⊗ ω˜g∗ , γ
∗
j , δ
∗
j and prf,g(Eis
[k,k′,j]
D,b,N ).
Remark 8.1.7. Note that Ω∞(j + 1) is independent of the choice of bases up to an element in L
×. The
condition in the definition means that under the isomorphism
(8.1.2)
det(Fil−jMdR(f ⊗ g)
∗
R)⊗ det(MB(f ⊗ g)
∗(−j − 1)+R)
−1 ⊗ det(H1D(R,MB(f ⊗ g)
∗(−j)R)) ∼= L⊗Q R
the determinants of the corresponding bases map to Ω∞(j + 1).
The next theorem is a formulation of the Beilinson conjecture for the motive M(f ⊗ g)(j + 1). In
the case k = k′ = 0, i.e. j = 0, it was first proved by Beilinson [Be˘ı84] and for general k, k′ by Scholl
(unpublished).
Theorem 8.1.8. Let 0 ≤ j ≤ min{k, k′} and L′(f ⊗ g, j + 1) ∈ (L ⊗Q R)
× be the leading term of the
L-function of M(f ⊗ g) at j + 1. Then
L′(f ⊗ g, j + 1)
Ω∞(j + 1)
=
(−1)k+k
′−j−12
NεfNεg
(k − j)!(k′ − j)!
k!k′!
∈ L×.
Proof. This follows from the formulae in Theorem 4.4.6 in a standard way (cf. [Be˘ı84, Lemma 6.1.2] and
[Kin98, Section 6.2]). We review the main steps treating only the case of j + 1 even to avoid clumsy
notation. The odd case is entirely similar. Write
ω˜f∗ = 〈ω˜f∗ , δ
+
f 〉δ
+
f∗ + 〈ω˜f∗ , δ
−
f 〉δ
−
f∗
ω˜g∗ = 〈ω˜g∗ , δ
+
g 〉δ
+
g∗ + 〈ω˜g∗ , δ
−
g 〉δ
−
g∗
and let π−j−1 : C→ R(−j − 1) be the projection z 7→
1
2 (z + (−1)
−j−1z). Then one has (because j + 1
is even)
π−j−1(ω˜f∗ ⊗ ω˜g∗) = 〈ω˜f∗ , δ
+
f 〉〈ω˜g∗ , δ
+
g 〉δ
+
f∗ ⊗ δ
+
g∗ + 〈ω˜f∗ , δ
−
f 〉〈ω˜g∗ , δ
−
g 〉δ
−
f∗ ⊗ δ
−
g∗
= (2πi)j+1(〈ω˜f∗ , δ
+
f 〉〈ω˜g∗ , δ
+
g 〉γ
∗
j + 〈ω˜f∗ , δ
−
f 〉〈ω˜g∗ , δ
−
g 〉δ
∗
j ).
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The image of the element (2πi)−j−1(〈ω˜f∗ , δ
+
f 〉〈ω˜g∗ , δ
+
g 〉)
−1δ∗j in H
1
D(R,MB(f ⊗ g)
∗(−j)R) is a basis
whose determinant with π−j−1(ω˜f∗ ⊗ ω˜g∗) and γ
∗
j , δ
∗
j is 1 in L⊗Q R. Hence it remains to compute the
factor of proportionality between the image of (2πi)−j−1(〈ω˜f∗ , δ
+
f 〉〈ω˜g∗ , δ
+
g 〉)
−1δ∗j and prf,g(Eis
[k,k′,j]
D,1,N ).
To compute this, we use the pairing with ω¯f∗ ⊗ ωg. From Theorem 4.4.6 we get〈
ω¯f∗ ⊗ ωg, prf,g(Eis
[k,k′,j]
D,1,N )
〉
Y 2
=
(−1)j+1
2
(2πi)k+k
′−2j k!k
′!
(k − j)!(k′ − j)!
L′(f, g, j + 1).
We compute with Lemma 8.1.4 that〈
ω¯f∗ ⊗ ωg, (2πi)
−j−1(〈ω˜f∗ , δ
+
f 〉〈ω˜g∗ , δ
+
g 〉)
−1δ∗j
〉
= (2πi)k+k
′−2j(−1)k+k
′
N−1εf N
−1
εg .
This proves the theorem. 
8.2. The Perrin-Riou conjecture (p-adic Beilinson conjecture). We continue to assume that f, g
are new and 0 ≤ j ≤ min{k, k′}, and we choose a prime p not dividing the levels Nf , Ng, and a prime
P above p of the coefficient field L, such that f and g are ordinary at P.
To formulate the Perrin-Riou conjecture we first have to define the p-adic period (see [PR95]). For
this we consider the syntomic Eisenstein class as in (4.5.2)
prf,g
(
Eis
[k,k′,j]
syn,1
)
∈ LP ⊗L t (MdR(f ⊗ g)
∗(−j)) .
The p-adic period depends on the additional choice of a 2-dimensional LP-subspaceN ⊂ DdR(Me´t(f⊗g)).
Assume that αf , βf ∈ LP. We choose
N :=
(−1)kηαf
NεfNεgE(f)E
∗(f)
⊗DdR(Me´t(g))
Then we have
det
(
1− ϕ | ηαf ⊗DdR(Me´t(g)(j + 1))
)
=
(
1−
αfαg
pj+1
)(
1−
αfβg
pj+1
)
det
(
1− p−1ϕ−1 | ηαf ⊗DdR(Me´t(g)(j + 1))
)
=
(
1−
pj
αfαg
)(
1−
pj
αfβg
)
so that
E(f, g, j + 1) =
det
(
1− p−1ϕ−1 | ηαf ⊗DdR(Me´t(g)(j + 1))
)
det
(
1− ϕ | DdR(Me´t(f ⊗ g)(j + 1))
)
det
(
1− ϕ | ηαf ⊗DdR(Me´t(g))(j + 1)
) .
Definition 8.2.1. Define for n :=
(−1)kηαf
NεfNεgE(f)E
∗(f) ⊗ ωg ∈ N the p-adic period Ωp(j + 1, N) ∈ LP by
Ωp(j + 1, n) :=
〈
prf,g
(
Eis
[k,k′,j]
syn,1
)
,
(1 − p
j
αfαg
)(1 − p
j
αfβg
)
(1 −
αfαg
pj+1 )(1 −
αfβg
pj+1 )
n
〉
.
The next Theorem gives Perrin-Riou’s conjecture [PR95, 4.2.2] for Hida’s p-adic Rankin-Selberg L-
function. In fact the theorem is much stronger as it gives an interpolation property of the p-adic L-
function in all three variables outside the range of critical values.
Theorem 8.2.2. Let Lp(f ,g) be Hida’s p-adic Rankin–Selberg L-function and let (f, g, j) be a triple
of specialisations, with f, g of levels coprime to p, and weights k + 2, k′ + 2 such that the inequality
0 ≤ j ≤ min(k, k′) holds.
Suppose that Ωp(j + 1, n) 6= 0. Then
Lp(f ,g)(f, g, j + 1)
Ωp(j + 1, n)
= 2Γ(j + 1)Γ(k′ − j + 1)
L′(f, g, j + 1)
Ω∞(j + 1)
det
(
1− ϕ | DdR(Me´t(f ⊗ g)(j + 1))
)
.
Proof. This is an immediate calculation with Theorems 4.8.8, 8.1.8 and the definitions. 
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9. Arithmetic applications II: Bounding Selmer groups over imaginary quadratic fields
9.1. Setup. Let K be an imaginary quadratic field, with p split in K. Let f be a newform of weight
r = k+2 ≥ 2 and level Nf , which is not of CM type; and f a modulus of K (either an integral ideal or a
formal expression a∞, where ∞ denotes the infinite place of K). Let p = pp be a prime split in K, and
coprime to f and to Nf , such that f is ordinary at p. We also fix a finite extension L/Q containing the
coefficients of f ; and we let E be the localisation of L at some prime P above p, with ring of integers O
and residue field F.
In addition to the conditions above (which are essential for our method) we also make the following
additional assumptions, which are largely for convenience and could in principle be relaxed somewhat:
• p ≥ 5;
• the image of the Galois representation MO(f)
∗ contains a conjugate of SL2(Zp);
• the order of the ray class group of K modulo f is coprime to p;
• if r = 1 mod p− 1, then we have αf 6= p
−1−rβf mod p (so that the Hida family associated to f
is p-distinguished; this condition is automatic if r 6= 1 mod p− 1).
For m a modulus of K, let Hm denote the ray class group modulo m. For x ∈ A
×
K , we write [x] for
its image in O[Hm]
×; similarly, for σ ∈ GK we write [σ] for its image in O[Hm]
× under the Artin map
(normalized to send geometric Frobenius elements to uniformizers).
For any m, the group Hmp∞ = lim←−r
Hmpr is an abelian p-adic Lie group of dimension 2; and, as is
well known, we can identify any algebraic Gro¨ssencharacter of K of conductor dividing mp∞ (and any
infinity-type) with a continuous character of Hmp∞ , and the characters arising in this way are precisely
those which are locally algebraic as characters of (K ⊗Qp)
×, or (equivalently) de Rham at the primes
above p.
Let P be a maximal ideal of the Iwasawa algebra O[[Hfp∞ ]]; by extending L if necessary, we assume
that the residue field of P is F.
We make the following assumption on P :
Assumption 9.1.1. We say P is p-distinguished if there is some a ∈ K×p such that
[a]− [a¯] /∈ P .
Remark 9.1.2. If we fix an L-valued finite-order character ψ ofHf, and we allowP to vary over the primes
of L, then there are only finitely many P that divide the difference between any two distinct elements
in the image of ψ. Hence for all but finitely many P, the maximal ideal P of O[[Hfp∞ ]] containing ψ is
p-distinguished if and only if ψ(p) 6= ψ(p). In particular, if ψ does not factor through the norm map to
A×Q, the maximal ideal P is p-distinguished for a positive-density set of P.
Since we assume that p does not divide the class number of K modulo f, the group Hfp∞ is isomorphic
to the product of Z2p with a finite abelian group of order coprime to p, and hence the localisation
Λf,P := O[[Hfp∞ ]]P is isomorphic to a power series ring O[[T1, T2]].
For m a modulus divisible by f and coprime to p, the ring O[[Hmp∞ ]] surjects onto O[[Hfp∞ ]], so we
may interpret P as an ideal of the former ring. Let Λm,P denote the localisation of O[[Hmp∞ ]] at this
maximal ideal, which is a finite flat Λf,P -algebra.
Theorem 9.1.3. If P is p-distinguished, then there exists a collection of elements
BFfm,P ∈ H
1(K,MO(f)
∗ ⊗ Λm,P(−can))
for each m divisible by f and coprime to p disc(K), and each c > 1 coprime to 6NfNK/Q(m)p disc(K),
which satisfy the Euler system compatibility relation
normlmm
(
BFflm,P
)
=
{
Pl([l]) · BF
f
m,P if l ∤ m,
BFfm,P if l | m
where Pl(X) = det
(
1−N(l)−1σ−1l X :ME(f)
Il
)
is the local Euler factor of M(f)(1)/K at l. Moreover,
the image of BFfm,P in H
1(Kp,F
−MO(f)⊗ Λm,P(−can)) is zero.
Proof. This is a slight extension of the constructions of [LLZ13b]. For each m coprime to p, the extensions
K(mp∞) and K(µp∞) are linearly disjoint over K (since one is unramified at p¯ and the other totally
ramified), and their compositum is K(mp∞). So we have
O[[Hmp∞ ]] = O[[Γ]] ⊗ˆ
O
O[[Hfp∞ ]],
46
and as Galois modules over this ring we have
O[[Hmp∞ ]](−can) = O[[Γ]](−can) ⊗ˆ
O
O[[Hfp∞ ]](−can).
For each m coprime to p, the algebra O[[Hmp∞ ]]P is a quotient of the ordinary Hecke algebra of level
Mp∞, whereM = NK/Q(m) ·disc(K), corresponding to the ordinary Hida family gm,P of CM forms over
O[[Hfp∞ ]]P . Thus we can interpret the Beilinson–Flach class cBF
f ,g
M (where g = gm,P) as an element of
the space
H1(Q,M(f)∗ ⊗ˆMO(gm,P)
∗ ⊗ˆO[[Γ]](−can)),
where f is the Hida family passing through f . Specializing the family f at f , we have classes
cBF
f
m,P ∈ H
1(Q,MO(f)
∗ ⊗ˆMO(gm,P)
∗ ⊗ˆO[[Γ]](−can)).
We may dispose of c by noting that the conductor of the Hida family g modulo p is nontrivial
at some prime dividing discK, which is coprime to p, m and the level of f ; hence the factor c2 −
c−kεf(c)
−1εK(c)
−1[c] is invertible in Λm,P .
Since P is p-distinguished, the Hida family gm,P is non-Eisenstein and p-distinguished; so it follows
from Corollary 5.2.6 of op.cit. that MO(gm,P)
∗ is isomorphic to IndQK O[[Hmp∞ ]]P(−can), and these
isomorphisms can be chosen to be compatible with the norm maps as m varies over the set of prime ideals
divisible by f and coprime to p, where the map MO(gml,P)
∗ → MO(gm,P)
∗ is defined as in Definition
3.3.2 of op.cit.. By the calculation of Theorem 3.5.1 of op.cit. we obtain the Euler system relation for
the classes BFfm,P . Finally, the vanishing of the image of BF
f
m,P in H
1(Kp,F
−MO(f) ⊗ Λm,P(−can))
is immediate from Proposition 7.6.2. 
We will also need the following assumption:
Definition 9.1.4. We say P is non-anomalous (for f) if the following holds:
H0(Kp,F
−MO(f)
∗ ⊗O F(−can)) = 0(9.1.1)
H2(Kp,F
+MO(f)
∗ ⊗O F(−can)) = 0.(9.1.2)
Remark 9.1.5. This terminology arises from Mazur’s work on the Iwasawa theory of elliptic curves over
Q.
9.2. Non-vanishing of L-values. Recall from [LLZ13b] that we have two p-adic L-functions
LP(f/K,Σ
(1)) ∈ L⊗O O[[Hfp∞ ]],
LP(f/K,Σ
(2)) ∈ FracO[[Hfp∞ ]]
which are the images of the Hida–Rankin–Selberg L-functions Lp(f ,g) and Lp(g, f) respectively (up to
a shift by 1).
By Theorem 7.6.3, we have LP(f/K,Σ
(1))P = Col
(i)(BFff,P), where (−)P denotes localization at P
and
Col(1) : H1(Kp,M/M
+)→ FracΛf,P ,
Col(2) : H1(Kp,M
+)→ FracΛf,P
are the Λf,P-linear maps given by −〈L(−), ηf ⊗ ωg〉 and −〈L(−), ηg ⊗ ωf 〉 respectively. Note that the
the Coleman maps are injective, by the results of §3 of [LVZ14].
Proposition 9.2.1. The p-adic L-function LP(f/K,Σ
(2))P is non-zero. If k ≥ 1 or there is no prime
v | f such that v¯ | f, then LP(f/K,Σ
(1))P is also non-zero.
Proof. We give the argument first for i = 2, which is substantially easier than i = 1. This L-function
interpolates the critical values L(f/K,ψ, 1) for algebraic Gro¨ssencharacters ψ of conductor dividing fp∞
and infinity-type (a, b) with a ≤ −1 and b ≥ k+1. If we consider ψ of infinity-type (a, b) with a+b > k+1,
then the Euler product for L(f/K,ψ, s) converges at s = 1, so the corresponding L-value cannot be zero.
Since such ψ definitely exist, we are done.
For i = 1 we must be somewhat more circumspect, since the region of infinity-types we may consider
is 0 ≤ a, b ≤ k. If k > 1 (i.e. the weight of f is ≥ 4) then this region contains characters for which
the Euler product is convergent at s = 1, and we can reason as before. If k = 1, then we use the
non-vanishing theorem of Shahidi [Sha81], which asserts that Rankin–Selberg L-functions do not vanish
on the boundary of the domain of convergence of their Euler product.
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For k = 0 we apply Theorem 2 of [Roh88], which shows that if X is the set of ray class characters of K
unramified outside fp, then there are only finitely many ψ ∈ X such that the central value L(f/K,ψ, 1)
vanishes. Since the subset X ′ ⊂ X consisting of characters whose conductor divides fp∞ is infinite, and
the L-values L(f/K,ψ, 1) for ψ ∈ X ′ are interpolated by Lp(f/K,Σ
(1)), it follows that Lp(f/K,Σ
(1)) 6=
0. 
Remark 9.2.2. It should be possible to remove the extra hypothesis on f in the case k = 0 using
forthcoming work of J. Van Order, who has announced a non-vanishing theorem in the spirit of [Roh88]
for cyclotomic twists of Rankin–Selberg L-functions.
9.3. Generalities on Selmer complexes. Let Λ be a commutative Noetherian complete local ring,
with finite residue field of characteristic p.
For any finitely-generated Λ-module M with a continuous action of GK , unramified outside a finite
set of primes S (containing the set Sp of primes dividing p), we write RΓ(K
S/K,M) for the class in the
derived category of the complex C•(KS/K,M) of continuous M -valued cochains on Gal(KS/K); and
similarly for the local cohomology RΓ(Kv,M) for v ∈ S.
Proposition 9.3.1 (Fukaya–Kato, see [FK06, Proposition 1.6.5]). The complex RΓ(KS/K,M) is per-
fect, and it commutes with derived base-change, in the sense that if f : Λ → Λ′ is a morphism of local
rings, then we have
RΓ(KS/K,Λ′ ⊗ˆ
Λ
M) = Λ′ ⊗Λ RΓ(K
S/K,M),
where the ⊗ denotes the derived tensor product. The same holds for the local cohomology complexes
RΓ(Kv,M).
We shall also need a concept of “local conditions” for cohomology; we use the formalism of Selmer
complexes introduced by Nekova´rˇ [Nek06].
Definition 9.3.2. A local condition for M at v consists of the data of a complex U+v of Λ-modules and
a homomorphism i+v : U
+
v → C
•(Kv,M). A Selmer structure for M is a collection ∆ = (∆v)v∈S , where
∆v is a local condition.
Local conditions of particular interest are
• the strict local condition U+v = 0;
• the relaxed local condition U+v = C
•(Kv,M);
• the unramified local condition, given by
C•(Fv,M
Iv)→ C•(Kv,M);
• and the Greenberg local condition, given by
C•(Kv,M
+)→ C•(Kv,M)
for Mv a submodule of M stable under the decomposition group at v.
(The strict and relaxed local conditions are, of course, examples of Greenberg local conditions, by taking
Mv = 0 and Mv =M respectively.)
Definition 9.3.3. If ∆ is a Selmer structure for M , we define a Selmer complex R˜Γ(KS/K,M ; ∆) as
in [Nek06, §6.1.2].
If ∆→ ∆′ is a morphism of local conditions (i.e. a collection of morphisms U+v → (U
′
v)
+ commuting
with the morphism to C•(Kv,M)), then we have an exact triangle
R˜Γ(KS/K,M ; ∆)→ R˜Γ(KS/K,M ; ∆′)→
⊕
v
Qv → . . .
where Qv is the mapping fibre of U
+
v → (U
′
v)
+. The strict local condition and the relaxed local condition
are respectively the initial and terminal objects in the category of local conditions, so we obtain as special
cases the exact triangles
R˜Γ(KS/K,M ; ∆)→ RΓ(KS/K,M)→
⊕
v∈S
U−v → . . . ,(9.3.1a)
RΓc(K
S/K,M)→ R˜Γ(KS/K,M ; ∆)→
⊕
v∈S
U+v → . . .(9.3.1b)
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and RΓc(K
S/K,M) denotes the compactly–supported cohomology (the Selmer complex with the strict
local conditions at all v ∈ S).
Definition 9.3.4. We say two local conditions ∆v forM and ∆
∗
v forM
∨(1) are orthogonal complements
if local Tate duality gives a quasi-isomorphism between U±v and the Pontryagin dual of (U
∗
v )
∓, where
U−v is the mapping cone of U
+
v
−i+v✲ C•(Kv,M).
Note that the unramified local condition for M∨(1) is the orthogonal complement of the unramified
local condition for M , and the Greenberg local condition for a submodule Mv →֒ M is the orthogonal
complement of the Greenberg condition for (M/Mv)
∨(1) →֒M∨(1).
Proposition 9.3.5 ([Nek06, Theorem 6.3.4]). If ∆ and ∆∗ are Selmer structures on M and M∨(1)
respectively which are orthogonal complements in the sense above, then we have an isomorphism in the
derived category
R˜Γ(KS/K,M∨; ∆∗) = RHom
(
R˜Γ(KS/K,M ; ∆),Qp/Zp
)
[3].
We now consider descent of these modules. For Λ → Λ′ a homomorphism of rings satisfying our
conditions above, we can write M ′ for the tensor product Λ′ ⊗Λ M ; and via derived tensor product we
obtain local conditions ∆′ for M ′. It is then clear that
R˜Γ(KS/K,M ′; ∆′) = Λ′ ⊗LΛ R˜Γ(K
S/K,M ; ∆).
Finally, we consider one more local condition. Suppose Λ is the ring of integers of a finite extension
of Zp. Then we can consider the Bloch–Kato local condition C
•
f (Kv,M), which is the subcomplex of
C•(Kv,M) which is C
0(Kv,M) in degree 0, zero in degree 2, and in degree 1 consists of exactly those
elements in Z1(Kv,M) whose image in H
1(Kv,M) lies in the Bloch–Kato H
1
f subspace (the saturation
of H1(Fv,M
Iv ) in H1(Kv,M) if v ∤ p, and the crystalline classes if v | p).
For v ∤ p there is a morphism of complexes C•(Fv,M Iv )→ C•f (Kv,M), and if Av is the mapping fibre
of C•(Fv,M
Iv)→ C•f (Kv,M), then H
i(Av) is zero except in degree 1, where we have
H1(Av) = H
0(Fv, H
1(Iv ,M)tors)
(a finite group, since H1(Iv,M) is finitely-generated as a Zp-module).
9.4. Definition of the local conditions. We now return to the case at hand (c.f. Section 9.1): we let
Λ be any finitely-generated p-torsion-free local Λf,P-algebra, the module M to be MO(f)
∗ ⊗ Λ(−can),
and we write M+ for the subspace F+MO(f)
∗⊗Λ(−can) stable under the decomposition groups above
p.
Definition 9.4.1. We define Selmer structures ∆(i), for i ∈ {0, 1, 2}, as follows:
• for v ∈ S \ Sp (and any i), we let ∆
(i)
v be the unramified local condition;
• for v ∈ {p, p}, we let ∆
(i)
v be the Greenberg local condition
C•(Kv,M
(i)
v )→ C
•(Kv,M)
where the M
(i)
v are submodules of M given as follows:
M
(0)
p =M, M
(0)
p
=M+;
M
(1)
p =M
+, M
(1)
p
=M+;
M
(2)
p =M, M
(2)
p
= 0.
Proposition 9.4.2. If Λ→ Λ′ is a morphism of finitely-generated p-torsion-free Λf,P-algebras, then we
have
R˜Γ(KS/K,M ′; ∆(i)) = Λ′ ⊗Λ R˜Γ(K
S/K,M ; ∆(i)).
Proof. It suffices to check that the formation of the local conditions ∆(i) commutes with derived base-
change. After much unravelling this amounts to checking that we have (M ′)Iv = Λ′ ⊗Λ M
Iv for each
v ∈ S \ Sp, which is clear since the image of Iv under the canonical character GK → Λ
×
f,P factors via Hf
and thus lands in the constant subring O. 
When the Λf,P -algebra Λ is the ring of integers of a finite extension E
′/E, we consider a variant of
these:
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Definition 9.4.3. If Λ is such that M [1/p] is de Rham at the primes above p, we write ∆BK for the
Bloch–Kato Selmer structure (with the H1f local condition at all places, including those above p).
9.5. Main conjectures “without p-adic zeta-functions”. In this section, we give a bound for the
cohomology of the complex R˜Γ(KS/K,M ; ∆(0)) via the method of Euler systems, in a manner loosely
analogous to Chapter III of [Kat04].
Theorem 9.5.1. Let Λ = Λf,P and M = MO(f)
∗ ⊗ Λ(−can). Choose some c > 1 which is coprime to
6pNfNK/Q(f) disc(K), and suppose that the “non-anomalous” assumptions (9.1.1) and (9.1.2) hold.
Then the group H˜2(KS/K,M ; ∆(0)) is a torsion Λ-module, H˜1(KS/K,M ; ∆(0)) is torsion-free of
rank 1, and we have the following divisibility of characteristic ideals:
charΛ H˜
2(KS/K,M ; ∆(0)) | charΛ
(
H˜1(KS/K,M ; ∆(0))
BFff,P
)
.
Proof. We begin with the observation that there is an exact sequence
0→ S(KS/K,M∨(1))∨ → H˜2(KS/K,M ; ∆(0))→ H2(Kp,M)⊕H
2(Kp,M
+)
where the Selmer group S(KS/K,M∨(1)) is defined by
ker
H1(KS/K,M∨(1))→ ⊕
v∈S\Sp
H1(Iv,M
∨(1))⊕H1(Kp,M
∨(1))⊕H1(Kp, (M
+)∨(1))
 .
(This is an instance of Nekovar’s general duality theorem 9.3.5). Moreover, the terms H2(Kp,M) and
H2(Kp,M
+) are finitely-generated as Zp-modules, and thus are pseudo-null as Λ-modules (since Λ ∼=
O[[T1, T2]]). So S(K
S/K,M∨(1))∨ is torsion if and only if H˜2(KS/K,M ; ∆(0)) is torsion, and their
characteristic ideals coincide.
We now bound this Selmer group using the usual Euler system machinery, modified to take into
account the nontrivial local condition at p (see Appendix B of [LLZ13b]). Let ψ0 be the Teichmu¨ller lift
of the canonical character can : GK → F. Then we have M = CoInd
K
K∞ MO(f)
∗(ψ−10 ) where K∞ is the
Zp
2-extension of K, so we can interpret S(KS/K,M∨(1) as a Selmer group of the Pontryagin dual of
the finitely-generated O-module MO(f)
∗(ψ−10 ) over K∞.
The assumption (9.1.1) implies that for any finite extension F/K contained in K∞, any power m of
p, any prime Q of F above p, and any r ∈ RF,m in the notation of [Rub00], the localisation at p of
the Kolyvagin derivative class κ[F,r,m] lands in H
1(FQ,W
+
m), where W
+
m = MO(f)
∗(ψ−10 )
+ ⊗ O/mO.
This is Theorem B.1.4 of [LLZ13b]. We would like to show that this class is the image of a class
in H1(FQ,MO(f)
∗(ψ−10 )
+). However, since H2(Kp,M
+ ⊗ F) = 0, the reduction-modulo-m map is
surjective, and we may conclude that the Kolyvagin derivative classes satisfy the local conditions at p
given by ∆(0).
Arguing exactly as in [Rub00, Theorem 2.3.3] then gives bounds for the Selmer group of M∨(1) with
local conditions given by the orthogonal complements of ∆(0), in terms of the index of divisibility of
BFff,P in H
1(KS/K,M). Because of our large-image assumptions, H1(KS/K,M) is torsion-free as a
Λ-module, and H˜1 injects into it; and a computation using Tate’s local and global Euler characteristic
formulae shows that if H˜2 is torsion, then H˜1 must have rank 1. The cokernel of the map H˜1 → H1 injects
into H1(Kp,M/M
+), which is torsion-free; hence the index of divisibility of BFff,P in H
1(KS/K,M)
coincides with the right-hand side of the claimed formula. 
Remark 9.5.2. The condition H2(Kp,M
+ ⊗ F) = 0 is the correct one for the reduction-modulo-m map
to be surjective (not that H0(Kp,M
+ ⊗ F) = 0, as incorrectly stated in [LLZ13b, Corollary B.1.5]).
Without imposing this condition, we can still show (arguing as in [Rub00, Corollary 4.6.5]) that there is
a power m′ of p such that κ[F,r,m] is the image of a class in H
1(FQ,M
+) for all r ∈ RF,mm′ , but this m
′
may potentially depend on F .
We now derive a corollary of the previous theorem “at finite level”. We take the Λf,P-algebra Λ to
be the ring of integers of a finite extension E′/E; by extending L if necessary, we may in fact assume
Λ = O, with Hfp∞ acting via a character ψ, so we have M =MO(f)
∗(ψ−1).
Theorem 9.5.3. Suppose Λ is the ring of integers of a finite extension of E, the image of BFff,P in
H1(KS/K,M) is not zero, and the “non-anomalous” assumptions (9.1.1) and (9.1.2) hold. Then the
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group H˜2(KS/K,M ; ∆(0)) is finite, H˜1(KS/K,M ; ∆(0)) is free of rank 1 over O, and we have
#H˜2(KS/K,M ; ∆(0)) ≤
[
H˜1(KS/K,M ; ∆(0)) : BFff,P
]
.
Proof. This follows from Theorem 9.5.1 together with the remark that the formation of the quotient
charΛ
(
H˜1/BFff,P
)
charΛ H˜2
commutes with derived base-change in M ; cf. [Kat04, §14.14]. 
Remark 9.5.4. The Tamagawa number conjecture of Bloch and Kato predicts that the above upper
bound for H˜2 is an equality.
9.6. Main conjectures “with p-adic zeta functions”. In this section, we place ourselves in the
situation of Theorem 9.5.1 (so Λ = Λf,P), and we shall derive some consequences of the theorem in which
the p-adic L-functions LP(f/K,Σ
(i)) (or relatives of these) will appear.
For i = 1, choose some ξf giving an isomorphism of O-modules(
Ẑnrp ⊗ˆ
Zp
F
−MO(f)
∗
)GQp
→ O.
If i = 2, choose some ξg attached to the CM Hida family g over Λ, which gives an isomorphism of
Λ-modules (
Ẑnrp ⊗ˆ
Zp
Λ(−can)
)
→ Λ
(where we regard can as a character of GQp via localization at p). These choices determine maps
C˜ol
(1)
: H1(Kp,M/M
+)→ Λ,
C˜ol
(2)
: H1(Kp,M
+)→ Λ
which are “integral” versions of the Col(i) above. These maps are injective and their cokernels are
pseudo-null, by the results of [LVZ14, §3]. We let L˜P(f/K,Σ
(i)) be the images of BFff,P under the
C˜ol
(i)
.
Remark 9.6.1. Note that ξf will be a LP-multiple of η
α
f , but not necessarily aO-multiple, so L˜P(f/K,Σ
(1))
differs from LP(f/K,Σ
(1)) by a power of p. In particular these two L-functions have the same zeroes.
The ratio of L˜P(f/K,Σ
(i)) and LP(f/K,Σ
(i)) may have zeroes and poles, however.
Theorem 9.6.2. Let i ∈ {1, 2}. Assume (9.1.1) and (9.1.2). If i = 1, assume also that the hypotheses
of Proposition 9.2.1 hold. Then H˜1(KS/K,M ; ∆(i)) = 0 and H˜2(KS/K,M ; ∆(i)) is torsion; and we
have the divisibility
charΛ H˜
2(KS/K,M ; ∆(0)) | L˜P(f/K,Σ
(i))P .
There is equality (for either value of i) if and only if equality holds in Theorem 9.5.1.
Proof. Cf. [Kat04, §17.13]. Let us explain the case i = 1 (the case i = 2 is similar). We have an exact
triangle
R˜Γ(KS/K,M ; ∆(1))→ R˜Γ(KS/K,M ; ∆(0))→ RΓ(Kp,M/M
+)→ . . . .
Moreover, we know that the image of BFff,P in H
1(Kp,M/M
+) is non-torsion, and H˜1(KS/K,M ; ∆(0))
is torsion-free of rank 1. Hence H˜1(KS/K,M ; ∆(1)) is zero, and we obtain a four-term exact sequence
0 ✲
H˜1(KS/K,M ; ∆(0))
BFff,P
✲
Im(C˜ol
(1)
)
L˜P(f/K,Σ(1))P
✲ H˜2(KS/K,M ; ∆(1)) ✲ H˜2(KS/K,M ; ∆(0)) ✲ 0.
The result now follows by taking characteristic ideals, and using the fact that the cokernel of the Coleman
map is pseudo-null. 
As before, we also obtain a result at “finite level”.
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Proposition 9.6.3. Let i ∈ {1, 2} and let ψ be a O-valued character of Hfp∞ factoring through Λ
×
f,P .
Suppose (9.1.1) and (9.1.2) hold, and L˜P(f/K,Σ
(i))(ψ) is non-zero. Then H˜1(KS/K,M ; ∆(i)) = 0, and
H˜2(KS/K,M ; ∆(i)) is a finite group whose order is bounded above by |L˜P(f/K,Σ
(i))(ψ)|−1P .
Proof. This follows from Theorem 9.5.3 via exactly the same linear algebra argument as above (with
O-modules in place of Λ-modules). 
9.7. Bounds for Bloch–Kato Selmer groups. In order to link this with more classical results, we
need to show that the H˜2 groups appearing in Proposition 9.6.3 are related to the Bloch–Kato Selmer
groups.
Proposition 9.7.1. Let ψ be a character of Hfp∞ corresponding to an algebraic Gro¨ssencharacter Ψ of
infinity-type (a, b).
(1) If the conductor of Ψ is prime to p, then the maximal ideal P below ψ is p-distinguished if and
only if either a 6= b mod p− 1, or a = b mod p− 1 and we have
paΨ(p) 6= pbΨ(p) mod P;
and the “non-anomalousness” condition (9.1.1) is satisfied if and only if either b 6= 0 mod p− 1,
or b = 0 mod p− 1 and αf · p
bΨ(p) 6= 1 mod P. The condition (9.1.2) is satisfied if and only if
either b 6= k + 1 mod p− 1, or b = k + 1 mod p− 1 and pb−1−kβfΨ(p) 6= 1 mod P.
(2) Suppose (a, b) ∈ Σ(1) and we have
αfΨ(p) 6= 1, αfΨ(p) 6= 1, p
−1βfΨ(p) 6= 1, p
−1βfΨ(p) 6= 1.
Then H2(Kp,M
+) and H2(Kp,M
+) are finite, and the ranks of the groups H˜2(KS/K,M ; ∆(1))
and H˜2(KS/K,M ; ∆BK) are equal.
(3) Suppose (a, b) ∈ Σ(2) and
αfΨ(p) 6= 1, βfΨ(p) 6= 1, p
−1αfΨ(p) 6= 1, p
−1βfΨ(p) 6= 1.
Then H2(Kp,M) is finite, and the ranks of the groups H˜
2(KS/K,M ; ∆(2)) and H˜2(KS/K,M ; ∆BK)
are equal.
Proof. This is a routine verification from the definition of the Bloch–Kato H1f subspaces at p. 
Remark 9.7.2. Note that parts (2) and (3) of the proposition hold without assuming the conductor of Ψ
is prime to p, where we interpret Ψ(p) as 0 if p divides the conductor of Ψ (and similarly for p).
We also have the following L-value computation.
Proposition 9.7.3. Let ψ be a character of Hfp∞ corresponding to an algebraic Gro¨ssencharacter Ψ of
infinity-type (a, b) and conductor f.
(1) Suppose (a, b) ∈ Σ(1). Then we have
LP(f/K,Σ
(1))(ψ) =
∏
v|p(1− p
−1βΨ(v))(1 − α−1Ψ(v)−1)(
1− βα
)(
1− βpα
) · a!b!ik+1+a−b
πa+b+22k+3+a+b〈f, f〉Nf
· L(f/K,Ψ, 1).
(2) Suppose (a, b) ∈ Σ(2). Then we have
LP(f/K,Σ
(2))(ψ) =
∏
ν∈{α,β}(1− p
−1νΨ(p))(1 −Ψ(p)−1ν−1)(
1− ψ(p)ψ(p)
)(
1− ψ(p)pψ(p)
) ·b!(b− k − 1)!2a−bib−a−1−k
π1+2b−k21+3b−a〈gλ, gλ〉Ng
·L(f/K,Ψ, 1).
where gλ is the CM eigenform of level Ng = NK/Q(f) · disc(K) and weight 1 − a + b ≥ 3
corresponding to the Gro¨ssencharacter λ = ψ| · |−b of ∞-type (a− b, 0).
From this theorem, we deduce the following:
Theorem 9.7.4. Let Ψ be an algebraic Gro¨ssencharacter of K with values in L and conductor f, and
such that the motive M(f/K,Ψ)(1) is critical. Assume without loss of generality that (a, b) ∈ Σ(1) ∪Σ(2)
(the case of Σ(2
′) may be handled by complex conjugation).
Assume the following:
• the running assumptions of §9.1 are satisfied;
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• (p-distinguishedness) either a 6= b mod p− 1, or a = b mod p− 1 and we have
paΨ(p) 6= pbΨ(p) mod P;
• (non-anomalousness, I) either b 6= 1 mod p− 1, or b = 1 mod p− 1 and we have
pbΨ(p)αf 6= 1 mod P;
• (non-anomalousness, II) either b 6= k + 1 mod p− 1, or b = k + 1 mod p− 1 and we have
pb−1−kΨ(p)βf 6= 1 mod P;
• (no local zeroes) if (a, b) ∈ Σ(1), then
αfΨ(p) 6= 1, αfΨ(p) 6= 1, p
−1βfΨ(p) 6= 1, p
−1βfΨ(p) 6= 1,
and if (a, b) ∈ Σ(2), then
αfΨ(p) 6= 1, βfΨ(p) 6= 1, p
−1αfΨ(p) 6= 1, p
−1βfΨ(p) 6= 1.
If L(f ⊗ g,Ψ, 1) 6= 0, then the group
H˜2(KS/K,MO(f, ψ)
∗; ∆BK)
is finite, where ψ is the L×P-valued character of GK associated to Ψ.
Proof. The “no local zeroes” condition implies that the interpolation factors relating the p-adic and
classical L-values are all non-zero, so we have LP(f/K,Σ
(i)) 6= 0. Moreover, by Proposition 9.7.1, the
Bloch–Kato Selmer group is finite if and only if the Selmer group H˜2(KS/K,M ; ∆(i)) is finite; and this
is true, by Proposition 9.6.3. 
A special case of this statement is the following theorem which extends results by Bertolini–Darmon–
Rotger [BDR14]:
Theorem 9.7.5. Let E/Q be an elliptic curve without complex multiplication, and ψ a finite-order
Hecke character of an imaginary quadratic field K (of conductor f) with values in some finite extension
L/Q, such that L(E/K,ψ, 1) 6= 0.
Let p be a prime such that
• p ∤ NENK/Q(f) disc(K),
• p ≥ 5,
• p does not divide the order of the ray class group Hf,
• the Galois action on the Tate module of E is surjective,
• E is ordinary at p,
• p = pp splits in K,
• for some choice of prime P of L above p, we have Ψ(p) 6= Ψ(p) mod P and Ψ(p)ap(f) 6= 1 mod P.
Then E(K(f))[Ψ] and Xp(E/K(f))[Ψ] are finite.
Proof. If f is associated to an elliptic curve E/Q, and Ψ is of finite order (i.e. a = b = 0), then the “no
local zeroes” assumption is automatic (since α and β are Weil numbers of weight 1 and the values of Ψ
are roots of unity); also, f is automatically p-distinguished. 
Remark 9.7.6.
• The finiteness of E(K(f))[Ψ] has been shown by Bertolini–Darmon–Rotger [BDR14], via a dif-
ferent but related method.
• The bound for Xp is already known if Ψ
σ = Ψ (using Kato’s Euler system, [Kat04, Corol-
lary 14.3]); or if Ψσ = Ψ−1 (using an Euler system constructed from Heegner points, [LgVi10,
Theorem 1.2], building on earlier work of Bertolini–Darmon [BD05]).
• As noted above, for all but finitely manyP we may replace the assumption “Ψ(p) 6= Ψ(p) mod P”
with “Ψ(p) 6= Ψ(p)”, and this holds for a positive-density set of primes p as long as Ψ does not
factor through the norm character. Moreover, the primes at which E is ordinary are density-
1; and one can check easily that there is a density 1 set of primes p for which the condition
“ap(f)Ψ(p) 6= 1 mod P” holds (for all P and p above p) as long as ap(f) 6= ±1. Since the set of
primes p for which ap(f) = ±1 has density 0, this implies that for a fixed E, and Ψ not factoring
through the norm character, the hypotheses of the theorem are satisfied for a positive-density
set of primes p (in particular, an infinite set).
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