Abstract. Given the interval model of an n-venex, e-edge circle graph G. it is shown how to find a clique of G of maximum size 1 Cresp.. maximum weight) in o (nlogn+min[e,nllog(2nll)]) (resp., O(nlogn+min[n 2 ,eloglogn])) time. The best previous algoritfuns required. respectively, Ben 2 ) and O(n 2 +eloglogn) time. An O(nlogn+dn) time and space algorithm that finds an independent set of maximum weight for the interval model of G is also presented. Here d is !.he maximum number of intervals crossing any position of the line in the interval model of G. The best previous solution for this problem took time 0 (n 3).
Introduction
Let I be a set of n (possibly weighted) imervals of me real line. such !.hat no two intervals share a common endpoinL Interval i is represented by the ordered pair (lei,rei) of its endpoints on me real axis, and the weight of i is denmed by Wi, l~i Thus. a set of mutually overlapping intervals of I models a clique of G. Likewise, a set of intervals that are pairwise either disjoint or contained in one another models an independent set of G.
In general, algorithms for circle graphs work wilh this imerval model [Gal, Go, GLL, H, RU1 , and so do the algorithms in this paper. We prescnt new algorithms for the problems of finding Optimal (i.e., maximum size l. maximum weight) cliques and independent sets of circle graphs G in interval form. For the unweighted case we present an algorithm that finds a clique of maximum size l in linear space and in time 0 (nlogn+min [e, nllog(2nll)J) . For the weighted case we present two algorithms which, when combined, give a O(nlogn+min[n 2 ,eloglognD running time. The best previous algorithms take O (n 2 ) time for the unweighted [Bu. RU] and o (n 2 +eloglogn) time for the weighted case [H] . For the maximum independent set problem on a circle graph G with arbitrary weights we presem an o (nlogn+nd) time algorithm, where d is the densiry (i.e.
• the maximum number of intervals crossing any position on the line) of the interval model of G. The previously best algorithm requires 0 (n 3 ) time [Gall. although a straightforward extension of some results of [MS] would lead to a bound of 0 (n The algorithm for the unweighted case and onc algorithm for the weighted case are solved by reducing the problem to that of repeatedly finding an optimal (Le.
• longest and heaviest, respectively) chain in suitably defined partially ordered sets. These reductions are described in Sections 2 and 3. They enable to set up the improved algorithms for the clique problems. as we show in Section 4. Section 4 also COntains an 0 (n 2 ) time algorithm for the weighted case which uses a different approach. Finally, Section 5 contains our maximum independent set algor ilhm.
Preliminaries for the Clique Algorithms
In this section we give a number of definitions used throughout the paper, define a family of permutation graphs of a circle graph, and describe an 0 (n 2 10glogn) time algorithm for the clique problem.
In 0 (nlogn) time, the set of intervals I can be represented as a string a.=a.\ 0:2 ... 0:211 that we call the encoding of I (or G). An example is shown in Fig. 1 . String 0: is a permutation of lhe set {1,I,2,2,3,3,··· ,n,n} that caprores all mutual relations (disjointncss, containment, overlap) among the intervals in I. The two occurrences of i in 0: marlc the endpoints of interval i. Nom that the first occurrence of i in 0: precedes the first occurrence of i+1. Through this lransformation, the endpoints of each interval are encoded by integers (i.e., positions of a). We retain the notation (lej,rei) for the integer-encoded endpoints of interval i.
Our clique algorithms are based on some simple properties of circle graphs. In short, a vertical line drawn between positions m and m+l, (m=l ,2, ... ,2n-l) of the (integer encoded) interval model induces, on all intervals intersected by that linc, a subgraph G m of G such that G m is a permutation graph (PLE, EPL] (see also [Go] ). Thus, our problem reduces to finding a maximum or maximum-weighted clique for all permutation graphs C m .
The graphs C m are easily extracted from the encoding a. For this, recall that there is a narural toral order for the intervals in I: i < j if lei < lej. For each permutation graph G m • the ordering of the vertices is a partial suborder of this initial order. Let the intervals from vertices of G m be re-numbered in the suborder. Now, scanning the right-endpoims of those intervals rrom right [0 left yields the permutation 1t m of Gmo In Fig. 1 Fig. 4 ).
In a canonical decomposition. the antichain Sr contains precisely the points of rank. r.
We stan at the bottom of the array M(m) As the example of Fig. 6 illustrates, lhe canonical decomposition of a set P can change considerably following an expansion. However, it is still possible to interpret the canonical decomposition of Fig [Q P. Let S" S2,'" ,SI and Sl' S2"" ,Si represent. respectively, the canonical decompositions of P and P=Pv (p). The first obvious observation is that p=(8,13) must belong to S,.
Moreover, upon adding (8,13) to P, the rank of some of the points in P increases by one. In particular, all points in S I having (8,13) in their range (as, for example, (7,10)) acquire rank 2 in P. Hence. adding point (8,13) to P splits S I into two segments, SL and SR, such that 5\ = SLu{(8,13)} and SR is to be made a suffix of S2. Forcing SR into S2 can, in tum, result into splitting S 2 into twO pans: a prefix, which belongs to S2' and a suffix which is to become a suffix of S3. In our example, this suffix is «6,6),(2,7)) which coincides already wilh S3. Setting S 3=5 4 concludes our consrruetion. end.
The correcmess of EXPAND follows directly from our second definition of canonical decomposition. In fact, point (i,m+l) trivially belongs to St. and so do the points in the list SL that results from the splitting of S t. The r-lh ireration of the while loop uses the fact that. of all poims considered so far. precisely the points placed in S have each <l[ least one point of S, in its range. Thus, precisely these points need LO change their rank from r to r+ 1.
We now rum to the implementation of EXPAND. The critical pan is in the searches (in the S-lists) implied by the split operations. One obvious way to locate the splitting site in S, is to stan at the top (last insened element) of me list and scan it until the splining site is found.
Observe that. in the graph G associated with the set of intervals I. the point (i,m+l) being insened by EXPAND is adjacent to all and only the points in M(m) that have row-coordinate smaller than i. Thus, there is a one-La-one correspondence between these points and the edges incident wiLh (i,m+1) in G. In the linear scan of the S-lists. we charge the work done in traversing each point p [0 the edge of G that COIUlects p [0 (i,m+l) 
Algorithm BESTCHAINS
In this section. we give an alternate algorithm for finding a heaviest chain of G. As menLioned in lhe beginning of Section 4. this 0 (n 2) Lime algorithm is quiLe different from the one given in Section 4.1, and the combination of the two will esmblish me overall claimed bound of o (nlogn+min[n 2 , eloglognD for the heaviest clique problem.
Before we describe our 0 (n 2) algorirhm. we introduce the notion of the trace associated •a n ) where ai has zero weight and is the horizontal projection of Pi on V Left (see Fig. 9 ).
Let DISTp be the matrix of the weights of heaviest chains in PuLe/t(P) that begin in P and end in Lelt(P). That is. DISTp(i,j) is the weight of a heaviest chain of points that begins at
Pi. ends at aj. and all of whose intennediate points (if any) are in PuLe/reP). If i <j then DISTp(i,j) = -<:10 (Pi and aj form an amichain).
Lemma 2. Given P. the matrix DISTp can be computed in 0 (n 2) time.
The rest of this section gives an algorillun that proves the above lemma. 
is then T(n):QT(n/2)+cn 2 , whose solution is T(n)=O (n 2 ).
The main difficulty is in combining sub-solutions in quadratic timc. A more detailed description of BESTCHAINS is as follows.
Step 1. If P is small (e.g.
• contains less Lhan 20 points) then solve the problem in constant time by using any brute force method. Otherwise proceed to Step 2.
Step 2. Let VMiddJ~be a vertical line partitioning P into two sets of points A and H, each of which contains nl2 points, and such that A is to the left of H (see Fig. 9 ). Using as Left(A) (resp. Right(A» the horizontal projection of A on V uft (resp. VMiddJ~). recursively solve lhe problem for A. Then, using as Lelt(H) (resp. Righr(B» lhe horizontal projection of B on VMiddJ~(resp. V Righl ), recursively solve the problem for B. This step takes time equal to
2T(n/2)+O (n).

Comment. These recursive calls return DISTAl RL A , DIST S • RL B . The matrix RL.... comains the weights of me heaviest chains in AuLe[r(A)uRight(A) that begin in Right(A) and end in
Left(A). The matrix DIST A contains the weights of the heaviest chains in AuLeft (A) that begin in A and end in Left(A). The matrix RL s contains the weights of the heaviest chains in
BuLe!t(B)uRight(B) that begin in Right(S) and end in LeftCS). The matrix DIST s contains the weights of me heaviest chains in BULe/rCB) that begin in B and end in LeflCS).
Before we proceed to Step 3, let Middle(P)={c \ •... ,en} where Ci has weight zero and is the horizomal projection of Pi on VMiddJ~(see Fig. 9 ). Recall that Le/t(P)={a I, ...
•a,,} (resp.
is the horizomal projection of Pan V Le / r (resp. VRi/rh,).
Step 3. Use lhe matrices RL A and RL B to obtain RLp • We need to do this in 0 (n 2 ) time. This is done in the following SUb-steps (3.1)-(3.3). Narc that:
Sub-slep 3.1. From RL A • obtain the nXn matrix RL 1 of the weights of heaviest chains in
Le!l(P)uAuMiddle(P) that begin in Middle(P) and end in Lelt(P). This is easy
Thus me problem we face is !.hat of "multiplying" lhe matrix RL2 and me malrix RL 1 in the closed scmiring (max.+). The key observaLion which enables us to perfonn this multiplication in o (n 2) time is now given. For every row i of RL 2 and every column j of RL I, let SU,)) be the value of k which maximizes (*), Le. RLpU,j) = RL 2U. SU,)))+RL l(SU,)),j). If there is more than one value of k which maximizes (*) then we break the tie by choosing SU,}) to be the smallest such k (this correspond to breaking ties in favor of chains that cross V Middle as high as possible). The key observation is that for every row i of RL2 and every column} of RL I, we have:
S(i, 1)'; S(i, 2)'; ... ,; SU,n) and S(I,j)'; SC2,j)'; ." ,; S(n,j), (tl Before proving property (t), we explain how a consequence of it would be an 0 (n 2 ) time algorithm for doing the matrix multiplication defined by (*). We give an O(n,n2) time procedure for the (more general) case where RL2 is an n \xn2 matrix, and RL 1 is an n2xn I matrix, n\'9l2. The only structure of these matrices that our algorithm uses is the property (t). To compute the product of RL2 and RL 1 in the closed semiring (max,+), iL clearly suffices to compute au,)) for all 1'5i.}:9l1. To compute the product of RL2 and RL 1 (i.e. the function a), we use the following recursive procedure. 
3.
Compme B(i,) for all odd i and even j. The method used is identical to that of the previous step and is therefore omined.
4.
Compme BU,) for all even i and even j. The method is very similar to that of the previous two steps and is therefore omitted.
The lime complex.ity of the above method obeys the recurrence: T(n I,n2)S.T(n ,/2,n2}+cn 1n2.
where C is a constant. This implies that T(n\,n2)=O (n ,n2)·
Thus it suffices [Q prove (t) . We give the detailed proof that SU, I) S. B(i. 2) 5: ... s. BCi,n) and omit the proof of BO.}) S. B(2,j) S. ... S. B(n.}) since it is symmetrical. Since lhe row i of RL2 is understood, we use B(k) as a shonhand for B(i,k). The proof is by contradiction: suppose that for some j we have eU»BU+I). By definition of the function B there is. in
PuLe!c(P)uMiddle(P)uRighc(P)
, a heaviest chain from b i to aj going through cO(j) (call this chain 11), and one from b j to Qj+1 going through CO(j+l) (call it chain r3). Letparh(lJ,) be the piecewise linear path obtained by joining by a straight line segment every two consecutive points of IJ" and let parh(r3) be defined similarly for r3 (see Fig. 10 ). Since COU+l) is above C(I(j), the twO cDntinuous paths pach (lJ,) and pach(r3) must cross at least once sDmewhere in between
VMidd1~and V Le !,: let q be such an intersection point (q need nDt belDng tD P; see Fig. 10 This completes the proof of (t).
Step 4. Use the matrices DISTAl DIST B • and RL 1 to obtain DISTp. We need to do !.his in O(n 2 ) time. This is done in the following sub-steps (4.1)-(4.3). 
Thus the problem we face is !.hat of "multiplying" the matrix D 2 and the matrix RL 1 in the dosed semiring (max.+). The key observation which enables us [0 perform this multiplication in O(n2.) time is a monmonicily property similar to (f). More specifically, for every row i of D2
and every column j of RL 1, let rei,}) be the value of k which maximizes (**), i.e.
If there is more than one value of k which maximizes (**) then we break the tie by choosing " ((i,}) [0 be the smallest such k. Thc key observation is lhat for every row i of D 2 and every column j of RL 1, we have:
... ';YCi,n) and y(I,}) ,; y(2,})'; ... ,; y(n/2,}).
(tt)
The proof of (ff) and I.he discussion abom how it implies an 0 (n 2 ) time algorithm for D 3 arc similar to lhe arguments given about (f) in sub-step 3.3 and are therefore omiued. This completes the description of lhe algorithm and hence the proof of Lemma 2.
BESTCHAINS can be easily upgraded so as to produce not only the weights of the heavi· cst chains starring at each point but also the chains themselves. These modifications do not alter lhe time bound. We leave l.h.em to the reader.
We conclude by nming that there is a connection between our implementation of substcp 3.3 of t.he algorithm of Subsection 4.2 and recent work (independent of ours) by Aggarwal and Park. (AgPa] : the problem they call "computing l.h.e tube maxima of a three-dimensional Monge matrix" is similar to our implementation of substep 3.3. The first two authors of the present paper. as well as Aggarwal and Park, have also independently considered the parallel version of this problem (these investigations are reponed in [AALM] and [AgPa] , respectively, and the techniques l.h.ey use are quite different).
Finding a Maximum Independent Set
In this section we presem an algorithm mat finds a maximum independent sct of a weighted n-venex cirele graph given by its interval model in 0 ( We assume mat we are given the encoding 0: and Lhat every one of me 2n positions in 0: knows whether it corresponds to me left or the right endpoint of an interval. Furthermore. position lej (resp. red in ex. corresponds to the left (resp. right) endpoint of interval i.
We smn by briefly outlining a known D(n) time dynamic programming algorithm that llnds a maximum independent set of a weighted interval graph given in interval form by its encoding a: [FrI, MS, GLL] . In the imerval model of an interval graph any twO imervals in an independent set must be disjoim. Recall that in the interval model for a circle graph any two intervals in an independem set must either be disjoim or one must contain the other. The algorithm computes for every position m, l:9n:52n. an emry MIS [m] that contains the sum of the weights of the intervals in a maximum independent sct when considering all intervals i with rej 9n. Hence. MIS [2n] contains the value of Lhe optimal solution. The MIS-emlies arc compured in a lcft-to-right scan of the encoding a. Assume the scan has JUSt reached position m. If this position corresponds to a left endpoint, then we set MIS[m] to MIS[m-l] . If the position corresponds to a right endpoint., say of imerval i, then we set
It is straightforward to shown that !.his procedure determines a maximum independent set.
We now return to the maximum independent set problem on weighted circle graphs. The algorithm described above immediately leads to an o(min (n 2, d 2 n)) time solution. This 501u-tion is obtained by an implementation of Oavril's algorithm fOal in which for every interval i the value of the maximum independent set formed by interval i and the intervals contained by i is compmed. Let CMlS [i] be this value. Our maximum independent set algoritluns determines the ClvllS-emnes in O(dn) time using a different memod than the one described in [Ga] . Our algorimm computes me emries in a single left-[Q-right scan of the encoding a, wim appropriate book-keeping. Once the CMlS-emrics arc known. the final value of the maximum independem set is obtained in O(n) time by using the algorithm described above for interval graphs.
Assume the left-to-right scan reaches position m of the encoding Ct.. At this poim. the entries CM1S [i] for all imervals i with rei<m have been computed. The entries CMlS [i] We now briefly describe how to modify the algorithm so as to generate also the intervals of a maximum independent set. We associate an initially empty linked list V r with every interval x. l$x::;n. We also add an array U of size n. At termination of the left-to-right scan.
U Ix] is equal to the interval wilh the largest right endpoint in the maximum independent set formed by all intervals contained by x. Whenever interval x is updated and Lhe value of CMIS [x 1 increases. we proceed as follows: If the updating is done in step (2) of procedure CHECK_UPDATE (in which case x=Z), we add the element consisting of the pair (i,u) The sets of points for the first seven decompositions of ex. A minimal antichain decomposition for a . Points (9, 8) , (6,6) and (4,5) form a longest chain .
The canonical decomposition for Fig. 3 . The canonical decomposition of set pur(8,13)}. 
