The general form of Taylor's theorem gives the formula, f = P n + R n , where P n is the Newton's interpolating polynomial, computed with respect to a con uent vector of nodes, and R n is the remainder. When f 0 6 = 0, for each m = 2; : : :; n + 1, we describe a \determinantal interpolation formula", f = P m;n +R m;n , where P m;n is a rational function in x and f itself. These formulas play a dual role in the approximation of f or its inverse. For m = 2, the formula is Taylor's and for m = 3 it gives Halley's iteration function, as well as a Pad e approximant. By applying the formulas to P n , for each m 2, P m;m?1 ; : : :; P m;m+n?2 , is a set of n rational approximations that includes P n , and may provide a better approximation to f, than P n . Thus each Taylor polynomial unfolds into an in nite spectrum of rational approximations. The formulas also give an in nite spectrum of rational inverse approximations, as well as a family of iteration functions for real or complex root nding, more fundamental than the Euler-Schr oder family, or any other family. Given m 2, for each k m, we obtain a k-point iteration function, de ned as the ratio of two determinants that depend on the rst m ? k derivatives, and Toeplitz for k = 1. The order of convergence ranges from m to the limiting ratio of the generalized Fibonacci numbers of order m. By applying these formulas, Hadamard's inequality, Gerschgorin's theorem, and a new lower bound on determinants, we express roots of numbers, e, and , as the limiting ratio of Toeplitz determinants.
1. Introduction. Taylor's theorem is one of the most basic and fundamental theorems of mathematics. The classical Taylor's theorem is the most familiar case. However, the formula can also be written with respect to Newton's interpolating polynomial, corresponding to distinct nodes. These are two extreme cases of the general form of Taylor's theorem, where the nodes are allowed to be \con uent", i.e. divided into distinct groups of identical copies. It is convenient to view the non-con uent case of distinct nodes, also as a special case of con uent nodes, so that with one de nition we cover all cases. In case each group contains the same number, s, of identical copies, the corresponding interpolation problem is known as Hermite interpolation, if s = 2; and hyperosculatory interpolation, if s > 2. In order to write the general case of interpolating polynomial, if a group contains k copies of a node, the interpolating polynomial must have available to it the values of the rst (k ? 1) derivatives at that node. In all cases Taylor's theorem represents a given function as an \interpolating polynomial", and a \remainder term".
The two major applications of Taylor's theorem are in the approximation of a given function, or its inverse. The former approximation is the obvious Taylor polynomial. The latter approximation is achieved, trivially, by rewriting the formula so as to get a linear approximation to the inverse. This in particular gives rise to Newton's method of quadratic convergence rate, as well as its two-point variant, the secant method of sub-quadratic rate. Using Taylor's theorem, one can also trivially obtain an iteration function with cubic rate of convergence, discovered by Euler, Schr oder, and Chebyshev. Moreover, by a relatively simple manipulation of Taylor's theorem one can derive Halley's iteration function, another third order iteration function that with respect to certain criterion, is better than Euler-Schr oder-Chebyshev's. More generally, Taylor's theorem together with two recursive formulas gives rise to in nite families of high order iteration functions that includes the Euler-Schr oder family, as well a fundamental family of iteration functions that includes Halley's function.
In this paper we describe a family of \determinantal interpolation formulas" which includes Taylor's formula, and gives rise to new schemes for approximation of functions, or their inverses.
The new formulas make use of Taylor's theorem and through a sequence of recursive iterations, represent a given function f as a rational function in x and f itself, described in terms of certain determinants. While the determinantal formulas and the recursive formula that generates them are relatively simple, their derivation is indeed tedious and in particular requires the proof of several special determinantal identities. The determinantal formulas play a dual role and can approximate f, when x is known; or approximate x, when f(x) is known. On one hand a single Taylor polynomial unfolds into an in nite set of rational approximations that includes the Taylor polynomial itself. Each such rational approximation is de ned with respect to the exact same information as available to the Taylor polynomial. On the other hand the determinantal formulas give inverse approximation formulas of arbitrary high order, giving rise to a basic family of single and multipoint iteration functions. Each iteration function is de ned as the ratio of two determinants. In case the con uent vector of nodes consists of multiple copies of a single point, the determinants reduce to Toeplitz matrix determinants, i.e. matrices that have identical entries along their diagonals. These iteration functions are ideal for nding real roots of real functions, or complex roots of analytic functions. Other applications of the determinantal formulas include: a rational approximation that gives Halley's method, as well as a Pad e approximant, and determinantal sequences for the approximation of special numbers such as roots of numbers, and the transcendental numbers , and e.
In this section we rst formally state the general form of Taylor's theorem with respect to con uent divided di erences, and summarize its two major applications. In the remaining part of this section we give preliminary de nitions, describe the determinantal formulas, and give explicit summary of their applications. Subsequent sections give: formal description of the formulas; general applications (a rational expansion formula, schemes of approximation for functions, schemes of approximation of inverse functions, algebraic approximations); high order iteration function; determinantal approximation of some special numbers; and the proof of the determinantal formulas.
In order to state Taylor's theorem with con uent divided di erences, as well as its determinantal generalization, it is convenient to give some de nitions.
De nition 1. A vector a = (x 1 ; : : :; x n+1 ) 2 < n+1 is said to be an admissible vector of nodes if whenever x i = x j , i j, then, x i = x i+1 = = x j . If the number of distinct x i 's is k, we shall say a is k-point admissible. In the special case of k = 1, we identify a with the common value, x 1 . We shall say a is monotonic k-point, if it is a k-point admissible vector of the type a = (x 1 ; : : :; x 1 ; x 2 ; : : :; x k ), where x i 6 = x j , if i 6 = j.
The index k is to be interpreted as the number of input variables in the formulas describing Taylor's theorem with con uent divided di erences, or in the determinantal formulas.
De nition 2. Let m 2 be a given natural number, and n (m ? 1) . Assume that f is (n + 1)-times continuously di erentiable on an interval I = ( ; ). Let a = (x 1 ; : : :; x n+1 ) be an admissible vector of nodes with x i 2 I. Let 
:
In case the interpolating points are distinct, f ij is the usual divided di erence f x i ; : : :; x j ]. We have chosen to index the interpolating points from 1 to (n+1), as opposed to the usual 0 through n. As we shall see, the divided di erence f ij will appear as a bona de ij-entry of a matrix of divided di erences. Theorem 1. (Taylor's Theorem with Con uent Divided Di erences) Assume that f is (n + 1)-times continuously di erentiable on an interval I = ( ; ). Given x 2 I, for any admissible vector of nodes a = (x 1 ; : : :; x n+1 ) with x i 2 I x , x i 6 = x x n+2 , we have f(x) = P n (x; a) + R n (x; a); (i) where P n (x; a) is the interpolating polynomial given by P n (x; a) = f( 
is the remainder term, where is a number that lies in the smallest interval containing x 1 ; : : :; x n+1 , and x, denoted by Span(a; x). In the special case where a is one-point we get Corollary 1. (Classical Taylor's Theorem) Assume that f is (n+1)-times continuously di erentiable on an interval I = ( ; ). Let a be in I. For any x 2 I we have, f(x) = P n (x; a)+R n (x; a), where P n (x; a) = f(a) + f 0 (a)(x ? a) + + f (n) (a) n! (x ? a) n ; R n (x; a) = f (n+1) ( ) (n + 1)! (x ? a) n+1 ; with 2 Span(a; x). Equivalently, if f 0 (x) 6 = 0, there exists a subinterval I x of I such that for any a 2 I x , a 6 = x, we have x = f ?1 (y) = Q n (x; y; a) + n (x; y; a), where y = f(x), Q n (x; y; a) = a + (y ? f(a)) f 0 (a) ?
To prove Theorem 1, one rst considers the case of distinct nodes, and establishes by induction the identity f(x) = f(x 1 ) + P n+1 i=1 f 1;i+1 Q i l=1 (x ? x l ), credited to Newton, see e.g. Hildebrand 25] . Then, assuming again that the nodes are distinct, one proves f ij = f (j?i) ( ij )=(j ? i)!, where ij lies in Span(x i ; : : :; x j ). On one hand, this gives the error formula for R n , for the case of distinct nodes. On the other hand, using the continuity of f (j?i) (x), it establishes the fact that f ij converges to f (j?i) =(j ? i)!(x i ), as x i+1 ; : : :; x j converge to x i . This justi es the de nition of divided di erences under complete or partial con uence. Once the proof of the rst part of Theorem 1 is established, the inverse form of the theorem is obtained from a straightforward manipulation. For an alternative description of the con uent divided di erences see Traub 42] , Remark 1. It is important to note that in the case of distinct nodes, the identity f(x) = f(x 1 )+ P n+1 i=1 f 1;i+1 Q i l=1 (x ? x l ), holds over more general elds than the eld of reals. For instance it holds for analytic functions over the complex eld. It also holds for polynomials over any eld of characteristic zero. What turns this identity into a signi cant tool in approximation, is the replacement of the con uent divided di erences with equivalent forms, as well as an equivalent form for the divided di erence f 1;n+2 , appearing in the error term. Consider the case where the admissible vector is a = (z 1 ; : : :; z n+1 ), with complex components taken from the domain of an analytic function f(z). Again one can de ne f z i ; z i ] = f 0 (z i ), f z i ; z i ; z i ] = f 00 (z i )=2, and so on.
In the case of complete con uence, or the general case we have
respectively, where ? is a contour enclosing z and the nodes, with f(z) analytic inside the contour, and continuous on it. For these formulas, see Ahlfors 2] , and Baker and Graves-Morris 5] (Hermite's formula), respectively. These formulas can be used to give estimate of the error in approximation by the Taylor polynomial (see 2]). Although we shall only speak of the case of real-valued functions de ned on an interval, our determinantal formulas hold in more generality. In particular the iteration functions to be developed can be used for the approximation of complex roots of analytic functions. Convention 1. As is customary, we shall denote P n (x; a) by P n (x), and R n (x; a) by R n (x).
However, it is in fact the interchange of the role of x and a in the equivalent inverse form that results in iteration functions such as Newton's, Halley's, and more generally an in nite family of iteration functions.
In order to evaluate P n (x) at a given x, one would proceed to form a table of con uent divided di erences analogous to the case of distinct nodes, see e.g. 25], 14], 3]. Once the divided differences are computed, the e cient evaluation of the polynomial is as follows: Let n = f 1;n+1 . For i = n?1; : : :; 0, compute i = f 1;i+1 + i+1 (x?x i+1 ). Then, 0 = P n (x). In particular in the special case of a = 0, the above scheme reduces to the well known Horner's method. A polynomial of degree n is characterized and represented by a given admissible vector a = (x 1 ; : : :; x n+1 ).
Even when x i 's are selected from a speci c set of small cardinality, Theorem 1 implies that one obtains a combinatorially large number of representations of a given polynomial. For instance if the nodes are selected from f?1; 0; 1g, a polynomial of degree 4 can be represented in 21 di erent ways.
Two fundamental applications of Theorem 1 are in the approximation of f and it inverse. The rst part of Theorem 1 trivially gives rise to a formula for the approximation of f(x), given an admissible vector a, and the function values at x i 's:
The equivalent inverse form of Theorem 1, in case f 0 (x) is nonzero, allows the interchange of the role of x, and the admissible vector a, and gives a formula for the approximation of x, given y = f(x): x n (a) Q n Q 1 (x; y; a); y; a : (1:2) Note that 1 (a) = Q 1 (x; y; a). The function n (a) also gives rise to a xed-point iterative method for the approximation of x: given a k-point monotonic vector a 2 < n+1 , the fixed-point iteration is de ned as the substitution a = (x 1 ; : : :; x 1 ; x 2 ; : : :; x k ) ? ( n (a); : : :; n (a); x 1 ; : : :; x k?1 ) 2 < n+1 : (1:3) Assuming that x = is a root of f(x), setting n = 1 in (1:2), one obtains 1 (x 1 ) = x 1 ? f(x 1 ) f 0 (x 1 ) ; 1 (a) = x 1 ? f(x 1 ) f 12 ;
i.e., the iteration functions of the classical Newton's method, and its two-point variation, the secant method. From Theorem 1 one can immediately conclude that if f 0 ( ) 6 = 0, then there exists a neighborhood I of such that for any a (0) = (x
1 ; x
2 ) with x (0) i 2 I , the sequence of xed-point iterates f 1 (a (t) )g 1 t=0 is well-de ned, and it converges to satisfying
In particular, the above implies the quadratic rate of convergence of Newton's method, and also gives the corresponding asymptotic error constant. For the secant method it only gives partial information (see De nition 3). Subsequently, this partial information can be used to derive a precise statement on the order of convergence, and the corresponding asymptotic error constant. Setting n = 2 in (1:2), again with x = a root of f, we get 2 (a) = Q 2 ( 1 (a); 0; a). = 0:
The above implies that both the one-point and the monotonic two-point iteration functions corresponding to 2 have super-quadratic rate of convergence, hence better rate than Newton's method. Also the three-point iteration function corresponding to 2 has a better rate of convergence than the secant method. In fact 2 (x 1 ) has cubic rate of convergence. It is the second member of the family of Euler-Schr oder iteration functions, fE m g 1 m=2 , where E m has order of convergence equal to m, and E 2 is Newton's. For the history of this family, as well as di erent schemes for its generates, see Traub 42] , Henrici 24] , Householder 26 ], Shub and Smale 38] . In fact this family can also be generated from Taylor's theorem, via a simple recursive formula that was derived in Kalantari et al. 29] . Although the formula was described for f a polynomial of degree n, it is applicable to general smooth functions. We describe this simple formula next. For its validity, its generality, how it may be used to generate many other sequences of iteration functions, and its usage in deriving the asymptotic error constant of the Euler-Schr oder family, where (m) i is a rational function in x 1 . Since E 2 (x 1 ) is Newton's, from the classical Taylor's theorem, (2) i = f (i) =i!f 0 . From Corollary 1, we also have ?f(x 1 ) = P n i=1 (f (i) (x 1 )=i!)( ? x 1 ) i . The rst part of the above de nition is the usual order of convergence de ned in textbooks. The super-1 order is the usual superlinear convergence. The sub-order is a useful de nition with respect to the analysis of multipoint iteration functions. Form the previous analysis it follows that the iteration function corresponding to the secant method, 1 (a), has sub-order (1; 1), while 2 (a) has sub-order super-(1; 1). The conversion of sub-order of convergence into a statement on the order of convergence, is a nontrivial task. In fact even in the case of secant method, the order of convergence is seldom derived rigorously in the numerical analysis textbooks. Ostrowski 34] gives a complete proof for the secant method (page 95). However, his proof makes use of the speci c way in which the iterates are de ned, and the mean-value theorem. A theorem of Traub 42] (Theorem 3-3, page 56) substantially simpli es the analysis of the rate of convergence of the secant method, and more generally multipoint iteration methods based on hyperosculatory interpolating polynomials. In case = 1, we can apply Traub's theorem to derive the order of convergence. However, for > 1, one needs to prove new results. In Section 4 we state a result (Theorem 5) that generalizes Traub's theorem. The proof which requires results from the theory of di erence equations and the analysis of roots of characteristic polynomials, appears as a separate paper in 30].
Preliminary De nitions and Summary of Results. In this subsection we describe
the determinantal formulas and their applications. The description of these formulas require the de nition of the matrix of divided di erences and some of its submatrices. The reader needs to become familiarized with these submatrices. To facilitate this, we will at times explicitly express these submatrices.
De nition 4. (Matrix of Divided Di erences) Let m 2 be a given natural number, and n (m?1). Assume that f is (n+1)-times continuously di erentiable on an interval I = ( ; ). Let a = (x 1 ; : : :; x n+1 ) be an admissible vector of nodes with x i 2 I. Let x be in I, x 6 = x i , i = 1; : : :; n + 1. Set x n+2 = x, y = f(x). By the matrix of divided di erences at x we shall refer to the following (m ? 1) (n + 2) matrix n+1 (y; a n+2 ); (1:17) but such that the determinant is computed after the following substitutions are applied:
rst is a straightforward application of Theorem 1. The second form of the error determinant represents u n+2 in terms of the divided di erences at x 1 ; : : :; x n+1 , and a single unknown , appearing in the error term R n (x) of Taylor polynomial (Theorem 1). Then, it employs a backward recursion using the con uent divided di erences f i+1;n+2 = f i;n+2 (x ? x i ) + f i;n+1 :
We are now ready to describe the determinantal formulas and give explicit summary of the results. Given that f 0 (x) 6 = 0, for each m = 2; : : :; n + 1, we prove the following determinantal The last term denoted by R m;n (x; y; a), will be the \error term". Its removal form the formula results in a function denoted by P m;n (x; y; a), a rational function in x and f(x). Writing the above formula in terms of x, we get a determinantal inverse formula Its last term denoted by m;n (x; y; a) is the \inverse error term". Its removal from the inverse determinantal formula gives a rational inverse approximation formula, denoted by Q m;n (x; y; a).
For m = 2, the formulas coincide with the general Taylor's theorem and its inverse form given in Theorem 1. For m = 3, and when a is one-point, we get the formula
The function (m) n;n+m?2 (x) coincides with the ordinary interpolating polynomial P n (x). While these approximations use the same information as available to P n (x), they may give better approximation to f(x) than P n (x) itself. Of particular interest are the family of approximations m presented in this paper, is based on a simple recursive formula that utilizes Theorem 1, but requires the derivation of many determinantal identities.
(III): Determinantal approximation of numbers: In particular, we will use the determinantal formulas, Hadamard inequality, and a new lower bound on determinants derived in 31], in order to describe special numbers such as roots of numbers, and the numbers and e, as the limiting ratio of the consecutive terms of a sequence of Toeplitz matrix determinants of increasing dimensions.
In Section 2, we describe the determinantal formulas through two main theorems. In Section 3, we describe general applications of the determinantal formulas. In Section 4, we describe the application of the formulas in deriving iteration functions. In Section 5, we use the formulas to arrive at determinantal sequences convergent to roots of numbers, the number , and e x . Finally, in Section 6, we prove the main theorems.
2. Determinantal Interpolation Formulas. In this section we formally state two equivalent theorems and their one-point corollaries that give determinantal generalization of the classical Taylor's theorem, and are of particular interest in subsequent sections. The nontrivial proof of the theorems will be postponed to the nal section of the paper, Section 6. In particular if f(x) = P n (x), then for any j m + n ? 2, we have P n (x) = P m;j (x; P n (x); a): In particular if f(x) = P n (x), then for any j m + n ? 2, we have x = Q m;j (x; P n (x); a):
Note that P 2;n (x; y; a) = P n (x), so that Theorem 2 implies Theorem 1, given that f 0 (x) 6 = 0. If f(x) is a polynomial of degree n, since it is in nitely di erentiable, for each m 2, Theorem 2, associates n determinantal formulas P m;j (x; P n (x); a), j = m ? In particular if f(x) = P n (x), then for any j m + n ? 2, we have x = Q m;j (x; P n (x); a):
The following theorem is an equivalent formulation of Theorem 2 and gives rise to in nite families of single and multipoint iteration functions for root-nding. For polynomials, the one-point Basic Family B (1) m was derived algebraically in 29], but without the explicit formula for (m) i . From the point of view of iteration functions it is enough to obtain a closed formula for (m) m ( ), the asymptotic error constant. The formula for B (k) m to be derived in the present paper generalizes the previously given one-point formula, while also describing an explicit formula for (m) i , for polynomials or general smooth functions. Moreover, this explicit formula gives the determinantal interpolation formulas stated in Theorem 2. The explicit formula for (m) i also allows the de nition of \corrected" versions of B (k) m , analogous to those of corrected Newton and secant methods discussed in the previous section. In the next two sections we describe applications of the determinantal formulas.
3. General Applications of Determinantal Formulas. In this section we make use of Theorems 2 and 3 to describe schemes for the approximation of a given function or its inverse.
3.1. A Rational Expansion Formula. Consider the determinantal formula f = P m;n +R m;n .
For m = 2, this formula gives Taylor's theorem (with con uent divided di erences). For m = 3, we can convert the formula into a formula purely in terms of f(x), i.e. f(x) = H n (x; a)+E n (x; a), where H n (x; a) is a rational function, and E n (x; a) is the error term. This expansion gives an alternate approximation to Taylor expansion, and its inverse form x = Q 3;2 (x; 0; a)+ 3;2 (x; 0; a), gives rise to the famous Halley's iteration function. Also, H 2 (x; a) gives a Pad e approximant. To derive H n (x; a), let us consider the case where a is one-point. Note that i ? 2 i! : Let us compare H n (x; 0) with the ordinary Taylor polynomial, P n (x) = 1 + x + : : : + x n =n!, R n (x) = e =(n + 1)!]x n+1 . It is easy to verify that for x 2 0; 0:5], H 2 (x; 0) = (2 + x)=(2 ? x) is a better approximation than P 2 (x), i.e. jE 2 (x; 0)j jR 2 (x)j. Also, for n 3, for all x 2 0; 2 ? (n + 1)=(n + 2)], we have jE n (x; 0)j jP n?1 (x)j.
More generally, for m 3, to solve the determinantal interpolation formula purely in f(x), requires the computation of roots of a polynomial of degree (m ? 2). The case of m = 4 can be solved explicitly via a quadratic formula, giving two solution. The cases of m = 5; 6 can also be solved explicitly using well known but more di cult formulas. Aside from the unsolvability of polynomial equations of degree greater than four (via formulas in radicals), for m 4, one does not obtain a rational approximation to f(x). Rather than trying to express the formulas purely in terms of f(x), we can give direct rational approximations using the ordinary approximation, P n (x). This is described next.
An
In nite Spectrum of Rational Approximation Formulas. Having computed P n (x), the Taylor polynomial corresponding to a given function f(x), for each m 2, we associate a spectrum of n rational approximations, i.e.
f(x) (m) n;j (x) P m;j (x; P n (x); a); j = m ? 1; : : :; (m + n ? 2):
These approximations give rise to the following in nite table whose last column entries coincide with P n (x). We shall refer to this table as the P n -table of rational approximations. n;1 (x) (2) n;2 (x) (2) n;3 (x)
: : :
n;2 (x) (3) n;3 (x) (3) n;4 (x)
n;n+1 (x) . . . We see that (m) m?1;m?1 (1), m = 3 ? 7, consistently gives a better approximation to e, than P m?1 (1) . The veri cation of this fact for all m is nontrivial and will not be done here. However, in Section 4 (Theorem 9), we will prove that for each x 2 0; 1=8], (m) m?1;m?1 (x) converges to e x . Thus, e itself can be approximated by (m) m?1;m?1 (1=8) 8 .
In general, given an arbitrary function f, by considering the error inequality, (3:5), we may be able to determine if for a given x, (m) n;j (x) provides a better approximation than P n (x). does not depend on x. By itself it gives rise to an iterative method (see Section 4). It also gives rise to a spectrum of inverse approximations. For each given pair (m; n), m 2 we associate a spectrum of n approximations, i.e. 
An In nite
n;1 (x) (2) n;2 (x) (2) n;3 (x)
: : : (2) n;n (x) 3 (3) n;2 (x) (3) n;3 (x) (3) n;4 (x) : : : (3) n;n+1 (x) In Section 4 (Theorem 7), we will prove that the sequence fQ m;m?1 g 1 m=2 converges to p . Of course, to approximate roots one may x m, and use an iterative scheme, while repeatedly updating a (Section 4). However, it is interesting that we can generate a convergent determinantal sequence, while a remains xed. Such non-iterative scheme is necessary when the number being approximated is a transcendental number such as . According to the next example, we can also approximated via a determinantal sequence. In Section 4 (Theorem 8), we will prove that the sequence fQ m;m?1 g 1 m=2 converges to =6.
Algebraic Approximation Formulas. We close this section by pointing out that there
is yet another type of approximation. For a given x, we can take as an approximation of f(x), any solution of the equation = P m;n (x; ; a): (3:10) From Theorem 2 it follows that if n = m + ? 2, then the Taylor polynomial P (x; a) is an algebraic solution. Analogously, given f(x), we can take as an approximation to x any solution of the equation X = Q m;n (X; f(x); a): (3:11) Algebraic approximations are polynomial root-nding problem. One possible way to approximate the desired roots is to start with a good initial approximation k to f(x), and iteratively compute the next iterate as k+1 = P m;n (x; k ; a): (3:12) Analogously, given an initial approximation X k to f ?1 (x), set X k+1 = Q m;n (X k ; f(x); a). The best root of the above equation is 3 = 1 + p 3 2:732: In Section 4 (Theorem 9), we will prove that for x 2 0; 1=8], the sequence fP m;m?1 (x; e x ; 0)g 1 m=2 converges to e x . This implies that for such x, the algebraic solutions also should converge to e x . In general however, it is not easy to verify that an algebraic approximation is even a real number. In what follows we shall summarize some work related to the family of iteration function, B (k) m . Speci c members such as Halley's method have been rediscovered many times. Frame 17] , derived a family based on continued fractions whose second and third order agree with B (1) 2 and B (1) 3 (Newton's and Halley's), but its forth order method does not coincide with B (1) 4 . Using continued fractions, Yeyios 45 ] derived a family of iteration functions for the approximation of square roots. In 28], using a very simple algebraic scheme, a family of iteration functions were derived for square roots (as well as cube roots) which coincides with that of Yeyios, and by virtue of a uniqueness theorem proved in 29], must also coincide with B (1) m , corresponding to f(x) = x 2 ? (f(x) = x 3 ? ). It was known that Halley's function can also be obtained by applying Newton's method to the function p= p p 0 , see Bateman 6] , as well as Brown 12] , and Alefeld 1]. Gerlach 19] gives a generalization of this approach and for m = 2; 3; : : :, inductively de nes an iteration function G m (x) of order m. Although for i = 2; 3; 4, G i coincides with B the one-point family, fB (1) m g 1 m=2 , was derived by Traub 43] (page 130) as a special case of parameterized family of iteration function for polynomials, with the parameter value equal zero. Traub's motivation is to nd high order iterative methods, which for large enough value of the parameter, converge globally to the dominant root of polynomials, assuming its uniqueness. The independent derivation of this family, called the Basic Family, in Kalantari et al. 29] is based on an algebraic approach that rst establishes its existence, then uses this to derive a determinantal formula for the iteration functions, as well as a precise determinantal formula for its asymptotic error constant. Also, in 29] it is shown that the iteration functions as well as the asymptotic error constants are valid for more general functions than polynomials. The algebraic approach of 29] reveals certain minimal properties on the general member of the Basic Family. Theorem 3 describes a more general development of the Basic Family, and its multipoint version. Even for k = 1, the expansion formula for B In particular, one can de ne a corrected Halley method with supercubic rate of convergence.
5. Determinantal Approximation of Roots of Numbers, , and e x . In this section we derive determinantal sequences convergent to some special numbers. We consider the case of root of numbers, the number , and the function e x for x 2 0; 1=8]. In our rst example we consider the case of square roots. The more general r-th root problem can be handled along similar analysis and will not be considered in this paper. The aim of this section is to show the convergence properties of the determinantal formulas in approximation of numbers, rather than claiming that the speci c sequences are ideal, or even practical for these special numbers. Using the determinantal formulas one can derive other convergent sequences, but this will not be considered in the present paper. In establishing the convergence results we utilize the following theorem, a theorem which is of independent interest and is proved separately. In fact we claim that the norm of the last column, u m+1 , is also bounded by the same number. Note that by using the same bounding approach, ku m+1 k p e( 1 6. Proof of Main Theorems. In this section we prove the main theorems, Theorem 2 and Theorem 3. We rst prove their equivalence. We then prove Theorem 3 by deriving the determinantal formula corresponding to B (k) m , via a recursive formula. Although the recursive formula is simple, its validity, and the derivation of the determinantal formula is tedious. In particular it requires the validity of some determinantal identities. In 29] it was shown that given a polynomial p(x) of degree n, there exists a unique (one-point) iteration function that can be written as + P m+n?2 i=m (m) i (x)( ? x) i , with each (m) i (x) a rational function, well-de ned at all simple roots of p(x). Without explicitly deriving (m) i , in 29] the determinantal formula for this unique function, B (1) m , was derived algebraically. By virtue of uniqueness, in 29] it was argued that a one-point version of the recursive formula must necessarily produce the Basic Family, B (1) m , m 2. Ironically, while the algebraic approach used in 29] does not appear to be generalizable to the case of arbitrary di erentiable function, and the more general case of interpolation considered in the present paper, the recursive approach is tediously applicable, requiring several technical lemmas.
We rst need to de ne some matrices. The matrices are all submatrices of the matrix F, corresponding to two consecutive m's, with y = f(x) = 0. Their explicit forms facilitates the long proof. Let m 2 be a natural number, and n (m ? 1) . Assume that f is (n + 1)-times continuously di erentiable in a neighborhood I of a simple root . Let a = (x 1 ; : : :; x n+1 ) be an admissible vector of nodes with x i 2 I, x i 6 = , i = 1; : : :; n + 1. Set x n+2 = . For each i = 2; : : :; n + 2, and each j = i; : : :; n + 2, let f ij be the con uent divided di erence (see De nition 2). The superscript used below will denote the corresponding matrix dimensions. i (y; a m ), respectively, evaluated at y = 0. For simplicity of notation we have suppressed the argument to these functions. We have chosen to represent these matrices with more detail and at di erent dimensions. This is done to facilitate the proofs. In fact in the course of proofs, it is more convenient to write some of these matrices at two consecutive dimensions, m ? 1, and m, but we will avoid this. Proof. From Lemma 1 it follows that Theorem 3 implies Theorem 2. Conversely, Theorem 2 implies Theorem 3, since for a given x, we can replace f with g(z) = f(z) ? f(x). 2
What follows from here on is toward the proof of Theorem 3. However, we will need to prove four lemmas before the proof of Theorem 3 can begin. These lemmas consist of some determinantal identities. The rst one is determinantal identity reminiscent of Sylvester's theorem (see 5]), but not equivalent to that theorem. (ii)
Proof. We prove the lemma by induction on k. For k = 2 the identity (i) can easily be veri ed by direct computation of the determinants. Assume that k 3, and (ii) is true for k ? 1. We prove that (ii) is true for k. Using last column of A as the pivot column and adding scalar multiples of it to other columns of the matrices appearing in the left hand side of (ii), we can reduce each matrix in (ii) into a matrix whose last row has a single nonzero, namely a k;k?2 .
Then by expanding the determinants along the last row, the left hand side of (ii) reduces to Proof. The proof of the lemma uses the special format of the matrices and the fact that f ii 6 = 0, as opposed to speci c entries. We will prove it by induction. For m = 2 it is trivially satis ed. 
i ? (2) i ?
1 f 2;i+1 ; i = 2; : : :; n + 1: We can easily verify that u (2) i = (1 ? f 12 )D (2) i f 12 ; i = 2; : : :; n + 1:
Multiplying (6:6) by ? Concluding Remarks. In this paper we have developed determinantal formulas, f = P m;n + R m;n , and x = Q m;n + m;n , generalizing Taylor's theorem with con uent divided di erences. Although, these formulas were primarily considered for the case of real functions de ned on an interval, they are also valid for analytic functions over the complex plane. For polynomials, they are valid over any eld of characteristic zero. We used these formulas to describe several schemes for the approximation of functions, or their inverses. These include the basic applications of Taylor's theorem and Newton's method. On one hand, while the Taylor polynomial provides a single approximation to a given function, via the determinantal formulas it unfolds into an in nite set of rational approximations,
n;j , that includes P n itself (see P n - Table, Table 1 ). On the other hand, even the particular family, (m) m?1;m?1 , viewed as a sequence in m, provides determinantal approximation to functions. This approach was used to approximate e x . For the case of distinct nodes, the evaluation of (m) m?1;m?1 (or its inverse analogue Q m;m?1 ) can be done e ciently, in O(m 2 ) arithmetic operations, which is the same as the number of operations needed to compute Newton's interpolating polynomial P m?1 . In case P m?1 is the classic one-point Taylor polynomial, the determinants in the corresponding Table, Table 3 ). Thirdly, for xed m, Q m;m?1 gives rise to m di erent k-point iteration functions, B (k) m . Using Q m;m?1 as a sequence, we derived determinantal sequences converging to square roots, and the number . For , we could take f(x) = tan ?1 (x), or other computationally more feasible trigonometric expansions used for approximation to great many digits (e.g. see Beckmann 7] ). However, the proof of convergence of the corresponding determinantal sequence becomes a challenging and interesting problem in itself. Kalantari et al. 29] for a simple recursive formula that generates this family); or those based on continued fractions (see Frame 17] for a special application of continued fractions, and Jones and Thron 27] and Brezinski 10] for general theory and history of continued fraction). Despite the fact that there are good practical and theoretical methods for nding all roots of polynomials, e.g. see the recent paper by Pan 35] , there is no reason to believe that one cannot improve upon these algorithms. In particular, it is natural to expect practical applications of the family B (k) m , even in polynomial root-nding. An interesting problem regarding the B (k) m family is to investigate regions of fast convergence for polynomial root-nding, analogous to the case of Newton's method, derived by Smale 39] .
Many interesting theoretical and practical problems regarding the determinantal formulas remain to be further researched. Hopefully, the present results o er su cient evidence to the importance of the new formulas.
