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Abstract
A rigorous and complete solution of the initial-boundary-value
(Goursat) problem for second harmonic generation (and its matrix
analog) on the semi-strip is given in terms of the Weyl functions. A
wide class of the explicit solutions and their Weyl functions is obtained
also.
1 Introduction
The second harmonic generation [9] is one of the simplest nonlinear interac-
tions and can be presented in the form
∂
∂x
u1 = −2u1u2, ∂
∂t
u2 = u
2
1, (1.1)
where u1 is complex conjugate to u1. Second harmonic generation (SHG)
(1.1) is essential in the study of impulse propagation. The results related
to the case of a purely amplitude-modulated fundamental wave go back to
Liouville [19, 3, 37]. The SHG integrability was proved and Lax pair was
constructed in [12]. In spite of many important results (see [2, 14, 16, 37]
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and references therein) SHG has remained unsolved. One the reasons for
this situation is connected with the continuously interacting nature of SHG
[15]. The case of the Goursat problem for small and intermediate values of x
and t have been treated in [15], and it is this paper that attracted our atten-
tion to the SHG. It is well-known that initial-boundary value problems for
the integrable nonlinear equations are both important and difficult. Several
interesting approaches have been suggested and various results have been
obtained (see, for instance, [4, 7, 11, 13, 15, 17, 18, 23, 36]). Here we give a
complete solution of the initial-boundary-value (Goursat) problem for SHG
(and its matrix analog) on the semi-strip using approach that was devel-
oped in [32, 33, 34] (see also [24]). This approach consists from two stages:
description of the evolution of the Weyl function in terms of the Mo¨bius
transformation and solution of the inverse problem - reconstruction of the
potential by the Weyl function.
To study explicit solutions we apply to SHG a version of the binary
iterated Ba¨cklund-Darboux transformation called GBDT in the terminology
of [28]. Ba¨cklund transformation is a well-known and fruitful approach in the
nonlinear equations and spectral theory (see, for instance, [1, 20, 21, 22, 39]).
Ba¨cklund transformations and construction of some self-similar solutions for
SHG have been studied in [16, 38, 40]. GBDT have been initially developed
in [25, 26] (see [10, 28, 30, 31] and references therein for various applications)
and provides algebraic representation of the Darboux matrix in the form of
the transform matrix from the system theory, which proves useful in the
study of the explicit SHG solutions.
Some preliminary results and definitions that make the paper self-contained
to a certain degree are given in Section 2. Section 3 is dedicated to the solu-
tion of the Goursat problem on the semi-strip. GBDT for SHG is constructed
in Section 4. A wide class of the explicit solutions and their Weyl functions
is obtained in Section 5.
We denote by R, C, and C+ the real axis, complex plane, and open upper
half-plane, respectively. Matrix β∗ is adjoint to β, matrix diag {a1, a2, . . .} is
a diagonal matrix with the entries a1, a2, . . . on the main diagonal, σ means
spectrum, and Im denotes m×m identity matrix (IG is identity operator in
the Hilbert space G).
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2 Preliminaries
2.1. We shall use the zero curvature representation of our nonlinear equation:
Gt(x, t, z)− Fx(x, t, z) + [G(x, t, z), F (x, t, z)] = 0, (2.1)
where Gt =
∂
∂t
G, [G,F ] = GF − FG (see [6] on this representation, its
connections with Lax pairs, references, and historical remarks). Equation
(2.1) is the compatibility condition of the auxiliary systems wx = Gw and
wt = Fw. Consider the case of the auxiliary systems
∂
∂x
w(x, t, z) = G(x, t, z)w(x, t, z), G(x, t, z) = i
(
zj + jV (x, t)
)
, (2.2)
∂
∂t
w(x, t, z) = F (x, t, z)w(x, t, z), F (x, t, z) =
i
z
jH(x, t), (2.3)
where j, V , and H are 2m× 2m matrix functions,
j =
[
Im 0
0 −Im
]
, V =
[
0 v
v∗ 0
]
, H(x, t) ≥ 0. (2.4)
Here system (2.2) is the well-known so called Dirac type, AKNS or ZS system,
system (2.3) is the well-known canonical system, and compatibility condition
(zero curvature) equation (2.1) is equivalent to the system
Hx(x, t) = i(V (x, t)jH(x, t)−H(x, t)jV (x, t)), ivt(x, t) = 2
(
H(x, t)
)
12
,
(2.5)
where
(
H
)
kl
are m×m blocks of H .
The case
m = 1, H(x, t) = β(x, t)∗β(x, t), β(x, t) = [u1(x, t) u1(x, t)] (2.6)
is of special interest. Notice that when m = 1, rank H ≤ 1, and HjH ≡ 0,
then representation (2.6) follows automatically. In this case putting v =
−2iu2 we see that auxiliary systems (2.2) and (2.3) coincide with the auxiliary
systems in [12]. If u1 is continuously differentiable in x, then system (2.5)
is equivalent to SHG (1.1). Indeed, the equivalence of the second equations
in (1.1) and (2.5) is immediate. Consider the first equation in (2.5). As
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H = β∗β and βjβ∗ = 0, so the equality Hxjβ
∗ = β∗βxjβ
∗ follows. Therefore
according to (2.5) we have β∗βxjβ
∗ = −iβ∗βjV jβ∗, i.e., βxjβ∗ = −iβjV jβ∗.
Hence, using once more βjβ∗ = 0 (and supposing β 6= 0), we obtain βx =
−iβjV + fβ. Now, taking into account the last relation in (2.6) we see that
f = f , and thus Hx = (β
∗β)x = i(V jH − HjV ) + 2fH . Compare this
equality with (2.5) to derive f = 0. In other words we have βx = −iβjV ,
which is equivalent to (u1)x = −2u1u2, and vice versa βx = −iβjV yields
the first equation in (2.5).
2.2. Consider now the 2m× 2m fundamental solution of the Dirac type
auxiliary system with a fixed t:
d
dx
W (x, z) = i
(
zj + jV (x)
)
W (x, z), W (0, z) = I2m, (2.7)
where 0 ≤ x <∞ and V is locally summable.
Definition 2.1 A holomorphic function ϕ such that∫ ∞
0
[
Im iϕ(z)
∗
]
KW (x, z)∗W (x, z)K∗
[
Im
−iϕ(z)
]
dx <∞, (2.8)
where z ∈ C+ and
K :=
1√
2
[
Im −Im
Im Im
]
, K∗ = K−1, (2.9)
is called a Weyl function of system (2.7) on [0, ∞).
Weyl functions called also Weyl-Titchmarsh or m-functions are widely used
in the spectral theory. For the case of system (2.7) Weyl function admits
Herglotz representation
ϕ(z) = µz + ν +
∫ ∞
−∞
(
1
s− z −
s
1 + s2
)dτ(s),
where µ ≥ 0, ν = ν∗ and τ is a nondecreasing m × m distribution matrix
function. Matrix function τ proves the spectral function of the selfadjoint
operator Qf := ( − ij d
dx
− V (x))f defined on the proper domain. We shall
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need some results on system (2.7) and its Weyl functions from [29] (see also
[10] for rational Weyl functions and corresponding explicit formulas). Put
W(z) =W(l, z) := KW (l, z)∗, W(z) =: {Wkp(z)}2k,p=1, (2.10)
whereWkp are the m×m blocks ofW. Denote by N (V, l) or simply by N (l)
the set of Mo¨bius (linear fractional) transformations
ϕ(z, l,P) = i(W11(z)P1(z) +W12(z)P2(z))(W21(z)P1(z) +W22(z)P2(z))−1,
(2.11)
where the pairs P1 and P2 are taken from the often used parameter set of
non-singular pairs of meromorphic m×m matrix functions with property-j,
that is the pairs with the properties
P1(z)∗P1(z) + P2(z)∗P2(z) > 0, P1(z)∗P1(z)−P2(z)∗P2(z) ≥ 0. (2.12)
Taking into account formula (1.4) in [29] one can see that up to a scalar
constant N (l) here coincides with N (l) in [29]. From (2.12) it follows that
det(W21(z)P1(z) +W22(z)P2(z)) 6= 0 and that
i(ϕ(z, l,P)∗ − ϕ(z, l,P)) > 0 (z ∈ C+). (2.13)
(see inequalities (2.18), (2.19) [29]). Moreover the unique Weyl function ϕ(z)
exists and is given by the relations
ϕ(z) =
⋂
l<∞
N (l) = lim
lk→∞
ϕ(z, lk) (2.14)
for any sequence ϕk(z) = ϕ(z, lk) ∈ N (lk). (The first equality in (2.14)
follows from Proposition 5.2 [29] and the second follows from the proof of
Theorem 2.7 [29].) Finally when V is locally bounded matrix function, then
Theorem 5.4 and Remark 5.6 in [29] give a well-defined procedure to recover
V by ϕ that we shall adduce below. It is easy to see that (ζ+iη)−2ϕ(ζ+iη) ∈
L2m×m(−∞, ∞). Introduce a family of bounded and boundedly invertible
operators S(l) > 0 (0 < l <∞), where S(l) of the form
S(l) =
d
dx
∫ l
0
s(x− t) · dt, s(x) = −s(−x)∗ (2.15)
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acts on L2m(0, l), and the kernel matrix function s(x) is defined via the Fourier
transform
s(x) =
(
d
dx
i
2pi
eηx
∫ ∞
−∞
e−iζx(ζ + iη)−2ϕ(ζ + iη)dζ
)∗
, η > 0. (2.16)
Introduce further m× 2m matrix function γ by the relation
γ(x) =
1√
2
(
[−Im Im]−
∫ x
0
(s′(t))∗S(x)−1[s(t) Im]dt
)
, (2.17)
where operator S−1 is acting on [s(t) Im] columnwise. Now potential v (and
thus V ) is recovered by the equality
v(x) = 2iχx(2x)Jγ(2x)
∗
(
J =
[
0 Im
Im 0
])
. (2.18)
Here m× 2m matrix function χ is uniquely and easily obtained via γ by the
properties
χ(0) =
1√
2
[Im Im], χx(x)Jχ(x)
∗ ≡ 0, χ(x)Jγ(x)∗ ≡ 0. (2.19)
One can recover the potential of system (2.7) in a more traditional way - via
spectral function, but the direct recovery via Weyl function is a more general
method that is applicable also in the case of the skew-self-adjoint analog of
(2.7) as in [24]. Procedure (2.15)-(2.19) is closely related to the study of the
high energy asymptotics of the Weyl functions in [5, 8, 35] as well.
2.3. Suppose now that matrix functions G(x, t, z) and F (x, t, z) given
in (2.2) and (2.3) are continuously differentiable in the domain 0 ≤ x < l,
0 ≤ t < T (−T < t ≤ 0) and that (2.1) holds. Similar to (2.7) we shall use
notation W (x, t, z) for the fundamental solution of (2.2) normalized by the
condition W (0, t, z) = I2m and we shall denote by R(x, t, z) the fundamental
solution of (2.3):
∂
∂t
R(x, t, z) =
i
z
jH(x, t)R(x, t, z), R(x, 0, z) = I2m. (2.20)
It easily follows (see [34], p.168) that
W (x, t, z) = R(x, t, z)W (x, 0, z)R(0, t, z)−1. (2.21)
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3 Goursat problem
Denote now by ϕ(t, z) the Weyl function of system (2.7) with V (x) = V (x, t)
and put
R(t, z) = {Rkp(t, z)}2k,p=1 := K
(
R(0, t, z)∗
)−1
K∗, (3.1)
where Rkp are m×m blocks of R.
Theorem 3.1 Suppose 2m × 2m matrix function H(x, t) ≥ 0 and m × m
matrix function v(x, t) are continuously differentiable in the semi-strip D =
{(x, t) : 0 ≤ x <∞, 0 ≤ t < T} and satisfy equations (2.5) with V given by
the second relation in (2.4). Then the evolution ϕ(t, z) of the Weyl function
is given by the formula
ϕ(t, z) = i
(− iR11(t, z)ϕ(0, z)+R12(t, z))(− iR21(t, z)ϕ(0, z)+R22(t, z))−1.
(3.2)
Moreover H and v in the semi-strip D are uniquely recovered by the initial-
boundary values v(x, 0) and H(0, t). Here ϕ(0, z) is defined via v(x, 0) by
the formula (2.14), R(t, z) is defined via H(0, t) by the formulas (2.20) and
(3.1), evolution ϕ(t, z) of the Weyl function follows now from (3.2) and,
finally, potential v(x, t) is obtained via ϕ(t, z) by the procedure (2.15)-(2.19).
After v is recovered we get H(x, t) as a unique solution with the initial value
H(0, t) of the linear system Hx = i(V jH −HjV ).
P r o o f. In view of the results cited in Section 2 (subsection 2.2) we need to
prove only evolution formula (3.2). For that purpose we slightly modify the
proof of Theorem 1.1 in Ch. 12 [34]. Rewrite (2.21) in the form
R(l, t, z)−1W (l, t, z)K∗ = W (l, 0, z)K∗KR(0, t, z)−1K∗ (3.3)
Replace z by z, take adjoints of both sides in (3.3) and use definitions (2.10)
and (3.1) to get
U(l, t, z) = {Ukp(l, t, z)}2k,p=1 :=W(l, t, z)
(
R(l, t, z)−1
)∗
= R(t, z)W(l, 0, z),
(3.4)
where Ukp are m × m blocks. Choose now a non-singular pair P̂1, P̂2 with
property-j and consider a Mo¨bius transformation
ψ(l, t, z) := (U11(l, t, z)P̂1(z) + U12(l, t, z)P̂2(z))×
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(U21(l, t, z)P̂1(z) + U22(l, t, z)P̂2(z))−1. (3.5)
Notice that by (2.20) for z ∈ C+ we have
∂
∂t
(
R(x, t, z)∗jR(x, t, z)
)
=
i(z − z)
|z|2 R(x, t, z)
∗H(x, t)R(x, t, z) ≤ 0. (3.6)
Taking into account that R(x, 0, z)∗jR(x, 0, z) = j we derive from (3.6) in-
equality:
R(l, t, z)∗jR(l, t, z) ≤ j (z ∈ C+). (3.7)
From (3.7) it follows that
R(l, t, z)−1j
(
R(l, t, z)−1
)∗ ≥ j (z ∈ C+), (3.8)
and therefore the pair[ P1(z)
P2(z)
]
:=
(
R(l, t, z)−1
)∗ [ P̂1(z)
P̂2(z)
]
(3.9)
satisfies (2.12). According to definitions of U and ψ and formula (3.9) we
obtain
ψ(l, t, z) = (W11(l, t, z)P1(z) +W12(l, t, z)P2(z))×
(W21(l, t, z)P1(z) +W22(l, t, z)P2(z))−1. (3.10)
As the pair P1, P2 satisfies (2.12), so by (2.14) and (3.10) we get
lim
l→∞
ψ(l, t, z) = −iϕ(t, z). (3.11)
On the other hand from the last equality in (3.4) and (3.5) we get also
ψ(l, t, z) =
(− iR11(t, z)ϕl(z) +R12(t, z))(− iR21(t, z)ϕl(z) +R22(t, z))−1,
(3.12)
where ϕl ∈ N (l, 0) is given by the formula
ϕl(z) = i(W11(l, 0, z)P̂1(z) +W12(l, 0, z)P̂2(z))×
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(W21(l, 0, z)P̂1(z) +W22(l, 0, z)P̂2(z))−1. (3.13)
By (2.14) and (3.13) we have
lim
l→∞
ϕl(z) = ϕ(0, z). (3.14)
Supposing
det
(− iR21(t, z)ϕ(0, z) +R22(t, z)) 6= 0, (3.15)
and taking into account (3.12) and (3.14) we see that
lim
l→∞
ψ(l, t, z) =
(− iR11(t, z)ϕ(0, z) +R12(t, z))×
(− iR21(t, z)ϕ(0, z) +R22(t, z))−1. (3.16)
Compare (3.11) and (3.16) to obtain (3.2).
Finally, using definitions in (2.4), (2.9), and (2.18) one can easily check
that
K∗JK = j, KjK∗ = J. (3.17)
Hence in view of (3.1) and (3.8) it follows that R(t, z)∗JR(t, z) ≥ J , i.e.,
[iϕ(0, z)∗ Im]R(t, z)∗JR(t, z)
[ −iϕ(0, z)
Im
]
≥ i(ϕ(0, z)∗ − ϕ(0, z)), (3.18)
z ∈ C+. Recall that i(ϕ(0, z)∗ − ϕ(0, z)) > 0 and so (3.18) yields (3.15). 
In a similar way the Goursat problem on the semi-strip D̂ = {(x, t) : 0 ≤
x <∞, −T < t ≤ 0} can be solved.
Theorem 3.2 Suppose 2m × 2m matrix function H(x, t) ≥ 0 and m × m
matrix function v(x, t) are continuously differentiable in the semi-strip D̂ and
satisfy equations (2.5) with V given by the second relation in (2.4). Then H
and v in D̂ are uniquely recovered by the initial-boundary values v(x, 0) and
H(0, t). Here ϕ(0, z) is defined via v(x, 0) by the formula (2.14), R(t, z) is
defined via H(0, t) by the formulas (2.20) and (3.1), Weyl functions ϕ(t, z)
are given by (3.2) and, finally, potential v(x, t) is obtained via ϕ(t, z) by
the procedure (2.15)-(2.19). After v is recovered we get H(x, t) as a unique
solution with the initial value H(0, t) of the linear system Hx = i(V jH −
HjV ).
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P r o o f. Notice that instead of (3.7) formula (3.6) yields now inequality
R(l, t, z)∗jR(l, t, z) ≥ j (z ∈ C+, t ≤ 0), (3.19)
i.e., R and R∗ are j-expanding. Analogously we have now(R(t, z)−1)∗JR(t, z)−1 ≥ J (z ∈ C+, t ≤ 0). (3.20)
Therefore we modify formula (3.4):
U(l, t, z) = {Ukp(l, t, z)}2k,p=1 := R(t, z)−1W(l, t, z) =W(l, 0, z)R(l, t, z)∗.
(3.21)
Consider again liml→∞ ψ(l, t, z), where ψ is given by (3.5), and use (3.21) to
get
i
(− iT11(t, z)ϕ(t, z) + T12(t, z))(− iT21(t, z)ϕ(t, z) + T22(t, z))−1 = ϕ(0, z),
(3.22)
where T (t, z) = {Tkp(t, z)}2k,p=1 := R(t, z)−1. Rewrite (3.22) as
T (t, z)
[ −iϕ(t, z)
Im
]
=
[ −iϕ(0, z)
Im
]
c(z), det c(z) 6= 0 (T = R−1).
(3.23)
Multiply both sides of (3.23) by R to obtain (3.15) and, finally, (3.2). 
4 GBDT for second harmonic generation
A general result on the GBDT for systems rationally depending on l (and
spectral parameter l depending on the variables x and t) have been proved
in [27]. Systems polynomially depending on l and l−1 have been in greater
detail treated in [28]. Here we shall need a reduction of Theorem 1.1 [28] for
the 2m× 2m first order system of the form
d
ds
w(s, λ) + (lq1(s) + q0(s) + l
−1q−1(s))w(s, λ) = 0, (4.1)
where the coefficients qk(s) are 2m× 2m locally summable on [0, c) (c ≤ ∞)
matrix functions, and the equalities
qp(s)
∗ = −jqpj (p = 1, 0, −1) (4.2)
10
hold. After fixing an integer n > 0 the GBDT of the system (4.1) is deter-
mined by the three parameter matrices: two n×n matrices A and S(0), and
n× 2m matrix Π(0) such that
AS(0)− S(0)A∗ = iΠ(0)jΠ(0)∗, det A 6= 0, S(0) = S(0)∗. (4.3)
Given these parameter matrices we define matrix function Π(s) by its initial
value Π(0) and linear differential system
d
ds
Π(s) = AΠ(s)q1(s) + Π(s)q0(s) + A
−1Π(s)q−1(s), (4.4)
i.e., Π is a generalized eigenfunction of the dual to (4.1) system d
ds
w = lwq1+
wq0 + l
−1wq−1. Matrix function S(s) is defined by S(0) and
d
ds
S:
d
ds
S = i
(
Π(s)q1(s)jΠ(s)
∗ − A−1Π(s)q−1(s)jΠ(s)∗
(
A∗
)−1)
. (4.5)
Notice that relations (4.3)-(4.5) are chosen so that
AS(s)− S(s)A∗ = iΠ(s)jΠ(s)∗, S(s) = S(s)∗. (4.6)
We introduce Darboux matrix (gauge transformation) by the formula
wA(s, λ) = I2m − ijΠ(s)∗S(s)−1(A− λIn)−1Π(s). (4.7)
Compare (4.5) with subsection 2.2, where the operators S necessary to solve
the general type inverse problem have been defined differently, - there is
difference between the usage of the transfer matrix function and ways to
define its elements for the general type problems and for the case of the
explicit solutions, i.e., the GBDT case. By Theorem 1.1 (see also Proposition
1.4) [28] we have
Theorem 4.1 Suppose coefficients of system (4.1) satisfy (4.2) and the pa-
rameter matrices A, S(0) and Π(0) satisfy relations (4.3). Define matrix
functions Π and S by the equations (4.4) and (4.5). Then in the points of
invertibility of S the matrix function wA satisfies the system
d
ds
wA(s, λ) = wA(s, λ)(lq1(s) + q0(s) + l
−1q−1(s))−
11
(lq˜1(s) + q˜0(s) + l
−1q˜−1(s))wA(s, l), (4.8)
where
q˜1 ≡ q1, q˜0(s) = q0(s)− (q1(s)Y0(s)−X0(s)q1(s)), (4.9)
q˜−1(s) = q−1(s)+q−1(s)Y−1(s)−X−1(s)q−1(s)−X−1(s)q−1(s)Y−1(s), (4.10)
Xk(s) = ijΠ(s)
∗S(s)−1AkΠ(s), Yk(s) = ijΠ(s)
∗
(
A∗
)k
S(s)−1Π(s). (4.11)
Moreover we have
q˜p(s)
∗ = −jq˜pj (p = 1, 0, −1). (4.12)
If w satisfies system (4.1), then matrix function
w˜(s, l) := wA(s, l)w(s, l) (4.13)
satisfies GBD transformed system
d
ds
w˜(s, λ) + (lq˜1(s) + q˜0(s) + l
−1q˜−1(s))w˜(s, λ) = 0. (4.14)
Transfer matrix functions of the form
wA(l) = IG −Π∗2S−1(A1 − lIH)−1Π1 (A1S − SA2 = Π1Π∗2)
have been introduced and studied by L. Sakhnovich in the context of his
method of operator identities (see [33, 34] and references therein) and take
roots in the M. S. Livsˇic characteristic matrix functions. From (4.7) easily
follows [33, 34] a useful equality
wA(s, l)
∗jwA(s, l) = j. (4.15)
Notice that according to (4.9) identities q1 ≡ 0 and q0 ≡ 0 yield q˜1 ≡ 0 and
q˜0 ≡ 0. By (4.7) and (4.11) identity (4.10) can be rewritten as
q˜−1(s) = (I2m −X−1(s))q−1(s)(I2m + Y−1(s)) = wA(s, 0)q−1(s)jwA(s, 0)∗j.
(4.16)
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If q−1 ≡ 0, then we have q˜−1 ≡ 0 also. It is immediate that auxiliary systems
(2.2) and (2.3) satisfy conditions of Theorem 4.1. To apply Theorem 4.1 we
consider matrix functions Π, S, wA, Xk, and Yk that depend on the variables
x and t instead of one variable s. Namely, we fix n > 0 and parameter
matrices A, S(0, 0), and Π(0, 0) such that
AS(0, 0)− S(0, 0)A∗ = iΠ(0, 0)jΠ(0, 0)∗, det A 6= 0, S(0, 0) = S(0, 0)∗,
(4.17)
and introduce matrix functions Π(x, t) and S(x, t) by the equations
Πx(x, t) = −iAΠ(x, t)j−iΠ(x, t)jV (x, t), Πt(x, t) = −iA−1Π(x, t)jH(x, t),
(4.18)
Sx(x, t) = Π(x, t)Π(x, t)
∗, St(x, t) = −A−1Π(x, t)jH(x, t)jΠ(x, t)∗
(
A∗
)−1
.
(4.19)
Compatibility of systems (4.18) and (4.19) follows from (2.5) (see [28]). Now
Theorem 4.1 yields the following result.
Theorem 4.2 Suppose continuously differentiable matrix functions H and
v satisfy system (2.5). Choose n > 0 and parameter matrices A, S(0, 0), and
Π(0, 0) such that (4.17) holds. Then matrix function
H˜(x, t) := jwA(x, t, 0)jH(x, t)jwA(x, t, 0)
∗j, (4.20)
where wA(x, t, l) = I2m − ijΠ(x, t)∗S(x, t)−1(A − λIn)−1Π(x, t), and matrix
function
v˜(x, t) = v(x, t)− 2(X0(x, t))12 (X0(x, t) = ijΠ(x, t)∗S(x, t)−1Π(x, t))
(4.21)
satisfy system (2.5) also. Moreover, if
H(x, t) ≥ 0, H(x, t)jH(x, t) ≡ 0, (4.22)
then we have
H˜(x, t) ≥ 0, H˜(x, t)jH˜(x, t) ≡ 0. (4.23)
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P r o o f. As system (2.5) is equivalent to the compatibility condition (2.1) so
there is a non-degenerate m ×m matrix function w that satisfies equations
wx = Gw, wt = Fw. From the identities (4.6) and (4.17) in the case of two
variables we get
AS(x, t)− S(x, t)A∗ = iΠ(x, t)jΠ(x, t)∗. (4.24)
Substitute now x = s into Theorem 4.1 to get w˜x = (izj− q˜0)w˜ for w˜ = wAw.
Taking into account that q0 = −ijV and q1 = −ij we rewrite the second
equality in (4.9) as q˜0 = −ijV + (jX0 −X0j), i.e.,
q˜0 = −ijV˜ , V˜ = V + jX0j −X0 =
[
0 v˜
v˜∗ 0
]
.
Therefore we get
∂
∂x
w˜(x, t, l) = i
(
zj + jV˜ (x, t)
)
w˜(x, t, l), v˜(x, t) = v(x, t)− 2(X0(x, t))12.
(4.25)
Substitute also t = s into Theorem 4.1 to get w˜t = −z−1q˜−1w˜. Taking into
account that q−1 = −ijH from formula (4.16) it follows that q˜−1 = −ijH˜ ,
where H˜ is given by the equality (4.20). In other words we have
∂
∂t
w˜(x, t, l) =
i
z
jH˜(x, t)w˜(x, t, l). (4.26)
The compatibility condition for systems (4.25) and (4.26) is equivalent to the
system
H˜x(x, t) = i(V˜ (x, t)jH˜(x, t)− H˜(x, t)jV˜ (x, t)), iv˜t(x, t) = 2
(
H˜(x, t)
)
12
.
(4.27)
Finally relations (4.23) follow from (4.15), (4.20), and (4.22). 
5 Explicit solutions
In this section we shall treat the case m = 1, H = β∗β,
β(x, t) = [be−i(cx+dt) bei(cx+dt)], v(x, t) = −b
2
d
e2i(cx+dt), cd = |b|2, (5.1)
14
where c, d ∈ R. In other words that is the case
u1(x, t) = be
i(cx+dt), u2(x, t) =
b2
2id
e2i(cx+dt). (5.2)
It is immediate that these H and v satisfy system (2.5), i.e., u1 and u2 satisfy
SHG. To construct Π corresponding to the initial solution given by (5.1) we
need n× n matrices Q1 and Q2 such that
Q22 = d
2(In − 2cA−1), AQ2 = Q2A, Q1 = −d−1AQ2. (5.3)
Define columns Φ and Ψ of Π = [Φ Ψ] by the relations
Φ(x, t) = e−i(cx+dt)
(
e(x, t)f1 + e(x, t)
−1f2
)
, e(x, t) := exp{i(xQ1 + tQ2)},
(5.4)
Ψ(x, t) = −db−2ei(cx+dt)(e(x, t)(A− cIn+Q1)f1+ e(x, t)−1(A− cIn−Q1)f2).
(5.5)
Direct calculation shows that Π satisfies (4.18). Now in view of (4.19) we
obtain
S(x, t) = S(0, t) +
∫ x
0
Π(s, t)Π(s, t)∗ds, (5.6)
S(0, t) = S(0, 0)−
∫ t
0
A−1Π(0, s)jH(0, s)jΠ(0, s)∗
(
A∗
)−1
ds. (5.7)
Remark 5.1 If A is diagonal (or similar to diagonal) matrices Q1 and Q2
always exist and are easy to construct. Moreover if we require additionally
that σ(A) ∩ σ(A∗) = ∅, then S(x, t) is uniquely recovered from the identity
(4.24). Namely, for A = Udiag{a1, a2, . . .}U−1 formula (4.24) yields
S(x, t) = iU
{
(ak − ap)−1
(
U−1Π(x, t)jΠ(x, t)∗(U∗)−1
)
kp
}n
k,p=1
U∗. (5.8)
The next proposition on the explicit solutions is a corollary of Theorem 4.2.
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Proposition 5.2 Let functions H = β∗β and v be given by (5.1), matrix
functions Π = [Φ Ψ] be given by (5.3)-(5.5) and S be given by (5.6) and
(5.7) (or by (5.8) if the conditions of Remark 5.1 hold). Let also relations
(4.17) be valid. Then in the points of invertibility of S functions H˜ = β˜∗β˜
and v˜ = v − 2iΦ∗S−1Ψ, where
β˜ = [β˜1 β˜2] = β(j + ijΠ
∗(A∗)−1S−1Π),
satisfy system (2.5).
In particular, functions u˜1 =
√
β˜1β˜2 and u˜2 = u2 + Φ
∗S−1Ψ satisfy SHG
in the domains, where S is invertible and branch
√
β˜1β˜2 is continuously
differentiable. Notice further that choosing S(0, 0) > 0 in view of (5.6) and
(5.7) we get
S(x, t) > 0 (x ≥ 0, t ≤ 0), (5.9)
i.e., for x ≥ 0, t ≤ 0 matrix function S is invertible. In this case we obtain
Weyl functions ϕ(t, z) of systems
d
dx
W˜ (x, t, z) = i
(
zj + j
[
0 v˜(x, t)
v˜(x, t)∗ 0
] )
W˜ (x, t, z) (x ≥ 0) (5.10)
explicitly also.
Proposition 5.3 Suppose conditions of Proposition 5.2 are satisfied and
S(0, 0) > 0. Then Weyl functions of systems (5.10) are given by the equality
ϕ(t, z) = i
Ø2(t, z)
Ø1(t, z)
(t ≤ 0), (5.11)
where functions Ø1 and Ø2 have the form:
Ø(t, z) =
[
Ø1(t, z)
Ø2(t, z)
]
:= KwA(0, t, z)e
idtjZ
[
1
0
]
, Z :=
[
1 1
g1(z) g2(z)
]
,
(5.12)
g1(z) := db
−2(z − c− h(z)), g2(z) := db−2(z − c+ h(z)), (5.13)
h(z) :=
√
z(z − 2c), (z ∈ C+, ℑh > 0). (5.14)
16
P r o o f. According to Definition 2.1 it will suffice to show that
W˜ (x, t, z)K∗Ø(t, z) ∈ L22(0, ∞)
(is squarely summable) and Ø1 6= 0. For this purpose notice that by The-
orem 4.1 the normalized fundamental solution W˜ (W˜ (0, t, z) = I2) admits
representation
W˜ (x, t, z) = wA(x, t, z)W (x, t, z)wA(0, t, z)
−1, (5.15)
where W is the normalized solution of the initial system Wx = i(zj + jV )W
with v as in (5.1). One can compute directly that
W (x, t, z) = ei(cx+dt)jZeih(z)xjZ−1e−idtj . (5.16)
Therefore in view of (5.12), (5.15), and (5.16) we have
W˜ (x, t, z)K∗Ø(t, z) = eih(z)xwA(x, t, z)e
i(cx+dt)j
[
1
g1(z)
]
. (5.17)
From (4.19) and (5.9) it follows that
d
dx
S(x, t)−1 = −S(x, t)−1Π(x, t)Π(x, t)∗S(x, t)−1. (5.18)
Hence we obtain∫ ∞
0
S(x, t)−1Π(x, t)Π(x, t)∗S(x, t)−1dx ≤ S(0, t)−1, (5.19)
i.e., the columns of Π∗S−1 belong L22. As according to (5.14) we have
h(z)− (z − c) = −c2(z − c+ h(z))−1,
so taking into account (5.4) and (5.5) one can see that
lim
x→∞
eih(z)xΠ(x) = 0, ℑ z > max (c2, ||Q1||+ 1). (5.20)
Using the definition of wA, (5.19), and (5.20) we derive that the columns in
the right-hand side of (5.17) are squarely summable. Thus we have shown
that W˜ (x, t, z)K∗Ø(t, z) ∈ L22(0, ∞), and it remains to prove that Ø1 6= 0.
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From (4.24) it easily follows [33, 34] that
wA(x, t, z)
∗jwA(x, t, z) =
j − i(z − z)Π(x, t)∗(A∗ − zIn)−1S(x, t)−1(A− zIn)−1Π(x, t). (5.21)
By (5.9) and (5.21) we have
wA(x, t, z)
∗jwA(x, t, z) ≥ j (z ∈ C+). (5.22)
Notice now that for sufficiently large ℑz the inequality
[1 0]Z∗e−idtjjeidtjZ
[
1
0
]
> 0 (5.23)
is true. Thus in view of (5.12), (5.22), and (5.23) it follows that ØJØ∗ > 0,
and so Ø1 6= 0. Therefore equality (5.11) is true for all z with sufficiently
large imaginary part and hence for all z ∈ C+. 
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