A modelling approach of complex systems is presented. The goal is to define a modular and non-causal representation able to describe hybrid dynamics, and to generate automatically the models corresponding to the different configurations of the real system. These models can then be used to simulate process evolution. In this paper we define the structure of the basic model blocks and the interactions of these blocks through different kinds of signals.
Introduction
In this paper, we present a methodology for the modelling of complex physical systems, i.e. large-scale systems made up of many interacting parts. The primary goal of this modelling is simulation of the global system. The main idea is to define a process-based formal description, i.e. a language close to the process data, rather than a description based on computing instructions. We have thus defined a modular and hierarchical representation based on a basic model block, in order to simplify the description by splitting complexity into small and simple entities, and to allow the re-use of these blocks. Our main contribution has been to formalize an efficient way to represent these basic model blocks and their interactions. As the degree of detail in each block is dependent on user requirements, there are many applications of modelling and global simulation of complex hybrid systems. These include :
• operator training (start-up, shut-down, incident, etc.),
• manufacturing recipe adjustment to production constraints (time or man),
• validation of programmable logic controllers,
• manual analysis of the process,
• optimisation of existing processes,
• help in design and sizing of the plants,
The problem of this approach is that when we consider a real system, two main aspects must be taken in account in order to describe its dynamics.
Hybrid phenomena
First, two kinds of behaviour can be distinguished: those which can be described by a continuous function with respect to time (the heating of a liquid), and those which are of a sequential or discontinuous nature (the safety actions when the liquid becomes too hot). The modelling of a large system, for various operating modes, very often leads to a model with a continuous part and a discrete event part, which is called hybrid. Several mathematical formal expressions have been proposed in order to represent the model of a hybrid system. We can cite hybrid automata, hybrid Petri nets, the Branicky model, Bond-Graphs with commutation, etc. [9] . These approaches are interesting for describing complex hybrid dynamics, that is to say the interactions between the continuous part and the discrete part. However, they do not provide the needed modularity required to represent complex systems made up of many simple interacting hybrid systems. Moreover, these tools have been primarily developed for theoretical purposes and do not allow concise representation of the real physical systems.
On the other hand, the description used by existing simulating tools able to simulate hybrid systems [12] does not have a theoretical base, and is generally a kind of computer language with some instructions such as FOR, IF, THEN, WHEN, SWITCH, which require a certain effort in order to write the model of the system in this language. We compare some of the most recent tools in the last section of this paper.
The causality problem
The second aspect is the causality problem [10] . Indeed, in the causal representation by block diagrams used by tools such as SIMULINK [15] , the blocks have some inputs and outputs which define the computational causality of the equations and variables (figure 1). Unfortunately, physics knows nothing about computational causality, which makes modelling from input/output blocks difficult or even impossible. For example, when modelling a valve, the block can be used to compute the flow through the valve from the drop of pressure, or the pressure at one end from the flow and the pressure at the other end (figure 2). It depends on the environment in which the valve is embedded, which needs to have two different models for the valve according to the topology of the system. Let us now assume that the valve is connected to two tanks. According to the direction of the flow through the valve, the specific enthalpy of this flow is an input for a tank and an output for the other. So, two models are also needed for each tank. Moreover, in this case, these models must be switched during the simulation. Another problem of causal modelling concerns the through variables, i.e. variables which result in a sum to zero when they are connected, like the flows in a piping network. A simple network consisting of two valves illustrates this point (figure 3). In this case, the variables F 1 , F 2 and P i are mutually dependent [10] , so there is not a specific causal ordering for these variables. In order to model this system with causal blocks, one must choose an arbitrary causality between the variables whose dependence is shown by a feedback in the diagram in figure 3 . However, such a methodology has several drawbacks:
• it needs to manipulate the diagram of the system and choose a causality, which can be complex for a large system, • it needs two different models for the valves, • it introduces a feedback in the diagram, which needs a global simulation approach in order to obtain a correct result, • the model is valid only if the two valves are open.
Objectives
These simple examples show the need for a modelling approach with
• non-causal model blocks able to describe hybrid dynamics and represent the systems in a modular way, • different types of signals in order to represent the interactions between the blocks.
The primary goal of this modelling approach is to automatically generate the causal models corresponding to the different configurations of the real system. Then, these local models can be used to simulate the behaviour of the system for each of the possible configurations. We will see also that a symbolic analysis can be applied on the model for different purposes. An other purpose of this work is to make a tool which can be portable on several systems.
Signals
In order to describe the internal and external relations of model blocks, we have first defined four kinds of signals. The type of signal depends on its value and the time when it is defined (figure 4): 
Delayed Signals
A delay can be associated with a signal. If we note S as the set of signals, the following function :,(,) delaySSdsdelaysρ + →×= ¡ means that signal ds is delayed by ρ seconds with respect to signal s. In the case of a signal not defined by a real function (i.e. an impulsional or event signal), signal ds is generated when s is active at time t gen , is put in a scheduler, and becomes active at time t gen +ρ.
Model Block
A basic model block is described by a set of connectors which defines the interactions with other blocks, and a set of discrete and continuous relations which defines the internal hybrid state (figure 5). 
Connectors
The connectors of a model block are signals whose causality can be known or unknown when the block is built. In the first case, signals are either inputs defined by other blocks, or outputs defined by the block considered. Signals of the second case are called link signals. Their causality depends on the rest of the system and is determined from the connection to a variable of another block, or during the dynamic simulation. This allows two kinds of connections to be defined:
• Causal connection ( ). A causal connection between two signals a(t) and b(t) whose causality is known, means that the variable b(t) can be replaced by the variable a(t).
• Non causal connection ( ). A non causal connection between two signals a(t) and b(t) whose causality is unknown, expresses an identity of the two variables, i.e. they are always equal from a mathematical point of view. This means that an equation a(t)-b(t) is added to the global system.
Rules of connection:
The signals involved in a connection must be of the same type and size (for arrays), and with a compatible causality.
Hybrid state
The hybrid state of a model block is defined by:
• a discrete state q(t) represented by a discrete signal and defined on 2 Q by a set of active states, which allows a modular representation of the discrete part of the system, • a continuous state x(t) represented by a continuous signal and defined on n ¡ , • a set of active events e(t) represented by an event signal,
• an extended time t h =(t,n), where t allows dating of the continuous evolution, while n allows numbering of the evolution of the discrete state.
Discrete mode
The discrete mode of a system is defined by • the continuous dynamic mode (cd-mode) m cd ∈M cd , for which a set of continuous equations is associated with each value.
• the state space mode (ss-mode) m ss ∈M ss for which a state space is associated with each value.
It depends on the discrete state and is determinated by the following function:
This allows a change in the structure of the continuous part, and at a given time to have only a limited number of continuous states and equations defined. Moreover, to allow a modular representation of the system and avoid a combinary explosion of the number of modes in the case of large systems, the cd-mode and ss-mode can be defined by a set of concurrent submodes corresponding to a smaller part of the system (splitting is arbitrary): 
Continuous dynamics
The continuous dynamics is defined by a set of differential and algebraic equations which describe the evolution of the continuous state vector x(t), the continuous outputs y c (t) , and the continuous link v c (t) for each cd-mode i: 
Influence of the continuous dynamics on the discrete dynamics
This takes place via the generation of events called continuous events (or state events). An event is generated when the trajectory crosses a hypersurface defined by a set of algebraic equations: 0(,,,,) iddd Gxuvut = For each cd-mode i, l hypersurfaces are defined. The event generated when the trajectory passes from the region g ij (x)<0 to g ij (x)>0 is denoted e cij + . In the other direction it is denoted e cij -. The set of events generated in the cd-mode i is denoted L ci .
Discrete dynamics
We define 1 m dcc LLLL =∪∪∪ L the set of all events (discrete and continuous). The dynamics of the discrete part is defined by the following functions:
• The conditional function defines logical conditions which depend on the hybrid state:
Q cc fXCtruefalsecfqx ×→==
• The transition function defines the transition of the discrete state when an event (continuous or discrete) is active, and if a condition is true. A set of discrete events can also be generated on the firing of the transition.
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Influence of the discrete dynamics on the continuous dynamics
This takes place via two functions, in addition to the discrete mode seen above:
• The qualitative input function defines the value of the internal continuous inputs u d (t) according to the value of the discrete state q:
Uufq →=
• The jump function allows, on the occurrence of an event, reinitialiation of the continuous state and the impulsional outputs or links. For a given cd-mode i, the jump function is defined by: where i is the current cd-mode, U i is the set of the input impulsional signals, and V i is the set of the link impulsional signals. This function also allows discrete time systems to be represented. Figure 7 shows the description of a two-way on/off valve by a model block. This simple example shows clearly the advantages of a non-causal modelling and a variable continuous structure. Indeed the same model block can be used:
Example
• to simulate the opening and closing of the valve thanks to the internal variable u d which changes the rate of flow expression, • to compute the flow, or the drop of pressure through the valve. The computational order is determined once the whole model has been built by sorting the continuous equations.
• if the direction of the flow through the valve changes. The corresponding equation is selected from the discrete mode value which indicates the current direction of the flow. The value of the discrete mode changes on occurrence of the continuous event e c .
Model composition
A hierarchical block (also called super-block) is a block made up of other blocks, called subblocks, that can be interconnected or not through their inputs, outputs and links signals. The corresponding basic block is then automatically built by aggregation of the different sets and relations of the sub-blocks.
When creating this type of block, two types of connections are possible ( figure 8 ).
• The first one defines interactions between the sub-blocks. So, all the signals involved in this type of connection become internal signals for the new block.
• The second one defines the connectors of the new block. 
Super-block

Symbolic analysis
Once the whole model of the system has been built, a symbolic analysis of the continuous part [1] helpful for dynamic simulation can be conducted. To carry out this analysis, we will use the incidence matrix of the equation system. This is a square matrix of Boolean elements indicating which unknown variables appear in each equation. A row in the matrix corresponds to an equation, while a column corresponds to an unknown variable. Element (i,j) is true (or 1) if variable v j appears in equation e i , otherwise it is false (or zero). In this analysis, state variables and their derivative are regarded as identical.
Automatic generation of local models
A model is generated for each combination of the discrete modes of the different blocks, and correspond to a particular set of continuous equations. We then obtain a set of models which describe the system in different possible configurations and which can be used for different purposes (simulation of the behaviour, fault diagnosis, causal analysis, etc.).
In the sequel the other steps of the symbolic analysis are carried out for each of these local models.
Model validation
Since the local models are generated automatically for each discrete mode, nothing ensures that the set of continuous equations of these models is coherent. A necessary condition (but not sufficient) for that, is that the number of equations and variables are the same (selfcontained system) and that each variable can be paired with an equation in which it appears. Otherwise, the system is said to be structurally singular and cannot be solved. This step consists of permuting the rows of the incidence matrix so that the incidence is obtained for all diagonal elements [4] [5]. If it is not possible to obtain a zero-free diagonal, then the system is structurally singular.
Causal ordering
Once the model has been checked, the variables and equations which describe the continuous dynamics of each local model are ordered in a computational order. This is an asymmetric relation which indicates by which equation a variable is computed, and the dependency between the variables. It lets you identify the causal graph of the system and lets you order the system into a sequence of sub-problems [10] . This is achieved by symmetric row and column permutations so that the incidence matrix becomes block triangular, with minimal blocks [6] [17] .
We then obtain the general form represented in figure 9 , where e i stands for the equations and v i the variables. White areas indicate that the variables do not appear in the corresponding equation, grey areas that they may or may not appear, and black areas represent the variables still unknown in the block and which can be computed from the corresponding equations. So, a block of this matrix indicates which set of variables can be computed if the previous ones are known. 
Simulation improvement
The blocks of continuous equations given by the BLT matrix, can be manipulated independently in order to simplify the model supplied to the DAE-solver for each discrete mode. This ensures increased efficiency and duration of simulation. For this purpose, the continuous variables and equations are divided into two sets so that it is easy to solve for the variables in the first set if the variables of the other set are known. This kind of partitioning is called tearing [5] . Here the intention is to hide the variables of the first set and let the DAEsolver treat the variables of the second set. The partitioning can be performed by analysing the BLT matrix.
Modelling and simulation tool
We have implemented our approach in a tool called YAHMST (Yet Another Hybrid Modelling and Simulation Tool), which has been programmed using the object-oriented language JAVA. This tool allows a hierarchical description of the model of a system, and its simulation ( figure 10 ). Figure 10 : Structure of the tool In YAHMST, the different model blocks, basic or hierarchical, used to describe the whole system are represented by instances of the same JAVA class: the ModelBlock class, whose structure is shown in appendix A, with the graphical notation defined by Rumbaugh et al. [14] . The goal of the compilation procedure is to acquire the model of the system in the form of a single basic block, from a hierarchical and textual description. This is the model which is used by the simulator. We present in this section the model compilation procedure and the main concepts of hybrid simulation. The validation of the tool on an industrial process is shown in the following section.
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Model compilation
In order to describe the model of a real system in a hierarchical way, we have defined an object-oriented language, called YASMA, which allows basic and hierarchical model blocks to be described in the form of text files. These model files are stored in a library and can be re-used when creating other models. More information about the syntax of this language can be found in [19] .
The file which contains the model to simulate, as well as the other basic and hierarchical model files may be in it, are then read in order to check the syntax and the semantic of the description, and compiled in the form of instances of the ModelBlock class.
Finally, all the hierarchical model blocks are aggregated in order to obtain a single basic block with only input and output signals, i.e. a causal model. If the final model has some link signals, it cannot be simulated, because these signals must be defined.
Hybrid simulation
Once the model compilation has been achieved, the hybrid simulator uses the local models generated from the basic model block for each discrete mode of the system. The equations of the continuous model are solved, using the numerical solver DASSL, which is based on a multistep method [3] .
Simulation working
The inputs of the local models represent external values set by the user or an external system, before or during simulation, and the outputs represent values which are recorded for plotting for example, or for any external system. A sampling period (different from the integration period) is used to check and record the values of the inputs and outputs. The simulation has two working modes: the first checks and generates all the local models for each discrete mode before starting the simulation, while the second one does this during the simulation, after each discrete mode transition. The first approach may require considerable time and storage space in examining modes which will never be encountered, whereas the second one may report the structural problems during simulation.
Transition function
The simulation is carried out from the transition function φ which defines the trajectory of the hybrid state X h : 
Application
We have validated the tool on an industrial example, a batch process of polyamide 66 (PA-66) for which we have modelled the evaporator part ( figure 11 ). 
Presentation
The evaporator part consists of:
• the evaporator • a heat exchanger • one feeding line for the main product (selN)
• four feeding lines for additives (capro, acetique, manganese, antifoam)
• one re-circulation pump (P33040)
• four three-way valves (XV26036, XV22306, XV24306 and XV33022)
• three regulation valves (CV33053, SCV33004 and CV33007)
• eight on-off valves
• six main sensors • several safety interlocks (one in the safety system and one for manual feeding)
• 6 operating phases • many pipes and the cleaning system.
The goal is to concentrate the main product (Sel N) and some additives from 52% to 85%. The evaporator works in controlled pressure thanks to the regulation valves CV33007 and SCV33004. The mass temperature (TI 33051) is the main indicator of the state evolution of the product and causes the phase changes. The product is heated by a heat exchanger equipped with a steam flow control (regulation valve CV33053).
The different phases of the evaporation part are described in figure 12 : Loading of SELN plus all the ingredients, the pressure is controlled by adding N2 to compensate the lost of water vapor, the recirculation pump is started when the volume reachs a given level
PHASE 2 : PREHEATING
The pressure regulation valve is closed and heating is continued up to 162°C
PHASE 5 : TRANSFER
Transfer to the reactor
PHASE 3 : EVAPORATION
During this phase, the water concentration decreases from 45% to 15 % PHASE 4 OVER HEATING Figure 12 : The manufacturing recipe
The modelling of the continuous part involves a set of differential algebraic equations whereas modelling of the discrete part describes event and conditional relations with time delay. The different elements which compose the evaporator part were modelled in the language YASMA. These model files were then compiled and simulated by the tool YAHMST. As it is not possible to show the whole modelling of this process, due to limited space, we examine in this paper only the modelling of the three-way valves, which are interesting because of the discrete aspects of this element. More details about the modelling of the whole system are given in [18] . Figure 13 : A three-way valve
Modelling of the three-way valve
Discrete part
The three-way valve (figure 13) is modelled as being able to send the flow from 1 to 2 or from 1 to 3. For this purpose, it can receive the command 'open12' and 'open13' from the PLC and will execute them after a time delay (about 10s). During the delay, the valve is in an opening state, and no flow circulates through it. The time delay is represented by a delayed event sent 10s after the beginning of valve opening (also represented by an event):
The valve can also be in a fault state which is modelled by a random law represented by an event surface:
An internal event is sent when the random function falls below the failure rate, which is a parameter of the valve. When in fault mode, the flow goes from 1 to 3, and the flow rate is determined by a coefficient set between 0 and 1:
So the valve can be in four different discrete states:
Moreover, the valve can be set in manual or auto mode by receiving the corresponding command. In the manual mode, the valve does not execute the order from the PLC. 
Continuous part
The flow is related to the pressure drop by a conventional relation:
where F is the continuous state of the valve. A set of equations, defining this state and the outputs F 1 , F 2 , F 3 of the valve, is associated with each value of the valve discrete state qv 1 . We thus define a corresponding discrete mode, which allows the selection of the correct set of equations. 
Discussion
In this section we shall compare a variety of existing tools with respect to their modelling (table 1) and simulation capacities (table 2) and show the main advantages of our approach. As it is not possible to study all the existing tools which are very numerous, we have selected the most recent and those which seem the most powerful. Another evaluation concerning hybrid simulation phenomena can be found in [12] . The evaluated tools are as follows:
• χ χ is a simulation environment initially developed for the modelling and simulation of manufacturing plants [8] .
• BaSiP is developed at the University of Dortmund for simulation of recipe-driven production in complex multi-purpose batch plants [21] .
• Dymola is an object-oriented modelling and simulation environment [7] .
• gPROMS is a tool commercially available, which is initially developed at Imperial College, London for process modelling, simulation and optimisation [2] .
• HyBrSiM: is an experimental hybrid bond graph modelling and simulation tool based on physical principles developed at the DLR Oberpfaffenhofen [13] .
• Omola/Omsim is developed at the Lund Institute of Technology for modelling and simulation of continuous time and discrete event dynamic systems [1] .
• SIMULINK: is a block diagram based modelling and simulation environment by MathWorks [15] .
• Smile is a simulator for energy systems by GMD FIRST, Berlin [11] .
• WinSim is a commercial simulation tool for industrial processes developed by RSI, France. And our approach
• YAHMST is the tool presented in this paper. It is developed at the Laboratoire d'Automatique de Grenoble, France, in collaboration with the industrial group Rhône-Poulenc for the modelling and simulation of complex hybrid systems.
Modelling capacities
Several concepts are very useful in order to simplify and speed up the modelling task, especially for complex and hybrid real systems (table 1) . The most important concerns the modular approach which needs a well defined semantic for the connection and aggregation of basic blocks, and the non-causal approach which means that the computational order is not set by the user during the modelling phase, but by the simulator. The non-causal approach implies that equations can be specified without a particular assignment, and also that connections between blocks can be set with an unknown causality. Table 1 shows that these two concepts are handled by most of the tools. Only tools like Simulink or WinSim are based on a causal modelling of the system which makes the modelling of real systems very difficult. The data flow approach means that the system is described in a well defined formalism, i.e. by a set of formal equations, and not by a sort of computing language. This leads to a model that is mathematically cleaner than the model obtained by an imperative framework and simplifies the use of formal methods for model analysis and validation. None of the other tools propose such a description.
The capacity to specify changes inthe continuous model structure (state vector and dynamic equations) is very important for modelling of complex hybrid phenomena. Continuous equations can be replaced, added or removed; this needs new initial value computation and a new symbolic equation analysis to check the validity of the model. Consequently, the size of the set of equations or of the state vector can change, which is not supported by all the tools. We see that a symbolic analysis of the model in order to find the causal dependency structure of the process and improve the simulation efficiency, is handled by very few tools. Finally, the process-oriented property means that modelling of the different phenomena of the real system needs very little manipulation and effort for the user, i.e. the description language is related to the data of the process and avoids operators such as FOR, IF, THEN, WHEN, SWITCH, etc. 
Simulation capacities
In the same way, different concepts and hybrid phenomena must be taken into account when simulating model evolution (table 2) . First, the continuous dynamic can be described by three kinds of equations, each of which needs an appropriate integrator. Ordinary Differential Equations (ODEs) are the basic equations for carrying out a dynamic simulation, so they are supported by all the tools. Differential and Algebraic Equations (DAEs) up to index one, are also supported by the tools (empty bullet in the table), and some of them are even able to carry out an index reduction of the set of continuous equations in the case of a higher index (full bullet). The use of Partial and Differential Equations (PDEs) is only possible for certain cases in gPROMS. Table 2 shows that both time and state events are generally handled by the tools studied, but only some of them efficiently treated the case of events which are close to zero when integration restarts after detection of a state event and which cause several problems due to simulation accuracy [1] . Finally, the problem of reinitialising the set of continuous equations after a change in continuous model structure, a discrete state transition involving a change in continuous model values, or a state jump, can be treated explicitly, i.e. by a set of assignments provided by the user, or implicitly by a call to a non-linear equation solver. 
Conclusion
We have presented a new approach for the modelling and simulation of complex hybrid systems. This approach, which separates the modelling and simulation phases, is based on the interaction of non-causal model blocks through four kinds of signals, in order to obtain a data model close to the process diagram. A high-level language has been defined to describe this model, which is then compiled in a form more suited to the hybrid simulator. The main contributions of our approach in comparison with the existing tools are:
• a modular and non causal description well suited to modelling of real systems,
• a variable structure of the continuous model (state vector and dynamics) which allows description of complex hybrid phenomena, • the automatic generation of local models which correspond to the possible configurations of the system, • a clear definition of the hybrid data model which allows description of complex hybrid phenomena, • a symbolic analysis and manipulation of the model for different purposes, such as the verification of the continuous set of equations, or the improvement of the numerical simulation.
Such a model, easy to build and modify, is sufficiently rich to be used for purposes other than simulation, such as process supervision thanks to the local models generated for each configuration, or fault diagnosis thanks to the causal graph of the system deduced from the symbolic analysis. Moreover, as the tool has been programmed in the language JAVA, the question of its portability is not a problem (it is the same as JAVA), and so it can be used on several systems.
