Several NASA and DoD missions are envisioned that will utilize distributed, autonomous clusters of spacecraft. The Air Force Research Laboratory initiated the TechSat 21 mission to demonstrate the key enabling technologies of formation flying and distributed radar. Princeton Satellite Systems developed the Formation Flying Module (FFM) for TechSat 21 to provide autonomous reconfiguration, formation keeping, and collision avoidance capabilities to the three-satellite cluster. The process of developing flight software for such a distributed system has brought to light significant design challenges. Examples include developing a clusterlevel fault management plan, designing an autonomous control system which respects the various constraints imposed by the spacecraft design, and defining a sensible ground command interface to the cluster. These challenges are likely to remain important issues for future missions, especially as the complexity and size of the cluster grows. This paper presents an overview of the FFM design along with the motivations and challenges associated with the design process.
INTRODUCTION
There is a growing interest in many organizations, including NASA and the Department of Defense, to use cooperative fleets of autonomous spacecraft to accomplish complex mission objectives. The motivations for the distributed satellite paradigm are often linked to the physical requirements of the mission, such as synthetic aperture radar. Additional benefits include greater redundancy, improved performance and reduced cost.
The attractive qualities of a formation flying solution come at the cost of significant design challenges which should not be overlooked. Primary drawbacks with the distributed satellite approach include significant dependence upon communication, the risk of collision, and increased demands on fuel to maintain tight relative position control. Furthermore, the proper coordination and management of a satellite cluster is a challenge in and of itself. The complexity of the overall mission is increased substantially as the number of satellites in the cluster grows. It is certain that the potential benefits can be fully achieved only if the onboard software is sufficiently robust and autonomous.
Princeton Satellite Systems has been working for several years to address the autonomy-related challenges of formation flying. A key component of this research has been the development of ObjectAgent™. The ObjectAgent system has been developed under Air Force Research Laboratory (AFRL) Phase II Small Business Innovative Research (SBIR) funding. Development continues under the Cross-Enterprise Technology Development Program and through internal IR&D funding. A brief description of ObjectAgent is provided in Section 3.
Previous papers have addressed the MATLAB prototyping and real-time C++ development of ObjectAgent, and have described the research into agent organizations for distributed satellite control 1, 2, 3, 4, 5, 6 . These papers have also described the various multi-agent, multi-satellite simulations that have been assembled. This paper describes a specific ObjectAgent-based design of a distributed, formation flying control system, and highlights both the engineering and software-level design issues that have surfaced. The following section describes the formation flying operations that were envisioned for TechSat 21. Section 3 provides an overview of the Formation Flying Module as implemented in ObjectAgent. Section 4 describes the design of the formation flying control system, while Section 5 details the fault management design. Finally, the current status of the Formation Flying Module is presented and directions for future work are provided.
FORMATION FLYING OPERATIONS
The TechSat 21 cluster was planned to consist of three identical spacecraft, each with a mass of 180 kg. They were to be launched on the same rocket and inserted into a circular orbit at an altitude of 550 km and a 34.5 degree inclination. The spacecraft design American Institute of Aeronautics and Astronautics is 3-axis stabilized, using a star tracker, sun sensor, and magnetometer for attitude determination and reaction wheels and torque rods for attitude control. Each spacecraft was to be equipped with an intersatellite link (ISL), which provides communication as well as range / range-rate measurements. The relative navigation unit was designed to use the ISL along with an onboard propagator and a GPS receiver to estimate the relative position and velocity. The relative motion of each satellite was to be controlled by means of a single Hall-effect thruster (HET), which nominally produces 11.4 mN of thrust.
The main objectives of the mission were to perform distributed radar experiments and to conduct formation flying operations. In many cases, sustained formation flying control would be required before the radar experiment could be conducted.
The scope of the planned formation flying operations is best described by the mission profile. According to the nominal profile, the cluster was to be initialized to a leader-follower formation, with approximately 5 km of separation between the spacecraft. Over several weeks, the separation distance was to be gradually reduced to 100 m. At this point, the cluster would reconfigure to achieve relative elliptical motion, or a "football orbit". The size of the relative ellipse would then be gradually increased over several weeks. Finally, an out-of-plane component could be added, depending upon fuel availability.
Before designing the control system, it is first important to understand the manner in which the mission developers wish to command the cluster. The command interface to the cluster represents a significant portion of the control and software design effort, and should be fully examined prior to developing a control strategy. In general, three types of formation control are desired: 1) ground-commanded reconfigurations 2) autonomous formation keeping 3) autonomous collision avoidance In a reconfiguration, the ground-station identifies the desired type of relative motion for each spacecraft, and the control system computes the delta-v's to achieve that motion. Autonomous formation keeping involves intermittently applying orbit corrections in order to reject disturbances and maintain the desired relative motion. Collision avoidance maneuvers are planned only in response to cluster-level failures that result in a significant probability of collision.
The first step in defining the ground-cluster interface is defining the relative frame. At all times, one of the spacecraft in the cluster is specified as the reference, which defines the origin of the relative frame. The remaining two spacecraft are considered relatives. The designation of the reference spacecraft may be changed at any time by the ground.
A particular formation is defined by expressing the desired relative motion of the relative satellites. A special coordinate system was developed in which the ground-station can express this desired relative motion. The chosen coordinate system consists of a set of static geometric goals. The goal set consists of the following five parameters:
• y0
Along-track offset • aE Semi-major axis of the relative ellipse • b0
Phase angle on relative ellipse at the ascending equator crossing
Cross-track amplitude due to an inclination difference
Cross-track amplitude due to a right ascension difference
This static geometric goal set defines the desired relative state of a spacecraft with respect to the reference throughout the entire course of its orbit. It is worth noting that the goals have only 5 degrees of freedom as opposed to 6. This is because a constraint of zero secular drift is imposed. The diagram in Figure 1 illustrates the relative motion described by the above parameters in Hill's frame. In this frame, xH points in the radial direction, y H along the velocity vector, and zH in the orbit-normal direction. Here, the distance labeled † z is the total cross-track amplitude, †
In general, the motion can have three distinct attributes: 1) along-track offset, 2) relative elliptical motion, and 3) out-of-plane component. These three attributes can be combined in a total of six different ways. This has led to the formal definition of the following 6 types of relative motion. 
It should be noted that this geometric goal set may also be applied to eccentric orbits. The goals provided by the ground would correspond to a particular point in the orbit, and the desired parameter values would vary with the argument of latitude.
SOFTWARE ARCHITECTURE
One of the objectives of TechSat 21 was to provide an autonomous on-board Cluster Manager which would enable a cluster of satellites to function as a single virtual satellite. The Cluster Manager would handle all cluster level commanding and telemetry, implementing formation flying control and cluster level fault management, providing knowledge sharing and health summarization for the cluster, and providing payload control.
The Cluster Manager would reside on each spacecraft along with traditional flight software, as shown in Figure 2 . The Spacecraft Command Language (SCL) provides the infrastructure, performing command and data handling, command execution, and managing a shared database of telemetry across the cluster. The Software Bus provides a connection between SCL and the other software modules of the Cluster Manager. ObjectAgent is an agent-based software architecture for the control of autonomous, distributed systems. Agents are the main "software units," used to organize and implement all of the functionality. Each agent is implemented as a separate thread, has a fullydefined set of inputs and outputs, and is responsible for carrying out a specific task. Communication between agents is provided through the PostOfficea powerful messaging system modeled after the internet. The architecture includes built-in support for TCP/IP and has an extensible framework for supporting other protocols.
Formation Flyi ng Module
The FFM design consists of 10 agents, which may be classified into three different categories as shown in Figure 3 . The module is connected to other software components on the spacecraft, including the attitude determination and control system (ADCS), the relative navigation system, the HET and the ISL. This connection is made through the Software Bus.
The architecture is distributed in that a separate instance of the FFM exists and runs onboard each spacecraft in the cluster. Communication between modules on separate spacecraft is achieved via the ISL.
A centralized management and control approach is used. Maneuver planning for the cluster is performed onboard a single spacecraft, designated as the American Institute of Aeronautics and Astronautics The interface agents are responsible for handling the interface between ObjectAgent and the Software Bus. Their primary role is to convert between Software Bus messages and ObjectAgent messages.
The SWB Command Interface agent has two roles.
One is to receive all formation flying commands supplied from the ground, and route them to the appropriate agent(s). The other is to receive hardware commands from the Formation agent, and execute the commands using predefined scripts.
The primary role of the SWB Data Interface is to retrieve a variety of telemetry data from other subsystems, and route the information to the appropriate agent(s). It also receives periodic telemetry messages from the FFM agents, and supplies the data to the software bus for future downlink.
Fault Management Agents
The fault management agents implement three different aspects of fault management for the cluster.
• Collision Monitoring and Avoidance
• Thruster Fault Detection
• Maneuver Constraint Identification
The collision monitoring and avoidance is carried out by the Collision Monitor and Collision Avoidance agents. The Collision Monitor uses guaranteed set membership methods to predict spacecraft's positions forward in time 9 . This agent updates every second and computes the probability of intersection with one of the other spacecraft in the cluster. If the probability of collision exceeds the designated threshold (currently set at 1%), it notifies the Collision Avoidance agent with the expected time of collision.
The Collision Avoidance agent remains inactive until notified of a potential collision by the Collision Monitor agent. At this point, it plans an avoidance maneuver. The avoidance planning approach was developed according to the following objectives:
1. Move one satellite away from the collision point 2. Expend a limited amount of delta-v 3. Do not drift away from the cluster Based on these objectives, a simple two-burn maneuver was chosen, consisting of equal and opposite burns applied in the along-track direction. Only the satellite which has detected the potential collision performs a maneuver. The length of each burn is subject to a maximum delta-v parameter which may be changed on-orbit at any time. The time of the burns is chosen such that a maximum amount of radial offset is generated from the point and time of the potential collision.
Monte Carlo simulations have shown this simple method to work quite well, successfully avoiding collisions in each of several thousand simulations. However, it is desirable to develop a more rigorous approach based upon the same set-membership theory used in collision monitoring. In this context, a maneuver which guarantees no intersection between ellipsoids over a specified horizon could be planned.
The role of the Detection Filter agent is to detect failures in the Hall-effect thruster. The approach incorporates a nonlinear model of the system and compares the system's performance to that of the model. The model receives the same control inputs as the system. If a failure occurs, the outputs diverge. A specific combination of residuals identifies a failure in the thruster. Thus, when a failure occurs, the residual vector is fixed in direction, or at worst is fixed in a specific plane in the residual space. This greatly simplifies failure detection and generally eliminates the need for complex post-processing of the filter outputs for failure identification. The response to a detected thruster failure is part of the overall fault management plan, which is discussed in Section 5.
The role of the Hardware Monitor agent is to determine the maneuvering capability of the spacecraft. In order for a complete formation flying American Institute of Aeronautics and Astronautics maneuver to be carried out, the various sub-systems of the spacecraft must be operating within nominal bounds. For example, there must be sufficient power available to fire the HET, the HET must be operational and sufficiently cool, and the ADCS must be operating nominally. These represent a sample of the FFM dependencies on sub-systems. The full range and scope of sub-system dependencies has not been completely identified. The spacecraft is considered to be "delta-v operational" only if all of the dependent conditions are met. When this operational status changes, the Hardware Monitor agent notifies the Constraint Manager.
Formation Flying Agents
The formation flying agents implement the main functionality of the formation flying control system. This includes a series of coordinate transformations, maneuver planning, thruster alignment calculations, checking spacecraft constraints, and preparing hardware commands.
The Coordinate Transform agent first receives the absolute and relative position and velocity of both the reference spacecraft and itself, expressed in the ECI frame. It then performs a series of coordinate transformations to express these measured states in frames that can be used by other agents in the FFM.
The Formation Planner agent plans reconfiguration maneuvers in direct response to ground commands. The ground supplies the geometric goals of each relative satellite, defining the desired relative motion. The measured relative state is supplied by the Coordinate Transform agent. This information is used by the cluster supervisor to plan a multi-burn reconfiguration maneuver for all relative satellites.
The Formation Keeper agent is similar to the Formation Planner in that it implements the same control law, and may only plan maneuvers when it has the role of supervisor. The difference is that this agent autonomously plans formation keeping maneuvers when the specified deadband is exceeded. The deadband represents the allowable relative position error, and may be updated at any time from the ground.
The Constraint Manager agent receives a proposed delta-v sequence for one or more spacecraft, and prepares the necessary ADCS and HET commands to achieve these delta-v's. The proposed plan is ignored if a maneuver is already in progress, or if the Hardware Monitor has indicated that one or more of the spacecraft is not "delta-v operational."
An important role of the Constraint Manager is to ensure that the cluster is capable of achieving the proposed maneuver prior to initiating the command sequence. Initiating a maneuver that cannot be completed due to spacecraft limitations (i.e., thermal or power restrictions) can result in relative motion that is extremely undesirable and potentially missionthreatening.
CONTROL SYSTEM DESIGN
The general control approach is outlined in Figure 4 .
Coordinate Frames and Transformations
The relative navigation unit provides an estimate of the absolute position (r) and velocity (v) of the reference spacecraft, as well as the relative position (dr) and velocity (dv) of the other spacecraft with respect to the reference. All measurements are provided in the inertial frame. A simple Keplerian transformation provides the osculating orbital elements of the reference (eosc) and the osculating orbital element differences (deosc). The elements are osculating at this point due to the J2 perturbation. An osculating-to-mean transformation 7 provides the mean reference elements (emean) and the mean element differences (demean).
The orbital element vector is defined as follows:
where a is the semi-major axis, q is the true argument of latitude, i is the inclination, and W is the right ascension. The dimensionless q-variables are defined as follows: † where e is the eccentricity and w is the argument of perigee.
The ground station provides the geometric goals of the cluster (g), as discussed in Section 2. This static goal set is transformed to desired element differences ( † de * ) through the following procedure: † dx H * = f gx (e mean ,g)
where † f gx is the transformation function from geometric goals to Hill's frame coordinates, and † f xe is the transformation function from Hill's frame coordinates to element differences 7 . The † f gx transformation is expressed as: † 
The physical meaning of † a 0 is best described through the diagram in Figure 5 .
The ellipse represents the actual motion of the spacecraft in the relative frame. The superimposed circle represents the evolution of the absolute orbit. As the orbit is traversed, the relative spacecraft follows the path of the 2x1 ellipse. The angles are related by the fact that the y-component of the circle and ellipse are always equal.
Impulsive Control Law
The control law is an impulsive approach initially designed by Alfriend 8 and further developed by Mueller. The approach is derived from Gauss' variational equations, which provide the expressions for the instantaneous change in orbital element differences due to an impulse. A closed-form solution is obtained which expresses a finite delta-v sequence as a function of the errors in orbital element differences. The derivation assumes zero eccentricity and does not account for the J2 perturbation. 
where h is the angular momentum and r is the magnitude of the position vector. This delta-v is applied at the following argument of latitude:
The immediate goal of the out-of-plane burn is to adjust the cross-track amplitude by changing i and W. It is clear from Gauss's variational equations, however, that this out-of-plane burn will also affect the elements q1, q2 and q . These cross-coupling effects are added to the initial errors before computing the in-plane burns, as follows: † where p is the semi-latus rectum.
The required set of in-plane delta-v's is given by the following equations. †
where n is the mean orbit rate, a is the semi-major axis, † q 0 is the current argument of latitude, and † q 1 is the argument of latitude at which the first burn is to be applied. † 
The parameters M and N are maneuver time variables. Each is a positive integer, with M representing the number of half-orbits between the 1 st and 2 nd burn, and N the number of half-orbits between the 1 st and 3 rd burn. They are subject to the following constraints:
The time window supplied by the ground station (see Figure 4) indicates the minimum and maximum number of orbits that the maneuver may last. The M and N parameters are varied within this specified time window to find the combination which requires the smallest delta-v.
It is interesting to note a few observations about the sensitivity of the delta-v to the maneuver time variables. Only the first and third delta-v burns are dependent upon M and N. The magnitude of the third delta-v is inversely proportional to N . Thus, as the maneuver duration increases, the size of the third burn approaches zero. This can be a useful fact for planning maneuvers in which limited power is available for the final burn.
The total delta-v savings can be seen in the sum of the absolute values of the first and third burns. For leader-follower resizing maneuvers, the expression reduces to: †
In this maneuver, the second delta-v is zero. Therefore, the total required delta-v is inversely proportional to N. When the nature of the motion is considered, this result makes perfect sense. An alongtrack distance of Dy is covered in time Dt, with two equal and opposite burns applied at the beginning and end of the maneuver. The first burn creates a difference in the semi-major axis, da, which results in along-track drift. The final burn sets da back to zero, eliminating the drift. The change in semi-major axis corresponds to a difference in the mean orbit rate, n, expressed as:
This represents the relative drift rate. The final alongtrack offset is found to be:
This equation shows that the same amount of alongtrack offset can be achieved with a smaller da by allowing more time to complete the maneuver.
Another interesting result is found when we consider a reconfiguration from IPLF to CIPE, for the special case where † y 0 = a E . In this case, the size of the first and third delta-v's reduces to: † The single orbit maneuver requires 0.048 m/s of delta-v, whereas the 3-orbit maneuver requires only 0.016 m/s. The dependence of the total delta-v on the M and N parameters is shown in Figure 8 . This plot nicely illustrates the fuel savings that can be achieved by choosing the burn times appropriately. Recall that M indicates the number of half-orbits between the 1 st and 2 nd burn. If the second burn is applied one or three half-orbits after the first, then the optimal deltav can never be achieved. By allowing more time between the 1 st and 2 nd burn, the spacecraft is able to drift at a slower rate, which requires less delta-v.
Spacecraft Constraints
The physical constraints of the spacecraft can have a significant impact on the control system design. Consider the thruster related constraints, for example. Since each spacecraft is outfitted with a single thruster that is fixed to the bus, it is necessary to slew the entire spacecraft prior to each burn such that the thruster is pointed in the proper direction. Thermal constraints on the HET limit the frequency and duration of thruster firings, and operating the HET requires significant power.
Considering these constraints, in order to schedule a burn one must first ensure that sufficient power will be available, that the HET will be sufficiently cool, and that the ADCS will have had enough time to slew to the delta-v orientation. If these conditions cannot be guaranteed, then there is no guarantee that the proposed burn will be successfully applied. As previously discussed, canceling a burn in the midst of a maneuver can have serious consequences. In general, the thermal constraints on the HET impose a duration limit of 10 minutes on any single burn. If two burns are applied close together, however, this limit must certainly be reduced. From a formation flying perspective, the constraint is most meaningful if expressed as a function of the previous burn duration and the time between burns. Thruster performance is typically not presented in this fashion, however, and therefore requires collaboration between the control system designers and the thruster manufacturer.
In order to satisfy the power constraints, the spacecraft must remain in a sun-pointing mode for a sufficient period of time. Since a maneuver requires the re-orientation of the spacecraft, it impacts the amount of available power. Thus, a constraint which must be adhered to in maneuver planning is directly coupled with the maneuver itself. The simplest way to resolve this issue is to impose conservative powerrelated constraints on the planning process and ignore the coupling. Otherwise, a detailed model of the power profile as a function of time-on-sun and other factors must be generated and used within the planning algorithm. A conservative approach was chosen for TechSat 21 given the challenges in obtaining such a model.
Another interesting constraint involves the pointing of the star-tracker while aligning the thruster for a burn. The star-tracker sensor is required for precise attitude determination. Pointing it at bright objects causes the sensor to turn off temporarily, thereby reducing the accuracy of the attitude determination. When the thruster is fired, it is important to have the least amount of attitude error possible to avoid subsequent errors in the relative motion. Therefore, it American Institute of Aeronautics and Astronautics is necessary for the star-tracker to continue functioning nominally prior to and during every burn.
This constraint required the development of a separate algorithm to determine an orientation that properly aligns the thruster while pointing the star-tracker as far away as possible from the brightest natural objects in the sky-the sun, earth and moon.
For each commanded burn, a specific orientation must be chosen so that the appropriate commands may be sent to the ADCS. The ADCS may be commanded to track a specified orientation within the local-vertical local-horizon (LVLH) frame. Prior to the start-time of the burn, the ADCS is commanded to transition to "LVLH Tracking" mode, and to stay in this mode throughout the duration of the burn. In order to command this mode, two parameters must be supplied: 1) the body vector to be aligned with the velocity, and 2) the body vector to be aligned with nadir. These two body vectors provide sufficient information to define a desired orientation that is fixed with respect to the local frame.
The solution is found subject to two constraints. First, the bore-sight of the thruster nozzle must be pointed in the opposite direction of the desired delta-v. Second, the bore-sight of the star-tracker camera must be pointed as far away as possible from the sun, earth and moon.
*
An infinite number of orientations exist which satisfy the first constraint. This can be envisioned by first aligning the thruster in the desired direction, then rotating the spacecraft about the bore-sight of the thruster nozzle. A discretized search is performed in this fashion, where the average angular distance between the star-tracker bore-sight and the three bright bodies is calculated at each step. The orientation with the largest average angular distance is chosen.
FAULT MANAGEMENT DESIGN
Fault management design for a cluster of spacecraft is characterized by a higher level of complexity than that for a single spacecraft because it must account for the effect of faults on the entire cluster in addition to accounting for the effects on the individual spacecraft. The various types of spacecraft faults can be generally categorized into two basic groups: spacecraft-level faults and cluster-level faults. Spacecraft-level faults can be handled by the individual spacecraft without * It should be noted that reflections off of other spacecraft may be sufficiently bright so as to interfere with the star-tracker. These reflections are not yet taken into account by the algorithm. affecting other members of the cluster. Cluster-level faults impact the performance of the cluster as a whole, and may require additional action by at least one other member of the cluster.
The classification of a fault as spacecraft-level or cluster-level is highly dependent on the design of the particular spacecraft. For example, a thruster failure may mean a cluster level fault on a spacecraft with a single thruster, but it may be only a spacecraft-level fault if the spacecraft has multiple thrusters and is capable of compensating for the loss of one. Generally, though, failures in the attitude control, propulsion, inter-satellite communication and relative navigation subsystems are most likely to produce cluster-level faults.
The purpose of the cluster fault management system is to first identify and then respond to cluster-level faults. The primary objectives are to ensure the safety of the cluster and to maintain its overall functionality. In traditional designs, a typical response to most faults is to enter safemode. However, this is not necessarily the safest response to cluster-level faults. It is therefore important to define a cluster-level safemode.
The goal of safemode is to prevent the spacecraft from incurring damage. It is generally designed to use a minimum amount of power and collect a maximum amount of energy. When a spacecraft is a member of a cluster, however, the impact on cluster performance and safety must also be considered. As such, the ISL and the relative navigation subsystems should be considered critical subsystems and should be active during safemode. Enabling communication between a safed spacecraft and the rest of the cluster allows the cluster to remain aware of the safed spacecraft's position, thus making collision monitoring and avoidance more effective and allowing the cluster to maintain formation for a longer period of time. This translates to an easier recovery of full cluster functionality should the safed spacecraft return to operational mode.
In the case of TechSat 21 spacecraft, safemode does not keep the ISL operational. Therefore, any spacecraft entering safemode must be considered lost. In order to ease recovery of full functionality, the cluster uses the last known location of the spacecraft in the collision monitoring algorithms and maintains the current formation as long as possible. However, the relative position uncertainty of the safed spacecraft increases while the ISL remains down, and eventually the cluster is forced to make collision avoidance maneuvers. American Institute of Aeronautics and Astronautics Collision monitoring and collision avoidance are essential to the safety of a cluster. Under nominal operations, when the control systems of cluster members are fully operational, the threat of collision is minimal. In the event of a cluster-level failure, however, the performance of relative estimation and control are degraded. It is imperative during these times to have a robust method for detecting possible collisions and a feasible approach for avoiding them. The collision avoidance approach must balance the objectives of safety and performance. Factors such as maintaining cluster functionality, permanently removing a failed spacecraft as a collision threat, equitable distribution of fuel consumption among cluster members and spacecraft system constraints should form part of the collision avoidance system of an operational cluster. The methods of collision monitoring and collision avoidance developed for the TechSat 21 cluster are briefly described in Section 3.
One of the expected benefits of the cluster paradigm is its robustness to single-point failures. Maintaining cluster functionality in the face of full or partial failures of cluster members is therefore a primary objective of the cluster fault management plan. These adjustments may be designed to be made autonomously or to require ground intervention. In the case of TechSat 21 the high level decisions to maintain cluster functionality are made outside of the FFM, but the features that enable the execution of those decisions are incorporated into the FFM. For example, if one of the members were to experience a HET failure, the FFM would detect the anomalies through a detection filter. Because of the experimental status of the FFM, the only action it would take would be to report the anomaly to the ground. Once the ground verified the failure, it would notify the cluster and the FFM would then adjust by making the spacecraft with the failed thruster become the reference, since the reference does not need to maneuver. In every scenario, the FFM agent code runs as three separate executables on a Linux workstation while the simulation of the three-satellite cluster is conducted using MultiVehicleSim™ on an Apple PowerBook. Each ObjectAgent application connects to the simulation via TCP/IP. Commands for the FFM are entered at the command line and sent as ObjectAgent messages to the Interface Agent of each spacecraft.
CURRENT STATUS & FUTURE WORK
One scenario involves both a reference rollover and a supervisor rollover, followed by an out-of-plane reconfiguration. The three satellites -named Athos, Porthos and Aramis -are initialized in a 100 meter Leader-Follower formation. Porthos lies in the center, and initially serves as both the reference and the supervisor. The reference orbit and spacecraft model used in the scenario are consistent with the information outlined at the beginning of Section 2.
Several steps are taken in the command sequence. First, the reconfiguration goals are supplied. This command supplies the necessary information to define the desired relative motion of each spacecraft. In this case, Porthos is desired to have a 250 meter along-track offset and a 25 meter cross-track amplitude, while Athos is desired to have a 500 meter along-track offset and a 50 meter cross-track amplitude. The reconfiguration goals are not supplied for Aramis, because it will soon become the new reference. The next command in the sequence is a reference rollover. This command is sent to all spacecraft, identifying Aramis as the new cluster reference. The Coordinate Transform agent receives the command, and begins to treat Aramis as the origin of the relative frame when computing the mean orbital element differences.
Following the reference rollover, a command is issued for a supervisor rollover. Here, the identity of the supervisor changes from Porthos to Athos. The Formation Planner and Formation Keeper agents on all spacecraft are notified. From this point forward, only Athos may plan formation keeping or reconfiguration maneuvers.
Finally, the reconfiguration is commanded. The estimated mean orbital elements are provided from American Institute of Aeronautics and Astronautics the Coordinate Transform agent with Aramis treated as the reference. The Formation Planner agent on Athos transforms the supplied reconfiguration goals into desired element differences. The error between the measured and desired element differences is supplied to the control law to compute the required delta-v sequence. This proposed plan involves a multiple burn sequence for both Porthos and Athos. The plan is sent to the Constraint Manager agent, which computes the required orientation of each spacecraft for each burn, along with the set of times at which the HET must be turned on and off.
The target attitude for each burn is achieved by means of a separate attitude control system which was developed specifically for FFM validation. Perfect state knowledge and actuation is used, as the objective is to validate the overall software functionality rather than the algorithm performance. Figure 9 illustrates the successful achievement of the desired formation geometry. The Air Force Research Laboratory has discontinued the TechSat 21 program. However, the experience of designing this control system within the context of an evolving mission profile and subject to the constraints of an existing spacecraft design has brought increased awareness of the complex issues inherent to formation flying. The sensitivity of mission performance to relative navigation accuracy, the requirement of a cluster-level safemode, and the need for detailed knowledge of subsystem dynamics for accurate maneuver planning are a few of the most important issues discovered.
