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We analyze the transverse intersubstrate pseudo-Casimir force, arising as a result of thermal
fluctuations of the liquid crystalline layers of a smectic-A film confined between two planar substrates
in a bookshelf geometry, in which the equidistant smectic layers are placed perpendicular to the
bounding surfaces. We discuss the variation of the interaction force as a function of the intersubstrate
separation in the presence of surface anchoring to the substrates, showing that the force induced by
confined fluctuations is attractive and depends on the penetration length as well as the layer spacing.
The strongest effect occurs for tightly confined fluctuations, in which the surface anchoring energy
is set to infinity, where the force per area scales linearly with the thermal energy and inversely with
the fourth power of the intersubstrate separation. By reducing the strength of the surface anchoring
energy, the force first becomes weaker in magnitude but then increases in magnitude as the surface
anchoring strength is further reduced down to zero, in which case the force tends to that obtained
in the limit of strong anchoring.
I. INTRODUCTION
Liquid crystals [1] are soft materials characterized by
long range, correlated thermal fluctuations of their order
parameter. The external inclusions in these media, per-
turbing their ordered state, are thus expected to experi-
ence long-range fluctuation-induced forces akin to the van
der Waals-Casimir force, which is induced between dielec-
tric bodies by thermal as well as quantum fluctuations
of the electromagnetic field inside and in the environ-
ment of the interacting bodies [2–4]. While this standard
fluctuation-induced force also exhibits a thermal compo-
nent, which is the zero-Matsubara-frequency term, the
thermal fluctuation-induced interactions in the context of
soft-matter systems came to be referred more generally
as the pseudo-Casimir force. Such fluctuation-induced
effects were studied extensively in various contexts of the
soft materials such as liquid crystals or gels [5–23], specif-
ically also in the case of the smectic-A phase [15, 16].
In this latter instance, the molecules are arranged in a
series of parallel, equidistant, liquidlike smectic layers.
While the molecules exhibit no particular positional or-
der within each layer, they maintain a unidirectional ori-
entational order with their long axes nearly aligned in
the direction perpendicular to the plane of the smectic
layers [1]. To the lowest quadratic order, the mesoscopic
free energy of the system is composed of the deformation
energy of the orientational distortions within the layers
as well as the compression energy of changing the separa-
∗ f.karimi@khu.ac.ir
tion between the layers [1]. Since both of these contribu-
tions depend on the square of the respective second and
first order derivatives of the local layer displacement, the
system should exhibit critical behavior characterized by
long range correlations [18]
In the present work, we focus on the pseudo-Casimir
force produced between two plane-parallel walls (sub-
strates) confining a smectic-A film in a so-called bookshelf
geometry [5, 24, 25], in which the bounding substrates are
perpendicular to the fluctuating smectic-A layers, com-
plementary to the rather different case of paper-stack ge-
ometry [16, 17], relevant in the context of the vapor pres-
sure paradox for confined lipid multilayers [26, 27]. Ther-
mal fluctuations generate local distortions within this one
dimensional layered structure, which in turn give rise to
a fluctuation-induced force between the substrates of the
smectic film, mitigated by the finite energy penalty for
the deformation at the bounding surfaces. The book-
shelf geometry has been briefly considered in Ref. [5],
where by “excluded particle” argument the force per area
is proposed to be proportional to −kBTλ/d4, where kB
is the Boltzmann constant, T is the temperature, λ is
a characteristic length and d is the intersubstrate sepa-
ration. In distinction, here we derive the fluctuational
force by direct and systematic calculations, considering
explicitly the undulations of the smectic layers bounded
by hard surfaces to which the layer displacement is cou-
pled by a finite surface anchoring energy. We assume that
the fluctuational modes of the smectic layers are equally
attenuated by identical surface-anchoring fields at both
planar boundaries. We shall however ignore the fluctu-
ations in the degree of smectic order and the possible
couplings between the layer undulations and the director
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FIG. 1. A schematic presentation of the ground-state ‘book-
shelf’ configuration of a smectic-A film confined between pla-
nar side substrates of separation d along the y-axis. The smec-
tic layer spacing, a0, along the z-axis is around the molecular
length (a0 is not drawn to scale). The system is unbounded
in both x and z directions.
field fluctuations, describing the orientational order of
the molecules within the smectic phase. The role of such
a coupling has been studied in the case of a homeotropic
and a free-standing smectic film in Ref. [15].
We introduce our model in Section II and discuss the
functional-integral methods used to evaluate the parti-
tion function and, hence, the free energy of the system
in Section III, where the analytical and numerical results
are discussed in detail (Sections III C and IIID) with the
concluding remarks to be followed in Section IV.
II. MODEL
We consider a smectic-A phase of a liquid-crystalline
material [1] with parallel layers of separation a0, stacked
up in the z direction. The long axes of the molecules,
comprising each of the liquidlike smectic layers, are thus
aligned on average in the z (normal-to-layer) direction.
The smectic-A phase is assumed to be confined between
two plane-parallel walls (substrates) placed perpendicu-
lar to the smectic layers at positions y = 0 and d; see
Fig. 1. The displacement field due to thermal (in-plane
and out-of-plane) undulations of the smectic layers is de-
noted by u(r⊥ , y), while the director field of the molecules
is denoted by n(r⊥ , y), where r = (r⊥ , y) is the Cartesian
spatial position with the transverse coordinates denoted
by r⊥ = (x, z).
The Hamiltonian (deformation energy) associated with
such displacements is given by
Hb = K
2
∫
V
dr
[(
∂2xu+ ∂
2
yu
)2
+
B
K
(∂zu)
2
]
, (1)
whereK and B are elastic moduli corresponding to bend-
ing and compressing (or, dilating) of the layers, respec-
tively, and V is the volume of the smectic slab [1].
We assume in general that a preferred order exists for
the director field n at the confining substrates of the
smectic film, that is, n(r⊥ , 0) and n(r⊥ , d) orient pref-
erentially along the z-axis. The latter is modeled using
the Rapini-Papoular model [28] by assuming the surface-
interaction Hamiltonian
Hs = −W
2
∫
∂V
dr⊥ (n · zˆ)2 , (2)
where W is the anchoring energy per unit area and the
integration is taken over the surface area of the confin-
ing boundaries (substrates) [24]. Considering small ther-
mal fluctuations of the director field around its ground-
state configuration, that is, by writing n = zˆ + δn =
(δnx, δny,
√
1− δn2x − δn2y), we find
Hs = W
2
∫
∂V
dr⊥
[
(∂xu)
2 + (∂yu)
2
]
(3)
up to the quadratic order in the fluctuating field
δn = (δnx, δny), where we have also used the relation
(∂x, ∂y)
Tu+δn = 0, asserting that the local director field
remains perpendicular to the smectic layers [1, 24, 29].
Because of the translational invariance of the Hamil-
tonian across the (x, z)-plane, we can use the Fourier
representation u(r⊥ , y) =
∑
p⊥
up⊥(y) e
ι˙p⊥·r⊥ , with p⊥ =
(px, pz) being the two-dimensional wavevector, to express
the total Hamiltonian H = Hb+Hs in terms of the terms
contributed by individual transverse modes p⊥ . Hence,
the total Hamiltonian as well as its bulk and surface parts
can be additively decomposed as H ≡ ∑p⊥ h[up⊥(y)],
into a bulk functional Hb ≡
∑
p⊥
hb
[
up⊥(y)
]
and a sur-
face function Hs ≡
∑
p⊥
hs
(
up⊥(0), up⊥(d)
)
, where obvi-
ously
h
[
up⊥(y)
]
= hb
[
up⊥(y)
]
+ hs
(
up⊥(0), up⊥(d)
)
, (4)
and the bulk and surface terms associated with each
transverse mode are obtained, respectively, as
hb
[
up⊥(y)
]
=
KA
2
∫ d
0
dy
{
|u¨p⊥(y)|2 + 2p2x|u˙p⊥(y)|2
+ (p4x + λ
−2p2z)|up⊥(y)|2
}
, (5)
hs
(
up⊥(0), up⊥(d)
)
=
WA
2
{
|u˙p⊥(0)|2 + |u˙p⊥(d)|2
+ p2x
(|up⊥(0)|2 + |up⊥(d)|2)} (6)
− KA
2
p2x
{(
up⊥(d)u˙
∗
p⊥
(d)− up⊥(0)u˙∗p⊥ (0)
)
+ c.c.
}
,
3where the penetration length is defined as λ =
√
K/B [1],
A is the surface area of each confining plate, u∗p⊥ (y) =
u−p⊥ (y), and the dots over the symbols denote the y-
derivative, i.e., u˙p⊥ ≡ ∂yup⊥ .
III. FORMALISM AND RESULTS
A. Partition function
The partition function of the system described in the
previous section follows by integrating over all field fluc-
tuations as
Z =
∏
p⊥
∫
Dup⊥(y) e
−βh[up⊥(y)] ≡
∏
p⊥
e−βF(p⊥ ), (7)
where β = 1/(kBT ) and F(p⊥) is the free energy con-
tributed by each transverse mode p⊥ . The thermody-
namic free energy, F = −kBT lnZ =
∑
p⊥
F(p⊥), follows
in the continuum limit as
F(d) = A
2pi2
∫ ∞
−∞
dpx
∫ pi/a0
0
dpz F(px, pz), (8)
where we have explicitly noted the dependence of the free
energy on the intersubstrate distance, d, and taken the
pz integral in the first Brillouin zone −pi/a0 ≤ pz < pi/a0.
The part of the partition function corresponding to the
bulk Hamiltonian, itself a second derivative functional of
the fluctuating fields, can be evaluated explicitly for any
configuration of the surface fields, up⊥(0), u˙p⊥(0), up⊥(d),
and u˙p⊥(d) [30], which finally leads to a compact epres-
sion for the full partition function Eq. (7) in the form
Z =
∏
p⊥
∫
d(up⊥(0))d(u˙p⊥(0))d(up⊥(d))d(u˙p⊥(d)) e
−βhs(up⊥(0))G
(
u˙p⊥(0), up⊥(0); u˙p⊥(d), up⊥(d)
)
e−βhs(up⊥(d)), (9)
where the propagator G
(
u˙p⊥(0), up⊥(0); u˙p⊥(d), up⊥(d)
)
,
giving the statistical weight of bounding surfaces
field configurations characterized by u˙p⊥(0), up⊥(0) and
u˙p⊥(d), up⊥(d), is defined as
G
(
u˙p⊥(0), up⊥(0); u˙p⊥(d), up⊥(d)
)
=
∫
Dup⊥(y) e
−βhb[up⊥(y)].
(10)
Note that the surface term (6) is additive in up⊥(0) and
up⊥(d) and, as such, it is routinely grouped into two
separate terms, denoted by hs
(
up⊥(0)
)
and hs
(
up⊥(d)
)
.
The propagator G involves functional integration over
a Boltzmann-wighted Hamiltonian involving the second-
order derivative of the field up⊥(y); see Eq. (1), which can
be calculated using the methods introduced in Ref. [30],
or the final expression provided in Ref. [31]. As a matter
of fact, this methodology has already been used in the
context of Casimir interactions, e.g., in Ref. [32], deal-
ing with the pseudo- Casimir force in a confined nematic
polymer, and in Ref. [33], which analyzes the Casimir
effect in fluids above the isotropic-lamellar transition
within the Brazovskii mesoscopic theory, with formal de-
velopments discussed further in Ref. [34]. Hence, using
the same methodology and basically following Ref. [30],
we derive a closed form expression for the integrand en-
tering the partition function (9) as
e−βhs(up⊥(0))G
(
u˙p⊥(0), up⊥(0); u˙p⊥(d), up⊥(d)
)
e−βhs(up⊥(d)) = A(ω1, ω2, d) e−βh
eff
s
(
u˙p⊥(0),up⊥(0);u˙p⊥(d),up⊥(d)
)
(11)
with an effective field surface-Hamiltonian that can be
obtained as
heffs
(
up⊥(0), up⊥(d); u˙p⊥(0), u˙p⊥(d)
)
= m11
(|up⊥(0)|2 + up⊥|(d)|2)
+m12
(
up⊥(0)up⊥
∗(d) + c.c.
)
+m13
(
u˙p⊥(d)u
∗(d)− u˙p⊥(0)up⊥∗(0) + c.c.
)
+m14
(
u˙(d)u∗(0)− u˙(0)u∗(d) + c.c.)
+m33
(|u˙(0)|2 + |u˙(d)|2)
+m34
(
u˙(0)u˙∗(d) + c.c
)
. (12)
We make use of the eigenfrequencies ω1 and ω2 [see
Eq. (5)] defined through
ω21 + ω
2
2 = 2p
2
x,
ω21ω
2
2 = p
4
x + λ
−2p2z, (13)
where again λ =
√
K/B is the penetration length, ` =
K/W is the extrapolation (or pinning) length, and the
shorthand notations ci ≡ cosh(ωid) and si ≡ sinh(ωid)
for i = 1, 2 [30] to express the elements mik of the matrix
4mˆ appearing in Eq. (12) as
m11 =
ω1ω2
2M
(ω21 − ω22)(ω1s1c2 − ω2c1s2) +
p2x
2`
(14)
m12 = −ω1ω2
2M
(ω21 − ω22)(ω1s1 − ω2s2) (15)
m13 =
ω1ω2
2M
[(ω21 + ω
2
2)(c1c2 − 1) + 2ω1ω2s1s2] +
p2x
2
(16)
m14 = −ω1ω2
2M
(ω21 − ω22)(c1 − c2) (17)
m33 =
1
2M
(ω21 − ω22)(ω1s2c1 − ω2c2s1) +
1
2`
(18)
m34 = − 1
2M
(ω21 − ω22)(ω1s2 − ω2s1), (19)
and the prefactor A in Eq. (11) as
A(ω1, ω2, d) = 1
2pi
√
ω1ω2|ω21 − ω22 |√
M
. (20)
where
M = (ω21 + ω
2
2)s1s2 − 2ω1ω2(c1c2 − 1). (21)
The final step of calculating Z involves Gaussian
functional integrals over the fluctuating surface fields
{u˙p⊥(0), up⊥(0); u˙p⊥(d), up⊥(d)} of the factor e−βh
eff
s , see
Eq. (11).
B. Interaction free energy
The free energy straightforwardly follows from the final
results in the preceding section. By dropping irrelevant
additive factors as necessary, the interaction free energy
of the system can be obtained from
F(d) = −kBT lnZ, (22)
where
Z ∝
∏
p⊥
1√|G(p⊥)| , (23)
and G(p⊥) can be written in an explicit form as
G(p⊥) = A+B cosh(2αd) + C sinh(2αd)
+D cos(2γd) + E sin(2γd). (24)
Here α and γ are defined through the real and imaginary
parts of the solutions of Eqs. (13), as ω1 = α − ι˙γ and
ω2 = α+ ι˙γ, where
α =
1√
2
(
p2x +
√
p4x + λ
−2p2z
)1/2
, (25)
γ =
1√
2
(
−p2x +
√
p4x + λ
−2p2z
)1/2
, (26)
and we find
A =
√
p4x + λ
−2p2z(λ
−2p2z − `−2p2x)2, (27)
B = −γ2[λ−4p4z + 2λ−2p2z(4p2x +
√
p4x + λ
−2p2z)`
−2
+ `−2p4x(8p
2
x + 8
√
p4x + λ
−2p2z + `
−2)], (28)
C = −2αλ−2p2z`−1(λ−2p2z + `−2p2x), (29)
D = −α2[λ−4p4z − 2λ−2p2z(−4p2x +
√
p4x + λ
−2p2z)`
−2
+ `−2p4x(8p
2
x − 8
√
p4x + λ
−2p2z + `
−2)], (30)
E = −2γλ−2p2z`−1(λ−2p2z + `−2p2x). (31)
C. Limiting cases
In the limits of weak and strong anchoring, i.e.,W → 0
and W → ∞, or, equivalently, expressed in terms of the
extrapolation length, ` → ∞ and ` → 0, respectively,
G (Eqs. (24)-(31)), irrespective of irrelevent prefactors,
reduces to the exact same expression
G
∣∣
W→0,∞= α
2 + γ2 − γ2 cosh(2αd)− α2 cos(2γd)
= γ2 sinh2(αd)− α2 sin2(γd), (32)
which is equal to M/2 [Eq. (21)]. In other words, the
interaction free energy in the strong and the weak an-
choring limits is found to coincide. This is a special case
of a duality that exists in this system and tallies also
with the properties of the pseudo-Casimir interactions in
nematic liquid crystals [5, 6].
The interaction free energy per unit area (after sub-
tracting a trivial additive contribution from the bulk ma-
terial) is obtained as
F(d)
A
=
kBTλ
2pi2d3
∫ ∞
0
dpx
∫ ∞
0
dpz ln
{
(1− e−2α)2 (33)
×
[
1−
( 2α sin γ
γ(e2α − 1)
)2
e2α
]}
,
where we have defined the rescaled variables pxd → px,
pz(d
2/λ) → pz and have taken the upper limit of pz
to infinity, i.e., pid2/(λa0) → ∞. We have also non-
dimensionalized α and γ [Eqs. (25), (26)] as
αd→ α = (q2x +√q4x + q2z)1/2/√2, (34)
γd→ γ = (− q2x +√q4x + q2z)1/2/√2. (35)
D. Numerical results
The free energy (33) gives rise to a fluctuation-induced
interaction force,
f(d) = −∂F(d)
∂d
, (36)
which turns out to be attractive for the whole range of
the intersubstrate separations. We numerically evaluate
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FIG. 2. Dimensionless interaction pressure Π(d˜) as a func-
tion of the rescaled intersubstrate distance d˜ = d/λ for fixed
λ/a0 = 2 and λ/` = 10−15, 10−3, 10−2 (open symbols), and
10, 30, 50, 102, and 104 (filled symbols), as indicated on the
graph. Curves connecting the symbols are guides to the eye.
Analytical expression (38) is shown as a gray solid curve.
the corresponding dimensionless interaction pressure,
Π(d˜) ≡ βλ
3
A
f(λd˜), (37)
and show its behavior as a function of the rescaled inter-
substrate separation d˜ = d/λ and other rescaled system
parameters, i.e., λ/` and λ/a0, in Figs. 2, 3 and 4, re-
spectively. To produce the numerical results, the model
parameters are varied as follows. First, we note that λ is
typically of the order of 10−7 cm forB = 108 erg/cm3 and
K = 10−6 dyn, and the layer thickness a0 is expected to
be around the molecular length of about 10−7 cm [1]. In
other words, λ/a0 would be of order one. The anchoring
extrapolation length ` can, on the other hand, be varied
from zero to infinity. For completeness, however, we take
a few different values for the ratio λ/a0 = 1.5, 2 and ∞,
and a much wider range of values for λ/` = 10−15 − 104.
Figure 2 shows Π(d˜) as a function of d˜ for fixed
λ/a0 = 2 and for both large and small values of λ/`.
The results are computed using Eqs. (22)-(31) and (37).
Starting with a fixed λ/` > 1 and increasing this ratio to
very large values, the pressure profiles become increas-
ingly less negative (strong anchoring). The same trend
occurs starting with a fixed λ/` < 1 and decreasing it
to very small values (weak anchoring), corroborating the
aforementioned observation that the limiting results for
λ/`→∞ and 0 coincide, where the largest magnitude of
the attractive (negative) pseudo-Casimir force at a given
rescaled separation d˜ is established.
The interaction pressure in the strict limit of strong
(or, weak) anchoring can be quite accurately approxi-
mated by a universal expression as
Π0(d˜) = −C0/d˜4, (38)
where C0 ' 1.76985 is obtained from numerical integra-
tion of Eq. (33). Equation (38) is shown as a gray curve
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FIG. 3. Dimensionless interaction pressure Π(d˜) as a function
of ln(λ/`) for fixed d˜ = 1.3 and λ/a0 = 1.5, 2, and ∞, as
indicated on the graph. Curves are guides to the eye. For
small enough λ/a0 the pressure on the scale of the graph
would be zero, though remaining negative.
in Fig. 2 and, as seen, it closely approximates the data
obtained for large (or, small) λ/`, when d˜ is only mod-
estly large (i.e., d˜ & 1.5; the above analytical estimate is
in fact expected to remain valid for d2  λa0).
Figure 2 also indicates that, at a given value of d˜
and for fixed λ/a0, the interaction pressure varies non-
monotonically with λ/` (or, equivalently, with the an-
choring energy). This behavior is shown in Fig. 3, where
the dimensionless pressure is plotted as a function of
lnλ/`, at fixed d/λ = 1.3. It turns out that the mag-
nitude of the (attractive) interaction pressure increases
as λ/a0 is increased (or, equivalently, a0 is decreased).
This can be seen from both Figs. 3 and 4. In the latter
figure, we fix λ/` = 100 and plot the interaction pressure
profiles for three different values of λ/a0 , as indicated
on the graph.
IV. CONCLUDING REMARKS
We considered a smectic-A liquid crystalline film con-
fined within a planar gap that quenches the thermal
fluctuations at the boundaries of the sample. A book-
shelf geometry–in which the molecules vicinal to the
two planar bounding substrates are forced to orient in
co-planar directions–provides a particularly interesting
physical system to study the fluctuating modes of the
layering field and the layer displacement of the smectic-A
phase [35]. The imposition of the hard boundaries mod-
ifies the free-space fluctuation spectrum, allowing only
for the modes which are compatible with the presence of
the boundaries as well as with the nature of the interac-
tion between the vicinal smectic layers and the bound-
ary itself; hence, leading to a fluctuation-induced pseudo-
Casimir force between the bounding substrates, which we
investigated in detail in this work.
We use the standard statistical mechanical continuum
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FIG. 4. Dimensionless interaction pressure Π(d˜) as a function
of d˜ for fixed λ/` = 100 and λ/a0 = 1.5, 5, and∞, as indicated
on the graph. Curves connecting the symbols are guides to
the eye.
field theory paradigm to calculate the fluctuation force,
resulting from thermally excited modes within a kBT en-
ergy range of their ground state. While, in general, the
context of our calculation is quite close to the pseudo-
Casimir interactions, we do explicitly take into account
the smectic-A boundary interaction energy, assuming it
has a general Rapini-Papoular form [28], and thus avoid
the question of the proper boundary condition of the fluc-
tuating displacement fields. In addition, our calculation
is interesting also from the purely formal perspective,
since it develops further the Casimir methodology of field
Hamiltonians, involving higher order field derivatives,
which were first used in the context of Casimir inter-
actions for confined nematic polymers [32] and confined
Brazovskii-type soft media [33]. The main difference be-
tween the Brazovskii-type soft media and the smectic-A
liquid crystalline film is the absence of the bound states
in the Fourier decomposition in the direction perpendic-
ular to the bounding surfaces. This difference can be
tracked to the sign of the first order derivative term in
the field Hamiltonian Eq. (5).
The main features of our results may be outlined as fol-
lows. First, the fluctuations with vanishingly small val-
ues of both the azimuthal and normal derivatives of layer
displacement field on the bounding substrates are found
to give a long-ranged intersubstrate attraction, which,
at sufficiently large separations, is well-described by the
universal expression given in Eq. (38). The calculated
prefactor C0 ' 1.76985 differs from what is proposed in
Ref. [5], where the prefactor is suggested to be of the
form ζ(4) ' 1.08232. The latter conjecture is indeed
not supported by our numerical findings. Second, the
interaction force (or pressure) exhibits a non-monotonic
dependence on the ratio λ/` and shows a duality with
respect to the magnitude of the surface anchoring en-
ergy. Third, the attractive pressure mediated between
the bounding substrates is strengthened as a0, the peri-
odicity along the normal of the layers, is decreased, im-
plying that denser smectic systems should show an in-
creased pseudo-Casimir force.
The non-monotonic behavior of the pseudo-Casimir
interaction pressure on the surface anchoring coupling
strength λ/` leads to small interaction magnitude for in-
termediate values, that increases either for very large
or very small values of the surface coupling strength.
The interaction forces obtained in the two limits of weak
(λ/`→ 0) and strong anchoring (λ/`→∞) coincide, in-
dicating a special case of a duality in this system, which
resembles the behavior previously seen in the case of ne-
matic liquid crystals [5, 7, 36]. This property can be
understood by examining the boundary condition equa-
tions as follows. Formally, for a bulk free-energy density
of the form fb = 12aφ
2 + 12bφ˙
2 + 12cφ¨
2 and the surface
energy density of the form fs = W ( 12ηφ
2 + 12ζφ˙
2), as we
deal with in this paper, the boundary equations at y = d
read bφ˙ − c...φ + Wηφ = 0 and cφ¨ + Wζφ˙ = 0. We note
that the limit W → ∞ corresponds to φ = φ˙ = 0 on
the substate. Then the partition function directly reads
Z = A ∝ 1/√M [see Eqs. (9), (11), and (20)], where M
turns out to be equal to 2G
∣∣
W→0,∞ [Eq. (32)]. On the
other hand, for W = 0, the boundary condition equa-
tions lead to undetermined values for φ and φ˙. This is
why to evaluate Z we integrate (average) over all possi-
ble values of both fields. This averaging reasonably leads
to the same result as for the strong anchoring condition.
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