Symmetry equations are obtained for the rigidity matrix of a bar-joint framework in R d . This leads to a short proof of the Fowler-Guest symmetry group generalisation of the Calladine-Maxwell counting rules.
Introduction
Let (G, p) be a framework in R d which, by definition, consists of an abstract graph G = (V, E) and a vector p = (p 1 , . . . , p v ) composed of framework points in R d . When (G, p) is viewed in the natural way as a pin-jointed bar framework in R d then there is a counting condition for bars and joints that the framework must satisfy if it is known to be isostatic, which is to say that the structure is rigid in a natural sense (infinitesimally rigid) and at the same time is not overconstrained.
More generally, in the nonisostatic case, there is a single condition relating the four quantities, v = |V |, e = |E|, the number m of nontrivial independent infinitesimal motions (also known as mechanisms), and the number s of independent stresses that the structure can carry. Recently, in the context of the analysis of loads and stresses in symmetric structures, Fowler and Guest [8] have obtained an extended counting rule for symmetric frameworks in two and three dimensions.
This formula is a source of additional necessary counting conditions for such frameworks and takes the elegant form [5] for an analogous symmetry variant of Euler's formula for polyhedra.
Many authors have considered group representations in the analysis of symmetric structures and the choice of symmetry adapted coordinate spaces for stresses and flexes. See, for example, Kangwai and Guest [12] and the survey [13] . However, the exploitation of the detail of general group representation decompositions seems to have been initiated in the calculations of [12] and then put into the useful equational form by
Fowler and Guest [8] .
Our first purpose here is first to obtain an explicit symmetry equation
for the rigidity matrix R = R(G, p) of a framework in R d , which shows how the matrix intertwines certain symmetry group representations associated with the edges and with the vertices. From this we obtain a simple proof of a general Fowler-Guest formula for frameworks in R d .
The proof we give is essentially coordinate free and indeed the unitary equivalence that underlies the formula is implemented by the partially isometric part of the polar decomposition R = U(R * R) 1/2 .
Our second purpose is to show that the method is versatile and readily applicable to higher order frameworks. For example, we consider body-bar frameworks, such as the Stewart platform [6] , and constraint systems for geometric objects, such as the constraints of geometries arising in CAD. Once again we obtain symmetry equations, equivalent representations, character formulae and counting conditions. Also we indicate how one may obtain symmetry equations for the rigidity transformations of infinite frameworks. Here too appropriately isostatic frameworks lead to the equivalence of the representations of the symmetry group that are associated with framework edges and vertices.
Finally we indicate how the symmetry analysis may be exploited further in two distinct ways, and even for asymmetric frameworks.
In the first we consider symmetries in vertex induced subframeworks while in the second we consider latent symmetries in partition-derived frameworks. For the symmetry group identity element the properties of sub-frameworks and derived frameworks both give the same wellknown requirement for non-singularity of the Jacobian, namely that 2v − e ≥ 3 for every sub-graph with e edges and v vertices. However, symmetry in subframeworks or partition derived frameworks both give new and useful predictions. We obtain, for example, the following "singularity predictor", that is, a set of necessary counting conditions
framework (X, p) and each spatial symmetry g of (X, p),
where v g X (resp. e g X ) is the number of vertices (resp. edges) in the graph X that are unmoved by the symmetry For planar frameworks and a reflection symmetry for example the (framework independent) quantity trace(ρ rig (g)) is −1 and so in this case we obtain the useful isostaticity condition
for all subframeworks (X, p) and their reflection symmetries g.
We remark that for planar isostatic frameworks one has m = s = 0 and hence the necessary equality 2v − e − 3 = 0. This is not a sufficient condition as one also needs subframeworks not to be overconstrained.
However, it is a fundamental and celebrated theorem of Laman [14] that the necessary count condition 2v = e − 3, together with the corresponding inequality for all subgraphs, is a sufficient condition for a generic framework to be isostatic. Thus necessary and sufficient conditions are known for the two dimensional generic case. Generic frameworks have no proper symmetries and so it is of interest that by means of the Fowler-Guest formula necessary conditions and sufficient conditions have been obtained recently for the isostaticity of symmetric frameworks. See Connelly, Fowler, Guest, Schulze and Whiteley [3] and Schulze [21] . In particular they note the very tight constraints on the symmetry group G in two and three dimensions.
For further background on rigidity and diverse constraint problems see, for example, [1] , [3] , [9] , [11] , [17] , [18] , [20] , and [23] .
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Frameworks and Symmetries.
Let G = (V, E), n = |V |, m = |E| be a finite connected graph, with no multiple edges. A framework in R 2 is a pair (G, p) where p = (p 1 , . . . , p n ) is a framework vector with framework points p i = (x i , y i ) in R 2 that are associated with an ordering v 1 , . . . , v n of the vertices. Thus we allow framework points to coincide. The rigidity matrix R = R(G, p) for the framework (G, p) is an m × 2n real matrix whose columns are labeled by x 1 , y 1 , x 2 , y 2 , . . . , x n , y n , and whose rows are labeled by some ordering e 1 , . . . , e m of the edges. If e = (v i , v j ) is an edge of G then the matrix entries of R in the row for e are zero except possibly in the columns for x i , y i , x j , y j where we have, respectively,
For notational economy we allow (as here) framework point coordinates to agree with their labels.
The rigidity matrix gives a linear transformation from the vector space
associated with the vertices to the vector space,
⊕R e k associated with edges. Here each vector space summand R x k , R y k , R e k is a copy of R. Fix basis vectors ξ x k , ξ y k , 1 ≤ k ≤ n, for H v , and basis vectors ξ e k , 1 ≤ k ≤ m for H e . Thus, the matrix entry x i − x j in row e = (v i , v j ) and column x i is the inner product Rξ x i , ξ e .
The rigidity matrix of a framework (G, p) in R d is defined in exactly the same manner. Alternatively, the rigidity matrix is given as one half of the Jacobian derivative of the nonlinear map from H v to H e which is determined by the quadratic distance equations for the framework.
We adopt this viewpoint in Section 4.
2.1. Graph symmetry. We now consider the symmetry properties of R(G, p) in the presence of a group of symmetries of the framework.
Let σ be an automorphism of G, so that σ : V → V is a bijection which also maps edges to edges. Let σ e denote the associated linear transformation of H e where σ e ξ f = ξ σ(f ) and let σ e also denote its representing matrix. The transformation and matrix σ v is similarly defined, on the space H v , and
We note how R(G, p) is transformed, even in the absence of framework symmetry, on replacing p = (p 1 , . . . , p n ) by σ(p) = (p σ(1) , . . . , p σ(n) ).
Lemma 2.1. Let (G, p) be a framework in R d with rigidity matrix R(G, p) and let σ be a graph automorphism. Then
. This difference appears in the σ(e) row and σ(x i ) column of R(G, p) and so
On the other hand, from the definition of R(G, σ(p)),
and so R(G, p) and σ e R(G, σ(p))σ Suppose that σ is a rigid motion symmetry of (G, p) in the sense that it is effected by an isometric map T :
We also refer to these symmetries as the spatial symmetries of (G, p)
and we write G for the resulting subgroup of Aut(G). Recall that T (where S denotes also the matrix that effects the transformation S).
For example, in case d = 2, writing (x
It follows from linearity that
and so
For an alternative derivation of this equality one may employ the chain rule for the derivative of composite multivariable functions. We do this in Section 4 in a more abstract setting.
We now consider five representations of G.
Write ρ e : G → L(H e ) for the permutation representation of the framework symmetry group G where ρ e (g) is the transformation (and matrix) associated (as above) with the graph automorphism σ that is determined by g.
be the orthogonal group representation of the spatial automorphism group G (one often identifies G with its image under this map) and let ρ sp = ρ sp ⊕· · ·⊕ρ sp (n times) be the associated block diagonal representation of G on H v . Finally, note thatρ sp and ρ v commute and that their productρ v is well defined. Indeed, these are representations in different factors of the natural tensor product decomposition H v = R n ⊗ R d and ρ v = ρ n ⊗ ρ sp , where ρ n is the (multiplicity one) representation for the vertices, so that ρ v = ρ n ⊗ I m , andρ sp = I n ⊗ ρ sp .
The next theorem provides symmetry equations for the rigidity matrix and follows from Lemma 2.1 and the discussion above.
where S is the rotation factor of T .
ii. Let G be the spatial symmetry group of the framework (G, p) with
We note some immediate consequences for rigidity and isostaticity.
Definition 2.3. A plane framework (G, p) in the plane is infinitesimally rigid if the rank of R(G, p) is 2|V | − 3 and is isostatic if it is
infinitesimally rigid and |E| = 2|V | − 3.
The analysis above applies to what one might call grounded or supported frameworks (G, p * ) in which certain vertices are fixed absolutely.
The relevant symmetries in this case permute these special points. Such examples can be found in the original three-point-supported symmetric two dimensional structures in [12] and [8] . The context is simpler since (with three non-colinear fixed joints) spatial flexes are absent and isostaticity of the suspended framework corresponds to the invertibility of the Jacobian J(G, p * ) for the equation system for the free points. The argument for Theorem 2.2 (ii) applies and we obtain
which is valid for elements g of the symmetry group G, where ρ v is the representation for free vertices. In particular if (G, p * ) is isostatic then
and so it follows immediately that we get the following equalities of traces (also called characters); for each symmetry group element,
For the identity symmetry element one obtains the simple counting 
Flexes, Stresses and the Fowler-Guest Formula
For a framework ( The symmetry equation shows immediately that for all g ∈ G,
Thus with respect to the orthogonal decomposition In fact for the associated three dimensional subspace
the subrepresentation ρ rig ofρ v (obtained by restriction to H rig ) decomposes as 3 copies of the trivial one dimensional representation.
Finally, define H mech as the complementary space to H rig in H f l , so that H f l = H mech ⊕ H rig . The notation reflects the fact that this subspace may be viewed as the space for non-trivial infinitesimal motions (mechanisms) of the framework.
With these Euclidean space decompositions (which are all in terms of invariant subspaces forρ v ) we have the associated decompositions
For the other representation ρ e we have the two-fold decomposition 
, it follows that ρ v ′ and ρ e ′ are unitarily equivalent representations, which we write as ρ v ′ ∼ = ρ e ′ . This is a standard fact which can be made explicit by noting that the isometric part U of the polar decomposition R ′ = U|R ′ | also intertwines the represen-
and serves as the implementing unitary. Alternatively, since R ′ is an invertible transformation these representations are intertwined by an invertible (ie. they are similar) and so their characters must agree and so are unitarily equivalent, by standard theory.
We can now give a complete proof of a general form of the FowlerGuest formula. In brief, the formula follows immediately from the similarity (and unitary equivalence) of the "residual" representations ρ ρ x (g 1 )) , . . . , trace(ρ x (g N )) for some enumeration of the elements of G. 
Proof. We have
We have
with R ′ invertible and so
and the identity follows.
The right hand side of the Fowler-Guest formula is computable in terms of the number of elements fixed by a framework symmetry as in the following corollary, which proved useful in [3] . Here we follow [3] and write j σ and b σ for the number of framework points (joints) and framework edges (bars) that are not displaced by σ. From these observations and the previous character formula, evaluated at σ (i) now follows. The formula of (ii) and (iii) are similarly verified; in case (ii), trace(ρ sp (σ)) = 1, trace(ρ rig (σ)) = 0 and in case (ii), trace(ρ sp (σ)) = −3 and trace(ρ rig (σ)) = −1.
Higher Order Frameworks and Symmetry
We now show how the approach above adapts readily to higher dimensional frameworks such as point-line frameworks in R 2 , body-bar frameworks in R 3 , and even infinite frameworks.
4.1.
Character formulae for point-line frameworks. Consider, in . The chosen pairs determine edges e ∈ E in an abstract graph whose vertex set V is partitioned V = V p ∪ V l and whose edge set is similarly partitioned, E = E pp ∪ E pl ∪ E ll . The abstract partitioned graph G and the pair P, L give rise to a distance labeled graph. This is the pair (G, d) where d is a map from E to the set of distances;
It is of interest to understand the inverse problem, that is, the nature 
and, according to edge type,
Also,
As before, for spatial motion symmetry group G of (G, P, L) we have five representations :
Note in particular that the coordinates for lines are analogous to the coordinates for points in that for a line-framework symmetry g, given by an isometric transformation T of R 2 , the coordinates for the line
. We define the rigidity matrix for a line-plane framework, or a dimensioned abstract graph, simply as the Jacobian of the distance constraint equation system. Writing x for the set of all variables, this system can be indicated as the equation set
The Jacobian has a 3 × 2 block structure implied by the vector space decompositions and takes the form,
, and the representations ρ e andρ v have a corresponding three-fold and two-fold diagonal block structure, respectively.
Once again we define H st = cokerR(G, P, L) and let kerR(G, P, L) = H rig ⊕ H mech where H rig is the three dimensional space of infinitesimally rigid flexes. The space H mech is defined as the (possibly zero) orthogonal complement of H rig in kerR(G, P, L). 
and the character list formula Proof. In the next subsection we obtain a general symmetry formula and the stated formula is a special case of this. The character list formula is proven in exactly the same manner as in the proof of Theorem
In particular if the framework is isostatic and has

3.1
The theorem can be useful for predicting the singularity of an equation system underlying a CAD diagram. For a simple illustration of this consider the triangular point-line drawing framework of Figure 2 .
The abstract graph has six vertices and nine constraints and no subgraphs are overconstrained. However there is one reflection symmetry, for which b pp = 1, b ll = 1 and it follows that the Jacobian of the equation system is singular.
4.2.
Higher order frameworks. We now outline how one may derive symmetry equations for the Jacobian of quite general distance constrained systems.
Let (G, E) be a finite, connected, undirected graph and let V = For a pair of specified objects (p, q), either of the same or differing type, a generalised distance equation is given which has the form f (p, q) = d where d is real and f is a function in the parameters for p, q. We say that the constraint is a Euclidean constraint if for all isometries of R d and all objects p, q of the appropriate type, we have
Definition 4.2. A Euclidean framework is a pair (G, P) together with
a family of distance functions f e (p, q), e ∈ E where i. G = (V, E) is a graph with partitioned vertex set V labeling a set P of specified objects, with objects of the same kind in each partition set, and
ii. the distance functions f e (p, q) are Euclidean invariant and depend only on the type of the objects p, q.
To consider the rigidity or flexibility of a particular Euclidean framework (G, P) we consider the framework equation system, which, by definition, is the constraint system
A proper Euclidean framework (G, P) is one for which the objects do not all lie in a hyperplane and we say that such a framework is infinitesimally rigid if the Jacobean J(G, P) of the system has rank equal to
is the total number of variables. Also we say that (G, P) is isostatic if in addition the rank is equal to |E|.
Let (G, P) be a Euclidean framework with geometric objects p 1 , . . . , p n .
Following the terminology for frameworks we define the constraint function, or rigidity map, of (G, P) to be the nonlinear function f :
Here the i th constraint function for the edge e i depends on the variables x k , x l for the objects p k , p l associated with e i .
and if T is an isometric transformation of R d then there is an associated block diagonal transformatioñ
where each T k is the parameter transformation induced by T . In particular, if σ is a symmetry of (G, P) which additionally is induced by a spatial isometry T then we callT the local symmetry transformation for σ.
We now obtain the symmetry equation for the rigidity matrix of a Euclidean framework, defined here as Jacobean derivative D(f )(x) of the constraint map evaluated at the framework coordinates. spatial symmetry of (G, P). Then the rigidity matrix J(G, P) satisfies the symmetry equation
where σ v and σ e are the induced permutation transformations of the vertex space H v and the edge space H e and whereT is the local symmetry transformation for (σ, T ).
Proof. Let σ and T be as above. Then from the graph symmetry σ it follows, as in Lemma 2.1, that evaluating the Jacobian at σ(x) gives the same matrix as corresponding row and column operations on the Jacobian, that is,
On the other hand, by Euclidian invariance f (T x) = f (x) for all values of the variables, and so by the chain rule,
However, we have σ(x) =T x for the given framework coordinates and putting these fact together yields in this case
as required.
One can use the general rigidity matrix symmetry formula to obtain character formulae and hence counting criteria for isostatic systems. A simple example is the case of finite systems of points and (unoriented) planes in R 3 , with constraints of Euclidean distance between points, and points and planes, and with angular constraints between planes.
Planes may be coordinatised by the three coordinates of the point closest to the origin and so play a role similar to points. With j σ (resp. b σ ) counting the total number of points and planes (resp. constraint edges) left undisplaced by σ one obtains the necessary conditions of Corollary 3.2.
4.3.
Pin-jointed body frameworks. We now consider a generalisation of a bar-joint framework by allowing the edges to be general rigid bodies which may then have more than 2 vertices. Informally this looks like a set of rigid bodies which are held together by a set of pins or hinges, each of which passes through two or more bodies.
Note that bar-joint and body-bar frameworks are both special cases of pin-jointed body frameworks. The discussion below is self-contained.
For other information on body bar frameworks see Tay and Whiteley [22] and Jackson and Jordan [11] .
For simplicity we limit attention to R 2 . ii. every set contains at least two points.
Definition 4.4. A pin-jointed body framework is a pair (S, p) where
We also shorten the term to "body framework" and we call the sets S e "bodies". The labelling notation here reflects the special case of edges and we occasionally denote S e simply by e. Every body framework defines a bipartite graph G = G(S) in which the points are the vertices of one partition and the bodies are the vertices of the other partition. The edges of G represent the occurrence of a point in a body.
Conversely a bipartite graph with minimum degree (of every vertex)
greater than one defines a body framework.
A flex (or infinitesimal flex, or infinitesimal motion) of a body framework is an assignment of velocities u i to the points p i and an assignment of infinitesimal motions (v e , a e ) to the bodies such that for each body the velocities of its points are compatible with the rigid motion (v e , a e ) of the body. Here v e ∈ R 2 is the velocity of the centroid of the body e and a e ∈ R is its angular velocity, and the centroid is defined as
The compatibility condition is the equation
where and v π/2 denotes the rotated vector (−y, x) when v = (x, y).
Thus there are two linear equations for every occurrence of a point in a body. With the coordinate notation u i = (u i (x), u i (y)) they take the form.
Suppose now that there are n points, e bodies and c point-body occurrences, that is, n + e vertices and c edges in G(S). We define a (2n + 3e) by 2c rigidity matrix R = R(S) as follows.
i. R has 2 columns for each point and 3 columns for each body.
ii. R has 2 rows for each point-body occurrence.
iii. The 2 by 5 submatrix for i. and ii. with appropriately labeled columns, takes the form
A body framework is infinitesimally rigid if it has no non-trivial flexes. As before there is a 3 dimensional space of trivial flexes and so infinitesimal rigidity corresponds to there being no other nonzero solutions to the compatibility equations. This is simply the condition dim(kerR) = 3. We say that a body framework is isostatic if 2c = 2n + 3e − 3 and rankR = 2c.
We now consider the natural decompositions of the domain space and the codomain space for the rigidity matrix regarded as a linear transformation.
Let p 1 , . . . , p r be the pin points of (S, p) and let e 1 , . . . , e s be the bodies. Let
where the summands R 2 represent the spaces of displacement velocities u i for p i and where the summands R 3 are the spaces of body velocities
, v e (y), a e ). The codomain space for R has the form
associated with the N edges of the bipartite graph of (S, p), that is, with the membership conditions p i ∈ e j .
Let G = G(S, p) be the group of isometries T of R 2 that are bodyframework symmetries. Thus T p i = p π(i) for some permutation π of the pins, and π respects bodies, that is, the set π(e i ) is equal to e τ (i)
for some permutation τ . In particular the pair (π, τ ) gives an automorphism of the abstract bipartite graph of the body framework.
Once again we consider various natural representations of G. First we have ρ body and ρ pin , the permutation representations of G on H body and H pin associated with π and τ respectively. Let ρ sp be the spatial representation of G as orthogonal linear transformations of R 2 and let ρ + sp be the representation ρ sp ⊕ ∆ on R 3 where ∆ is the one dimensional determinant representation. As before we construct the natural "big"
In the next theorem, whose proof is as before, ρ rig is the subrepresentation of ρ dom determined by restriction to the subspace H rig of trivial flexes. This representation is simply three copies of the trivial one dimensional representation. Also ρ mech is determined by the restriction to H mech := H dom ⊖ H rig and ρ st is the restriction of ρ codom to the (internal stress) subspace H st := kerR. 
ii. The representation character lists satisfy the equation
As a corollary we see that if the body framework is isostatic and has a reflection symmetry σ then
where n σ body is the number of bodies left unmoved by σ. Indeed this follows from evaluating (ii) at σ since trace(ρ + sp (σ)) = 1, trace(ρ body (σ)) = n σ body , trace(ρ sp (g)) = 0, trace(ρ codom (σ)) = 0, and trace(ρ rig (g)) = −1.
Stewart platforms.
One can obtain a similar theorem to the one above for body frameworks in higher dimensions. An interesting special case in R 3 is the Stewart platform, which may be modeled as two Proof. Note that a reflection symmetry may either fix the platform planes or may exchange them.
We give a direct proof by transposing the symmetric platform P = Likewise in the case of a plane exchanging symmetry of P we may choose p 0 , q 0 to be a symmetric pair for the symmetry and obtain a similarly symmetric bar-joint frameworkP, which is singular if and only if P is singular.
Suppose then that P and henceP has a plane fixing symmetry. Note that (p 1 , p 2 ) and (q 1 , q 2 ) are self-symmetric edges, and p 0 and q 0 are self-symmetric points. Thus, ifP is infinitesimally rigid by the counting condition of Corollary 3.2 the number of remaining self-symmetric edges must agree with the number of remaining self-symmetric points.
Since the Stewart platform is nondegenerate, the only way a bar inP can be self-symmetric is if it lies in the symmetry plane. Thus if there is a self-symmetric connecting bar the counting condition is violated, and so it must be thatP and hence P is singular.
If P has a plane-exchanging symmetry then self symmetric edges must lie on the symmetry plane and so, similarly, the counting condition cannot hold.
4.5. Symmetry equations for infinite frameworks. In [19] we indicated some perspectives for a purely mathematical theory of infinite bar-joint frameworks. Part of the motivation for such a development also comes from materials analysis (Donev and Torquato [7] ) and the analysis of repetitive structures (Guest and Hutchison [10] ). We intend to develop these topics further elsewhere, however we show here how one may obtain framework symmetry equations for various rigidity transformations in this setting and we give a Hilbert space variant of Theorem 3.1 in an appropriate isostatic case. Of course a novelty for infinite frameworks is that the rigid motion symmetry group can be infinite.
Let G = (G, p) be a countable (and nonfinite) bar-joint framework in 
ii. the representationsρ v and ρ e are unitarily equivalent.
Proof. The formula (i) follows as in the case of finite frameworks. To see (ii) we use a standard argument to see that the unitary part of
Since (G, p) is square summably isostatic T has a unique polar decomposition of the form T = U|T | with U unitary. We have ρ e (g)T =
* , for all g. Thus, suppressing some notation, T * Tρ v = T * ρ e T = T * Tρ v . Since T * T commutes withρ v so too does its square root |T |.
We have ρ e U|T | = U|T |ρ v = Uρ v |T | and it follows, since |T | has dense range for example, that ρ e U = Uρ v as desired.
where each ρ X is a representation of the symmetry group of (X, p). In particular evaluating traces of the representations of the identity symmetry gives the Calladine Maxwell identity for (X, p), while evaluating at a reflection symmetry, g say, gives an identity which we write as . Then (S, p ′ ) is a body framework and we say that it is derived from (G, p), or that it is a partition derived body framework. Note that for a trivially derived body framework, where each partition set is a singleton, the total number of point body occurrences is the sum of the degrees of the vertices in G, which is 2e. Thus c = 2e and the isostatic condition in the trivially derived framework gives 2c = 2n + 3(e − 1), which implies e = 2n − 3 as expected.
The following theorem, together with Theorem 4.5 give necessary conditions for isostaticity. ii. if (G, p) is isostatic then a reflection symmetry of (S, p) fixes exactly one edge of (S, p).
Proof. Let the set of velocity vectors {u i , v e , a e } be a flex of (S, p).
For any two points p i and p j in body e, u i = v e + a e (p i − p e ) π/2 , u j = v e +a e (p j −p e ). Thus u i −u j = a e (pi−pj) π/2 and (u i −u j ).(p i −p j ) = 0.
Since every pair of points joined by a framework edge are both in some body of S it follows that the set {u i } is a flex of (G, p). Now (i) follows and (ii) follows from (i). 
