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The EB Electron Drift Instability (EB EDI), also called Electron Cyclotron Drift Instability,
has been observed in recent particle simulations of Hall thrusters and is a possible candidate to
explain anomalous electron transport across the magnetic field in these devices. This instability is
characterized by the development of an azimuthal wave with wavelength in the mm range and
velocity on the order of the ion acoustic velocity, which enhances electron transport across the
magnetic field. In this paper, we study the development and convection of the EB EDI in the
acceleration and near plume regions of a Hall thruster using a simplified 2D axial-azimuthal
Particle-In-Cell simulation. The simulation is collisionless and the ionization profile is not-self-con-
sistent but rather is given as an input parameter of the model. The aim is to study the development
and properties of the instability for different values of the ionization rate (i.e., of the total ion pro-
duction rate or current) and to compare the results with the theory. An important result is that the
wavelength of the simulated azimuthal wave scales as the electron Debye length and that its fre-
quency is on the order of the ion plasma frequency. This is consistent with the theory predicting
destruction of electron cyclotron resonance of the EB EDI in the non-linear regime resulting in
the transition to an ion acoustic instability. The simulations also show that for plasma densities
smaller than under nominal conditions of Hall thrusters the field fluctuations induced by the EB
EDI are no longer sufficient to significantly enhance electron transport across the magnetic field,
and transit time instabilities develop in the axial direction. The conditions and results of the simula-
tions are described in detail in this paper and they can serve as benchmarks for comparisons
between different simulation codes. Such benchmarks would be very useful to study the role of
numerical noise (numerical noise can also be responsible to the destruction of electron cyclotron
resonance) or the influence of the period of the azimuthal domain, as well as to reach a better and
consensual understanding of the physics. Published by AIP Publishing.
https://doi.org/10.1063/1.5017033
I. INTRODUCTION
Hall thrusters are gridless ion sources that are used for
satellite propulsion. In a standard Hall thruster operating in
the kW power range (e.g., 300V, 4A), xenon ions are
extracted from a plasma without grids and accelerated to
about 20 km/s and the thrust is on the order of 70 mN.1,2
In a Hall thruster, ions are accelerated by the large elec-
tric field generated in the quasineutral plasma due to the
drop of electron conductivity induced by the presence of a
magnetic barrier perpendicular to the path of electrons from
the cathode to the anode. This external magnetic barrier is
generated by coils or permanent magnets. The combination
of the electric field E parallel to the discharge current with
the perpendicular magnetic field B leads to a large electron
drift in the EB direction (Hall current). Good confinement
of the electrons and an associated drop of electron conductiv-
ity can be achieved only if the Hall current does not hit a
wall so the EB direction must be closed on itself, i.e.,
must be in the azimuthal direction of a cylindrical configura-
tion (Hall thrusters are “closed drift devices”3). In a Hall
thruster, the electric field is axial and the magnetic field is
radial (see Fig. 1). The plasma is formed in a channel
between two coaxial dielectric cylinders. Electrons are
injected from an emissive cathode placed outside the exhaust
plane, the anode being placed at the end of the channel. The
residence time of electrons in the channel is increased by the
magnetic barrier, allowing them to ionize the flow of neutral
xenon atoms injected from the anode. Ionization efficiency is
very good in Hall thrusters and more than 90% of the gas
flow is ionized for applied voltages on the order of 200V or
more. Most Hall thrusters operate at current densities on the
order of 1000A/m2. More details on the physics and opera-
tion of Hall thrusters can be found in Refs. 1 and 2.
An important feature of Hall thrusters is that ionization
takes place immediately upstream of the region of large axial
electric field, as can be seen in Fig. 1.
The ionization and acceleration regions are close
together and even overlap, so that ions, which are essentially
unmagnetized can be efficiently extracted from the plasma
and accelerated by the axial electric field without collisions.
Because of the good ionization efficiency, the neutral
density in the exhaust region of a Hall thruster is very small
and electron transport across the magnetic field lines cannot
be due to electron collisions with neutral atoms (the neutral
density is too low by more than a factor of 10 to allow fora)Electronic mail: jpb@laplace.univ-tlse.fr
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classical, collisional cross-field transport, see Ref. 2 and
references therein). Electron collisions with the channel
walls and secondary electron emission as well as instabilities
and turbulence could be responsible for electron transport
through the magnetic field. Although Hall thrusters were
originally developed more than 50 years ago and are in oper-
ation on a number of satellites, electron transport across the
magnetic barrier (“anomalous” electron transport) is still not
well understood. In the absence of reliable theory, the
“anomalous” electron transport in the Hall thruster prevents
the development of predictive simulation codes and the
available fluid models of Hall thrusters use empirical coeffi-
cients to describe cross-field electron transport.2
In this paper, we use a 2D Particle-In-Cell (PIC) simula-
tion to get insight into the physics of anomalous cross-field
transport in Hall thrusters. The model is simplified in order
to focus on the possible effects of instabilities and turbulence
on cross-field electron transport. Ionization is not treated
self-consistently (the ionization rate profile is given and is
used as a parameter in the simulation), and the model is col-
lisionless. Since instabilities and turbulence are likely to
develop in the EB direction because of the large differ-
ence between the electron and ion drift velocity in this direc-
tion, the simulation plane includes the axial and azimuthal
directions (i.e., is perpendicular to the magnetic field), as in
the self-consistent PIC simulations of Adam et al.4,5 The
simplified 2D model described in the present paper is used to
compare the simulation results with those predicted by the
theory of the EB electron drift instability (or electron
cyclotron drift instability) developed in the 1970s in the con-
text of collisionless shocks in space plasmas6–10 and more
recently in the context of Hall thrusters.6,7
In Sec. II, we briefly summarize previous work on the
EB electron drift instability. In Sec. III, we describe the
simplified 2D PIC model used in this paper. The simulation
results are presented and compared with the theory in Sec.
IV. The question of accuracy and validity of the simulations
is discussed in Sec. V.
II. PREVIOUS WORKON THE E 3B ELECTRON DRIFT
INSTABILITY (EDI)
Two-dimensional Particle-In-Cell Monte Carlo
Collisions (PIC MCC) simulations performed by Adam
et al.4 have shown that microturbulence can be responsible
for anomalous electron transport in the EB configuration
of Hall thrusters. The 2D (axial-azimuthal) PIC MCC simu-
lations showed the development of a small wavelength (in
the mm range) azimuthal wave propagating at a velocity
close to the ion acoustic velocity (i.e., with frequency in the
1–10MHz range). Measurements of density fluctuations
based on collective laser scattering8 confirmed the presence
of instabilities in the same range of wavelengths and fre-
quencies but with smaller amplitudes than in the simulations.
This wave was clearly responsible, in these simulations,
for cross-field electron transport in the exhaust region of the
thruster (electron-wall interaction and secondary electron
emission were not taken into account in the model) and the
model was able to reproduce a number of experimental fea-
tures of Hall thruster operations.
In order to understand the origin of this turbulence, the
authors4,9 derived the corresponding 2D dispersion relation
and showed that, in the axial-azimuthal plane and assuming
a zero wave vector along the magnetic field, the instability
develops in packets of unstable modes (“comb of unstable
modes developing for each kyVd¼ nXce,” where ky is the
azimuthal wave vector, Vd is the azimuthal electron drift
velocity, Xce is the electron cyclotron angular frequency,
and n is an integer). The dispersion relation shows that the
instability results from electron Bernstein waves which are
Doppler-shifted towards low-frequencies by the high drift
velocity Vd.
Cavalier et al.6 presented a rather complete study of the
3D dispersion relation of the instability in the context of Hall
thrusters. This dispersion relation is obtained by studying the
development and growth of electrostatic waves in a uniform
plasma with constant and perpendicular electric and mag-
netic fields E and B, with a hot magnetized electron beam
drifting across the magnetic field and a non-magnetized cold
ion beam. Linearizing Poisson’s equation together with cold
fluid equations for ions, and with the Vlasov kinetic equation
for electrons, the following dispersion equation is
obtained:6,9
1þ k2k2De þ g
x kyVd
Xce
; k2x þ k2z
 
q2e ; k
2
zq
2
e
 
 k
2k2Dex
2
pi
x kxVi;bð Þ2
¼ 0; (1)
where g is the Gordeev function:6,10 gðX;X; YÞ
¼ X
2Y e
XP1
m¼0 Z
Xmﬃﬃﬃﬃ
2Y
p
 
ImðXÞ, kDe is the electron Debye
length, Vd ¼ E=B is the electron drift velocity, qe ¼ vthe=Xce
the electron Larmor radius, vthe ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kBTe=m
p
the electron
FIG. 1. Schematic of a Hall thruster. The curves labelled Br, Ex, and Si,
show, respectively, the axial profiles along the mid channel axis, of the
external radial magnetic field, axial electric field, and ionization rate (num-
ber of electron-ion pairs generated per unit volume per unit time).
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thermal velocity, xpi the ion plasma angular frequency, and
Vi;b the velocity of the ion beam. Z(z) is the plasma disper-
sion function and Im(X) is the modified Bessel function of
the first kind. E and B are in the x and z directions,
respectively.
Solutions of the 3D dispersion relation above, obtained
by Cavalier et al. for conditions typical of Hall thrusters, are
shown in Fig. 2. This figure shows that the comb of unstable
modes found in the 2D, axial-azimuthal plane in Refs. 4 and
9 was smoothed out when a non-zero wave vector, kz, was
considered in the direction parallel to the magnetic field.
One can see in Fig. 2 that, when the parameter kz increases
(even for very low values of kzkDe), the dispersion relation
tends to an asymptotic curve corresponding to an ion acous-
tic instability which was termed as modified ion acoustic
instability by Cavalier et al. The drift velocity Vd was identi-
fied as the mechanism of the instability, hence the name
“EB electron drift instability” (EB EDI). It appears that
the instability present in the PIC simulations of Hall thrusters
is of the same nature as the instability studied in the 1970s in
the context of space plasmas and collisionless shocks.11–15
This instability had been termed as “Electron cyclotron drift
instability” or “beam-cyclotron instability” in the context of
space plasmas. Following Cavalier et al., we will use the
term EB EDI because the instability here is driven by the
large EB electron drift (in the case of space plasmas the
instability also resulted from a large difference between elec-
tron and ion drift but this difference was due to the presence
of a beam of high energy ions).
Recent 1D and 2D particle models7,16–19 of the EB
EDI in conditions of Hall thrusters seem to be consistent
with the smoothing out of the electron cyclotron modes and
the transition to an ion acoustic instability even though the z
component of the wave vector is zero in these models. In
their earlier, work on the beam cyclotron instability in space
plasmas, Lampe et al.14,15 showed that this instability,
defined by a dispersion relation similar to Eq. (1) in the qua-
silinear regime, can evolve, at a sufficient level of turbu-
lence, into the nonmagnetic ion-acoustic instability of Eq.
(2) below.
Under these conditions, the individual cyclotron reso-
nances are smeared out by anomalous wave-particle interac-
tion (resonance broadening). This may be the reason for the
transition to an ion acoustic wave in 1D and 2D particle
models of Hall thrusters (there is however no consensus on
this transition, see below). If the transition to the ion acoustic
regime occurs, the ion acoustic instability evolves quasi-
linearly until saturation occurs, a possible saturation mecha-
nism being ion-wave trapping.7,14,15 The angular frequency
and growth rate of the modified ion acoustic wave (valid for
small values of kDe=qe and Vd=vthe) are given by (see Refs.
14, 15, 6, and 7)
x  kxVi;b þ kcs
1þ k2k2De
 1=2 ; c 
ﬃﬃﬃﬃﬃﬃﬃ
pm
8M
r
kyVd
1þ k2k2De
 3=2 ;
(2)
where cs is the ion acoustic velocity.
The azimuthal wave number kmax giving the maximum
growth rate can be obtained from @c=@ky ¼ 0, which gives
kmax  ðkDe
ﬃﬃﬃ
2
p Þ1.
The corresponding wavelength is kw  2p
ﬃﬃﬃ
2
p
kDe (about
nine times the electron Debye length). The angular fre-
quency and growth rate at the maximum growth rate can
then be calculated from the above equations. This gives, (for
kx ¼ 0)
xmax  cs
kDe
ﬃﬃﬃ
3
p ¼ xpiﬃﬃﬃ
3
p ; and
cmax 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pm
54M
r
Vd
kDe
¼
ﬃﬃﬃﬃﬃ
p
54
r
xpi
Vd
vth
: (3)
The wave velocity in the azimuthal direction, xmax=kmax
 cs
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
, is close to the ion acoustic velocity cs, while the
group velocity (in the axial direction) is j@x=@kj  Vi;b (this
group velocity indicates that the instability is convected at
the velocity of the ion beam).
Using the trapping conditions discussed, e.g., by
Degeling et al.,20 and following Lafleur et al.,18 the conditions
FIG. 2. Solutions of the 3D EB EDI dispersion relation, adapted from
Cavalier et al.6 ky and kz are the wave vector components in the azimuthal
and radial (parallel to B) directions, respectively; kx is set to zero. x and c are
the real part (angular frequency) and the imaginary part (growth rate) of the
instability, respectively; xpi is the ion angular plasma frequency, Vd¼E/B
the azimuthal electron drift velocity, vthe the electron thermal velocity, Xce
the electron cyclotron frequency, and kDe the electron Debye length. The plot-
ted results correspond to kDe¼ 8.3 105 m and xpi¼ 5.1 107 rd/s,
(n¼ 2 1017m3, Te¼ 25 eV, and Vi,b¼ 16km/s).
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for saturation by ion trapping can be roughly estimated as fol-
lows. The velocity range within which an ion of azimuthal
velocity vy can be trapped is vtr < ðvy  vwÞ  vtr where
vw ¼ xmax=kmax is the phase velocity of the instability and vtr
is the trapping velocity defined by
vtr ¼ 2 ed
~/
M
 1=2
:
Saturation by ion wave trapping occurs if most ions are
trapped by the wave. This leads to the following estimation
of the rms amplitudes of the potential and electric field at
saturation:18
jd/rmsj ¼
1
4
ﬃﬃﬃ
2
p M
e
xmax
kmax
 2
¼ Te
6
ﬃﬃﬃ
2
p
jdEy;rmsj ¼ kmaxjd/rmsj ¼
1
12
Te
kDe
:
8>><
>>:
(4)
Note finally that there is no consensus on the transition
to an ion acoustic instability in the conditions of Hall thrust-
ers. As said above, the results of particle simulations pre-
sented in Refs. 7, 16, 18, and 19 seem to be consistent with
the scaling of the ion acoustic instability and saturation by
ion wave trapping. However, in the recent 1D PC simula-
tions of Janhunen et al.,21 the authors claim that transition to
the ion acoustic instability does not occur because the
demagnetization condition due to nonlinear resonance broad-
ening is not fulfilled for the electrons.
In this paper, we present 2D PIC simulations under sim-
plified, but more realistic conditions than those of 1D PIC
simulations. We compare the scaling of the results with those
of the ion acoustic instability and we discuss the mechanism
of saturation of the instability. Comparisons with the ion
acoustic instability are only indicative since the simulations
correspond to a strongly non-linear regime and to rather
inhomogeneous plasma conditions.
III. PRINCIPLES OF THE 2D PIC MODEL
The 2D axial-azimuthal Particle-In-Cell model of a
magnetic barrier described in the present paper is aimed at
studying the EB electron drift instability and associated
anomalous electron transport under conditions close to those
of a Hall thruster but with simplifying assumptions so as to
allow faster parametric studies and direct comparisons with
the theory above of the modified ion acoustic instability. The
simplifying assumptions consist of decoupling electron
transport from ionization and neutral transport (strong cou-
pling leads to the low frequency ionization instability in a
Hall thruster, not discussed here2,22) by assuming a given
ionization source term (axial profile and intensity). The
extracted ion current can be modified by changing the inten-
sity of the ionization source term. Changing the position of
the ionization source with respect to the magnetic barrier can
also help understand questions associated with the concept
of a double stage thruster (see Ref. 23).
Since instabilities and turbulence in EB configura-
tions are most likely to occur in the direction perpendicular
to the magnetic field, we consider (see Fig. 3) a 2D simula-
tion domain in the axial-azimuthal plane (x,y). Electrons and
ions are supposed to be collisionless but ionization is taken
into account by imposing a given profile of the ionization
rate, S(x), in the axial direction x (and uniform in the azi-
muthal direction). Only a section of the azimuthal direction,
of width w is described in the simulation, and we assume
periodic boundary conditions in this direction (the total
length of the azimuthal direction would be too long—about
30 cm for a 1 kW thruster—for practical simulations).
The length of the domain in the axial direction is noted
d. In most of the simulations presented here, w and d are,
respectively, 1 and 2.5 cm (simulations with larger values of
the dimension w in the azimuthal direction will also be
reported to study the influence of the imposed periodicity in
the azimuthal direction).
A. Charged particle injection
The electron current is injected along the emission line
(Fig. 3) on the cathode side of the simulation domain (inside
the domain, at a position very close to the right boundary,
e.g., 1mm from this boundary) to simulate the presence of
an emitting cathode and to ensure current continuity and neu-
tralization of the extracted ion beam. The number of elec-
trons emitted from this location per unit time is equal to the
number of electrons minus the number of ions reaching the
anode per unit time, as indicated in the figure.
The axial profiles of the magnetic field, B, and of the
given ionization rate, S, are shown in Fig. 4. The intensity
and position of S with respect to the magnetic field can be
modified to study the sensitivity of the results to these
parameters. The intensity of S controls the maximum ion
courant that can be extracted since (continuity equation)
Cic þ Cia ¼
ðd
0
SðxÞdx; (5)
where Cic and Cia are the absolute values of the azimuthally
averaged ion fluxes to the cathode and to the anode bound-
ary. As said above and indicated in Fig. 3, the injected azi-
muthally averaged electron flux Cec must satisfy
FIG. 3. Axial (x)–azimuthal (y) simulation domain. The azimuthal and axial
dimensions, w and d, are 1 cm and 2.5 cm in most simulations presented
here. Cathode emitted electrons are injected along the dashed line at the
abscissa xc ¼ 2:4 cm (electron emission line). The darker zone is the ioniza-
tion region. The value of the azimuthally averaged potential on the electron
emission line is set to zero and the potential on the left boundary is Va.
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Cec ¼ Cea  Cia; (6)
where Cea and Cia are the azimuthally averaged electron and
ion fluxes to the anode side (absolute values). The electron
flux out of the simulation domain on the cathode side Cec2 is
equal to the ion flux, Cic, through the same boundary (this is
not imposed and must be a result from the simulation).
Finally, the azimuthally averaged electron flux to the anode,
Ca, and electron flux injected into the channel, Cec1, must
satisfy the relation
Cea ¼ Cec1 þ
ðd
0
SðxÞdx: (7)
Using Eqs. (1) and (3), the net electron flux (or current
density) entering the channel from the cathode side, Cec1, is
obtained by measuring Cea, Cia, and Cic in the simulation
Cec1 ¼ Cea  Cia  Cic: (8)
The maximum ion current, JM, that can be extracted
from the channel is related to the ionization rate by
JM ¼ e Cic þ Ciað Þ ¼ e
ðd
0
SðxÞdx: (9)
Practically, the injection of particles into the domain is
performed as follows. Electrons are injected randomly at
each time step along the cathode emission line (Fig. 3) and
the number of electrons injected during a time interval dt
(per unit length in the direction perpendicular to the simula-
tion plane) is Cecwdt, with Cec being estimated from the mea-
sured value of ðCea  CiaÞ at the previous time step.
To simulate ionization, electron-ion pairs are injected at
each time step according to the profile of the given ionization
rate SðxÞ (S is uniform in the azimuthal direction and is a
function of x only). This means that the number of electron-
ion pairs generated during each time interval dt per unit
length in the direction perpendicular to the simulation plane
is wdt
Ð d
0
SðxÞdx, and the positions ðxi; yiÞ are chosen ran-
domly according to the S profile
r1 ¼
ðxi
0
S xð Þdxðd
0
S xð Þdx
and yi ¼ r2w; (10)
where r1 and r2 are two random numbers uniformly distrib-
uted over the interval [0,1].
In the simulations shown here, the ionization rate has
the cosine profile displayed in Fig. 4, given by
SðxÞ ¼ S0 cos p x xM
x2  x1
 
for x1  x  x2; with xM ¼ x1 þ x2
2
SðxÞ ¼ 0 for x < x1 or x > x2
9>=
>;: (11)
Using this expression of SðxÞ, the abscissa xi of a gener-
ated electron-ion pair in Eq. (10) can be easily obtained ana-
lytically. In all the simulations presented in this paper, the
profile of the ionization rate SðxÞ is given by Eq. (11) with
fixed values of x1 and x2: x1 ¼ 0:1; d ¼ 0:25 cm and
x2 ¼ 0:4; d ¼ 1 cm. A parametric study is performed by only
changing the value of S0 in Eq. (11). This is equivalent to
changing the maximum ion current density JM that can be
extracted. JM is directly proportional to S0
JM ¼ e
ðd
0
SðxÞdx ¼ 2
p
x2  x1ð ÞeS0: (12)
The chosen range of variations of S0 in the simulations
is such that JM varies between 50 and 400A/m
2. “Real” Hall
thrusters operate (whatever their size) for current densities
around 1000A/m2.1,2 We chose lower values of the current
density to speed up the calculations but we consider that
400A/m2 is sufficiently close to real values for the purpose
of this simplified approach. The velocity distribution func-
tion of electrons injected from the cathode or generated by
ionization is supposed to be Maxwellian and isotropic, with
a temperature Te ¼ 10 eV. The velocity distribution of ions
generated by ionization is also Maxwellian with a tempera-
ture Ti ¼ 0:5 eV.
It is known that the contribution of electron-atom colli-
sions to cross-field transport is not sufficient to explain elec-
tron conductivity in the region of large magnetic field.2
Since we are mainly interested in the development of insta-
bilities leading to anomalous electron transport, electron and
ion collisions with neutral atoms as well as collisions
FIG. 4. Axial profiles of the radial magnetic field and of the ionization rate
in the simulations (the anode region is not described).
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between charged particles are neglected in the simulations
presented here.
B. Magnetic field profile
The profile of the radial magnetic field is given by an
analytical expression. The values of the magnetic field
B0 ¼ Bð0Þ, and Bd ¼ BðdÞ, at x ¼ 0 and x ¼ d as well as at
the value at the maximum Bmax at the abscissa xBmax are given
as parameters and the magnetic field profile is assumed to be
Gaussian of the form
B xð Þ ¼ ak exp 
x xBmaxð Þ2
2r2k
 !
þ bk (13)
with k ¼ 1 for x < xBmax and k ¼ 2 for x > xBmax . a1; b1;
a2; b2 can be easily calculated if xBmax , Bmax, B0, Bd are
given.
In the simulations presented here, the values of these
parameters are (unless mentioned otherwise): B0 ¼ 6mT,
Bd ¼ 1mT, Bmax ¼ 10mT, xmax ¼ 0:3; d ¼ 0:75 cm, and r1
¼ r2 ¼ 0:25; d ¼ 0:625 cm.
The profile of the radial magnetic field is shown in Fig. 4.
C. Boundary conditions for the potential
The way cathode emitted electrons are injected into the
simulation domain (see above) does not prevent an artificial
sheath to form in front of the right boundary (because each
electron reaching the right boundary of the simulation
domain is lost). In order to fix the value of the plasma poten-
tial at the abscissa xc of electron emission (emission line in
Fig. 3), the potential is corrected at each time step by impos-
ing a zero azimuthally averaged potential at this location.
Doing this, the right boundary is at a negative potential that
can vary in time (the drop in potential between the location
of electron emission and the right boundary has no useful
physical meaning), but the potential drop between the anode
and the (azimuthally averaged) potential of the electron
emission line is constant and equal to the applied voltage.
The electric potential is obtained as follows:
/ x; yð Þ ¼ U x; yð Þ  x=xc Uc; (14)
where /ðx; yÞ is the electric potential at the location ðx; yÞ
and U is the solution of Poisson’s equation
DU ¼  e
e0
ni  neð Þ; (15)
with boundary conditions Uð0; yÞ ¼ Va; Uðd; yÞ ¼ 0, and
with
Uc ¼ 1
w
ðw
0
U xc; yð Þdy: (16)
The electric potential / therefore satisfies Poisson’s equa-
tion, the azimuthally averaged value of / at xc is 0, and the
azimuthally averaged potential difference between the cath-
ode emission line and the “anode” is equal to the applied
voltage Va. The applied voltage Va is set to 200V in the
simulations presented in this paper. Note that the left bound-
ary of the simulation domain is called “the anode” although
the anode in a real Hall thruster would be located further
away upstream. We are mainly interested here in electron
and ion transport in the ionization and acceleration regions
so we do not describe the full channel length (moreover, a
shorter length of the simulation domain allows faster
calculations).
D. PIC method, constraints, and accuracy
The PIC simulation is explicit (i.e., Poisson’s equation
is solved at the beginning of each time step and charged par-
ticles move during each time step assuming that the electric
field does not change during that time step). This implies
some strong constraints on the grid spacing dx and integra-
tion time step dt, which must satisfy24 dx < kDe and dt <
0:2=xpe where kDe and xpe are, respectively, the electron
Debye length and angular plasma frequency. For the condi-
tions above, with current densities below 400A/m2 we found
that the Debye length was larger than 50 lm and the plasma
frequency was on the order or less than 3 1010 s1 so we
used a spatial grid of 500 200 and a time step on the order
of 0.5 1011 s. Accuracy and convergence of the results
were tested and verified by using two different Particle-In-
Cell simulation codes and varying the grid size and the num-
ber of particles per cell (see Sec. V). The PIC simulation
code noted Code 1 in the following was used for similar sim-
ulations presented in Ref. 19 and for simulations in other
contexts.25–28 The PIC simulation code indicated Code 2 was
described and used in Refs. 29 and 30. The two codes have
been developed independently but are based on the same
core principles of explicit Particle-In-Cell simulations.31
One difference is that Code 1 uses digital filtering31 of the
space charge before solving Poisson’s equation, while Code
2 does not. Their implementation is slightly different since
Code 1 is parallelized with the OpenMP (Open Multi-
Processing) programming interface and operates on a 10
core processor, while Code 2 uses both OpenMP and MPI
(Message Passing Interface) and operates on hundreds of
cores.
IV. PIC SIMULATION OF THE E 3B EDI
The PIC simulation results discussed in this section have
been obtained, as said above, with given radial magnetic
field and ionization rate profiles (shown in Fig. 4), and
neglecting collisions between charged particle and neutral
atoms (using the ion mass of xenon). The aim is to study the
development of instabilities leading to anomalous cross-field
electron transport, and to compare the scaling laws obtained
with the PIC simulations with those of the EB EDI theory.
Unless specified otherwise, the simulations reported in
this section have been performed with code 2 and with a
500 200 grid and 280 particles per cell. The time step was
such that dt < 0:2x1pe where xpe is the maximum electron
plasma angular frequency. Similar simulation results have
been published in Ref. 19 using code 1 with a similar grid
spacing but with a smaller number of particles per cell.
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The main parameter that is varied in the simulations pre-
sented here is the maximum total ion current density (pro-
duction rate of electron and ion charges by ionization) JM
that can be extracted from the thruster. This parameter is
changed by changing the value of S0 in Equation (11) while
keeping the same profile and the same values of x1 and x2.
The simulations are run for a time long enough to reach
a steady state. Practically, the simulation time is several tens
ion transit times in the channel, i.e., several tens of ls. The
simulations are started with a uniform quasineutral plasma
(initial density of 5 1016 m3 in most cases, but the steady
results are independent of the initial density). In most situa-
tions, we find that the EB Electron Drift Instability forms
in a short time after the acceleration region has formed and
the ions have been accelerated.
A. Description of the instability
The instability is characterized by the development of
an azimuthal wave with large amplitude oscillations of the
azimuthal electric field and electron density as shown in Fig.
5 in the case JM ¼ 400A=m2. This figure shows the axial-
azimuthal distributions of the azimuthal field and of the ion
density at a given time during the wave propagation. Figure
6 shows the fluctuations of the ion density and azimuthal
electric field in the azimuthal direction at two axial positions.
The time averaged electron density, accelerating (axial) elec-
tric field, and electron temperature are shown in Fig. 7.
The azimuthal wave appearing in the simulation exhibits
in these conditions (Figs. 5 and 6) a dominant wavelength on
the order of 800 lm in the conditions of Fig. 5. This is to be
compared with a wavelength kw  2p
ﬃﬃﬃ
2
p
kDe  9kDe for the
FIG. 5. Axial-azimuthal distributions of the azimuthal electric field Ey and
of the ion density ni for a total production rate of electrons and ions by ioni-
zation equal tot JM¼ 400 A/m2. The axial distributions of the magnetic field
and ionization rate are shown on top of the contour plots. The minimum and
maximum values for Ey are 5 104 andþ5 104, respectively, and for ni
are 0 and 5 1017 m3. The applied voltage is 200V. The wave propagates
in the negative y direction (EB direction).
FIG. 6. Ion density and azimuthal fluctuations as a function of azimuthal
position and at two axial positions, x¼ 1 cm, and x¼ 2 cm, in the conditions
of Fig. 5.
FIG. 7. (a) Time averaged and azimuthally averaged axial profiles of calcu-
lated axial electric field Ex and imposed radial magnetic field B and ioniza-
tion rate S for JM ¼ 400 A/m2 (conditions of Fig. 5); (b) Profiles of the ion
density and electron temperature under the same conditions.
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modified ion acoustic instability at the maximum growth
rate. The electron Debye length is between 80 lm and
110 lm in the acceleration region so the theoretical wave-
length should be between 700 lm and 1mm, i.e., on the
order of the wavelength observed in the simulation.
The phase velocity of the wave in the EB direction
can be deduced from the simulation and is on the order of
5 103m=s. According to the theory of the modified ion
acoustic instability (Sec. II), the phase velocity of the wave
is vw ¼ xmax=kmax  cs
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
. In our conditions, the maxi-
mum electron temperature is 60 eV (Fig. 7) so the ion acous-
tic velocity cs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Te=M
p
is on the order of 6 103m=s and
cs
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
is therefore about 5 103m=s, similar to the wave
velocity deduced from the simulation.
The wave angular frequency x ¼ kmaxvw ¼ vw=ﬃﬃﬃ
2
p
kDe
 
is therefore on the order of 5 107 rd=s and is also
close to the value corresponding to the modified ion acoustic
instability, xmax  xpi=
ﬃﬃﬃ
3
p
. The maximum of the time
averaged accelerating electric field shown in (Fig. 7) is about
5 104V=m and is located close to the maximum magnetic
field. The overlap between the ionization region and the
acceleration region is important in these conditions. As men-
tioned above, the maximum electron “temperature” is 60 eV
[Figs. 7(b) and 8].
The maximum mean electron kinetic energy is about
110 eV [electron thermal energy of 90 eV plus about
20 eV of directed azimuthal energy, see Fig. 8(a)]. Since
electron-neutral collisions are not taken into account, there
are no energy losses due to collisions, and the fact that the
electron mean energy does not simply increase with electric
potential is due to the injection of low energy electrons
which leads to a decrease in the electron mean energy in the
ionization region. Note that the electron temperature is not
isotropic [Fig. 8(b)].
Since there is no scattering due to collisions and the sim-
ulations are 2D in the (x,y) plane, the temperature in the z
direction is constant and equal to the temperature (10 eV) of
injected electrons along the cathode line or by ionization.
Heating by the wave is clearly apparent through the large
value of the azimuthal electron temperature. The difference
between the calculated azimuthal drift energy 1=2mu2y and
1=2mðE=BÞ2 seen in Fig. 8(a) is due to the large contribution
of the pressure gradient term @xðneTexÞ=B (diamagnetic term)
to the azimuthal drift velocity, as can be seen in Fig. 8(c).
The axial pressure gradient term @xðneTexÞ is smaller but
on the same order (and in the opposite direction) as the elec-
tric field term Ex in the acceleration region, leading to a sig-
nificant reduction of the azimuthal drift velocity in the
acceleration region. The still large value of uy and 1=2mu
2
y
upstream of the acceleration region is mainly due to the dia-
magnetic contribution to the azimuthal electron drift since
the axial electric field is very small in this region.
The axial variations of the rms azimuthal fluctuations of
the azimuthal electric field, electric potential, and ion density
are shown in Fig. 9. The rms fluctuations as a function of the
axial position of a given quantity Aðx; y; tÞ, noted dArmsðxÞ
below, are defined as
dArms xð Þ¼ 1
N
XN
k¼1
ðw
0
A2ðx;y; tkÞdy
w

ðw
0
Aðx;y; tkÞdy
w
 2" #1=2
;
(17)
where the average in time is made over typically N¼ 100
instants uniformly distributed over 5 ls after convergence of
the simulation.
We see in Fig. 9 that the azimuthal field fluctuations are
very large since the rms values of these fluctuations are on
the same order as the axial accelerating electric field (several
FIG. 8. (a) Time and azimuthally averaged total electron mean kinetic
energy, electron thermal energy, and azimuthal drift energy as a function of
axial position in the conditions of Fig. 5. uy is the calculated azimuthal drift
velocity (different from E/B because of the contribution of diamagnetic
drift); 1/2m(E/B)2 is also shown (dashed line) for comparison with 1/2muy
2;
(b) axial distribution of electron temperature and electron temperatures in
the three directions; (c) calculated azimuthal drift velocity uy as a function
of axial position, and contributions of the axial field and axial pressure gradi-
ent terms to uy.
FIG. 9. Axial variations of the rms azimuthal fluctuations of the azimuthal
electric field, ion density, and electric potential, in the conditions of Fig. 7.
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104V/m). The potential fluctuations are of course consistent
with the value of the wavenumber and wavelength of the azi-
muthal wave: d/rms  dEy;rms=kmax ¼ dEy;rmskw=ð2pÞ. The
rms plasma density fluctuations are between 5% and 10% of
the plasma density. It is interesting to note that the fluctuations
are large not only in the acceleration region, i.e., between
x¼ 0.5 cm and x¼ 1.2 cm [see Fig. 7(a)], where the instability
is driven by the large EB drift, but also in the region down-
stream of the acceleration region where the axial field is very
small. This indicates that the instability, i.e., the azimuthal non
uniformity of the plasma, is convected by the axial ion flow
(this is clearly seen in the azimuthal field and density plots of
Figs. 5 and of 11 below). The reason for the slight increase in
the rms values of the potential and azimuthal field fluctuations
downstream of the acceleration region (Fig. 9), where the
instability is no longer excited, is not clearly understood.
B. Saturation of the instability
The theory based on the assumption that saturation of
the ion acoustic wave is due to ion-wave trapping (see Sec.
II above) predicts rms azimuthal field and electric potential
oscillations of the form dEy;rms ¼ Te=ð12kDeÞ and
d/rms ¼ Te= 6
ﬃﬃﬃ
2
p 
.
The plasma density fluctuations can be approximated as
dnrms=n  d/rms=Te ¼ 6
ﬃﬃﬃ
2
p 1
: (18)
We can estimate values of the above theoretical expressions
of the rms fluctuations of the electric field, electric potential,
and plasma density, based on the assumption of ion wave
trapping saturation, and compare them to those obtained in
the simulations and shown in Fig. 9. For example, at the
abscissa x ¼ 1 cm at the end of the acceleration region (where
n  1:7 1017m3 and Te  30 eV, see Fig. 7) the theory
gives ðdEy;rmsÞth  2:6 104V=m, ðd/rmsÞth  3:7V, and
ðdnrms=nÞth  0:12(constant according to the theory). From
the PIC simulations, these quantities are (see Fig. 9)
ðdEy;rmsÞPIC  1:6 104V=m, ðd/rmsÞPIC  3:3V, and
ðdnrms=nÞPIC  0:07. The amplitudes of the fluctuations in the
simulations are smaller than those corresponding to ion wave
trapping but considering that the theoretical values are rough
estimations, we can say that ion wave trapping is a plausible
mechanism of saturation of the instability (more detailed com-
parisons are described in the parametric study below).
Information on ion wave trapping can also be obtained
from the ion velocity distribution in the azimuthal direction.
Figure 10(a) shows the y-vy phase plot of ions located
between x¼ 1.75 cm and x¼ 2 cm, i.e., downstream of the
acceleration region. This figure exhibits the presence of
trapped ions with maximum azimuthal velocity close to
xmax=kmax þ vtrap (on the order of 6 7 103 m=s in these
conditions) with vtrap ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e=Md~/
q
, i.e., satisfying the trap-
ping conditions discussed in Ref. 18 and in Sec. II above.
The ion azimuthal velocity distribution integrated along the
azimuthal direction y is plotted in Fig. 10(b), at three differ-
ent axial locations and exhibits a tail with maximum veloci-
ties around xmax=kmax þ vtrap. It also appears in Fig. 10(b)
that ions continue to gain azimuthal energy from the con-
vected wave, downstream of the acceleration region.
We conclude that for the conditions considered in this
section (JM ¼ 400A=m2), the predictions of the PIC simula-
tions concerning wavelength and frequency of the instability
are consistent with the numbers corresponding to an azi-
muthal ion acoustic wave, and that the mechanism of satura-
tion of the instability is consistent with ion wave trapping .
We study below the scaling of the instability with JM, i.e.,
with the plasma density.
C. Parametric study and scaling of the instability
We have seen above that, for JM ¼ 400A=m2, the main
characteristics of the wave, wavelength, phase velocity, and
frequency are in relatively good agreement with the numbers
corresponding to the modified ion acoustic instability.
According to the scaling of the modified ion acoustic
instability theory, we expect the wavelength (proportional to
the Debye length) to increase with decreasing JM (i.e., with
decreasing plasma density). In this section, we perform a
parametric study by varying the maximum ion current JM
between 50A=m2 and 400A=m2 .
Figure 11 shows the axial-azimuthal distributions of the
azimuthal electric field and ion density for JM ¼ 50; 100;
200; and 400A=m2. We see in this figure that the wavelength
of the fluctuations increases with decreasing JM (i.e., with
decreasing plasma density) and that the amplitude of the azi-
muthal field and plasma density fluctuations decrease with
FIG. 10. (a) y-vy phase space of the ions with axial positions between
x¼ 1.75 cm and x¼ 2 cm in the conditions of Fig. 5; (b) Ion velocity distri-
bution function (azimuthally integrated) at three axial positions under the
same conditions.
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decreasing JM. The scaling of these quantities with JM and
with the plasma parameters is described below and compared
with the theory. Another interesting feature of Fig. 11 is that
the axial wavenumber, which is close to zero at 400A/m2,
increases when the ion current density decreases. We will
comment on this feature at the end of this section.
Figure 12 shows comparisons between the PIC simula-
tions and the theory. Figure 12(a) displays the wavelength at
the position x¼ 1 cm and wave phase velocity as a function of
the total ion current JM, deduced from the PIC simulations and
compared with the theory of the modified ion acoustic instabil-
ity. The dominant wavelength is roughly estimated by counting
the number of maxima of the electric field above a given value
around the end of the acceleration region (see the bottom of
Fig. 11) or by counting the number of loops in the y-vy ion
phase space [Fig. 10(a)]. A more systematic Fourier analysis is
left for future work. The agreement between simulation and
theory is relatively good, showing that the simulations roughly
follow the scaling kw  2p
ﬃﬃﬃ
2
p
kDe and vw  cs
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
, and
therefore xw  xpi=
ﬃﬃﬃ
3
p
. The rms values of the electric field,
electric potential, and relative ion density fluctuations, as a
function of total ion current density JM, are shown in Fig. 12(b)
and compared with the estimations (Sec. II) of the values corre-
sponding to saturation by ion wave trapping. The theoretical
estimations of fluctuations associated with saturation by ion
wave trapping give larger values than those observed in the par-
ticle simulations. This difference is not really significant
because of the very rough theoretical estimations. In the larger
current density case JM ¼ 400A=m2, we have seen above (Fig.
10) that the phase space plot and ion velocity distribution func-
tions exhibit features that are characteristic of particle wave
trapping. This is less true for the lower current density case
where the phase space loops and high energy tail of the ion dis-
tribution seen in Fig. 10 are much less pronounced. In this case,
the azimuthal field fluctuations are smaller and the ions are con-
vected out of the acceleration region before they can be effi-
ciently accelerated by the wave field in the azimuthal direction.
D. Current densities and effective Hall parameter
From the results and discussion above, it appears that
the amplitude of the field fluctuations decreases with
decreasing JM and decreasing plasma density.
FIG. 12. (a) Wavelength kw(circles) and phase velocity vw (triangles) at the
location x ¼ 1 cm at the end of the acceleration region deduced from the
PIC simulations (full symbols), as a function of total ion current JM , com-
pared with the theory (open symbols) of the modified ion acoustic instabil-
ity, kw  2p
ﬃﬃﬃ
2
p
kDe, and vw  cs
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
(calculated for the plasma density
and electron temperature at the same location as in the PIC simulations; (b)
Comparison between the rms electric field, electric potential, and relative
ion density fluctuations obtained from the PIC simulations at the location of
maximum magnetic field, with those predicted by the theory of modified ion
acoustic instability assuming saturation by ion wave trapping (results from
code 2 with the same grid and 280 particles per cell).
FIG. 11. (top) Distributions of the azimuthal electric field and ion density at a
given time (after convergence of the simulation) for four different values of the
maximum ion current JM: 50, 100, 200, and 400A/m
2. The applied voltage is
200V. The min-max values are 61:1;61:5;63:5;65:5 104 V=m, for the
azimuthal field and the ion density is plotted between 0 and 4 1016 m3, 1017
m3, 2 1017 m3, and 4 1017 m3, for 50; 100; 200; 400A=m2, respec-
tively; (bottom) distribution of the azimuthal electric field between x¼ 1 cm
and x¼ 1.5 cm for the four values of the current density JM and plotted with a
scale (3000V/m,þ 3000 V/m) allowing a rough estimate of the instability
wavelength.
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We therefore expect that the anomalous electron trans-
port, or the effective electron mobility, will also decrease
with decreasing plasma density. An interesting way to look
at this is to plot the different current densities flowing in and
out the channel. For example, the electron current density
Jec1 entering the channel adjusts itself to neutralize the
extracted ion beam. Since the beam ion density is fixed by
the ion current density and applied voltage, Jec1 is directly
related to the effective cross-field electron transport and
mobility and its value or, more precisely, the Jec1=JM ratio is
a measure of the anomalous cross-field transport.
Figure 13 shows the variations of Jec1=JM and Jic=JM as
a function of the imposed maximum ion current density JM
in the conditions of Fig. 11. We see that Jec1=JM increases
quasi-linearly with JM, which means that the effective elec-
tron mobility in the region where the instability is convected
increases in the same way with the plasma density.
The Jic=JM ratio slightly decreases with JM and is close
to 1, meaning that practically all the ions generated in the
ionization region are extracted on the cathode side under
these conditions. A small fraction reaches the anode (this
fraction increases with increasing JM). The value of Jec1=JM
for JM ¼ 400A=m2 is quite large; the electron current enter-
ing the channel is larger than the extracted ion current. This
is not typical of satisfactory operation of a Hall thruster
where the electron current entering the channel is expected
to be a fraction of the extracted ion current (on the order or
less than 30%). This is because the conditions of the simula-
tions are not those of a real Hall thruster (smaller magnetic
field, imposed position and profile of the ionization source,
etc.). Nevertheless, the simulation results indicate a clear
influence of the plasma density on the electron anomalous
mobility and this is correlated with the amplitude of the azi-
muthal field fluctuations.
The anomalous electron transport can also be character-
ized by an effective Hall parameter or effective collision
frequency. The Hall parameter is defined as the ratio
h ¼ Xce=, where  is the averaged electron collision fre-
quency. In the collisionless conditions considered in this
paper,  is an effective collision frequency associated with
anomalous cross-field electron transport. The electron mean
velocity components in the axial and azimuthal directions
can be written, respectively, as (Ex includes the pressure gra-
dient term, see Fig. 8)
ux ¼ e
m

X2ce
Ex ; uy ¼
Ex
B
: (19)
Therefore, the Hall parameter is equal to the ratio of the
azimuthal to the axial electron mean velocity components
and can be deduced from the PIC simulations by calculating
this ratio. The effective Hall parameter, effective collision
frequency, and anomalous cross-field electron mobility
le;x ¼ 1hB at the location of maximum magnetic field are
shown in Table I.
The simulations show that the effective electron mobility
and effective collision frequency have a minimum around the
maximum radial magnetic field. This is consistent with the
self-consistent PIC MCC simulations of Adam et al.5 Effective
collision frequencies, Hall parameters, or electron cross-field
mobilities in Hall thrusters have also been deduced from
experiments32,33 or have been adjusted to match experiments
and models (see, e.g., Refs. 22 and 34). In many cases, the esti-
mated effective collision frequency at the minimum around the
maximum radial magnetic field is in the range [2–6 106 s1]
which is consistent with the results of Table I. The results of
Table I suggest that these effective collision parameters should
also depend on the total ion current, i.e., on the xenon mass
flow rate. The effective collision frequency and electron mobil-
ity increase by a factor of 4 when JM increases form 50A=m
2
to 400A=m2. To our knowledge, this has not been shown in
experiments and it would be useful to experimentally investi-
gate the dependence of the effective collision frequency in the
exhaust region, on the mass flow rate.
Finally, we note that for low values of JM (below 100A/
m2) the plasma density and current densities are not steady
and present low frequency oscillations of several hundreds
of kHz that modify the velocity distribution of the extracted
ions, as shown in Fig. 14 and described below.
E. Ion beam energy distributions and transit time
oscillations
When the total ion current density is decreased below
100A/m2, anomalous electron transport is reduced and the
TABLE I. Hall parameter, effective electron collision frequency, and elec-
tron cross-field mobility calculated at the location of maximum magnetic
field for different values of the total ion current JM .
h eff (10
6 s1) lex;eff (m
2/V/s)
JM ¼ 50 A/m2 770 2.1 0.13
100 A/m2 500 3.2 0.2
200 A/m2 370 4.3 0.27
400 A/m2 192 8.3 0.52
FIG. 13. Variations of the ratios of electron current density entering the
channel and extracted ion current density on the cathode side to the maxi-
mum ion current density (imposed by the given ionization rate) in the condi-
tions of Fig. 11. The full symbols correspond to the simulations using code 2
with a 500 200 grid and 280 particles per cell; the open symbols corre-
spond to code 1 with the same grid and 40 particles per cell.
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electron conductivity induced by the purely azimuthal wave is
no longer sufficient to provide the electron current necessary to
neutralize the extracted ion flow downstream of the acceleration
region. The consequence is the development of axial oscillations
of the plasma and electric field, which can have a strong impact
on the velocity distribution of the extracted ions.
These oscillations seem to be related to the so-called
transit time oscillations35–37 or resistive instabilities38 (see
Ref. 2 and references therein) which have been observed in
some experiments and are present in hybrid models when the
empirical anomalous transport parameters are too low,39 e.g.,
when the electron conductivity is too low.
In the present model, these oscillations are associated
with the increase in the axial wave number with decreasing
JM, as can be seen in Fig. 11. The axial oscillations are
important in the simulations in the case JM ¼ 50A=m2. The
perturbation propagates at the ion beam velocity (i.e., on the
order of 15 km/s in our conditions) on a 1.5 cm length
between the acceleration region and the cathode line. This
corresponds to a frequency on the order of 1MHz, related to
the transit time of the ions between the acceleration region
and the cathode line. Figure 14 shows the time variations of
the normalized ion current extracted on the cathode side for
two values of JM, 50A/m
2 and 400A/m2. Relatively large
amplitude oscillations in the MHz range can be seen in the
lower current case. In the 400A/m2 case, the ion current is
practically not modulated in time.
As expected, the ion energy distribution function (Fig.
15) is affected by the axial oscillations. In the 400A/m2
case, the ion energy distribution function is clearly peaked
around 240V, while the distribution is much less beam-like
in the 50A/m2 case. The simulations also show that the azi-
muthally averaged 400A/m2 ion distribution function is
practically not modulated in time (the instantaneous and
time averaged distributions are practically identical for
400A/m2 in [Fig. 15(c)] while the 50A/m2 distribution
presents strong oscillations, as can be seen in Fig. 15(a) and
in the difference in the instantaneous and time averaged dis-
tributions for 50A/m2 in Fig. 15(c).
The beam energy in the 400A/m2 case is larger than the
applied voltage 200V, because the plasma potential in that
case is 240V, as can be seen in Fig. 15(d) (because of the
large electron temperature and large electron conductivity).
In the 50A/m2 case, the plasma potential is on the order
of 210V (because of the lower electron conductivity) but
some ions can have energy slightly larger than 210 eV [see
Fig. 15(a) and the time averaged distribution in Fig. 15(c)]
because of the oscillations in time of the axial electric field
and ion distribution function (“wave-riding” ions). The ion
energy distribution is much more spread out in the 50A/m2
case because of the axial field oscillations and of the larger
overlap between the acceleration and ionization regions [the
large axial field region extends deeper in the channel in the
50A/m2 case, as can be seen in Fig. 15(d)].
V. ACCURACYAND CONVERGENCE OF THE
RESULTS
PIC simulations are subject to numerical noise leading
to numerical diffusion and it is essential to check the
FIG. 15. (a) and (b) Ion distribution functions F(x, e) at a given time (log
scale, 3 decades) for JM ¼ 50A=m2 and JM ¼ 400A=m2, respectively; (c)
ion energy distribution at the position x¼ 2 cm for 50A=m2 and 400A=m2,
respectively. Full black lines correspond to the instantaneous distributions of
(a) and (b). Lines with symbols correspond to time averaged ion distribu-
tions. The ion distributions are integrated azimuthally (same normalization
for all curves); (d) time averaged electric potential and axial electric field for
the two cases. Open circle symbols: JM ¼ 400A=m2; full square symbols:
JM ¼ 50A=m2. Obtained with code 1, 40 particles per cell.
FIG. 14. Time variations of the extracted ion current on the cathode side,
normalized to JM, for two values of JM . obtained with code 1, 40 particles
per cell.
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accuracy and convergence of the results, especially when
anomalous electron transport is being investigated.
In this paper, we check the validity and convergence of
the simulations 1) by comparing the results obtained by two
different and separately developed codes (noted Code 1 and
Code 2 in the following, see the end of Sec. III for referen-
ces), 2) by performing simulations with different grid sizes
and number of particles per cell, and 3) by comparing results
with two different values of the width w of the simulation
domain in the EB direction (to check the effect of the
assumed azimuthal periodicity on the results).
Figure 16(a) shows the ratio Jec1=JM of electron current
entering the channel to the total ion current, as a function of
the total ion current density for w ¼ 1 cm and for a
500 200 mesh (i.e., grid spacing of 50 lm), for different
values of the number of particles per cell and for the two
codes. Figure 16(a) is similar to Fig. 13, with the number of
particles per cell as a parameter and without the plot of the
ratio of extracted ion current on the cathode side to the total
ion current (this ratio is actually not very sensitive to the
number of particles per cell). We see that 18 particles per
cell lead to a large overestimation of Jec1=JM, i.e., to an
overestimation of anomalous cross-field transport because of
numerical noise. The variations of Jec1=JM with the number
of particles per cell in the simulation are displayed in Fig.
16(b) for JM ¼ 200A=m2. The results for a 250 100 mesh
(sufficient to resolve the Debye length at 200A/m2) show
that the error is still not negligible when the number of par-
ticles per cell is 280. The results seem to converge for a
number of particles per cell above 1000 [Fig. 16(b)] in the
200A/m2 case with a 250 100 mesh.
Note also that the results of simulations performed with
only 40 particles per cell (and smoothing of the space charge
before solving Poisson’s equation) tend to overestimate
anomalous transport but provide reasonable estimates of the
electron current [Fig. 16(a)] or plasma fluctuations [Fig.
12(b)], compared with those obtained with 280 particles per
cell (and no smoothing).
The case with a simulation domain with a larger azi-
muthal length (w¼ 4 cm) gives very similar results in terms
of wavelength and wave frequency. The ratio Jec1=JM is also
consistent with the results obtained for w¼ 1 cm, but more
simulations need to be done to confirm convergence for a
larger number of particles per cell and for large values of w.
VI. SUMMARYAND CONCLUSION
A simplified model based on Particle-In-Cell simula-
tions has been used to study anomalous transport in a Hall
thruster. The model is two-dimensional and includes the
axial direction and a section of the azimuthal direction
(assuming periodic boundary conditions) of a Hall thruster.
Due to the large EB electron drift, instabilities are likely
to develop in the azimuthal, EB direction and it is essen-
tial to describe this direction when studying anomalous
transport. The physical model has been simplified by
neglecting collisions, and using a given, non self-consistent
ionization rate. This allows elimination of the complexity
associated with the ionization instability and subsequent low
frequency oscillations, in order to focus on the azimuthal
instability.
The results of the PIC simulations confirm the formation
of an instability in the EB, azimuthal direction, with
wavelength in the mm range and frequency on the order of
the ion plasma frequency. This instability has been previ-
ously evidenced by Adam et al.4,5 in the context of Hall
thrusters and is similar to the electron cyclotron drift instabil-
ity that has been studied in the conditions of collisionless
shocks in space plasmas. The instability is due to the large
EB electron drift in the azimuthal direction, more pre-
cisely to the large difference between electron and ion drift
velocities in the azimuthal direction, the ions being practi-
cally not magnetized in these conditions. For this reason, fol-
lowing Cavalier et al.,6 we call this instability EB
electron drift instability (EB EDI). Using collective laser
scattering measurements of the plasma density fluctuations
in Hall thrusters, Tsikata et al.8 have shown the presence of
instabilities with wavelength and frequency consistent with
the predictions of the particle simulations but with smaller
amplitudes. Systematic measurements of this type in a large
FIG. 16. (a) Ratio Jec1=JM, of the electron current entering the channel, to
the total ion current as a function of the total ion current density JM for dif-
ferent values of the average number particles per cell and for the two differ-
ent codes (the star symbols correspond to code 1 and the other symbols to
code 2); the width of the simulation domain in the azimuthal direction w is
1 cm, and the number of cells in the simulation is 500 200; (b) Jec1=JM as
a function of the average number of particles per cell for JM ¼ 200A=m2,
for two different grid spacings and for two values of w, w ¼ 1 cm and
w ¼ 4 cm (code 2).
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range of operating conditions would be extremely valuable
for validation of the model predictions.
The EB EDI forms in the acceleration region (where
the electron drift velocity is large) and is convected down-
stream. The instability allows (“anomalous”) electron trans-
port across the magnetic field in the absence of collisions.
The EB EDI has a very large growth rate in the conditions
of Hall thrusters and its presence is ubiquitous in PIC simula-
tions where the azimuthal direction is described.
According to the theory, the EB EDI results from
electron Bernstein waves Doppler shifted towards low fre-
quencies by the large electron drift velocity and merging into
an ion-acoustic wave in the limit of a small Electron Debye
length to Larmor radius ratio and a small EB drift to elec-
tron thermal velocity ratio. The maximum growth rate of the
instability occurs at a wavelength about ten times the elec-
tron Debye length (k ¼ 2p ﬃﬃﬃ2p kDe), which is on the order of
1mm in the conditions of Hall thrusters. The phase velocity
at the maximum growth rate of the wave in the azimuthal
direction is close to the ion acoustic velocity and the angular
frequency and growth rate are proportional to the ion plasma
frequency.
The aim of the PIC simulations presented in this paper
was to perform a parametric study of the instability observed
in the simulations and to compare the scaling of the simu-
lated instability with that of the modified ion acoustic insta-
bility. The parameter of the simulations is the total ion
current density JM produced by the given ionization rate (the
axial profile of the ionization source term is fixed and its
intensity can be varied). The variations with plasma density
(defined by JM) of the dominant wavelength and phase
velocity of the simulated instability are consistent with those
of the ion-acoustic instability. The rms fluctuations of the
azimuthal electric field, electric potential, and relative ion
density are smaller than simple and crude estimations of
these fluctuations for saturation by ion wave trapping but the
qualitative behavior of the wave-particle interaction is con-
sistent with this mechanism of saturation for sufficiently
large plasma densities.
The effective collision frequency (several 106 s1), Hall
parameter, or electron mobility that can be deduced from the
simulations in the region of maximum magnetic field are
consistent with the values deduced from measurements, or
with the values that must be used in hybrid models to repro-
duce experimental results.
An important aspect of these results is the dependence
of the anomalous conductivity on the total extracted ion cur-
rent (i.e., on the mass flow rate, or on the plasma density),
everything else being kept constant. The effective collision
frequency and electron mobility increase by a factor of 4
when the total ion production JM increases from 50A=m
2 to
400A=m2. It would be interesting to check this scaling
experimentally.
When the total ion production rate or current density
is too small (below 100A/m2 in the present simulations),
the anomalous electron mobility due to the fluctuations of
the azimuthal field is no longer sufficient to neutralize in
a steady way the extracted ion beam. In these conditions,
the wave number of the ion acoustic instability in the
axial direction increases and axial fluctuations appear.
The oscillations observed in the simulations have the
characteristics of the transit time oscillations described
and been studied in different published papers on Hall
thrusters. They propagate at the axial velocity of the ion
beam, i.e., typically 15 to 20 km/s. In the present model,
they develop between the line of electron emission and
the acceleration region (about 1.5 cm) so their frequency
is around 1MHz. These oscillations induce a phase mix-
ing of the ions and therefore a broadening of their energy
distribution function. The ion energy distribution function
is found to be more beam-like, i.e., more mono-energetic
at higher ion current densities.
We have compared results from two different codes
and studied the convergence of the results for different grid
spacing and as a function of the number of particles per
cell. This study tends to show that there is convergence of
the results with the number of particles, but it would be use-
ful to run similar simulations with even larger numbers of
particles per cell to reduce the numerical noise as much as
possible. Another important limitation of the model is the
periodicity of the simulation domain in the azimuthal direc-
tion. Most of the simulations presented in this paper have
been performed with a period of 1 cm in the azimuthal
direction. This is much smaller than the length of the azi-
muthal direction in typical Hall thrusters (e.g., about 30 cm
for a 1 kW thruster). It is clear that this small value of the
azimuthal period prevents the development or transition to
larger instability wavelengths. More systematic simulations
for larger azimuthal lengths would therefore be extremely
useful to confirm and improve the qualitative and quantita-
tive conclusions of this work.
Although the presence of the EB EDI is ubiquitous in
PIC simulations including the azimuthal direction under the
conditions of Hall thrusters, there is no consensus on its evo-
lution toward a modified ion acoustic instability. Using a
highly resolved 1D azimuthal PIC simulation under condi-
tions of Hall thrusters, Janhunen21 et al. showed that the
level of turbulence required for the transition to the ion
acoustic instability is not reached. They observe a large
coherent mode driven mainly at the electron cyclotron drift
resonance, and energy flow to long wavelength and low fre-
quency modes. They mention that numerical noise, i.e.,
“numerical collisions” can destroy the cyclotron resonances
and be responsible for the demagnetization associated with
the transition to the ion acoustic mode. The results of
Janhunen et al. must be confirmed under more realistic con-
ditions (i.e., including energy losses or finite length of the
acceleration region), but they clearly show the need to vali-
date (or not) the conclusions on the 2D model of the present
paper by more systematic studies of the effect of numerical
accuracy, noise, and azimuthal periodicity.
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