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Abstract: We investigate the “pole-skipping” phenomenon in holographic chaos. Ac-
cording to the pole-skipping, the energy-density Green’s function is not unique at a special
point in complex momentum plane. This arises because the bulk field equation has two
regular near-horizon solutions at the special point. We study the regularity of two solutions
more carefully using curvature invariants. In the upper-half ω-plane, one solution, which is
normally interpreted as the outgoing mode, is in general singular at the future horizon and
produces a curvature singularity. However, at the special point, both solutions are indeed
regular. Moreover, the incoming mode cannot be uniquely defined at the special point due
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1 Introduction and Summary
1.1 Pole-skipping
In recent years, the quantum many-body chaos attracts much attention. A useful probe of
chaos is out-of-time-ordered correlation function (OTOC). An OTOC shows the early-time
exponential growth for a chaotic system:
C(t, ~x) = 〈V (t, ~x)W (0)V (t, ~x)W (0)〉β ≃ 1− eλ(t−x/vB) + · · · , (1.1)
where V and W are generic operators, β is the inverse temperature. λ is the (quantum)
Lyapunov exponent and vB is the butterfly velocity. Generically, λ satisfies the bound [13]
λ ≤ 2πT . (1.2)
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The AdS/CFT duality or holography [1–4] is a useful tool to study quantum many-
body systems (see, e.g., Refs. [5–9]). It is conjectured that a holographic system saturates
the bound, or black hole is maximally chaotic [10–13].
The quantum chaos has been studied using OTOC, but recently it is claimed that
the chaotic behavior can be seen even at the level of retarded Green’s functions. This
phenomenon is known as “pole-skipping” [14, 15]. To motivate the pole-skipping, write
C(t, ~x) in a plane-wave form
C(t, ~x) ≃ 1− e−iωt+iqx (1.3)
with purely imaginary values of (ω, q):
ω = iλ =: ω⋆ , q = i
λ
vB
=: q⋆ . (1.4)
For Schwarzschild-AdSp+2 black holes [10],
λ = 2πT , v2B =
p+ 1
2p
. (1.5)
The pole-skipping claims that retarded Green’s function shows a characteristic be-
havior at the “special point” in momentum space (ω⋆, q⋆). More explicitly, consider the
energy-density 2-point function. Any perturbation carries energy, so one would expect to
see the chaotic behavior from the energy-density 2-point function. Generically, one would
write the function as
GRT 00T 00(ω, q) =
b(ω, q)
a(ω, q)
. (1.6)
The pole-skipping claims that
a(ω⋆, q⋆) = b(ω⋆, q⋆) = 0 , (1.7)
and one can locate λ and vB in this way. Then, naively G
R = 0/0, but more precisely, GR
is not uniquely determined at the special point. Near the special point,
GR =
δω(∂ωb)⋆ + δq(∂qb)⋆ + · · ·
δω(∂ωa)⋆ + δq(∂qa)⋆ + · · · =
(∂ωb)⋆ +
δq
δω (∂qb)⋆ + · · ·
(∂ωa)⋆ +
δq
δω (∂qa)⋆ + · · ·
. (1.8)
Then, the Green’s function at the special point is not unique because it depends on the
slope δq/δω.
The pole-skipping is interesting and is useful. Perviously, one needs to evaluate an
OTOC or a 4-point function in order to see a chaotic behavior. But a real-time finite-
temperature 4-point function is not easy to evaluate even in the AdS/CFT duality. In
principle, one can compute them [16], but such a computation is extremely rare. As a
result, OTOC has not been extensively studied in a variety of systems. One approach is
to use the WKB approximation which assumes large scaling dimensions for V and W [10].
As another approach, one can compute OTOC in the AdS2 black hole [17] since one can
map the black hole to the pure AdS2 via a conformal transformation. But the chaos bound
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(1.2) has not been explicitly verified in a variety of systems. This situation contrasts with
the viscosity bound η/s = 1/(4π) [18], which has been extensively verified in a variety of
systems.
However, the pole-skipping claims that the chaotic behavior can be seen at the level of
2-point functions, and these are objects we often compute in the AdS/CFT duality. So, the
approach allows us to study the holographic chaos more in details in a variety of systems.
However, the pole-skipping has many unanswered questions. Most importantly, it is not
clear why the 2-point function has anything to do with the 4-point function.
1.2 Universality and near-horizon physics
It is conjectured that holographic systems saturate the chaos bound. From the bulk point of
view, such a universal behavior is often related to the universal nature of the near-horizon
physics. One well-known example is η/s. So, one would expect that the near-horizon
physics plays an important role in the holographic chaos as well. Ref. [15] studies this issue
in the context of the pole-skipping.
The energy-density 2-point function corresponds to solving the scalar mode (sound
mode) of gravitational perturbations, so they examine the perturbation problem. They
found that the near-horizon physics shows a special behavior at the special point, namely
the special point is characterized by the appearance of an extra regular incoming solution.
The field equation in general has 2 solutions, the incoming mode and the outgoing mode.
We are interested in the retarded Green’s function, so we choose the incoming mode.
However, at the special point,
• Both solutions are regular at the horizon.
• One cannot distinguish between the incoming and the outgoing modes.
Then, the incoming mode is not uniquely defined, and as a result, the Green’s function is
not unique.
They conclude the regularity of the extra solution just by looking at the mode func-
tion, but this definition is ambiguous. Even if a mode function diverges at the horizon,
multiplying an appropriate function which vanishes at the horizon can produce a new mode
function which is regular. Since the regularity is a key feature of the pole-skipping, it is
worthwhile to study the regularity more in details. This is a purpose of this paper.
The regularity of an arbitrary mode function is not meaningful. From the bulk point
of view, we should require a mode function not to produce a curvature singularity. We
use “regularity” in this sense. We reanalyze the scalar mode in the SAdS4 black hole
background using variables where regularity can be clearly seen. We also compute curvature
invariants for perturbations.
In a perturbation problem, it is often useful to use a “master variable.” But one
needs to be careful since it may fail at particular points in momentum space. Instead, it
is straightforward to analyze the special point if one uses the full set of gauge-invariant
variables and the full Einstein equation. This allows one to analyze the other systems
where master variables are hard to find.
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Our results are summarized as follows:1
• At the special point, two solutions are indeed regular, and the curvature remains
finite.
• The outgoing mode with ℑω > 0 is in general singular and produces a curvature
singularity at the future horizon. This excludes the existence of any other special
points in the upper-half ω-plane. (In this paper, we focus on the upper-half ω-plane.)
• The field equation has the regular singularity at the horizon r = 1, but at the
special point, it becomes a regular point in the incoming Eddington-Finkelstein (EF)
coordinates. As a result, two regular solutions appear.
As we see below, the incoming-wave boundary condition is not uniquely defined at the
special point. The boundary condition is imposed by deviating from the special point and
taking the δω, δq → 0 limit. But the limit is not unique and has a slope dependence δω/δq.
The existence of two regular solutions reflects the slope dependence.
2 Sound mode
We consider the 4-dimensional pure gravity2
S =
1
16πG4
∫
d4x
√−g(R− 2Λ) , Λ = − 3
L2
, (2.1)
and consider the Schwarzschild-AdS4 (SAdS4) black hole:
ds2 = r2(−fdt2 + d~x22) +
dr2
r2f
, (2.2)
f = 1− r−3 . (2.3)
For simplicity, we set the AdS radius L = 1 and the horizon radius r0 = 1. The Hawking
temperature is given by 2πT = 3/2.
We solve perturbations in the black hole background. As usual, we impose the incoming-
wave boundary condition at the horizon. Using the tortoise coordinate dr∗ := dr/(r
2f), an
incoming wave behaves like e−iω(t+r∗), and an outgoing wave behaves like e−iω(t−r∗). Thus,
it is convenient to set v = t+ r∗ and work with the incoming Eddington-Finkelstein (EF)
coordinates. The metric becomes
ds2 = r2(−fdv2 + d~x22) + 2dvdr . (2.4)
1While this paper and the companion paper [23] are in preparation, there appeared preprints [24, 25]
which have some overlap with ours.
2We use upper-case Latin indices M,N, . . . for the 4-dimensional bulk spacetime coordinates and use
Greek indices µ, ν, . . . for the 3-dimensional boundary coordinates. The boundary coordinates are written
as xµ = (t, xi) = (t, x, y, · · · ). Lower-case Latin indices a, b, · · · are used for the 2-dimensional subspace
(v, r).
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In the EF coordinates, an incoming wave behaves like e−iωv , and an outgoing wave behaves
like
e−iωve2iωr∗ ≃ e−iωv(r − 1)2iω/f ′(1) = e−iωv(r − 1)iω/(2πT ) . (2.5)
The horizon consists of the future horizon and the past horizon. We use the incoming EF
coordinates, so the horizon r = 1 corresponds to the future horizon (for a finite v).
2.1 Remarks on incoming/outgoing modes
In the pole-skipping, the issue of the incoming and outgoing modes is rather confusing, so
it would be helpful to make a few remarks.
Definition of incoming/outgoing mode. At the special point, ω, q are pure imaginary,
and the incoming (outgoing) nature is somewhat obscure, so let us first start from the
definition of these modes.
The incoming and outgoing modes at the future horizon behave like e−iω(t±r∗). This
means that we first define them for ω ∈ R. In a black hole background, we are also interested
in ω ∈ C, and the incoming and outgoing modes are defined by analytic continuation from
ω ∈ R. This definition seems to work fine in most cases. Then, one would conclude that
the distinction between 2 modes is clear even at the special point. However, as we see
below, one cannot distinguish between the incoming and the outgoing modes at the special
point.
Importance of boundary condition. To clarify our statement about the pole-skipping,
let us make a few incorrect statements. If one would say that
“there is an extra regular solution at the special point, so one must include it,”
this is not really correct. What solution one chooses depends on the boundary condition. If
one just considers the general solution, one does not impose a boundary condition. Another
misleading statement is
“the outgoing mode is also regular at the special point, so one must include it.”
Again, whether one selects the outgoing mode or not depends on the boundary condition.
According to the standard AdS/CFT rule, the choice of boundary condition at the horizon
reflects the choice of Green’s function. The incoming mode corresponds to the retarded
Green’s function. If one is interested in the retarded Green’s function, one should not
include the outgoing mode. Regularity is just a prerequisite.
Therefore, what matters eventually is the incoming-wave boundary condition at the
special point. As we discuss below, the incoming-wave boundary condition is not uniquely
defined [see Eq. (3.6)], or the incoming mode is not uniquely determined at the special
point. This is the reason why we have to include both solutions. One solution is normally
interpreted as an outgoing mode. We exclude it since we normally compute the retarded
Green’s function. It is excluded from the point of view of regularity as well. But at the
special point, it is also regular. Moreover, it should be taken into account to define the
incoming mode.
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Advanced Green’s function? One may be puzzled by the statement that the outgoing
mode is excluded in general. Again, according to the standard AdS/CFT rule, the choice
of boundary condition at the horizon simply reflects the choice of Green’s function. The
incoming (outgoing) mode at the future horizon corresponds to the retarded (advanced)
Green’s function. So, one would argue that these modes must be treated symmetrically
and the outgoing mode should be also allowed.
More precisely, the outgoing mode is prohibited at the future horizon H+. The asym-
metry enters from the incoming EF coordinates. We use the incoming EF coordinates, so
we impose the boundary condition at the future horizon H+. In order to compute the ad-
vanced Green’s function, one should impose a boundary condition at the past horizon H−,
not at the future horizon H+. In other words, one should use the outgoing EF coordinates.
In general, only the H+-incoming mode and only the H−-incoming mode are allowed, and
the H−-incoming mode corresponds to the H+-outgoing mode3.
2.2 Gauge-invariant variables
We consider gravitational perturbations of the form
hMN e
−iωv+iqx . (2.6)
As is well-known, gravitational perturbations are decomposed as scalar mode, vector mode,
and tensor mode. In this paper, we are interested in the energy-density 2-point function.
This corresponds to solving the scalar mode, which has 7 perturbations. For p = 2, they
are given by
hvv , hvr , hrr , hvx , hrx , hxx , hyy . (2.7)
The scalar mode has 7 perturbations, but they are redundant due to the diffeomor-
phism. Normally, one fixes the gauge hrM = 0, which reduces to 4 perturbations. Then,
one constructs gauge-invariant variables which are invariant under the residual gauge trans-
formation. This is the formalism advocated e.g., by Kovtun and Starients [19].
Instead, we do not fix the gauge and carry out analysis in a fully gauge-invariant
manner. We essentially follow the formalism by Kodama and Ishibashi [20] and use the
variables which are invariant under the full diffeomorphism (see Appendix A). In either
case, there are 4 variables. We denote the gauge-invariant variables as hvv , hvr, hrr, and hL
defined by Eqs. (A.26).
So far, we use only the gauge invariance to reduce degrees of freedom. We now impose
the equations of motion. Then, these 4 gauge-invariant variables are not independent, and
the equations of motion leave us only a single degree of freedom which obeys a second-order
different equation. They are referred as the master field and the master equation. The
3Another way of saying the same thing is that the flux along the horizon (both H+ and H−) is not
allowed in general.
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Einstein equation reduces to
0 = hrr +
2
r2 f
hvr , (2.8a)
0 = 2
{
(iw− r) (iw r − q2)
r2 f
+ iw− q
2
3 r
}
hvv +
(
w2 − q2 + q2 f
3
)
r3 f hrr
− iw
{
3
f
(
1 +
w2
r2
)
− 2
(
2 +
q2
r2
)
+ f
}
hL , (2.8b)
0 = h′vv −
(
1− q
2
iw
1
r
)
hvv
r
− 3
2
(
iw
2
+
q2
iw
f
3
)
r2 f hrr − 3
2 r4
hL , (2.8c)
0 = h′rr + 3
{
2− iw
r
+
(
q2 + iwr
r(r − iw) − 2
)
f
3
− q
2
iw(r − iw)
(
f
3
)2}
hrr
rf
− 1 + 2q
2r + 3iwr2
r − iw
hL
r7f
+
2(q2 − 3iwr)
3iw(r − iw)
hvv
r5f
, (2.8d)
0 = h′L −
(
1 +
iw
r
+
f
3
)
3
2 f
hL
r
−
(
1− q
2
iw
1
r
)
1
f
hvv
r
− q
2
2 iw
r2 f hrr , (2.8e)
where ′ = ∂r and
w =
ω
2πT
, q =
q
2πT
vB =
√
3
2
q
2πT
. (2.9)
In terms of w and q, the special point is located at (w, q) = (i,±i).
There are 2 constraint equations which do not involve r-derivatives and 3 differential
equations which have one r-derivative. The latter 3 are not independent; one is redundant
from the constraint equation (2.8b). The constraint equations (2.8a) and (2.8b) allow us
to choose 2 independent variables. Both obey first-order differential equations, so one gets
a second-order differential equation for a single variable which is the master equation.
Thus, there is only a single degree of freedom, but note the choice of a master field
is not unique. One can choose any of 4 gauge-invariant variables hvv , hvr, hrr, and hL and
linear combinations as a master field. Among them, a few choices are worth to mention:
• From the boundary point of view, it is natural to choose a master variable which
does not involve r-derivatives of metric perturbations since one imposes the Dirichlet
boundary condition at infinity. This is the choice, e.g., by Kovtun and Starinets [19]4.
• It is often useful to rewrite the master equation in the form of a Schro¨dinger equation.
This is the choice of Ref. [15].
2.3 A criterion of regularity
We are interested in the regularity of the perturbations, and we eventually show this from
geometric quantities. Any variable is fine in principle. But it would be better if one could
4Note that our gauge-invariant variables implicitly depend on h′MN through ηa [see Eq. (A.26)], so a
general linear combination depends on h′MN .
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check regularity from the behavior of the mode function. So, it is worthwhile to pause here
and to consider which variable is suitable for that purpose.
As mentioned in Introduction, an arbitrary mode function is not very suitable. A
diverging mode function can be regular by multiplying an appropriate power of (r − 1).
One useful criterion is as follows:
In the incoming EF coordinates, all gauge-invariant metric perturbations must
be smooth (more precisely C2 or higher) at the future horizon H+.
Unlike the Schwarzschild coordinates, the incoming EF coordinate system is regular at
the future horizon. Thus, the metric perturbations must be smooth there as well. Then,
the Riemann tensor components of the perturbed spacetime are also smooth. The master
variable of Ref. [15] is not appropriate for that purpose. It is not a metric perturbation
itself, and it is unclear if all metric perturbations are regular or not.
As we see below, gauge-invariant metric perturbations are expanded as a Taylor series
for the H+-incoming mode. On the other hand, perturbations are not a Taylor series and
curvature invariants diverge for the H+-outgoing mode.
2.4 Near-horizon analysis (generic)
Before we solve the sound mode at the special point, let us solve the problem for a generic
(w, q) as a warmup exercise. The choice of the master variable is not unique, but we are
interested in regularity of all metric perturbations. So, it is better to choose a variable
whose regularity guarantees the regularity of the other variables. The variable hrr is most
suitable for the purpose. The other variables are expressed by hrr and h
′
rr (Appendix B.1),
and the hrr regularity at the horizon guarantees the regularity of hvv , hvr , and hL. However,
this fails when iw+ q4 = 0 which includes the special point (w, q) = (i,±i), so the special
point must be examined separately.
The hrr-equation becomes
0 = h′′rr +
(
2
r
+
f ′
f
− 3 iw− 2 r
r2 f
)
h′rr +
3
r2 f
(
4− 3 iw
r
− q
2
r2
)
hrr . (2.10)
The equation has regular singularities at r = 0,∞, and at 3 zeros of f which includes r = 1.
According to Ref. [15], the near-horizon behavior is important for the pole-skipping, so solve
the equation by a power series expansion around r = 1:
hrr = (r − 1)λ
∑
n=0
an (r − 1)n . (2.11)
At the lowest order, one gets the indicial equation and obtains
λ1 = 0 , λ2 = −2 + iw . (2.12)
The coefficient an is obtained by a recursion relation. The λ1-mode is the incoming mode
since hrr ∝ e−iωv, and the λ2-mode is the outgoing mode. We show regularity carefully
from curvature invariants later (Sec. 4). But as discussed in previous subsection, one may
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check regularity from hrr. The λ1-mode is regular at the horizon, but the λ2-mode is
singular at the horizon in general when ℑw > 0. This result does not apply to the special
point though since the master variable hrr fails there.
One needs a slight modification when λ1 and λ2 differ by an integer. In such a case, the
smaller root fails to produce the independent solution since the recursion relation breaks
down at some an. Suppose that the smaller value is λ2. Write 2 solutions as h1 (for λ1)
and h2 (for λ2). Then, the second solution in general takes the form
h2 = h1 ln(r − 1) + (r − 1)λ2
∑
n=0
bn (r − 1)n . (2.13)
3 Special point
3.1 Solution at special point
The master variable is a useful technique, but it has some problems:
• First, it is often not easy to find a master variable.
• Second, the choice of the master variable is not unique, so one needs to find which
variable is most suitable. This poses a problem particularly for the pole-skipping
since some master variable like hrr breaks down at the special point so should not be
used there.
In order to analyze the special point, it is straightforward to use the full Einstein equation
(2.8) instead of a master equation. At the special point, the Einstein equation becomes
0 = 2 r2 hvv − (r2 + r + 1)3 hrr − 3 (r + 1) hL , (3.1a)
0 = h′vv −
1
r + 1
hvv +
(r + 2) (r2 + r + 1) (r3 + 3 r + 2)
4 r3 (r + 1)
hrr , (3.1b)
0 = h′rr + 3
1 + r
1 + r + r2
hrr , (3.1c)
0 = h′L −
2
r
hL − (r + 2) (r
2 + r + 1)
2
hrr . (3.1d)
For a generic (w, q), the Einstein equation has a regular singularity at the horizon at r = 1.
However, at the special point, the regular singularity becomes a regular point. Namely,
The special point is characterized by the regular singularity at the horizon r = 1
becoming a regular point in the incoming EF coordinates.
As a result, two independent solutions become both regular.
One can obtain the solution explicitly at the special point5. In this particular example,
hrr is independent from the others and obeys a first-order differential equation, so one can
5Actually, one can obtain the general solution not only for the special point but also for iw+ q4 = 0.
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solve it as
h⋆rr = C1R(r) , (3.2a)
R(r) :=
(
3
r2 + r + 1
)3/2
exp
{
−
√
3
(
Arctan
2 r + 1√
3
− π
3
)}
(3.2b)
∼ C1{1− 2(r − 1) + · · · } (r → 1) . (3.2c)
Then, the rest is solved as
h⋆L = r
2 {C1 I(r) +C2} , (3.2d)
h⋆vv =
3
2
(r + 1)
[
C1
{
(r2 + r + 1)3
3 r2 (r + 1)
R+ I(r)
}
+ C2
]
, (3.2e)
I(r) :=
∫ r
1
dr′
(r′ + 2) (r′2 + r′ + 1)
2 r′2
R(r′) . (3.2f)
Two solutions are indeed regular at the horizon. The hrr-solution depends only on 1
integration constant C1. This is rather unusual, but the full solution still depends on 2
integration constants C1, C2. We consider linear perturbations, so an overall constant is
not relevant, but the solution is not unique due to C2/C1.
The above solution is the general solution, and we have not imposed a boundary
condition at the horizon. The field equation has two independent solutions. Normally,
one is the incoming mode, and the other is the outgoing mode. We usually pick up the
incoming mode to compute the retarded Green’s function.
At the special point, the regular singularity becomes a regular point. As a result, two
solutions are both regular. Does this mean that there exists a regular outgoing mode?
Below we argue that the incoming mode is not uniquely determined at the special point.
3.2 Expansion around special point
For the right interpretation, move away from the special point:
w = w⋆ + δw = i+ δw , q = q⋆ + δq = ± i+ δq , (3.3a)
hMN = h
⋆
MN + δhMN . (3.3b)
Instead of q, it is convenient to use the combination
η :=
q2
iw
. (3.4)
Away from the special point, the field equations have a regular singularity at r = 1
as usual, and the distinction between the incoming mode and the outgoing mode should
be clear. Thus, we move away from the special point and approach the special point
δw, δq → 0. In this way, one expects to obtain the incoming mode at the special point.
However, as we see below, one cannot uniquely determine the incoming mode at the special
point since the incoming mode depends on the slope δw/δq how one approaches the special
point.
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The resulting equations are rather lengthy, so we present them in Appendix B.2, but
for example, the δh′L-equation is given by
0 = δh′L −
1
2
(
1 +
3 r2
r2 + r + 1
)
δhL
r
− r
r2 + r + 1
δhvv − 1
2
r2 f δhrr
+
3 i δw
2 r2 f
[
δη
i δw
2 r
r2 + r + 1
h⋆vv +
{
−1 + δη
i δw
r4 (r + 1) f2
(r2 + r + 1)3
}
h⋆L
]
. (B.2d)
It may look complicated, but the structure is simple: the perturbation obeys an inhomoge-
neous differential equation, and the source is given by the special point solution h⋆MN . We
are interested in the retarded Green’s function, so we impose the incoming-wave boundary
condition on the perturbations δhMN . An incoming wave is written as a Taylor series
in the incoming EF coordinates, so the homogeneous part must be expanded as a Taylor
series. However, the source term is proportional to (r − 1)−1, so the equation in general
produces an outgoing mode. To avoid this, we require that the source term is also written
as a Taylor series.
From Eq. (B.2d) and Eq. (3.1a), we obtain conditions for the special point solution:
h⋆L
h⋆vv
∣∣∣∣
H+
=
2
3
δη
i δw
,
h⋆rr
h⋆vv
∣∣∣∣
H+
=
2
27
(
1− 2 δη
i δw
)
. (3.6)
This is the incoming-wave boundary condition for h⋆MN . The boundary condition does not
uniquely determine h⋆MN and depends on the slope δη/δw. The exact solution we obtained
depends on the combination C2/C1. This reflects the slope dependence. Conversely, given
a δη/δw, one has to choose the combination C2/C1 appropriately. Imposing the boundary
condition on the special point solution (3.2), we obtain
C2
C1
=
−9 γ
2 γ − 1 =: c
⋆ , (3.7)
where γ := δη/(iδw).
We emphasized the gauge-invariant variables h⋆MN in this paper, but in order to obtain
the Green’s function, it is convenient to use a master variable a` la Kovtun and Starinets
[19]. One imposes the Dirichlet boundary condition asymptotically, and the master variable
does not involve r-derivatives of metric perturbations. The master variable ZG is written
in terms of our variables hMN as
ZG =
1
gxx
(
hvv − g
′
vv
g′xx
hL
)
. (3.8)
Using the special point solution (3.2), ZG asymptotically behaves as
Z⋆G = C1(c
⋆ + I∞)
[
1 +
3
2 r
+
3
2 r2
+
1
2 r3
(
1 +
3
√
3
4
e
−
pi
2
√
3
c⋆ + I∞
)
+O
(
r−4
) ]
. (3.9)
Then, the Green’s function at the special point depends on c⋆, and it is not unique there.
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4 Regularity from curvature invariants
So far, we have studied regularity at the horizon from the behavior of gauge-invariant
variables. In this section, we use curvature invariants to show regularity further.
We consider pure gravity, so RMN ∝ gMN . Then, the curvature invariants RMNRMN
and R2 remain unchanged under perturbations. Thus, we use the Kretschmann scalar
RKLMN R
KLMN . We thus consider the perturbed Kretschmann scalar
δ(RKLMN R
KLMN) := RKLMN R
KLMN −RKLMN RKLMN , (4.1)
where the boldface letters indicate background values. But this quantity is not appropriate.
Under the gauge transformation xM → xM + ξM , a scalar S transforms as
S → S − ξM∂MS . (4.2)
As a result, the perturbed Kretschmann scalar itself is not gauge invariant.
The gauge-invariant Kretschmann scalar can be constructed in the same manner as
gauge-invariant variables (see Appendix A) and is given by
δ(RKLMN R
KLMN)GI := δ(RKLMN R
KLMN) + ηr∂r(RKLMN R
KLMN) . (4.3)
See Eq. (A.27) for ηr which is constructed by hMN . The explicit form of the gauge-invariant
Kretschmann scalar can be found in Appendix B.3.
First, assume iw+q4 6= 0, and use the master variable hrr. Earlier we found (λ1, λ2) =
(0,−2 + iw). Using Eq. (B.3b), the perturbed Kretschmann scalar becomes
δ(RKLMN R
KLMN)GI ≃ −54a0(w+ i)(w + 2i) , (for λ1) (4.4)
so the λ1-mode is indeed regular. On the other hand,
δ(RKLMN R
KLMN)GI ≃ 54a0(iw− q
4)
w(w+ i)
(r − 1)iw , (for λ2) (4.5)
Thus, the λ2-mode is singular in general when ℑw > 0. The λ2-mode corresponds to the
outgoing mode. We are interested in the retarded Green’s function, so we are interested in
the incoming mode, but the outgoing mode is prohibited from regularity as well.
When iw+ q4 = 0, hrr fails, and one cannot use the above result. At the special point,
one can use the exact solution (3.2) and Eq. (B.3a). One obtains
δ(RKLMN R
KLMN)GI ≃ 324C1 . (4.6)
Note that the integration constant C2 does not appear. In fact, the Kretschmann scalar is
independent of C2. Anyway, both solutions, parametrized by C1 and C2, are indeed regular
at the horizon.
One can obtain the general solution when iw+q4 = 0 (footnote 5). When iw = −1 but
q2 6= −1, one can show that the Kretschmann scalar diverges at the horizon. Therefore,
two solutions are regular only at the special point when ℑw > 0. This also excludes the
existence of any other special points in the upper-half ω-plane.
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Remarks. In this paper, we show regularity using curvature invariants. Actually, it is
difficult to show regularity of perturbations because there are many kinds of spacetime
singularities. There are two common singularities:
• s.p. (scalar polynomial) curvature singularity
• p.p. (parallelly propagated) curvature singularity
For a s.p. curvature singularity, curvature invariants diverge. For a p.p. curvature singu-
larity, all curvature invariants remain finite, but a tidal force diverges. Such singularities
appear, for example,
• in the extreme limit of some black p-branes and
• in the Lifshitz geometry [21].
We have shown that 2 solutions do not produce a s.p. singularity at the special point, but
strictly speaking, we have not shown that they do not produce a p.p singularity.
A p.p. singularity is the one where Riemann tensor components diverge in a p.p. frame
along at least one non-spacelike curve. Physically, a radially infalling observer experiences
a large tidal force. For example, compute the Riemann tensor Rabcd in a convenient or-
thonormal frame, usually in the static frame. An infalling observer measures the curvature
not in the static frame but in another orthonormal frame which is related to the static
frame by a local radial boost.
This procedure is a little complicated, but for our purpose, one does not need to carry
out computations explicitly. The magnitude of Riemann tensor in general becomes large in
the boosted frame (for a diagonal metric) [22]. We use the incoming EF coordinates which
is regular at the future horizon. Thus, the boost from the EF frame to the observer frame
does not have a divergence at the horizon. Then, the regularity of the Riemann tensor
in the EF frame implies the regularity of the Riemann tensor in the observer frame. The
former holds if our criterion that hMN be smooth at the future horizon is satisfied.
Nevertheless, we must stress that proving no p.p. singularity is very difficult. If Rie-
mann tensor diverges only along one curve, the spacetime is p.p. singular. In order to show
that there is no p.p. singularity, one needs to examine Riemann tensor along all curves,
which is impossible in practice. What we can argue is that the perturbed spacetime is
likely to have no p.p. singularity:
• First, as discussed above, hMN is smooth at the horizon.
• Second, it is reasonable to focus on the radially infalling geodesic among all curves.
Our interest is whether the outgoing mode is regular or not. The outgoing wave gets an
infinite boost from the incoming wave point of view, so the radially infalling geodesic is
likely to give the most strict condition.
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5 Discussion
In this paper, we examine the pole-skipping phenomenon using variables where regularity
can be clearly seen. The Kretschmann scalar is also computed to show regularity. It
is straightforward to analyze the special point if one uses the full set of gauge-invariant
variables. This allows one to analyze the other systems where master variables are hard to
find. However, dealing with the full set of equations is in general complicated. One way is
to formulate the problem as an eigenvalue problem [23].
We observed that the regular singularity at r = 1 becomes a regular point at the
special point in the incoming EF coordinates. As a result, two regular solutions appear.
One would use this criterion to explore special points in the other systems [23].
We show regularity using curvature invariants, but there are cases where one cannot
use curvature invariants to show regularity. A simple example is the vector and the tensor
modes of gravitational perturbations. For those modes, the perturbed Kretschmann scalar
vanishes. We consider linear perturbations, so the quantities with different transformation
properties decouple. The Kretschmann scalar transforms as a scalar, but the these modes
transform differently. Thus, for those modes, the outgoing mode does not produce a s.p.
singularity. However, it is likely that the outgoing mode (ℑw > 0) is not smooth at the
horizon, so it produces a p.p singularity (from remarks in the last section).
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A Gauge-invariant variables
We consider the background spacetime
ds2 = gab(y)dy
adyb + e2Φδijdx
idxj , (A.1)
where ya = (v, r), xi = (x, y)6, and e2Φ = r2. The 2-dimensional metric gab is given by
gab =
(
−r2f 1
1 0
)
, gab =
(
0 1
1 r2f
)
. (A.2a)
A.1 Maxwell field example
Let us start from the Maxwell field AM . We assume that perturbations take the plane-wave
form AM ∝ e−iωv+iqx. The perturbations are decomposed as
scalar: Av , Ax , Ar , (A.3)
vector: Ay . (A.4)
6 For the quantities defined in the p-dimensional subspacetime (e.g., h
(1)
ai below), the index i is raised
and lowered with δij . For simplicity, we consider the p-dimensional metric which is proportional to δij ,
but the extention to γij(x) is easy. Replace ∂i with Di, the covariant derivative with respect to γij . Some
expressions must be symmetrized since Di do not commute.
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It is not difficult to find variables which are invariant under the gauge transformation
AM → AM − ∂Mλ. For the scalar mode,
Av = Av +
ω
q
Ax , (A.5)
Ar = Ar − 1
iq
A′x . (A.6)
Av and Ar are not independent: they are related by the Maxwell equation, and there is
one master field for the scalar mode.
It is not difficult to figure out the gauge-invariant variables for AM : they are just
proportional to the field strength FMN . But for a systematic analysis, proceed as follows.
The Maxwell field consists of AM = (Aa, Ai). Ai can be decomposed as
Ai = ∂iAL +AT i , ∂
iAT i = 0 . (A.7)
The scalar mode consists of Aa(Av, Ar) and AL ∝ Ax, and the vector mode is AT y = Ay.
For λ ∝ e−iωv+iqx, the gauge transformation
δAM = −∂Mλ (A.8)
becomes
δAa = −∂aλ , (A.9a)
δAx = iqδAL = −iqλ , (A.9b)
δAT i = 0 . (A.9c)
Gauge-invariant variables eliminate the gauge parameter λ by combining variables. The
variables AT i are gauge invariant by themselves. From Eq. (A.9c), the gauge parameter λ
is expressed by the perturbation AL as λ = −δAL. Substituting this into Eq. (A.9a) gives
δ(Aa − ∂aAL) = 0 , (A.10)
so the gauge-invariant scalar perturbations are given by
Aa := Aa − ∂aAL . (A.11)
In terms of components, Eq. (A.11) reduces to Eqs. (A.5) and (A.6).
A.2 Gauge-invariant metric perturbations
Now consider metric perturbations hMN = (hab, hai, hij). hab gives 3 scalar perturbations.
Just as the Maxwell field example, hai is decomposed as
hai = ∂iha + h
(1)
ai , ∂
ih
(1)
ai = 0 , (A.12)
and ha gives 2 scalar perturbations and h
(1)
ai gives vector perturbations. (The superscript
“(1)” refers to the spin.) In a similar manner, hij is decomposed as
hij =: hL δij + Pij h(0)T + 2∂(ih(1)T j) + h
(2)
T ij , (A.13)
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where
∂ih
(1)
T i = 0 , ∂
jh
(2)
T ij = 0 , h
(2)
T i
i = 0 , (A.14)
and Pij is the projection operator given by
Pij := ∂i∂j − 1
p
δij ∂
2
k . (A.15)
The first term of hij is the trace part which is a scalar perturbation. The rest is the traceless
part which is decomposed as scalar h
(0)
T , vector h
(1)
T j , and tensor perturbations h
(2)
T ij . (For
p = 2, there is no tensor mode.) Thus,
• The scalar mode consists of 7 perturbations (hab, ha, hL, h(0)T ).
• The vector mode consists of perturbations (h(1)ai , h(1)T i).
In components (for p = 2), the scalar mode is
hxx = hL − 1
2
q2h
(0)
T , hyy = hL +
1
2
q2h
(0)
T , hvx = iqhv , hrx = iqhr , (A.16)
and the vector mode is
hay = h
(1)
ay , hxy = iqh
(1)
T y . (A.17)
Again consider the gauge transformation δGx
M = ξM . (δG refers to a gauge transfor-
mation.) The infinitesimal transformation ξi is decomposed as
ξi =: ∂iξL + ξT i , ∂
iξT i = 0 . (A.18)
Only ξa and ξL appear for the scalar mode. The scalar mode transforms as
δGhab = −2∇(aξb) , (A.19a)
δGha = −
[
ξa + ∂aξL − 2 ξL
(
∂aΦ
) ]
, (A.19b)
δGhL = −
[
ξa∇ae
2Φ +
2
p
∂2 ξL
]
, (A.19c)
δGh
(0)
T = −2 ξL , (A.19d)
and the vector mode transforms as
δGh
(1)
ai = −
[
∂aξT i − 2 ξT i
(
∂aΦ
) ]
, (A.19e)
δGh
(1)
T i = −ξT i , (A.19f)
where ∇a is the covariant derivative with respect to gab.
In order to obtain gauge-invariant variables, we again express gauge parameters ξa,
ξL, and ξT i by perturbations. For the vector mode, Eq. (A.19f) expresses ξT i by δGh
(1)
T i .
Substituting Eq. (A.19f) into Eq. (A.19e), we obtain gauge-invariant vector perturbations:
δG
(
h
(1)
ai − ∂ah(1)T i + 2h(1)T i ∂aΦ
)
= 0 → hai := h(1)ai − e2Φ ∂a
(
e−2Φ h
(1)
T i
)
. (A.20)
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For the scalar mode, Eq. (A.19d) expresses ξL by δGh
(0)
T . Substituting Eq. (A.19d) into
Eq. (A.19b), ξa is expressed by δGha and δGh
(0)
T :
ξa = δGηa , (A.21a)
ηa :=
1
2
∂ah
(0)
T − h(0)T ∂aΦ− ha , (A.21b)
Substituting ξa into Eq. (A.19a), we obtain
δG
(
hab + 2∇(aηb)
)
= 0 → hab := hab + 2∇(aηb) . (A.22)
Similarly, Eq. (A.19c) becomes
δG
(
hL + η
a
∇ae
2Φ − 1
p
∂2i h
(0)
T
)
= 0 → hL := hL + ηa∇ae2Φ − 1
p
∂2i h
(0)
T . (A.23)
Let us write these formulae in components. For p = 2, gauge-invariant vector pertur-
bations are
hvy = hvy +
ω
q
hxy , (A.24)
hry = hry − r
2
iq
(
hxy
r2
)′
. (A.25)
Gauge-invariant scalar perturbations are
hvv := hvv − 2 i ω ηv + g′vv (−gvv ηr + ηv) , (A.26a)
hvr := hvr + η
′
v −
(
i ω + g′vv
)
ηr , (A.26b)
hrr := hrr + 2 η
′
r , (A.26c)
hL = hyy + 2r(ηv − gvvηr) . (A.26d)
From Eq. (A.21b), ηa becomes
ηv = − 1
i q
(
hvx +
ω
q
hxx − hyy
2
)
, (A.27a)
ηr =
1
i q
{
r2
i q
(
hxx − hyy
2 r2
)′
− hrx
}
. (A.27b)
B Some formulae
B.1 Expressions of gauge-invariant variables by hrr
hvv
3
=
1
4
r5
iw+ q4
(
Pvv(r)fr
d
dr
+ 3Qvv(r)
)
hrr , (B.1a)
Pvv := iw
{
w2 +
1
r
− f
3
(
2q2 +
1
r
)}
, (B.1b)
Qvv := iw
(
w2 +
1
r
)(
2− iw
r
)
+ iw
f
3
{
3iw
(
iw− 1 + f
3
)
− 4 + 3w
2
r
+
2iw
r2
}
+ 3iw(iw − q2)f
3
(
1− iw
r
− f
3
)
+ 2
iw+ q4
r
f2
9
. (B.1c)
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hvr = −r
2f
2
hrr . (B.1d)
hL
−2r =
1
4
r5
iw+ q4
(
PL(r)fr
d
dr
+ 3QL(r)
)
hrr , (B.1e)
PL := (iw− q2)
(
1− iw
r
)
− iw
(
1− 1
r
)(
1 + iw+
1
r
)
+ q2
f
3
, (B.1f)
QL := (iw − q2)
(
2− iw
r
)(
1− iw
r
)
− iw
(
1− 1
r
)(
2 + 3iw +
2 +w2
r
)
(B.1g)
+
f
3
{
iw
(
2− 1
r
)(
2 + 3iw+
1
r
)
− (iw− q2)
(
4− 3 iw
r
)
− iw+ q
4
r2
}
.
Note that hvv and hL are proportional to (iw+ q
4)−1, and it diverges at iw+ q4 = 0 which
includes the special point (w, q) = (i,±i). Thus, the master variable hrr fails at the special
point, and the special point must be examined separately.
B.2 Field equations near the special point
0 = 2r2δhvv − (r2 + r + 1)3δhrr − 3(r + 1)δhL
+
27iδw r(r + 1)
(r − 1)3(r2 + r + 1)
[
− 2r
2(3r3 + r2 + r + 1)
9(r + 1)
{
δη
iδw
+
r(r − 1)(2r + 1)
3r3 + r2 + r + 1
}
h⋆vv
+
{
1 +
r3f
9(r + 1)
(
7 + 7r + r2 +
δη
iδw
(2r + 1)(2r3 + 3r2 + 1)
r(r2 + r + 1)
)}
h⋆L
]
, (B.2a)
0 = δh′vv −
(
1− 1
r
)
δhvv
r
+
3
2
(
1
2
− f
3
)
r2fδhrr − 3
2r4
δhL
+ iδw
{
δη
iδw
h⋆vv
r2
− 3
2
(
1
2
+
δη
iδw
f
3
)
r2fh⋆rr
}
, (B.2b)
0 = δh′rr + 3
1 + r
1 + r + r2
δhrr
+
27iδw(r2 + 2r + 3)
r10f4
[
− 2(r
2 + 1)(r2 + r + 1)
3(r2 + 2r + 3)
{
δη
iδw
+
r3(3r3 + r2 + 4r + 1)
3(r2 + 1)(r2 + r + 1)2
f
}
h⋆vv
+
{
1 +
11r3 − 3r − 2
9(r2 + 2r + 3)
(
1 +
δη
iδw
5r3 + 6r2 + 3r + 4
11r3 − 3r − 2
)
f
}
h⋆L
]
, (B.2c)
0 = δh′L −
1
2
(
1 +
3r2
r2 + r + 1
)
δhL
r
− r
r2 + r + 1
δhvv − 1
2
r2fδhrr
+
3iδw
2r2f
[
δη
iδw
2r
r2 + r + 1
h⋆vv +
{
−1 + δη
iδw
r4(r + 1)f2
(r2 + r + 1)3
}
h⋆L
]
. (B.2d)
As discussed in the main text, we require that the source terms are written as Taylor series.
Note that the source term of Eq. (B.2b) does not contain (r − 1)−1, so the equation gives
no condition.
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B.3 Gauge-invariant perturbed Kretschmann scalar
The gauge-invariant Kretschmann scalar is given by
δGI(RKLMNR
KLMN)
=
12
iwr7
{
2q2rhvv + 3iw
(
q2 − 1
r
)
hL − q2r5f2hrr
}
(B.3a)
=
−18
r2
[(
iw− 1
r2
)
rfh′rr + 3
{(
iw− 2
r2
)(
1− iw
r
)
− f
3r
(
q2 − 2
r
)}
hrr
]
. (B.3b)
In the first expression, we write the scalar only by hMN eliminating h
′
MN and h
′′
MN using
field equations. The expression is not unique because of the constraint equation (2.8b). In
the last expression, we write it by hrr and h
′
rr again using field equations. However, it uses
expressions such as Eq. (B.1), but they are valid only when iw+ q4 6= 0.
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