We prove local boundedness of generalized solutions to a large class of variational problems of linear growth including boundary value problems of minimal surface type and models from image analysis related to the procedure of TV-regularization occurring in connection with the denoising of images, which might even be coupled with an inpainting process. Our main argument relies on a Moser-type iteration procedure.
Introduction
In this note we investigate variational problems of linear growth defined for functions u : Ω → R N on a domain Ω ⊂ R n . The general framework of these kind of problems is explained e.g. in the monographs [1, 2, 3, 4, 5] , where the reader interested in the subject will find a lot of further references as well as the definitions of the underlying spaces such as BV(Ω, R N ) and W 1,p (Ω, R N ) (and their local variants) consisting of all functions having finite total variation and the mappings with first order distributional derivatives located in the Lebesgue class L p (Ω, R N ), respectively. We will mainly concentrate on the case n ≥ 2 assuming that Ω is a bounded Lipschitz region, anyhow, the case n = 1 can be included but is accessible by much easier means as it is outlined for example in [6] and [7] . To begin with, we consider the minimization problem (Ω, R N ) having vanishing trace (see, e.g., [8] ). Throughout this note we will assume that the energy density F : R N ×n → [0, ∞) satisfies the following hypotheses: with suitable constants ν 1 , ν 3 , ν 5 > 0, ν 2 , ν 4 ≥ 0 and for all P, Q ∈ R N ×n . For notational simplicity, we collect the constants ν i in a tuple ν := ν 1 , ..., ν 5 . REMARK 1.1. We note that the above assumptions on F particularly imply (1.6) |DF (P )| ≤ c(n) · max{ν 1 , ν 3 }, which is a consequence of the linear growth condition (1.4) combined with the fact that F is a convex function, which follows from the first inequality in (1.5). A short proof of estimate (1.6) is given in [9] , Lemma 2.2 on p. 156. Moreover, the convexity of F together with (1.4) also yields
As a matter of fact, problem (1.1) has to be replaced by its relaxed variant (see, e.g., [4] , p. 303 and Theorem 5.47 on p. 304, or [5] , chapter 4, as well as [10] )
Here ∇w = ∇ a w L n + ∇ s w is the Lebesgue decomposition of the measure ∇w, F ∞ is the recession function of F , i.e.
Hausdorff's measure of dimension n − 1, and n denotes the outward unit normal to ∂Ω. By construction, problem (1.8) admits at least one solution, and the main result of [10] (compare Theorem 3 in this reference) states: THEOREM 1.1. Let (1.2) -(1.5) hold together with n = 2 and N = 1. Assume in addition that F is of class C 2 satisfying for some µ > 1 the condition of µ-ellipticity
with a constant ν 6 > 0.
and any BV-solution u of (1.8) differs from u * by an additive constant.
b) If the case µ < 3 is considered, then u * from a) is actually of class C 1,α (Ω) for any α ∈ (0, 1). REMARK 1.2. The above results extend to vector valued functions u : Ω → R N , N ≥ 2, provided we impose the structure condition
which satisfies appropriate requirements implying (1.3)-(1.5) for F . For details we refer to the appendix. REMARK 1.3. The main feature of Theorem 1.1 is that the ellipticity condition (1.9) together with an upper bound on the parameter µ is sufficient for obtaining a minimizer in a Sobolev class or even in a space or smooth functions. At the same time, the counterexample in section 4.4 of [5] shows the sharpness of the limitation µ ≤ 3.
Our first result concerns the situation where we drop condition (1.9) or allow values µ > 3 even without restriction on the dimension n. 
REMARK 1.4. Note that we merely impose (1.2) on the boundary data. If we assume
, which follows from the results in [11] .
Next, we look at a variational problem originating in the work of Rudin, Osher and Fatemi [12] on the denoising of images. To be precise, we assume that n = 2, N = 1 and consider a measurable subset ("the inpainting region") D of Ω ⊂ R 2 such that
where L 2 (D) = 0 corresponds to the case of "pure denoising". Moreover, we consider given (noisy) data
and pass to the problem
where λ > 0 is some parameter and F satisfies (1.3) -(1.5). The problem (1.13) can be regarded as a model for the inpainting of images combined with simultaneous denoising. The relaxed version of (1.13) reads as
and concerning the regularity of solutions of (1.14) we obtained in [13] , Theorem 2:
Consider a density F as in Theorem 1.1 for which (1.9) holds with µ < 2. Moreover, we replace (1.12) with the stronger condition f ∈ L ∞ (Ω − D). Then the problem (1.14) (and thereby (1.13)) admits a unique solution u for which we have interior C 1,α -regularity on the domain Ω.
REMARK 1.5. The result of Theorem 1.3 extends to domains Ω in R n with n ≥ 3, where we might even include the vector case of functions u : Ω → R N , provided we have (1.10) in case N > 1. We refer to [14] . The reader should also note that boundedness of the data f implies the boundedness of solutions to (1.14) (see, e.g., [15] ). REMARK 1.6. In the paper [16] the reader will find some intermediate regularity results for solutions u of (1.14) saying that even without the assumption f ∈ L ∞ (Ω − D) the solution u belongs to some Sobolev class. With respect to these results we can even replace the "data term" Ω−D |u − f | 2 dx by more general expressions (with appropriate variants of (1.12)), however, in any case µ-ellipticity (1.9) together with an upper bound on µ is required. REMARK 1.7. The counterexamples from [7] show that for µ > 2 we can not in general hope for the solvability of problem (1.13), which means that for these examples any solution u of (1.14) belongs to BV(Ω) − W 1,1 (Ω).
In the spirit of Theorem 1.2 we have the following weak regularity result for problem (1.14). THEOREM 1.4. Let (1.3) -(1.5) hold, let D satisfy (1.11), suppose that n = 2, N = 1 and consider data f with (1.12). Then problem (1.14) admits a solution u in the space BV(Ω) ∩ L ∞ loc (Ω), which is unique in the case of pure denoising (i.e. D = ∅).
Our paper is organized as follows: in Section 2 we introduce a new type of linear regularization of the problems (1.8) and (1.14) by means of µ-elliptic functionals including results on the regularity and the convergence properties of the family of approximate solutions u δ . In Section 3 we then derive local uniform bounds of the type
for subdomains Ω * ⊂⊂ Ω by a Moser-type iteration procedure, which yields the result of Theorem 1.2 by passing to the limit δ ↓ 0. In the last section we will deduce the statement of Theorem 1.4 from the proof of Theorem 1.2.
µ-elliptic regularization
In the context of variational problems of linear growth, it is a common approach to consider a sequence of regularizing functionals whose minimizers are sufficiently smooth and converge to a solution of the actual problem. In our previous works (cf. e.g. [17, 15, 18, 7] ) this was achieved by adding a Dirichlet term δ Ω |∇w| 2 dx for a decreasing sequence δ ↓ 0. For fixed δ, we then deal with a quadratic elliptic functional and therefore have the well developed machinery for this type of problems, as it is e.g. outlined in the classical monograph [19] . However, in the situation of Theorems 1.2 and 1.4, a quadratic regularization and the resulting inhomogeneity between the linear and the quadratic term causes some difficulties. We therefore prefer to work with a linear regularization, for which the notion of µ-ellipticity (cf. (1.9)) turns out to be the correct framework in terms of existence and regularity of approximating solutions. Let us first consider the situation of Theorem 1.2, where, just for technical simplicity, we replace (1.2) by the requirement that
for some p > 1. We would like to note that the limit case p = 1 can be included via a suitable approximation (cf. [20] and in particular the work [10] , where the approximation is made explicit in the two-dimensional case). We may therefore actually drop (2.1) and return to the original hypothesis (1.2). Now for 0 < δ < 1 let
where
with suitable constants ν 1 , ν 3 , ν 5 , ν 6 > 0, ν 2 , ν 4 ≥ 0, some µ ∈ (1, ∞) and for all P, Q ∈ R N ×n . Again we set ν := ν 1 , ..., ν 6 .
We further note that the above assumptions imply
If the vector case N > 1 is considered, we impose a structure condition on F µ in the spirit of (1.10), i.e.
F µ (P ) = F µ |P | for some µ-elliptic function F µ : R → R, implying the above assumptions for F µ (compare the appendix). A convenient choice for F µ is e.g. given by
where Φ µ is defined by 
d) Each L 1 -cluster point of the family u δ is a solution of problem (1.8).
Proof. It is easy to see that under our assumptions on F the density F δ,µ is µ-elliptic itself in the sense of (1.9), so that we may cite the results from [21] for part a). Part b) and c) are clear from the fact that u δ minimizes J δ . For part c) we observe that due to b) and the BV -compactness property (see Theorem 3.23 on p. 132 in [4] ), there exists a function u ∈ BV (Ω, R N ) such that u δ → u in L 1 (Ω) for some sequence δ ↓ 0. Thanks to the lower semicontinuity of the functional J from (1.8), it follows
is arbitrary. But since in [22] it was proved that the set of J-minimizers coincides with the set of all L 1 -limits of J-minimizing sequences, the above chain of inequalities implies the claimed minimality.
Next we consider the setting of Theorem 1.4. Keep in mind that in this situation we restrict ourselves to n = 2 and N = 1. Since we merely assume f ∈ L 2 (Ω − D), we need to "cut-off" the data in order to obtain a sufficiently smooth approximation. This means that for δ ∈ (0, 1) we set
and consider the problem
Lemma 2.2. If we fix 1 < µ < 2, then we have: a) Problem (2.7) admits a unique solution u δ ∈ W 1,1 (Ω, R N ). It even holds (not necessarily uniformly with respect to δ) u δ ∈ C 1,α (Ω, R N ).
d) Each L 1 -cluster point of the sequence u δ is a solution of problem (1.8).
Proof. Since f δ ∈ L ∞ (Ω) for each fixed value of δ, we are in the situation of [13] , where we remark that the density F δ,µ is µ-elliptic thanks to our assumptions on F . We can therefore apply the results of this work which give us the claim of part a). Parts b) and c) are once again clear from the minimality of the u δ , where for the second bound in b) we have to make use of the fact that
. It thus remains to justify d). By the bounds of part b), the family u δ is bounded uniformly in W 1,1 (Ω) and hence there exists an L 1 -cluster pointû ∈ BV (Ω) of some sequence δ ↓ 0 due to the BV -compactness property. From the lower semicontinuity of the relaxation K it then follows for arbitrary
. The claimed minimality ofû now follows from the fact that any function w ∈ BV (Ω) can be approximated by a sequence 
Proof of Theorem 1.2
We consider the general case n ≥ 2, N ≥ 1. Our starting point is the Euler equation from Lemma 2.1 c)
where we choose ϕ = η 2 |u δ | s u δ for some positive exponent s and a function η ∈ C 1 0 (Ω), 0 ≤ η ≤ 1, which is an admissible choice due to Lemma 2.1 a). We observe
and therefore
Note that due to (1.7) we have
For the term T 2 of (3.2), we use the structure condition (1.10) (in case N > 1) and get
we then obtain the estimate
and similarly (compare the definition of F µ and recall inequality (2.6))
Note that in the scalar case these inequalities are valid without condition (1.10). The Euler equation (3.1) then implies (using the boundedness of DF and DF µ , compare (1.6))
for some constant c = c(ν, ν). In the next step we set
Furthermore, from the Sobolev-Poincaré inequality we have
, and we can therefore estimate the left-hand side of (3.3) from below by
We insert this into inequality (3.3) which then yields
with a constant c = c(n, ν, ν). Now we fix some open ball B R 0 inside Ω. For any j ∈ N 0 we set We further choose smooth functions
Then, together with the choice s j := n n−1 j − 1, the inequality (3.4) implies
with a constant c = c(n, ν, ν, R 0 ).
In the following, we fix the value of the parameter δ ∈ (0, 1) and note that by Hölder's inequality we have
Next we let a j := max 1, 
On the right-hand side we apply inequality (3.6) with the result
for a suitable positive constant c = c(n, ν, ν, R 0 ), hence we arrive at
Through an iteration, we obtain from (3.7) 8) and since
we may pass to the limit j → ∞ which yields
with the right-hand side being bounded independently of the parameter δ since due to Lemma 2.1 b), the sequence u δ is uniformly bounded in W 1,1 (Ω, R N ) and hence by Sobolev's embedding in L n n−1 (Ω, R N ). The conclusion is that we find sup x∈B∞ |u δ (x)| to be bounded by some constant which does not depend on the parameter δ, which means that also the L 1 -limit u of the u δ is locally bounded. This finishes the proof of Theorem 1.2.
Proof of Theorem 1.4
We would like to remind the reader of the fact that in the setting of Theorem 1.4 we restrict ourselves to the case n = 2 and N = 1. So let u δ denote the solution from Lemma 2.2 a) and assume henceforth that we are in the situation of Theorem 1.4. Let x 0 ∈ Ω. We choose R 0 > 0 small enough such that B R 0 (x 0 ) ⊂ Ω and (4.1)
Here ε 0 > 0 is small and will be determined soon. Let η ∈ C ∞ 0 (Ω) be a non-negative cut-off function with support in B R 0 (x 0 ) and s ≥ 0 a non-negative number. By Lemma 2.2 a), we can use the following function
as a testing function to the Euler equation in Lemma 2.2 c), and we obtain that
Thus by (1.6), (1.7) and (2.6), we have
We also note that
Now it follows from (4.2), (4.3) and (4.4) that 
we obtain the condition (1.9) of µ-ellipticity for F .
REMARK A.1. The hypotheses (A1-6) hold for the function F (t) := Φ µ (t) defined before Lemma 2.1.
Proof of Lemma A.1. The validity of (1.3) and (1.4) is immediate. From (A2) and (A4) we deduce that the non-negative function F ′ is increasing with finite limit on account of (A3) (recall Remark 1.1), hence 0 ≤ F ′ (t) ≤ ν 5 1 1 + t , t ≥ 0, (A7) provided we replace ν 5 from (A5) by a larger constant if necessary. Next we observe the formula
implying the estimate
In conclusion, (1.5) follows from (A4), (A5), (A7) and (A8). In the same manner (1.9) is deduced from the additional hypothesis (A6).
