INTRODUCTION
Image processing [1] is a method to convert an image into digital form and perform some operations on it, in order to get an enhanced image or to extract some useful information from it. It is a type of signal dispensation in which input is image, like video frame or photograph and output may be image or characteristics associated with that image. Usually Image Processing system includes treating images as two dimensional signals while applying already set signal processing methods to them. It is among rapidly growing technologies today, with its applications in various aspects of a business. Image Processing forms core research area within engineering and computer science disciplines too. Image processing is a method to perform some operations on an image, in order to get an enhanced image or to extract some useful information from it. It is a type of signal processing in which input is an image and output may be image or characteristics/features associated with that image. Nowadays, image processing is among rapidly growing technologies. It forms core research area within engineering and computer science disciplines too. Image processing basically includes the following three steps: Importing the image via image acquisition tools; Analysing and manipulating the image; Output in which result can be altered image or report that is based on image analysis. There are two types of methods used for image processing namely, analogue and digital image processing. Analogue image processing can be used for the hard copies like printouts and photographs. Image analysts use various fundamentals of interpretation while using these visual techniques. Digital image processing techniques help in manipulation of the digital images by using computers. The three general phases that all types of data have to undergo while using digital technique are pre-processing, enhancement, and display, information extraction. In this lecture we will talk about a few fundamental definitions such as image, digital image, and digital image processing. Different sources of digital images will be discussed and examples for each source will be provided. The continuum from image processing to computer vision will be covered in this lecture. Finally we will talk about new methot of image calculate with fractal dimension in 3D space with different types of image application in mechanical engineering, especialy in laser technology in hardening. Digital Processing techniques help in manipulation of the digital images by using computers. As raw data from imaging sensors from satellite platform contains deficiencies. To get over such flaws and to get originality of information, it has to undergo various phases of processing. The three general phases that all types of data have to undergo while using digital technique are Pre-processing, enhancement and display, information extraction.Fractals [2] is a new branch of mathematics and art. Perhaps this is the reason why most people recognize fractals only as pretty pictures useful as backgrounds on the computer screen or original postcard patterns.Process of robot laser hardening is presented in many articles [3] [4] [5] . Laser hardening offers customers an excellent alternative to induction and flame hardening. With laser precision and robot control, laser hardening can be applied to complex surfaces while achieving repeatable hardness and case depth. The aim of this study is to present a new method of image processing and it's aplication in calculate volume of 3D space with analize SEM images of robot laser hardened specimens using method of estimating calculating fractal dimansion of 3D objects.
MATERIAL PREPARATION AND EXPERIMENTAL METHOD
Firstly, we hardened tool steel with a robot laser cell. We changed two parameters, speed v [2, 5] mm/s and temperature T  [1000, 1400] C. Detailed characterization of their microstructure before and after surface modifications was conducted using a field emission scanning electron microscope (SEM), JEOL JSM-7600F. Also the SEM pictures were converted into binary images, from which we calculated the fractal dimension and into 3D graph, from which we calculate volume. For each (x,y,z) we use only z coordinate. Coordinate z have maximal value 255. Also, we calculate volume of robot laser hardened specimens with (1)
A random process is statistically evaluated using Hurst parameter H or by determining the distribution function. Hurst parameter H as self-similarity criteria can not be accurately calculated, but it can be only estimated. We use new method for calculating fractal dimension for 3D object [6] . For analyze results, we use one method of intelligent system, Genetic programming [7] , neural network [8] and multiple regression [9] . In genetic programming we evolve a population of computer programs. That is, generation by generation, GP stochastically transforms populations of programs into new, hopefully better, populations of programs. GP, like nature, is a random process, and it can never guarantee results. In GP, programs are usually expressed as syntax trees rather than as lines of code. There are many problems where solutions cannot be directly cast as computerprograms. For example, in many design problems the solution is an artifact of some type: a bridge, a circuit, an antenna, a lens, etc. GP has been applied to problems of this kind by using a trick: the primitive set is set up so that the evolved programs construct solutions to the problem. This is analogous to the process by which an egg grows into a chicken.Genetic Algorithms are numerical optimization algorithms inspired by both natural selection and natural genetics (David 2001). It is a probabilistic search algorithm that iteratively transforms a set (called a population) of mathematical objects (typically fixed-length binary character strings), each with an associated fitness value, into a new population of offspring objects using the Darwinian principle of natural selection and using operations that are patterned after naturally occurring genetic operations, such as crossover (sexual recombination) and mutation (John 2007).
Fig. 1 -Model of genetic programming
Computer scientists have long been inspired by the human brain. In 1943, Warren S. McCulloch, a neuroscientist, and Walter Pitts, a logician, developed the first conceptual model of an artificial neural network [10] . In their paper, "A logical calculus of the ideas imminent in nervous activity," they describe the concept of a neuron, a single cell living in a network of cells that receives inputs, processes those inputs, and generates an output. Their work, and the work of many scientists and researchers that followed, was not meant to accurately describe how the biological brain works. Rather, an artificial neural network (which we will now simply refer to as a "neural network") was designed as a computational model based on the brain to solve certain kinds of problems. It's probably pretty obvious to you that there are problems that are incredibly simple for a computer to solve, but difficult for you. Take the square root of 964,324, for example. A quick line of code produces the value 982, a number Processing computed in less than a millisecond. There are, on the other hand, problems that are incredibly simple for you or me to solve, but not so easy for a computer. Show any toddler a picture of a kitten or puppy and they'll be able to tell you very quickly which one is which. Say hello and shake my hand one morning and you should be able to pick me out of a crowd of people the next day. But need a machine to perform one of these tasks? Scientists have already spent entire careers researching and implementing complex solutions. The most common application of neural networks in computing today is to perform one of these "easy-for-a-human, difficult-for-a-machine" tasks, often referred to as pattern recognition.
Applications range from optical character recognition (turning printed or handwritten scans into digital text) to facial recognition. We don't have the time or need to use some of these more elaborate artificial intelligence algorithms here, but if you are interested in researching neural networks, I'd recommend the books Artificial Intelligence: A Modern Approach by Stuart J. Russell and Peter Norvig and AI for Game Developers by David M. Bourg and Glenn Seemann. Multiple linear regression analysis is used to examine the relationship between two or more independent variables and one dependent variable. The independent variables can be measured at any level (i.e., nominal, ordinal, interval, or ratio). However, nominal or ordinal-level IVs that have more than two values or categories (e.g., race) must be recoded prior to conducting the analysis because linear regression procedures can only handle interval or ratio-level IVs, and nominal or ordinal-level IVs with a maximum of two values (i.e., dichotomous). If there are k predictor variables, then the regression equation model is Y β X β ⋯ X β
The x 1 , x 2 , ..., x k represent the k predictor variables. Those parameters are the same as before, β 0 is the yintercept or constant, β 1 is the coefficient on the first predictor variable, β 2 is the coefficient on the second predictor variable, and so on. ε is the error term or the residual that can't be explained by the model. Those   parameters are estimated by b 0 , b 1 , b 2 , ..., b n . This gives us a regression equation used for prediction of Y β X β ⋯ X β
Basically, everything we did with simple linear regression will just be extended to involve k predictor variables instead of just one.
RESULTS AND DISCUSSION
In Table 1 , the parameters which impact on SEM image of hardened materials. We mark specimens from P1 to P21. Parameter X 1 presents the parameter of temperature in degree of Celsius [C], X 2 presents the speed of hardening [mm/s], X 3 presents fractal dimension in 3D space and X 4 presents basic volume of laser-hardened robot specimens in 3D space. The last parameter Y is the measured volume of laserhardened robot specimens. Table 2 presents experimental and prediction data regarding the volume of laser hardened robot specimens. In Table 2 present symbol S name of specimens, E experimental data, NM1 prediction with neural network with 30% learn set, NN2 prediction with neural network with 50% learn set, NN3 prediction with neural network with method one live out, R prediction with regression, GP prediction with genetic programming. In Table 1 , we can see that specimen P16 has the largest volume; 77,7. The measured and predicted volume of robot laser hardened specimens is shown in the graph in Fig.  4 . The genetic programming model is presented under Table 2 . Under model of genetic programming is presented model of regression. The genetic programming model presents a 20,79% deviation from the measured data, which is less than the regression model, which presents a 35,11% deviation. The best neural network NN3 present 31,48% deviation from the measured data. Table 2 : Experimental and prediction data A statistically significant relationship was found between volume, the parameters of the robot laser cell and image analysis with new method of fractal geometry calculate for object in 3D space. In addition, image analysis of SEM images of robot laser hardened specimens is an interesting approach. Specimen P16 has the most volume after robot laser hardening, that is 77,7%. Parameter X3 (fractal dimension) has most impact on Regression model. Parameter X4 (base volume) has most impact on genetic programing. We use method of intelligent systems; genetic programming, neural network and multiple regression to predict volume of robot laser hardened specimens. We show that the genetic programming give us the best predicted results. The neural network model is better than the regression model. 
CONCLUSIONS
In this article we present a new method for image analysis of robot laser hardened materials, which have many applications in Mechanical Engineering, like in construction of bridges, railways, skyscrapers. The SEM pictures were converted into 3D graph, from which we calculate volume. The paper presents the use of method of intelligent system namely genetic programming, neural network and multiple regression to predict volume of hardened specimens. We use method for describe complexity, estimating fractal dimension in 3D space. In the future, we want to explore new method for image processing in 3D space as a function of the parameters of a robot cell for laser hardening for pinned robot laser hardening: laser parameters such as power, energy density, focal distance, energy density in the focus, focal position, the shape of the laser flash, flash frequency, temperature and speed of hardening. We are interested in new method for image processing in SEM pictures of:  Two-beam laser robot hardening (where the laser beam is divided into two parts) specimens  Areas of overlap (where the laser beam covers the already hardened area) specimens  Robot laser hardening at different angles (where the angles change depending on the x-and y-axes) specimens.
