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Abstract. The ‘monotonic’ analogue of binomial distribution is discussed. Its
probability distribution is determined in arecursive way. We also give agraphi-
cal simulation of monotonic central limit theorem and of monotonic Poisson limit
theorem ( $=\mathrm{m}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{c}$ law of small numbers), through this monotonic binomial
distribution.
1. The notion of monotonic independence was introduced by the author [6] as
an example of universal notions of independence in non-commutative probability
theory. It is well-known that anon-commutative analogue of classical probability
theory, that is free probability theory, can be developed based on the notion of
freeness ( $=\mathrm{f}\mathrm{r}\mathrm{e}\mathrm{e}$ independence) of D. V. Voiculescu $[2][11]$ . After trying to find other
possibilities of such non-commutative notions of independence, the author found a
new example ( $=\mathrm{m}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{c}$ independence) [6]. It was introduced as the algebraic
abstraction of astructure which have been hidden in the discussion of aceratin
central limit type argument in monotone Fock space $[4][5]$ (or in chronological Fock
space discussed independently by Y. G. Lu [3] $)$ . In the way parallel to the free
probability theory of Voiculescu, we can develope the monotonic analogue of several
probabilistic notions, for example, the analogue of central limit theorem, law of
smal numbers, Brownian motion, convolution of probability measures, L\’evy-Hincin
formula, L\’evy processes, and stochastic calculus $[5][6][7][1]$ . Also interesting is the
monotone product construction for non-commutative probability spaces [7], which
can be compared with the tensor product construction in classical probability theory
and the free product construction in free probability theory.
In this note, as acontinuation of my program of developing ‘monotone proba-
bility,’ we consider about the probability distribution of monotonically independent
sum of identically distributed Bernoulli random variables ( $=‘ \mathrm{m}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{c}$ ’ binomial
distribution). We give arecursive description for the monotonic binomial distribu-
tion. Plotting the graph of monotonic binomial distribution, we can certify in a
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visual way the monotonic central limit theorem (which asserts, in its special case,
the convergence of ‘monotonic’ binomial distribution to ‘monotonic’ Gaussian dis-
tribution) and the monotoni Poisson limit theorem (which asserts, in its special
case, the convergence of ‘monotonic’ binomial distribution to ‘monotonic’ Poisson
distribution) although these limit theorems have been already established in [6] for
possibly non-binomial random variables.
2. Let $(A, \phi)$ be a $\mathrm{C}^{*}$ -probability space consisting of aunital C’-algebra $A$ and a
state $\phi$ over $A$. Let us be given alinearly ordered family $\{\mathrm{A}.\}_{i\in I}$ of C’-subalgebras
of $A$, where the index set I is linearly ordered. Here we do not assume that the unit
1.4 of $A$ is contained in each A4. The family of subalgebras $\{A_{i}\}:\in I$ is said to be
monotonically independent if the following conditions are satisfied.
(M1) The factorizaion
$\phi(\mathrm{Y}X_{\dot{\iota}}X_{j}X_{k}Z)$ $=\phi(X_{j})\phi(\mathrm{Y}X.\cdot X_{k}Z)$




holds whenever $i_{m}>\cdots>i_{2}>i_{1}>j<k_{1}<k_{2}\cdots<k_{n}$ and $X_{:_{1}}\in A_{1}.$ ,
$X_{\dot{\iota}_{2}}\in A:_{2}$ , $\cdots$ , $X_{\dot{\iota}_{m}}\in A_{i_{\mathrm{m}}}$ , $X_{j}\in A_{j}$ , $X_{k_{1}}\in A_{k_{1}}$ , $X_{\dot{\iota}_{2}}\in A_{\dot{l}_{2}}$ , $\cdots$ , $X_{k_{n}}\in$
$A_{k_{\hslash}}$ .
For any family of C’-probability spaces (A., $\phi_{\dot{l}}$) $:\in I$ with linearly ordered index
set $I$ , there exists aC’-probabi ty space $(\tilde{A},\tilde{\phi})$ so that every (At, $\phi_{i}$ )’ $\mathrm{s}$ are embeded
as monotonically independent subalgebras of $(\tilde{A},\overline{\phi})$ . This construction $(=\mathrm{m}\mathrm{o}\mathrm{n}\mathrm{o}-$
tone product construction) can be characterized by some universal property in the
category of non-commutative probabity spaces.
3. In the usual probability theory, the notion of convolution of probability mea-
sures is useful for the description of probability distribution of the sum of inde-
pendent random variables. Also in the setting of ‘monotone probability’, we can
introduce acertain kind of convolution for probability measures, which is associated
to the notion of monotonic independence [7].
For any probability measure $\mu$ on the real line $\mathrm{R}$ , its Cauchy transfo $\mathrm{r}m$ $G_{\mu}(z)$ is
defined by
$G_{\mu}(z):= \int_{-\infty}^{+\infty}\frac{1}{z-x}d\mu(x)$ , $z\in \mathrm{C}^{+}$ ,
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where $\mathrm{C}^{+}$ denotes the complex upper half plane. Its reciprocal
$H_{\mu}(z)= \frac{1}{G_{\mu}(z)}$ , $z\in \mathrm{C}^{+}$
is called the reciprocal Cauchy transform of $\mu$ . For any self-adjoint random variable
$X=X^{*}\in A$ in aC’-probability space $(A, \phi)$ , we define its Cauchy transform (resp.
reprocal Cauchy transform) by $Gx(z):=G_{\mu \mathrm{x}}(z)$ (resp. $H_{X}(z):=H_{\mu X}(z)$ ) where
$\mu_{X}$ is the probabity distribution $\mathrm{o}\mathrm{f}X$ under the state $\phi$ . Afamily random variables
is said to be monotonically independent if the family of subalgebras generated by
each random variavles is monotonically independent. Then we have the following.
Theorem [7] Let $X_{1}$ , $X_{2}$ , $\cdots$ , $X_{n}\in A$ be monotonically independent self-
adjoint random variables, in the natural order, over a C’-probability space $(A, \phi)$ .
Then
$H_{X_{1}+X_{2}+\cdots+X_{n}}(z)=H_{X_{1}}(H_{X_{2}} (. ..H_{X_{n}}(z)\cdots))$ .
This theorem tells us that the role of the reciprocal Cauchy transform in mon0-
tone probability is analogous to that of the Fourier transform in classical probability
and to that of the $R$ transform of Voiculescu in ffee probability. Based on the re-
ciprocal Cauchy transform, the monotonic convolution $\lambda=\mu\triangleright\nu$ of two probability
measures $\mu$ , $\nu$ on the real line $\mathrm{R}$, which are possibly unbounded, is defined by
$H_{\lambda}(z)=H_{\mu}(H_{\nu}(z))$ . This notion is well-defined [7].
4. Let $X_{1}$ , $X_{2}$ , $\cdots$ , $X_{n}$ , $\cdots$ be monotonically independent and identically dis-
tributed Bernoulli random variables. So the same distribution $\mu:=\mu\chi_{:}$ of each $X_{i}$
is given by
$\mu=p\cdot\delta_{a}+q\cdot\delta_{b}$ ,
where $p\geq 0$ , $q\geq 0$ , $p+q=1$ and $a<b$ . Here $\delta_{x_{0}}$ denotes the Dirac measure at
apoint $\mathrm{X}\mathrm{q}$ . Let us investigate the probability distribution $\mu_{n}$ of the monotonically
independent sum $\mathrm{Y}_{n}:=X_{1}+X_{2}+\cdots+X_{n}$ . The distribution $\mu_{n}$ should be called
the monotonic binomial distribution.
Using the reciprocal Cauchy transform, we can determine in the recursive way
the probability distribution $\mu_{n}$ of the random variable $\mathrm{Y}_{n}(=\mathrm{Y}_{n-1}+X_{n})$ as
$\mu_{n}=\sum_{\sigma\in\{-,+\}^{n}}p(\sigma)\cdot\delta_{a(\sigma)}$
,
where the coefficients $a(\sigma)$ , $p(\sigma)(\sigma=(\epsilon_{1}, \epsilon_{2}, \cdots, \epsilon_{n})\in\{-, +\}^{n})$ satisfy the initial
conditions
$a(-):=a$, $a(+):=b$; $p(-):=p$, $p(+):=q$
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and the recursive relations
$a(*, \epsilon)=$
$p(*,\epsilon)=$
$\mathrm{w}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}*\mathrm{i}\mathrm{s}$ an arbitrary element in $\{, +\}^{n-1}$ and $\epsilon$ is an element in $\{-,$ $+\}$ .
Specifying the scaling of the parameter of the distribution $\mu_{n}$ , let us visualize
the behaviour of the monotonic binomial distribution $\mu_{n}$ with the number of trials
$narrow\infty$ . We plot the graph of $\mu_{n}$ with use of Mathematica.
A. Scaling of the central limit type. Let each $X_{i}$ be the symmetric Bernoulli
random variables with values $a=-1$ , $b=+1$ and the respective probabilities 1/2.
In this case, the coefficients $\alpha(*)$ , $p(*)$ satisfy the recursive relations
$a(*, \in)=\frac{a(*)+\epsilon\sqrt{a(*)^{2}+4}}{2}$ ,
$p(*, \epsilon)=p(*)\mathrm{x}\epsilon$ $\mathrm{x}\frac{a(*\epsilon)}{\sqrt{a(*)^{2}+4}}$ .
We note that the coefficients $\mathrm{a}(\mathrm{a})$ , $\mathrm{p}(\mathrm{a})$ describing the monotonic binomial dis-
tribution $\mu_{n}$ have the following properties.
1) The correspondence $a(\sigma)-*a(\sigma, +)$ $(\sigma\in\{-, +\}^{n-1})$ preserves the order
relation. So for any $\sigma_{1},\sigma_{2}\in\{-,+\}^{n-1}$ ,
$a(\sigma_{1})<a(\sigma_{2})\Rightarrow a(\sigma_{1}, +)<a(\sigma_{2}, +)$ .
2) Under the inversion $\sigma\vdash*\sigma’$ defined for $\sigma=(\epsilon_{1}, \epsilon_{2}, \cdots, \epsilon_{n})$ by $\sigma’=$
$(\epsilon_{1}’,\epsilon_{2}’, \cdots,\epsilon_{n}’)$ , $+’=-$ , $-’=+$, we have $a(\sigma’)=-a(\sigma)$ , $p(\sigma’)=p(\sigma)$ .
Of course $\mu_{n}$ is the symmetric probability distribution.
3) The correspondence $\sigma\vdash*a(\sigma)$ preserves the lexicographic order among
$\sigma’ \mathrm{s}$ . So we have
$\sigma_{1}\prec\sigma_{2}$ $\Rightarrow$ $a(\sigma_{1})<a(\sigma_{2})$ $(\sigma_{1},\sigma_{2}\in\{-,+\}^{n})$
Here the lexicographic ordering among $\mathrm{a}’ \mathrm{s}$ is defined in the way that, in the evalu-
ation for the ordering, the letter in the right hand side is more dominant than the
letter in the left hand side. For example, we have
$(-)\prec(+)$ ,
$(-,$ $-)\prec(+, -)\prec$ $(-, +)\prec(+, +)$ ,
$(-,$ $-,$ $-)\prec$ $(+, -, -)\prec$ $(-, +, -)\prec(+, +, -)$
$\prec(-, -, +)\prec(+, -, +)\prec(-, +, +)\prec(+, +, +)$ .
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We plot, in the figures $\mathrm{G}[1]$ , $\cdots$ , $\mathrm{G}[7]$ and $\mathrm{m}\mathrm{G}$ , the graphs of the symmetric
monotonic binomial distributions with the number of trials $n=1,2$ , $\cdots$ , 7 and its
limit $(n=\infty)$ . The vertical axis in $\mathrm{G}[1]$ , $\cdots$ , $\mathrm{G}[7]$ (resp. $\mathrm{m}\mathrm{G}$ ) express the weight
$p(\sigma)$ (resp. the probability density). As shown in $[4][6]$ , the limit distribution of the
scaled sum $\frac{1}{\nabla\overline{n}}Yn$ is just the standard arcsine law with mean 0and variance 1given
by
$\frac{1}{\pi\sqrt{2-x^{2}}}dx$ , $-\sqrt{2}<x<\sqrt{2}$
(see Figure $\mathrm{m}\mathrm{G}$ ). So the arcsine law plays the role of ‘monotonic’ Gaussian law.
Furthermore we recognize ffom figures $\mathrm{G}[1]$ , $\cdots$ , $\mathrm{G}[7]$ cetain kind of ffactal property
of monotonic binomial distribution.
B. Scaling of Poisson type. Let us treat the scaling of Poisson type with the
parameter $\lambda>0$ . In this case, we put $\mathrm{Y}_{n}=X_{1}^{(n)}+\cdots+X_{n}^{(n)}$ and assume that,
for any fixed $n$ , the random variables $X_{1}^{(n)}$ , $\cdots$ , $X_{n}^{(n)}$ are monotonically independent
and identically distributed. The distribution $\mu$ of 1trial (in the total $n$ trials) is
already in the dependency on $n$ as $\mu=\mu^{(n)}$ . To be more concrete, for each fixed $n$ ,
every variables $X_{\dot{l}}^{(n)}$ takes the values $a=0$ , $b=1$ with the respective probability
$p=1-\lambda/n$ , $q=\lambda/n(\lambda>0)$ . That is, we have
$\mu^{(n)}=(1-\frac{\lambda}{n})\cdot\delta_{0}+\frac{\lambda}{n}\cdot\delta_{1}$ .
Now we put $\mathrm{Y}_{k}^{(n)}=X_{1}^{(n)}+\cdots+X_{k}^{(n)}(k\leq n)$. Also we denote by $\nu_{k}^{(n)}$ the distribution
of $\mathrm{Y}_{k}^{(n)}$ . Then $\nu_{k}^{(n)}$ is given by
$\nu_{k}^{(n)}=\sum_{\sigma\in\{-,+\}^{k}}p^{(n)}(\sigma)\cdot\delta_{a^{(n)}(\sigma)}$
,
where the finite sequence of families of coefficients $\{a^{(n)}(\sigma),p^{(n)}(\sigma)\}_{\sigma\in\{-,+\}^{k}}(k=$
$1,2$ , $\cdots$ , $n$) is determined in the recursive way by
$a^{(n)}(-):=0$ , $a^{(n)}(+):=1$ , $p^{(n)}(-):=p^{(n)}=1- \frac{\lambda}{n}$ , $p^{(n)}(+):=q^{(n)}= \frac{\lambda}{n}$ ,
$a^{(n)}(*, \epsilon)=\frac{a^{(n)}(*)+1+\epsilon\sqrt{(a^{(n)}(*)-1)^{2}+4q^{(n)}a^{(n)}(*)}}{2}$,
$p^{(n)}(*, \epsilon)=p^{(n)}(*)\mathrm{x}\epsilon \mathrm{x}\frac{a^{(n)}(*,\epsilon)-p^{(n)}}{\sqrt{(a^{(n)}(*)-1)^{2}+4q^{(n)}a^{(n)}(*)}}$ ,
$\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{h}*\in\bigcup_{k=1}^{n-1}\{-, +\}^{k}$. Note that, in the case of Poisson type scaling, the propability
$p$ (resp. $q$) of tail (resp. head) in acoin toss is in the dependency on $n$ as $p=p^{(n)}$ ,
$q=q^{(n)}$ .
The coefficients $a^{(n)}(\sigma)$ , $p^{(n)}(\sigma)$ describing the binomial distribution $\nu_{k}^{(n)}$ have
the following properties
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1) The correspondence $a^{(n)}(\sigma)-ta^{(n)}(\sigma, +)$ $(\sigma\in$ {-,$+\}^{k-1},$k $\leq n)$ pre-
serves the order relation.
2) The relation $a^{(n)}(-, \sigma)=a^{(n)}(\sigma)$ holds. By the mapping $\{-,$ $+\}^{k-1}\ni$
$\sigma\llcorner+(-, \sigma)\in\{-, +\}^{k}$ , the family $\{a^{(n)}(\sigma)|\sigma\in\{-, +\}^{k-1}\}$ is extended to
the family $\{a^{(n)}(\sigma)|\sigma\in\{-, +\}^{k}\}$ .
3) The correspondence $\sigma\vdasharrow a^{(n)}(\sigma)$ preserves the lexicographic ordering of
$\sigma\in\{-, +\}^{k}$ .
We plot, in the figures $\mathrm{P}[1,1/2]$ , $\cdots$ , $\mathrm{P}[7,1/2]$ and $\mathrm{m}\mathrm{P}[1/2]$ , the graphs of the
monotonic binomial distributions $\nu_{n}^{(n)}$ with the number of trials $n=1,2$ , $\cdots$ , 7and
its limit $(n=\infty)$ . In these figures, the parameter Aof Poisson distribution is fixed
to be $\lambda:=1/2$ . The vertical axis in $\mathrm{P}[1,1/2]$ , $\cdots$ , $\mathrm{P}[7,1/2]$ (resp. $\mathrm{m}\mathrm{P}[1/2]$ ) express
the weight $p(\sigma)$ (resp. the probability density). We remark that the value of weight
$p^{(n)}(-, -, \cdots, -)$ is out of the frame of each graph. By the result in [6], the limit
distribution of the binomial dsitribution $\nu_{n}^{(n)}$ is just the ‘monotonic’ Posson law (see
$\mathrm{m}\mathrm{P}[1/2])$ . The monotonic Poisson distribution $\nu$ with parameter Aconsisits of the
absolutely continuous part $\nu_{1}$ and the atomic part $\nu_{2}$ . The absolutely continuous
part $\nu_{1}$ is given by
$\frac{1}{\pi}{\rm Im}\frac{1}{W_{-1}(-xe^{\lambda-x})}dx$ , $a<x<b$ ,
and the atomic part is given by $\nu_{2}=c\delta_{0}$ with the Dirac measure $\delta_{0}$ at the origin
$x=0$ , where the constants $a$ , $b$ , $c$ are defined by
$a=-W_{0}(- \frac{1}{e^{1+\lambda}})$ , $b=-W_{-1}(- \frac{1}{e^{1+\lambda}})$ , $c= \frac{1}{e^{\lambda}}$ .
Here $W_{n}(z)$ is the yrth branch of the the Lambert $W$ function (a special function).
Also in the Poisson case, we recognize from figures $\mathrm{P}[1,1/2]$ , $\cdots$ , $\mathrm{G}[7,1/2]$ acertain
kind of fractal property of monotonic binomial distribution
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