Introduction
The previous century had logical positivism and all that emphasis on the philosophy of language, and completely shunned speculative metaphysics, but a number of us think that it is time to start again. There is an emerging digital philosophy and digital physics, a new metaphysics associated with names like Edward Fredkin and Stephen Wolfram and a handful of like-minded individuals, among whom I include myself. (Chaitin, Epistemology as Information Theory: From Leibniz to Ω, 2006) It was in June 2005 I first met Greg Chaitin at the E-CAP 2005 conference in Sweden, where he delivered the Alan Turing Lecture, and presented his book Meta Math! It was a remarkable lecture and a remarkable book that has left me wondering, reading and thinking since then 1 . The overwhelming effect was a feeling of liberation: we were again allowed to think big, think systeme du monde, and the one Chaitin suggested was constructed as digital philosophy -something I as a computer scientist and physicist found extremely appealing. God is a computer programmer, Chaitin claims, and to understand the world amounts to be able to program it! Under these premises the theory of information, specifically Chaitin's algorithmic theory of information becomes a very elegant and natural way to reconstruct epistemology, as demonstrated in Chaitin (2006) . The epistemological model that is according to Chaitin central to algorithmic information theory is that a scientific or mathematical theory is a computer program for calculating the facts, and the smaller the program, the better the theory. In other words, understanding is compression of information!
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In exploring epistemology as information theory, Chaitin addresses the question of the nature of mathematics as our most reliable knowledge, illustrated by Hilbert's program for its formalization and 1 I had the privilege to discuss the Turing Lecture article with Chaitin, while editing the forthcoming book Dodig-Crnkovic G. and Stuart S., eds. (2007) , Computation, Information, Cognition -The Nexus and The Liminal, Cambridge Scholars Publishing. The present paper is meant as a continuation of that dialog. 2 For a detailed implementation of the idea of information compression, see Wolff (2006) .
automatization. Based on algorithmic information theory Chaitin comes to this enlightening conclusion:
In other words, the normal, Hilbertian view of math is that all of mathematical truth, an infinite number of truths, can be compressed into a finite number of axioms. But there are an infinity of mathematical truths that cannot be compressed at all, not one bit! This is a very important result, which sheds a new light on epistemology. It sheds a new light on the meaning of Gödel's and Turing's negative responses to Hilbert's program. What is scientific truth today after all 3 , if not even mathematics is able to prove every true statement within its own domain? Chaitin offers a new and encouraging suggestion -mathematics may be not as monolithic and a priori as Hilbert believed:
But we have seen that the world of mathematical ideas has infinite complexity; it cannot be explained with any theory having a finite number of bits, which from a sufficiently abstract point of view seems much more like biology, the domain of the complex, than like physics, where simple equations reign supreme.
The consequence is that the ambition of having one grand unified theory of mathematics must be abandoned. The domain of mathematics is more like an archipelago consisting of islands of truths in an ocean of incomprehensible and uncompressible information. Chaitin, in an interview in September 2003 says: You see, you have all of mathematical truth, this ocean of mathematical truth. And this ocean has islands. An island here, algebraic truths. An island there, arithmetic truths. An island here, the calculus. And these are different fields of mathematics where all the ideas are interconnected in ways that mathematicians love; they fall into nice, interconnected patterns. But what I've discovered is all this sea around the islands.
So, it seems that apart from Leibniz bewildering question quoted by Chaitin (2006) : "Why is there something rather than nothing? For nothing is simpler and easier than something." Leibniz, Section 7 of Principles of Nature and Grace there is the following, equally puzzling one:
Why is that something which exists made of parts rather than in one single piece?
For there are two significant aspects of the world which we observe: the world exists, and it appears to us as divisible, made of parts. The parts, however, are not totally unrelated universes in a perfectly empty vacuum
4
. On the contrary, physical objects constitute myriads of intricate complex structures on many different scales, and as we view them through various optics we find distinct characteristic complex structures. Starting from the constatation that our understanding of the world is fragmented, it is easy to adopt a biological paradigm and see human knowledge as an eco-system with many sub-systems with different interacting parts that behave like organisms. Even though an organism is an autonomous individual it is not an isolated system but a part of a whole interconnected living network.
Contrary to the common model of a computing mechanism, in which the computer given a suitable procedure and an input, sequentially processes the data until the procedure ends (i.e. the program halts) or a model of a physical system which is assumed to be hermetically isolated with all possible conservation laws in effect, a model of a biological system must necessarily be open. A biological system is critically reliant on its environment for survival. Separate parts of an ecological system communicate and are vitally dependent on each other.
To sum up, extremely briefly, Chaitin's informational take on epistemology, the world is for a human effectively an infinite resource of truths, many of them incompressible and incomprehensible. Mathematics is not a monolithic, perfect, eternal crystal of the definite true essence of the world. It is rather, like other sciences, a fragmented and open structure, living and growing as a complex biological adaptive ecosystem.
In the conclusion of Epistemology as Information Theory: From Leibniz To Ω, Chaitin leaves us with the following assignment:
In fact, I believe that this is actually the central question in biology as well as in mathematics; it's the mystery of creation, of creativity: Where do new mathematical and biological ideas come from? How do they emerge?
Normally one equates a new biological idea with a new species, but in fact every time a child is born, that's actually a new idea incarnating; it's reinventing the notion of "human being," which changes constantly.
I have no idea how to answer this extremely important question; I wish I could. Maybe you will be able to do it. Just try! You might have to keep it cooking on a back burner while concentrating on other things, but don't give up! All it takes is a new idea! Somebody has to come up with it. Why not you? (Chaitin 2006) That is where I want to start. After reading Meta Math! and a number of Chaitin's philosophical articles And how about the entire universe, can it be considered to be a computer? Yes, it certainly can, it is constantly computing its future state from its current state, it's constantly computing its own time-evolution! And as I believe Tom Toffoli pointed out, actual computers like your PC just hitch a ride on this universal computation! (Chaitin 2006) If computation is seen as information processing, pancomputationalism turns to paninformationalism. Historically, within the field of computing and philosophy, two distinct branches have been established: informationalism, in which the focus is on information as the stuff of the universe; (Floridi 2002 (Floridi , 2003 (Floridi and 2004 and computationalism, where the universe is seen as a computer. Chaitin (2006) mentions the cellular automata researchers and computer scientists Fredkin, Wolfram, Toffoli, and Margolus, and the physicists Wheeler, Zeilinger, 't Hooft, Smolin, Lloyd, Zizzi, Mäkelä, and Jacobson, as the most prominent computationalists. In Dodig-Crnkovic (2006) I put forward a dual-aspect info-computationalism, in which the universe is viewed as a structure (information) in a permanent process of change (computation). According to this view, information and computation constitute two aspects of reality, and like the particle and wave, or matter and energy, capture different facets of the same physical world. Computation may be either discrete or continuous 6 (digital or analogue). The present approach offers a generalization of traditional computationalism in the sense that "computation" is understood as the process governing the dynamics of the physical universe.
Digital philosophy is fundamentally neo-Pythagorean especially in its focusing on software aspects of the physical universe (either code or a process). Starting from the pancomputationalist version of digital philosophy, epistemology can be naturalized so that knowledge generation can be explained in pure computationalist terms (DodigCrnkovic, 2006 ). This will enable us to suggest a mechanism that produces meaningful behavior and knowledge in biological matter and that will also help us understand what we might need in order to be able to construct intelligent artifacts.
Epistemology Naturalized by Info-Computation
Naturalized epistemology is an idea that the subject matter of epistemology is not our concept of knowledge, but knowledge as a natural phenomenon (Feldman, Kornblith, Stich, Dennett) . In what follows I will try to present knowledge generation as natural computation, i.e. information processing. One of the reasons to taking this approach is that info-computationalism provides a unifying framework which makes it possible for different research fields such as philosophy, computer science, neuroscience, cognitive science, biology, and a number of others to communicate within a common framework. In this account naturalized epistemology is based on the computational understanding of cognition and agency. This entails evolutionary understanding of cognition (Lorenz 1977 , Popper 1978 , Toulmin 1972 and Campbell et al. 1989 , Harms 2004 , Dawkins 1976 , Dennett 1991 . Knowledge is a result of the structuring of input data (data → information → knowledge) (Stonier, 1997) by an interactive computational process going on in the nervous system during the adaptive interplay of an agent with the environment, which increases agents' ability to cope with the world and its dynamics. The mind is seen as a computational process on an informational structure that, both in its digital and analogue forms, occurs through changes in the structures of our brains and bodies as a consequence of interaction with the physical universe. This approach leads to a naturalized, evolutionary epistemology that understands cognition as a phenomenon of interactive information processing which can be ascribed even to the simplest living organisms (Maturana and Varela) and likewise to artificial life.
In order to be able to comprehend cognitive systems we can learn from the historical development of biological cognitive functions and structures from the simple ones upward. A very interesting account of developmental ascendancy, from bottom-up to top-down control, is given by Coffman 2006. Among others this article addresses the question of the origin of complexity in biological organisms, including the analysis of the relationship between the parts and the whole.
Natural Computation beyond the Turing Limit
As a direct consequence of the computationalist view that every natural process is computation in a computing universe, "computation" must be generalized to mean natural computation. MacLennan 2004 defines "natural computation" as "computation occurring in nature or inspired by that in nature", which besides classical computation also includes quantum computing and molecular computation, and may be represented by either discrete or continuous models. Examples of computation occurring in nature encompass information processing in evolution by natural selection, in the brain, in the immune system, in the selforganized collective behavior of groups of animals such as ant colonies, and in particle swarms. Computation inspired by nature includes genetic algorithms, artificial neural nets, simulated immune systems, and so forth. There is a considerable synergy gain in relating human-designed computing with the computing in nature. Here we can illustrate Chaitin's claim that "we only understand something if we can program it": In the iterative course of modeling and computationally simulating (programming) natural processes, we learn to reproduce and predict more and more of the characteristic features of the natural systems.
Classical ideal theoretical computers are mathematical objects and are equivalent to algorithms, abstract automata (Turing machines or "logical machines" as Turing called them), effective procedures, recursive functions, or formal languages. Contrary to traditional Turing computation, in which the computer is an isolated box provided with a suitable algorithm and an input, left alone to compute until the algorithm terminated, interactive computation (Wegner 1988 , Goldin et al. 2006 The Wegner-Goldin interactive computer is conceived as an open system in communication with the environment, the boundary of which is dynamic, as in living biological systems and thus particularly suitable to model natural computation. In a computationalist view, organisms may be seen as constituted by computational processes; they are "living computers". In the living cell an info-computational process takes place using DNA, in an open system exchanging information, matter and energy with the environment. Burgin (2005) in his book explores computing beyond the Turing limit and identifies three distinct components of information processing systems: hardware (physical devices), software (programs that regulate its functioning and sometimes can be identical with hardware, as in biological computing), and infoware (information processed by the system). Infoware is a shell built around the software-hardware core, which is the traditional domain of automata and algorithm theory. Semantic Web is an example of infoware that is adding a semantic component to the information present on the web (Berners-Lee, Hendler and Lassila, 2001) .
For the implementations of computationalism, interactive computing is the most appropriate general model of natural computing, as it suits the purpose of modeling a network of mutually communicating processes (Dodig-Crnkovic 2006) . It will be of particular interest to computational accounts of epistemology, as a cognizing agent interacts with the environment in order to gain experience and knowledge. It also provides a unifying framework for the reconciliation of classical and connectionist views of cognition.
Cognitive Agents Processing Data → Information → Knowledge
Our specific interest is in how the structuring from data to information and knowledge develops on a phenomenological level in a cognitive agent (biological or artificial) in its interaction with the environment. The central role of interaction is expressed by Goerzel (1994) in the following way:
Today, more and more biologists are waking up to the sensitive environment-dependence of fitness, to the fact that the properties which make an organism fit may not even be present in the organism, but may be emergent between the organism and its environment.
One can say that living organisms are "about" the environment, that they have developed adaptive strategies to survive by internalizing environmental constraints. The interaction between an organism and its environment is realized through the exchange of physical signals that might be seen as data, or when structured, as information. Organizing and mutually relating different pieces of information results in knowledge. In that context, computationalism appears as the most suitable framework for naturalizing epistemology. Maturana and Varela (1980) presented a very interesting idea that even the simplest organisms possess cognition and that their meaningproduction apparatus is contained in their metabolism. Of course, there are also non-metabolic interactions with the environment, such as locomotion, that also generates meaning for an organism by changing its environment and providing new input data. We will take Maturana and Varelas' theory as the basis for a computationalist account of evolutionary epistemology.
At the physical level, living beings are open complex computational systems in a regime on the edge of chaos 7 , characterized by maximal 7 Bertschinger N. and Natschläger T. (2004) claim "Employing a recently developed framework for analyzing real-time computations we show that only near the critical boundary such networks can perform complex computations on time series. Hence, this result strongly supports conjectures that dynamical systems which are capable of doing complex computational tasks should operate near the edge of chaos, i.e. the transition from ordered to chaotic dynamics." informational content. Complexity is found between orderly systems with high information compressibility and low information content and random systems with low compressibility and high information content. Living systems are "open, coherent, space-time structures maintained far from thermodynamic equilibrium by a flow of energy". (Chaisson, 2002) Langton has compared these different regions to the different states of matter. Fixed points are like crystals in that they are for the most part static and orderly. Chaotic dynamics are similar to gases, which can be described only statistically. Periodic behavior is similar to a non-crystal solid, and complexity is like a liquid that is close to both the solid and the gaseous states. In this way, we can once again view complexity and computation as existing on the edge of chaos and simplicity. (Flake 1998) Artificial agents may be treated analogously with animals in terms of different degrees of complexity; they may range from software agents with no sensory inputs at all to cognitive robots with varying degrees of sophistication of sensors and varying bodily architecture.
The question is: how does information acquire meaning naturally in the process of an organism's interaction with its environment? A straightforward approach to naturalized epistemology attempts to answer this question via study of evolution and its impact on the cognitive, linguistic, and social structures of living beings, from the simplest ones to those at highest levels of organizational complexity (Bates 2005) .
Various animals are equipped with varying physical hardware, sets of sensory apparatuses goals and behaviors. For different animals, the "aboutness" concerning the same physical reality is different in terms of causes and their effects. Indeed, cognitive ethologists find the only way to make sense of the cognitive equipment in animal is to treat it as an information processing system, including equipment for perception, as well as the storage and integration of information; that is, after all, the point of calling it cognitive equipment. That equipment which can play such a role confers selective advantage over animals lacking such equipment no longer requires any argument. (Kornblith 1999) An agent receives inputs from the physical environment (data) and interprets these in terms of its own earlier experiences, comparing them with stored data in a feedback loop. Through that interaction between the environmental data and the inner structure of an agent, a dynamical state is obtained in which the agent has established a representation of the situation. The next step in the loop is to match the present state with goals and preferences (saved in an associative memory). This process results in the anticipation of what various actions from the given state might have for consequences (Goertzel 1994) . Compare with Dennett's (1991) Multiple Drafts Model. Here is an alternative formulation:
This approach is not a hybrid dynamic/symbolic one, but interplay between analogue and digital information spaces, in an attempt to model the representational behavior of a system. The focus on the explicitly referential covariation of information between system and environment is shifted towards the interactive modulation of implicit internal content and therefore, the resulting pragmatic adaptation of the system via its interaction with the environment. The basic components of the framework, its nodal points and their dynamic relations are analyzed, aiming at providing a functional framework for the complex realm of autonomous information systems (Arnellos et al. 2005) Very close to the above ideas is the interactivist approach of Bickhard (2004), and Kulakov & Stojanov (2002) . On the ontological level, it involves naturalism, which means that the physical world (matter) and mind are integrated, mind being an emergent property of a physical process, closely related to the process metaphysics of Whitehead (1978) .
Evolutionary Development of Cognition
Evolutionary development is the best known explanatory model for life on earth. If we want to understand the functional characteristics of life, it is helpful to reveal its paths of development.
One cannot account for the functional architecture, reliability, and goals of a nervous system without understanding its adaptive history. Consequently, a successful science of knowledge must include standard techniques for modeling the interaction between evolution and learning. (Harms, 2005) A central question is thus what the mechanism is of the evolutionary development of cognitive abilities in organisms. Critics of the evolutionary approach mention the impossibility of "blind chance" to produce such highly complex structures as intelligent living organisms. Proverbial monkeys typing Shakespeare are often used as an illustration. However, Lloyd 2006 mentions a following, first-rate counter argument, originally due to Chaitin and Bennet. The "typing monkeys" argument does not take into account the physical laws of the universe, which dramatically limit what can be typed. The universe is not a typewriter, but a computer, so a monkey types random input into a computer. Quantum mechanics supplies the universe with "monkeys" in the form of random fluctuations, such as those that seeded the locations of galaxies. The computer into which they type is the universe itself. From a simple initial state, obeying simple physical laws, the universe has systematically processed and amplified the bits of information embodied in those quantum fluctuations. The result of this information processing is the diverse, information-packed universe we see around us: programmed by quanta, physics give rise first to chemistry and then to life; programmed by mutation and recombination, life gave rise to Shakespeare; programmed by experience and imagination, Shakespeare gave rise to Hamlet. You might say that the difference between a monkey at a typewriter and a monkey at a computer is all the difference in the world. (Lloyd 2006) Allow me to add one comment on Lloyd's computationalist claim. The universe/ computer on which a monkey types is at the same time the hardware and the program, in a way similar to the Turing machine. An example from biological computing is the DNA where the hardware (the molecule) is at the same time the software (the program, the code). In general, each new input restructures the computational universe and changes the preconditions for future inputs. Those processes are interactive and self-organizing. That makes the essential speed-up for the process of getting more and more complex structures.
Informational Complexity of Cognitive Structures
Dynamics lead to statics, statics leads to dynamics, and the simultaneous analysis of the two provides the beginning of an understanding of that mysterious process called mind. (Goertzel 1994) In the info-computationalist vocabulary, "statics" (structure) corresponds to "information" and "dynamics" corresponds to "computation".
One question which may be asked is: why doesn't an organism exclusively react to data as it is received from the world/environment? Why is information used as building blocks, and why is knowledge constructed? In principle, one could imagine a reactive agent that responds directly to input data without building an informational structure out of raw input.
The reason may be found in the computational efficiency of the computation concerned. Storage of data that are constant or are often reused saves huge amounts of time. So, for instance, if instead of dealing with each individual pixel in a picture, we can make use of symbols or patterns that can be identified with similar memorized symbols or patterns, the picture can be handled much more quickly.
Studies of vision show that cognition focuses on that part of the scene which is variable and dynamic, and uses memorized data for the rest that is static (this is the notorious frame problem of AI). Based on the same mechanism, we use ideas already existing to recognize, classify, and characterize phenomena. Our cognition is thus an emergent phenomenon, resulting from both memorized (static) and observed (dynamic) streams. Forming chunks of structured data into building blocks, instead of performing time-consuming computations on those data sets in real time, is an enormously powerful acceleration mechanism. With each higher level of organization, the computing capacity of an organism's cognitive apparatus is further increased. The efficiency of meta-levels is becoming evident in computational implementations. Goertzel illustrates this multilevel control structure by means of the three-level "pyramidal" vision processing parallel computer developed by Levitan and his colleagues at the University of Massachusetts. The bottom level deals with sensory data and with low-level processing such as segmentation into components. The intermediate level handles grouping, shape detection and such; and the top level processes this information "symbolically", constructing an overall interpretation of the scene. This three-level perceptual hierarchy appears to be an exceptionally effective approach to computer vision.
We look for those objects that we expect to see and we look for those shapes that we are used to seeing. If a level 5 process corresponds to an expected object, then it will tell its children [i. e. sub-processes] to look for the parts corresponding to that object, and its children will tell their children to look for the complex geometrical forms making up the parts to which they refer, et cetera. (Goertzel 1994) Human intelligence is indivisible from its presence in a body (Dreyfus 1972 , Gärdenfors 2000 , Stuart 2003 ). When we observe, act and reason, we relate different ideas in a way that resembles the relation of our body with various external objects. Cognitive structures of living organisms are complex systems with evolutionary history (GellMann 1995) evolved in the interaction between first proto-organisms with the environment, and evolving towards more and more complex structures which is in a complete agreement with the info-computational view, and the understanding of human cognition as a part of this overall picture.
Conclusions
This essay attempts to address the question posed by Chaitin (2006) about the origin of creativity and novelty in a computational universe. For that end, an info-computationalist framework was assumed within which information is the stuff of the universe while computation is its dynamics. Based on the understanding of natural phenomena as infocomputational, the computer in general is conceived as an open interactive system, and the Classical Turing machine is understood as a subset of a general interactive/adaptive/self-organizing universal natural computer. In a computationalist view, organisms are constituted by computational processes, implementing computation in vivo.
All cognizing beings are physical (informational) systems in constant interaction with their environment. The essential feature of cognizing living organisms is their ability to manage complexity, and to handle complicated environmental conditions with a variety of responses that are results of adaptation, variation, selection, learning, and/or reasoning. Increasingly complex living organisms arise as a consequence of evolution. They are able to register inputs (data) from the environment, to structure those into information, and, in more developed organisms, into knowledge. The evolutionary advantage of using structured, component-based approaches (data → information → knowledge) is improving response time and the computational efficiency of cognitive processes.
The main reason for choosing an info-computationalist view for naturalizing epistemology is that it presents a unifying framework which enables research fields of philosophy, computer science, neuroscience, cognitive science, biology, artificial intelligence and number of others to communicate, exchange their results and build a common knowledge. It also provides the natural solution to the old problem of the role of representation, a discussion about two seemingly incompatible views: a symbolic, explicit and static notion of representation versus implicit and dynamic (interactive, neural-network-type) one. Within infocomputational framework, those classical (Turing-machine type) and connectionist views are reconciled and used to describe different levels or aspects of cognition.
So where do new mathematical and biological ideas come from? How do they emerge?
It seems to me that as a conclusion we can confidently say that they come from the world. Humans, just as other biological organisms, are just a tiny subset of the universe, and the universe has definitely an impact on us. A part of the new ideas is the consequence of the reconfiguration and reshaping of already existing elements in the biosphere, like in component-based engineering. Life learns from both, from already existing elements and from something that comes from the outside of our horizon.
Even if the universe is a huge (quantum mechanical) computer for us it is an infinite reservoir of new discoveries and surprises. For even if the universe as a whole would be a totally deterministic mechanism, for humans to know its functioning and predict its behavior would take infinite time, as Chaitin already demonstrated that there are incompressible truths. In short, in order to be able to predict the Universe-computer we would need the Universe-computer itself to compute its next state.
That was my attempt to argue that in the best of all possible worlds ("le meilleur des mondes possibles" -Leibniz 1710) there are sources of creativity and unpredictability, for us humans, even given a pancomputational stance. I have done my homework.
