Aiming at the constrained two-dimensional guillotine cutting problem of rectangular items, a heuristic algorithm with block corner-occupying pattern is presented in this paper. It can maximize the pattern value for the totally included items, but the occurring frequency of each item type doesn't exceed its upper bound. Several rows and columns of identical items are packed at the left-bottom corner of the sheet, and the remaining part is divided into two sub-sheets. The sub-sheets are then packed and divided in the same way till no items can be packed. This upper bound and normal size methods applied in the algorithm will avoid the unnecessary calculation. The algorithm is compared with 9 literature algorithms with benchmark instances and random instances. Computational results show that, compared with the 8 heuristic algorithms, the pattern value of this algorithm is increased by 0.787% to 6.119% and the calculation time is reasonable. Compared with the exact algorithm, for large size instances the pattern value of this algorithm is 0.090% lower than it, but the calculation time is only 0.079% of it.
I. INTRODUCTION
In industrial production, for instance, the cutting of sheet metal, glass, and plywood, two-dimensional cutting problem often occurs. Good cutting pattern can improve the sheet utilization and reduce production cost [1] - [5] . Two-dimensional cutting problem can be regular or irregular cutting problem, constrained or unconstrained cutting problem, guillotine or non-guillotine cutting problem, depending on the item geometry, constraint on upper bound frequency of item, and cutting process, respectively. This paper discuss the rectangular constrained guillotine two-dimensional cutting(RCG_2DC) problem: m types of rectangular items are cut from a rectangular sheet with size L × W (length L, width W ) using guillotine cuts, where the ith type has size l i × w i , value v i , and upper bound b i (i ∈ M = {1, 2, . . . , m}). The objective of RCG_2DC problem is to maximize the pattern value, which is the total value of items packed on the sheet. Assume that pattern P contains p i pieces of type-i items, the pattern value of P is V . Let N be the set of non-negative integers. The mathematical model of The associate editor coordinating the review of this manuscript and approving it for publication was Ming Luo . the RCG_2DC problem is:
Belonging to the NP difficult combinatorial optimization problem, RCG_2DC is called as a single large object packing problem (SLOPP) in [6] , and the solution space of feasible cutting patterns is very large. The exact algorithms can only solve the small scale problems, and take time too long to solve the large scale problems, which is unbearable [7] - [10] . In practical cases, heuristic algorithms are generally used to solve the RCG_2DC. They can be divided into two types in terms of the construction idea.
The first type is the intelligent optimization algorithm. Alvarez et al. first proposed a greedy random adaptive search algorithm and developed a more complex tabu search algorithm, then implemented a path relinking procedure to improve the results of the above algorithm [11] . Hifi proposed a hybrid approach based on techniques of hill-climbing and dynamic programming [12] . Morabito and Pureza developed a heuristic algorithm based on graph search and dynamic programming [13] . The second type is to limit the cutting pattern with a certain geometric feature to reduce the solution space, and thus simplifies the computation. For the two-staged cutting pattern, Lodi and Monaci built two integer linear programming models and used a branch-and-bound framework to test them [14] . Hifi and M'Hallah proposed an exact algorithm which based on a bottom-up strategy [15] and an approximation algorithm which based on beam search [16] . For the homogenous T-shape cutting pattern, Cui proposed a tree-search algorithm which based on bottom-up approach [17] . Cui and Yang proposed a recursive branch-and-bound algorithm which based on top-down approach [18] . In order to improve the speed of the algorithm, Cui proposed a fast heuristic algorithm which based on dynamic programming and branchand-bound techniques [19] . For the item corner-occupying cutting pattern, Chen proposed a recursive algorithm [20] . For the general T-shape cutting pattern, Cui and Huang proposed a heuristic algorithm with a layout-generation procedure [21] . For the homogenous strip corner-occupying cutting pattern, Cui and Chen proposed a recursion approach to consider a set of cutting patterns with specified geometric features, and used a bound technique to discard unpromising branches [22] . For the three-staged cutting pattern, Cui et al. proposed a heuristic algorithm with one exact procedure and two heuristic procedures [23] . Some of the above algorithms have shorter computation time but lower solution quality, while others have better solution quality but longer computation time. It is worth studying to construct an algorithm to get a good solution in a reasonable time.
In this paper, we propose a block corner-occupying heuristic algorithm for the RCG_2DC. The algorithm selects an item type, places several rows and columns of items at the left-bottom corner of the sheet and divides the rest of the sheet into two sub-sheets. The sub-sheets are further packed and divided until no items can be packed. There are three contributions in this paper. First, a new guillotine cutting pattern, namely block corner-occupying cutting pattern, is designed. Second, a heuristic algorithm based on dynamic programming for the block corner-occupying cutting pattern is constructed. Last, the proposed algorithm was compared with several published algorithms; the results show that the proposed algorithm is competitive.
The remainder of this paper is organized as follows. In section II we describe the characteristics and mathematical model of the block corner-occupying cutting pattern.
In section III, we present a heuristic algorithm that generates the block corner-occupying cutting pattern. In section IV, we give the experimental results and compare the algorithm in this paper with those in literature. Finally, we conclude this work and make suggestions for future research in section V.
II. BLOCK CORNER-OCCUPYING CUTTING PATTERN
Without loss of generality, the length of the sheet and items are defined as the horizontal direction, and the width as the vertical direction. The items are allowed to rotate 90 degrees in the packing process. After rotation, type-i item is converted into type-(i+m) item, the length and width of the type-(i + m) item is w i and l i , respectively, where i ∈ M . After this treatment, the original m types of items are converted into 2m new types. The type-i item and type-(i+m) item correspond to the original and rotational case, respectively. In the following, if there is no special description, the type-i item refers to the new type-i item.
Definition 1 (Block): A block consists of several rows and columns of items with the same type and the same direction.
Definition 2 (Block Corner-Occupying Cutting Pattern): A type items are selected and packd at the left-bottom corner of the sheet in a block mode. A cutting line is drawn to divide the remaining part of the sheet into 2 sub-sheets. The sub-sheets are further packed and divided, until no item can be packed.
Definition 3 (Pattern Value):
The pattern value is the total value of items contained in a sheet or a sub-sheet.
As shown in Figure 1 , s rows and t columns of type-i items are placed at the left-bottom corner of the sheet x × y, the unoccupied region is divided into sub-sheet A and B by a cutting line along the upper boundary ( Figure 1a ) or right boundary ( Figure 1b ). Let f X (x, y, i, s, t) and f Y (x, y, i, s, t) denotes the value of the sheet with the cutting line in horizontal and vertical direction, respectively. Let F(x, y) be the value of the sheet and n(x, y, i) be the number of type-i item in the sheet. Let h(x, y, i) be the sum of the number of type-i items and type-(i + m) items in the sheet x × y.
When 1 ≤ i ≤ m and the cutting line is horizontal, (2) and (3) can be derived, as shown at the top of the next page.
When 1 ≤ i ≤ m and the cutting line is vertical, (4) and (5) can be derived, as shown at the top of the next page.
Equation (3) is explained as: s rows and t columns type-i items are placed at the left-bottom corner of the sheet x × y, the unoccupied region is divided according to figure 1(a). If the total number of the type-i and type-(i+m) items doesn't exceed the upper bound b i , the value of sheet x × y is the sum
of type-i items, sub-sheet A and B; otherwise it is 0. Equation (5) is similar to (3) except that the unoccupied region is divided according to figure 1(b). When m < i ≤ 2m and the cutting line is horizontal, (6) and (7) can be derived, as shown at the top of the next page.
When m < i ≤ 2m and the cutting line is vertical, (8) and (9) can be derived, as shown at the top of the next page.
The descriptions of Equation (7) and Equation (9) are the same as that of Equation (3). 2m types items that can be placed at the left-bottom corner of sheet x × y. Limited by the boundary of the sheet, the maximum number of rows and columns of type-i items at the left-bottom corner is y/w i and x/l i , respectively. The symbol '' · '' represents the down rounding. F X (x, y) and F Y (x, y) represents the sheet value with the dividing line in horizontal and vertical direction, respectively, and are written as in (10)- (12) , as shown at the top of the next page.
Equation (10) and (11) indicate that the optimal item type that placed at the left-bottom corner of the sheet and the optimal number of rows and columns are determined by maximizing the sheet value. Equation (12) indicates that the pattern value of the sheet is the larger one among two division modes.
III. HEURISTIC ALGORITHM
In this paper, all possible size of sub-sheet generated in optimal corner-occupying pattern is listed from small size to large. The corner-occupying pattern of the sheet is determined when the corner-occupying pattern of the sub-sheet L × W is obtained. The normal size and the pattern value upper bound of the sub-sheet are used to exclude unnecessary calculations.
A. NORMAL SIZE
The normal size is used to reduce the calculation in Chen (2008) . In this paper, the normal length/width is a linear combination of the length/width of all items. Let G L and G W be the set of normal length and width, respectively, then:
In Equation (13) (14) , N is a set of non-negative integers. The normal size of the sub-sheet has the following properties: if the maximum normal length A L (x) and width A W (y) are not greater than x and y, the sub-sheet A L (x) × A W (y) and x × y have the same pattern value in accordance with the block corner-occupying cutting pattern.
It can be seen from the nature of the normal size that the algorithm of this paper only needs to investigate the normal size of the sub-sheet.
where |G L | and |G W | are the number of elements of the set of G L and G W , respectively. The elements in the sets are arranged in ascending order.
For example when l 1 = 45, l 2 = 68, l 3 = 83, l 4 = 91, L = 150, then G L = {45, 68, 83, 90, 91, 113, 128, 135, 136}, |G L | = 10. Obviously, |G L | is much smaller than L.
Since |G L | and |G W | are much smaller than L and W , the application of normal size can avoid the unnecessary calculation and reduce the calculation time.
B. THE UPPER BOUND OF PATTERN VALUE
For the cutting problem with the same sheet and items, the total value of the items contained in the unconstrained pattern is greater than or equal to that in the constrained pattern. The reason is the number of times allowed for each item type is unconstrained in the unconstrained pattern, while it cannot exceed its upper bound in the constraint pattern. The unconstrained cutting problem is generally easier to solve. In this paper, the value of the optimal unconstrained block corner-occupying pattern is used as the upper bound of the constrained corner-occupying pattern. Let f U X (x, y, i, s, t) and f U Y (x, y, i, s, t) be the value of unconstrained pattern of the two dividing method in Figure 1 , respectively. F U X (x, y), F U Y (x, y) represents the unconstrained pattern value of sheet with the dividing line in horizontal and vertical direction, respectively. F U (x, y) be the value of unconstrained pattern of sub-sheet x × y. There are (15)- (19) , as shown at the top of the next page.
The above equations constitute a dynamic programming model. Equations (15) and (16) are recursive formulas for the model. Equation (15) shows that s rows and t columns type-i items are placed at the left-bottom corner of the sheet x × y, the unoccupied region is divided according to
figure 1(a). The value of sheet x × y is the sum of type-i items, sub-sheet A and B. The meaning of equation (16) is similar to that of equation (15) , except that the unoccupied region is divided according to figure 1(b). Equations (17) and (18) show that the type, rows and columns of items are determined according to the principle of maximum pattern value. Equation (19) indicates that the pattern value of the sheet equals the larger of the pattern value of figure 1(a) and figure 1(b) . Due to the full capacity of the dynamic programming algorithm, the pattern values of sub-sheet with other sizes are known when that of the sub-sheet with largest size is obtained.
C. CALCULATION OF PATTERN VALUE
In the process of generating constrained pattern, the number of each item type in the pattern is kept to be within its upper bound. For Figure 1 , s rows and t columns of type-i items are placed at the left-bottom corner of the sub-sheet x × y, where i ∈ {1, . . . , 2m}. The number of type-j items contained in the sub-sheet A and B are n(x A , y A , j) and n(x B , y B , j), respectively. x A and y A are the length and width of the subsheet A, while x B and y B are the length and width of the sub-sheet B. For any feasible pattern, the number of each type items with original case and rotation case cannot be more than their upper bound. That is to say the following 4 constraints must be satisfied. The heuristic algorithm in this paper is shown in Figure 2 . Formula (20) means when type-j item is the original case of type-i item, the number of original case and rotational case of type-j items in pattern is st plus the number of type-j items and type-(j + m) items in sub-sheet A and B. It is not more than the upper bound of type-j item. Formula (21) means when type-j item is the rotation case of type-i item, the number of original case and rotational case of type-(j − m) item is st plus the number of type-j items and type-(j − m) items in sub-sheet A and B. It is not more than the upper bound of type-(j − m) item.
Formula (22) means when type-j item is the original case and neither the type-i item nor the type-(i − m) item, the number of original case and rotational case of type-j item is the number of type-j items and type-(j+m) items in sub-sheet A and B. It is not more than the upper bound of type-j item. Formula (23) means when type-j item is the rotation case and neither the type-i item nor the type-(i + m) item, the number of original case and rotational case of type-(j − m) item is the number of type-j items and type-(j − m) items in sub-sheet A and B. It is not more than the upper bound of type-(j − m) item.
From the figure 2, we can see that the time complexity of this algorithm is less than O(2m |G L | |G W | b i ) 2 + LW ). The 0th line indicates that the items have two cases with/without rotation, the item type-i is converted into new item type-(i + m) is after rotation. The 1th line indicates that the pattern values of sub-sheet of all the possible sizes were initialized. Lines 2-4 indicate that the normal size of the sheets was investigated one by one from small to large. In the 5th line, the current sub-sheet will not be investigated if its value upper bound is not greater than that of the smaller sub-sheet. Lines 6-7 indicate that the item type of the left-bottom corner of the sub-sheet has 2m selections. When the item size is larger than the sub-sheet size, the item is not considered. Lines 8-9 indicate that the numbers of row and column of the item are enumerated, the item will not exceed the sub-sheet boundary and the item number will not exceed its upper bound. Lines 10-11indicate that the pattern value is larger if the sub-sheet is horizontally divided, the number of each item type is below its upper bound, and the sub-sheet value is renewed by the current pattern value. Lines 12-13 indicate the vertical division case. Lines 14-16 indicate that the pattern value of a sub-sheet with all possible sizes is equal to that of a sub-sheet with the normal size.
IV. COMPUTATIONAL EXPERIMENTS
This section presents computational results of the presented algorithm in section III. The algorithm is coded in C# and running on a personal computer. Two groups of benchmark instances and one group of random instances are used to compare this algorithm with nine algorithms in published papers. Table 1 lists the hardware environment of algorithms in this paper and the other published papers. The calculation time of the algorithm in this paper is obtained by record the running time of the algorithm in solving the instances. The calculation time of the published algorithm is obtained from the published papers.
A. BENCHMARK INSTANCES OF SMALL AND MIDDLE SIZE
This group consists of 38 benchmark instances with small and middle size, as used in [21] . Table 2 shows the statistical results of the pattern value in this paper and four other published papers. The ''gap'' represents the pattern value difference in term of percentage between this paper and others. Gap = (V this algorithm − V publised algorithm )/V publised algorithm × 100. Positive gap means higher pattern value in this paper. The pattern value of different algorithms is derived from table 2 in [15] , section 3 in [20] , table 3 in [21] , section 3 in [22] and table 4 in [10] . The averaged calculation time for each instance of algorithm is 1.07 seconds in [15] , 5.12 seconds in [20] , 0.014 seconds in [21] ; 0.83 seconds in [10] , it is not reported in [22] . The total calculation time is 6.82 seconds for all instances and the averaged time is 0.18 seconds in this paper.
Compared to the algorithm in [15] , the pattern values of the algorithm in this paper are all higher in 38 instances, the pattern value is averaged increased by 6.119%. Compared to the algorithm in [20] , the number of instances with higher, equal, lower pattern value in this paper is 34, 1, 2, respectively, and the average increase of pattern value is 1.398%. Compared to the algorithm in [21] , the pattern values of all 38 instances are higher in this paper, and the average increase of pattern value is 4.101%. Compared to the algorithm in [22] , the number of instances with higher, equal pattern value in this paper is 35, 2, respectively, and the average increase of pattern value is 1.752%. Compared to the algorithm in [10] , the number of instances with equal, lower pattern value in this paper is 4, 3, respectively, and the average decrease is 0.128%. Figure 3 is the cutting pattern of instance A3 generated by the algorithm of this paper. The number in the figure represents the type of item. The symbol '' '' on the upper right corner of the number indicates that the item has rotated 90 degrees. Gray area represents the scrap of the sheet.
B. BENCHMARK INSTANCES OF LARGE SIZE
This group consists of 20 benchmark instances with large size, as used in [16] . The first 10 instances are un-weighted where the item value is equal to the item area, and the last 10 are weighted where the item value may be not equal to the item area. Table 3 shows the statistical results of the pattern value in this paper and five other published papers. The pattern value of different algorithm is derived from table 1 in [16] , table 4 in [21] , section 3 in [22] , table 2 in [23] , and table 3 in [10] .
The averaged calculation time for each instance of algorithm is 0.20 seconds in [16] , 0.014 seconds in [21] , 35.22 seconds in [22] , 0.18 seconds in [23] , 701.83 seconds in [10] and 0.56 seconds in this paper. It should be noted that the algorithm in [10] is exact algorithm and the maximum solution time was set to 900 seconds.
Compared to [16] , the pattern value in this paper is higher in all 20 instances. The average increase is 2.156%. Compared to [21] , the pattern value is higher in all 20 instances and the average increase is 1.376%. Compared to [22] , the pattern value is higher in 17 instances, equal in 3 instances, and the average increase is 0.787%. Compared to [23] , the pattern value is higher in all 20 instances, and the average increase is 1.337%. Compared to [10] , the pattern value in this paper is higher in 3 instances, equal in 11 instances, lower in 6 instances, the average decrease is 0.09%. Figure 4 and figure 5 are the cutting patterns of instance ATP36 and ATP48 generated by the algorithm of this paper, respectively. As show in figure 5 and 6 of [23] , the pattern value of instance ATP 36 and ATP 48 is 130366 and 165640, respectively. They are all lower than the pattern value in this paper.
C. RANDOM INSTANCES WITH SIZE OF TYPICAL IN PRACTICE
This group consists of 20 random instances with size of typical in practice, as used in [18] . Table 5 shows the statistical results of the pattern value in this paper and two published papers. The averaged calculation time on each instance is 0.37 seconds in [18] , 0.014 seconds in [19] , and 1.69 seconds in this paper. Compared to [18] , the pattern values in this paper are higher in all 20 instances, the average increase is 5.093%. Compared to [19] , the pattern values in this paper are better in all 20 instances, the average increase is 5.386%. Figure 6 is the cutting pattern of instance 1A_14 generated by the algorithm of this paper.
V. CONCLUSION
With regarding to the RGC_2DC problem, a block corneroccupying cutting heuristic algorithm is presented, where rectangular item is rotated by 90 degrees for higher pattern value. This algorithm is a deterministic algorithm, that is to say, the result of each run of the algorithm is the same. This type of pattern is a superset of item corner-occupying cutting pattern and strip corner-occupying cutting pattern, as far as we know, it has never appeared in the literature. This pattern can make the same type of rectangular items gathered in a block as most as possible and is beneficial for the sheet cutting process. The presented algorithm is a heuristic algorithm for guillotine cutting pattern. Compared with other heuristic algorithms, this algorithm has higher pattern value than two-staged, homogenous T-shape, item corneroccupying, homogenous strip corner-occupying, T-shape and three-staged cutting algorithm. This algorithm can keep calculation time at reasonable level to meet the requirement in practical application. The pattern value of the algorithm in this paper is very close to that of the exact algorithm, and the calculation time is much less than the exact algorithm.
The design idea in this paper is a relatively simple and convenient reference for the enterprise staff to develop the cutting software. Combine the presented algorithm with sequential value correction heuristic algorithm to solve the two-dimensional cutting stock problem of rectangular items can be the research in future.
