Abstract. In the present paper, we consider the Cauchy problem of the system of quadratic derivative nonlinear Schrödinger equations for the spatial dimension d = 2 and 3. This system was introduced by M. Colin and T. Colin (2004) . The first author obtained some well-posedness results in the Sobolev space H s . But under some condition for the coefficient of Laplacian, this result is not optimal.
Introduction
We consider the Cauchy problem of the system of nonlinear Schrödinger equations: where α, β, γ ∈ R\{0}, d = 2 or 3, and the unknown functions u, v, w are ddimensional complex vector valued. The system (1.1) was introduced by Colin and Colin in [7] as a model of laser-plasma interaction. (See, also [8] , [9] .) They also
showed that the local existence of the solution of (1.1) in H s for s > d/2 + 3. The system (1.1) is invariant under the following scaling transformation:
A λ (t, x) = λ −1 A(λ −2 t, λ −1 x) (A = (u, v, w)), (1.2) and the scaling critical regularity is s c = d/2 − 1. We put
We note that κ = 0 does not occur when θ > 0.
First, we introduce some known results for related problems. The system (1.1) has quadratic nonlinear terms which contains a derivative. A derivative loss arising from the nonlinearity makes the problem difficult. In fact, Mizohata ([18] is not continuous on H s for any s ∈ R. From these results, it is difficult to obtain the well-posedness for quadratic derivative nonlinear Schrödinger equation in general.
While for the system of quadratic derivative nonlinear equation, it is known that the well-posedness holds. In [14] , the first author proved that (1.1) with d = 2 or 3 is well-posed in H s for s ≥ s c if θ > 0, and for s ≥ 1 if θ ≤ 0 and κ = 0. The first author also proved that the flow map is not C 2 for s < 1 if θ = 0 and κ = 0, and for s < 1/2 if θ < 0 and κ = 0. It says that there is a gap of the regularity between the well-posedness and C 2 -ill-posedness under the condition θ < 0 and κ = 0. The aim of this paper is to filling this gap. The well-posedness for d = 1 and d ≥ 4 are also obtained in [14] . (See, Table 1 below.)
θ > 0 WP for s ≥ 0 WP for s ≥ s c WP for s ≥ s c κ = 0 θ = 0 WP for s ≥ 1 WP for s ≥ 1 θ < 0 WP for s ≥ 1/2 Table 1 . Well-posedness (WP for short) for (1.1) proved in [14] We point out that the results in [14] does not contain the scattering of solution for d ≤ 3 under the condition θ = 0 (and also θ < 0). In [16] , Ikeda, Katayama, and Sunagawa considered the system of quadratic nonlinear Schrödinger equations i∂ t + 1 2m j ∆ u j = F j (u, ∂ x u), t > 0, x ∈ R d , j = 1, 2, 3, (1.5) under the mass resonance condition m 1 + m 2 = m 3 (which corresponds to the condition θ = 0 for (1.1)), where u = (u 1 , u 2 , u 3 ) is C 3 -valued, m 1 , m 2 , m 3 ∈ R\{0}, and F j is defined by          F 1 (u, ∂ x u) = |α|,|β|≤1 C 1,α,β (∂ α u 2 )(∂ β u 3 ), F 2 (u, ∂ x u) = |α|,|β|≤1 C 1,α,β (∂ β u 3 )(∂ α u 1 ),
(1.6) with some constants C 1,α,β , C 2,α,β , C 3,α,β ∈ C. They obtained the small data global existence and the scattering of the solution to (1.5) in the weighted Sobolev space for d = 2 under the mass resonance condition and the null condition for the nonlinear terms (1.6). They also proved the same result for d ≥ 3 without the null condition.
In [15] is optimal regularity to obtain the well-posedness by using the iteration argument.
) While, it is known that the existence of the blow up solutions for the system of nonlinear Schrödinger equations. Ozawa and Sunagawa ( [19] ) gave the examples of the derivative nonlinearity which causes the small data blow up for a system of Schrödinger equations. There are also some known results for a system of nonlinear Schrödinger equations with no derivative nonlinearity ( [11] , [12] , [13] ).
To give the main results of the present paper, we first define the function space of the Fourier restriction norm. 
, where P N and Q σ L will be defined in the last part of this section. (ii) We define the function space X s,b,∞ σ as the completion of the Schwartz class
.
(iii) For 1 ≤ p ≤ ∞ and T > 0, we define the time localized space X
The Fourier restriction norm is first introduced by Bourgain in [5] .
Remark 1.1. The initial datum and the solutions for (1.1) are 
for some R > 0. Moreover, the flow map
We make a comment on Theorem 1.1. In [14] , the first author proved that the flow map is not C 2 for s < 1/2 under the condition θ < 0 and κ = 0. Therefore, the above result is optimal as long as we use the iteration argument. In [14] , we needed the condition s ≥ 1 to show the key nonlinear estimates for "resonance" interactions which is the most difficult interactions to estimate since we cannot recover a derivative loss from modulations. To overcome this, we employ a new estimate which was introduced in [4] , [3] and applied to the Zakharov system in [2] and [1] . See Proposition 2.10 below.
Notation. We denote the spatial Fourier transform by · or F x , the Fourier transform in time by F t and the Fourier transform in all variables by · or F tx . For σ ∈ R, the free evolution e itσ∆ on L 2 is given as a Fourier multiplier
We will use A B to denote an estimate of the form A ≤ CB for some constant C and write A ∼ B to mean A B and B A. We will use the convention that capital letters denote dyadic numbers, e.g. N = 2 n for n ∈ N 0 := N ∪ {0} and for a dyadic summation we write N a N := n∈N 0 a 2 n and N ≥M a N := n∈N 0 ,2 n ≥M a 2 n for brevity. Let χ ∈ C ∞ 0 ((−2, 2)) be an even, non-negative function such that χ(t) = 1 for |t| ≤ 1. We define ψ(t) := χ(t) − χ(2t), ψ 1 (t) := χ(t), and ψ N (t) := ψ(N −1 t) for N ≥ 2. Then, N ψ N (t) = 1. We define frequency and modulation projections
Furthermore, we define Q σ ≥M := L≥M Q σ L and Q <M := Id − Q ≥M . The rest of this paper is planned as follows. In Section 2, we will give the bilinear estimates which will be used to prove the well-posedness. In Section 3, we will give the proof of the well-posedness.
Bilinear estimates
In this section, we prove the following bilinear estimate which plays a central role to show Theorem 1.1.
) and C > 0 such that
To prove Proposition 2.1, we first give the Strichartz estimate. 
The Strichartz estimate implies the following. (See the proof of Lemma 2.3 in [10] .) 
Next, we give the bilinear Strichartz estimate.
Proof. By the symmetry, we ca assume N 1 ≥ N 2 . For the case N 3 ∼ N 1 ≫ N 2 , the proof is same as the proof of Lemma 3.1 in [14] . For the case
we can obtain (2.2) by using the Hölder inequality, the Bernstein inequality, and the Strichartz estimate (2.2) with (p, q) = (4,
). Now, we consider the case
i ) (i = 1, 2). We divide R 2 into cubes {B k } k with width 2N 3 , and decompose
where
Therefore, if we put C k as the cube with center −ζ k and width 4N 3 , then we have
We put
. By the duality argument and
it suffice to show that
By the Cauchy-Schwartz inequality, we have
By applying the variable transform (τ 1 , τ 2 ) → (θ 1 , θ 2 ) and (ξ 1 , ξ 2 ) → (µ, ν, η) as
2 ), we have
Therefore, we obtain
As a result, we get (2.3) from (2.4) and (2.5).
), and
Proof. The desired estimate is obtained by the interpolation between (2.2) and the following bilinear estimate:
Therefore, we only need to show (2.7). By the same argument as in the proof of Proposition 2.4, we may assume that supp F tx u 1 and supp F tx u 2 are contained in the cubes B k and B j(k) , respectively. Here the cubes {B k } k denote the decomposition of R 2 with width 2N min . By the Hölder inequality, the Bernstein inequality, and the Strichartz estimate (2.1) with (p, q) = (∞, 2), we have
which completes the proof of (2.7).
2.1. The estimates for low modulation, 2D. In this subsection, we assume that L max ≪ N 2 max and d = 2. In this case, we cannot recover a derivative loss by using L max N 2 max . Therefore, the strategy for the case L max N 2 max is no longer available. However, thanks to κ = 0, the following relation holds.
Since the above lemma is the contrapositive of the following lemma which was utilized in [14] , we omit the proof.
then we have
Lemma 2.6 suggests that if max
We first introduce the angular frequency localization operators which were utilized in [2] .
). We define the angular decomposition of R 3 in frequency. We define a partition of unity in R,
For a dyadic number A ≥ 64, we also define a partition of unity on the unit circle,
We observe that ω A j is supported in
We now define the angular frequency localization operators R A j ,
For any function u :
. These operators localize function in frequency to the sets
Immediately, we can see
Now we introduce the necessary bilinear estimates for 2D.
Then the following estimates holds:
Proof. If A ∼ 1, Proposition 2.4 implies (2.10)-(2.12). Then we assume that A is sufficiently large. Also, we can assume N 1 ∼ N 2 ∼ N 3 from Lemma 2.6. Thus it suffices to show (2.10). Indeed, thanks to N 1 ∼ N 2 ∼ N 3 , we may replace u 3 in (2.11) and (2.12) with R A j u 3 where j satisfies |j − j 1 |, |j − j 2 | 1. Therefore, here we prove only (2.10).
. By Plancherel's theorem, we may rewrite (2.10) as
Then it suffices to prove
Since A is sufficiently large, sin ∠(ξ, ξ 1 ) (∼ A −1 ) is sufficiently small, so that we
confined to a set of measure ∼ A −1 . We observe
Combining (2.15), this completes the proof of (2.14). 
For the proof of the above proposition, we introduce the important estimate. See [1] for more general case. 
satisfies the transversality condition
Remark 2.1.
(1) If S 1 , S 2 , S 3 are given coordinate hyperplanes in R 3 ;
is known as the classical Loomis-Whitney inequality in R 3 which was introduced in [17] . Thus, we would say that Proposition 2.10 is the generalization of the Loomis-Whitney inequality.
(2) As was mentioned in [3] , the condition of S * i in (i) is used only to ensure the existence of a global representation of S i as a graph. In the proof of Proposition 2.9, the implicit function theorem and the other conditions may show the existence of such a graph. Thus we will not treat the condition (i) in the proof of Proposition 2.9.
Proof of Proposition 2.9. We divide the proof into the following two cases:
We first consider the case (I). We subdivide the proof further.
For the case (Ia), we use the estimate (2.10) in Theorem 2.8.
For (Ib), by the dual estimate, Hölder inequality and (2.11), we have
The case (Ic) can be treated similarly.
For (II), by Plancherel's theorem and the dual estimate, (2.17) is verified by the following estimate:
we first decompose f 1 by thickened circular localization characteristic functions
where [s] denotes the maximal integer which is not greater than
, we get
where θ 12 := ∠(ξ 1 , ξ 2 ). Since |θ 12 | is confined to a set of measure ∼ A −1 , this suggests
|ξ 1 | is confined to a set of measure ∼ δ. Thus we can assume that f 1 and f 2 in (2.18)
with fixed k. Furthermore, we apply a harmless decomposition to f 1 , f 2 , f 3 and assume that there exist ξ
We apply the same strategy as that of the proof of Proposition 4.4 in [2] . Applying the transformation τ 1 = −σ 1 |ξ 1 | 2 + c 1 and τ 2 = −σ 2 |ξ 2 | 2 + c 2 and Fubini's theorem, we find that it suffices to prove
where f 3 (τ, ξ) is supported in c 0 ≤ τ − σ 3 |ξ| 2 ≤ c 0 + 1 and
We use the scaling (τ, ξ) → (N 2 1 τ, N 1 ξ) to definẽ
If we setc k = N −2 1 c k , inequality (2.19) reduces to
1 ) where
By density and duality it suffices to show for continuousf 1 andf 2 that
where S 1 , S 2 denote the following surfaces
(2.21) is immediately obtained by
}.
we can assume
Here we used the harmless constant
For any λ i ∈ S i , i = 1, 2, 3, there exist ξ 1 , ξ 2 , ξ such that
and the unit normals n i on λ i are written as
where ξ (i) (i = 1, 2) denotes the i-th component of ξ. Clearly, the surfaces S 1 , S 2 , S 3 satisfy the following Hölder condition.
We may assume that there exist ξ
otherwise the left-hand side of (2.22) vanishes. Let λ
Similarly, for any λ 2 ∈ S 2 and λ 3 ∈ S 3 we have 
From (2.25)-(2.27) it suffices to show
Seeing that λ
2.2.
The estimates for low modulation, 3D. Similarly to 2D, we will utilize the operators with respect to angular variables. The following operators were introduced in [1] . (
Definition 3 ([1]). For each
We define the function
which measures the minimal angle between any two straight lines through the spherical caps ω
A , respectively. It is easily observed that for any fixed j 1 ∈ Ω A there exist only a finite number of j 2 ∈ Ω A which satisfies α(j 1 , j 2 ) ∼ A −1 .
Based on the above construction, for each j ∈ Ω A we define
and the corresponding localization operator 
Proof. Similarly to the proof of Theorem 2.8, we assume that A is sufficiently large and show only (2.30). By Plancherel's theorem, (2.30) can be written as
, after applying rotation in space and suitable decomposition, we may assume that the supports of f 1 and f 2 are both contained in the following slab
. It suffices to show
Minkowski's inequality and Young's inequality, we have
Since the estimate (2.34) can be verified by the same proof as that of Theorem 2.8, we omit the details.
Then the following estimate holds:
Proof. We use the same notations as in the proof of Theorem 2.11. Applying Fourier transform, we rewrite (2.35) as
Similarly to the proof of Theorem 2.11, we assume that the supports of f and g are both contained in the slab Σ 3 (N 1 A −1 ). Thanks to |ξ| 2 = |ξ| 2 + (ξ (3) ) 2 , applying the same argument as in the proof of Theorem 2.9, we may obtain
for any |ξ
To avoid redundancy, we omit the proof of (2.37). From (2.37) and Minkowski's inequality, we get
which completes the proof of (2.36).
2.3. Proof of Proposition 2.1. We now prove the key estimate Proposition 2.1.
Proof of Proposition 2.1. By the duality argument, it suffice to show that
for the scalar functions u, v, and w, where we put
. By Plancherel's theorem, we have
Thus, it is clear that we only need to consider the following three cases:
To avoid redundancy, we only consider the first case. The other two can be shown similarly. It suffices to show that
) and ǫ > 0. Indeed, from (2.38) and the Cauchy-Schwartz inequality, we obtain
Hence, we focus on (2.38) for
. By the Cauchy-Schwartz inequality and (2.6), we have
Thus, it suffices to show that
), we get (2.39). While if d = 3, then we obtain
, we get (2.39).
The proofs for the cases L 2 N 2 max and L 3 N 2 max are quite same. We omit them.
By Lemma 2.6, we can assume
as follows:
We can write
simplicity. The other cases can be treated similarly. For the former term, by using the Hölder inequality and Theorem 2.8, we get
For the latter term, it follows from Proposition 2.9 that we get
The above two estimates give the desired estimate (2.38).
•3D
Next, we consider 3D case. The proof is almost the same as that for 2D. We use 
We assume L max = L 3 for simplicity. For the former term, by using the Hölder inequality and Theorem 2.8, we get
For the latter term, it follows from Proposition 2.9 and L max ≪ N 2 1 that we get
This completes the proof of (2.38).
Proof of the well-posedness
In this section, we prove Theorems 1.1. First, we give the linear estimate. ) and 0 < T ≤ 1.
(1) There exists C 1 > 0 such that for any ϕ ∈ H s , we have 
σ,ϕ (f, g)(t) := e itσ∆ ϕ + t 0 e i(t−t ′ )σ∆ ∇(f (t ′ ) · g(t ′ ))dt ′ .
To prove the existence of the solution of (1.1), we prove that Φ is a contraction map on B R (X 
