SNP associations with human height. Conclusions: The proposed algorithm is particularly useful for the design of studies to assess a selected set of high-priority SNP associations that are 'nearly' significant in meta-analysis of existing studies. The results may help investigators decide whether an updated meta-analysis is likely to achieve genome-wide significance.
Introduction
As the potential effects of many single nucleotide polymorphisms (SNPs) are relatively small, increasingly large sample sizes are required to detect a statistically significant association between a SNP and a phenotype of interest [1] . This has led to numerous trait-and disease-specific consortia in an effort to increase available sample size and thereby improve the ability to detect smaller associations through the meta-analysis of multiple genome-wide association study (GWAS) data.
Investigation of the genetics of complex traits has typically proceeded from the examination of genetic association within a specific population to the accumulation of evidence from multiple studies in various populations.
In this report, we propose a technique to assess the impact of adding a newly planned genetic association study to a cumulative meta-analysis of available study data. It may be applied in situations where there is suggestive evidence of a statistically significant association between a SNP and a trait of interest; however, the strength of this association has not achieved strict genome-wide significance levels. Because the technique builds on existing meta-analysis data for a specific SNP association, this approach would be most useful when the investigator is interested in a selected set of SNPs that have suggestive evidence of statistical significance, or perhaps have a known biological mechanism. Moreover, this technique may be of particular use in a consortium setting, where data are shared with other investigators after initial publication of study results. The method involves modi fications of an approach developed by Sutton et al. [2] and recently extended to the case of cluster randomized trials [3] . In this report, we extend the method to the setting of a planned genetic association study. For specificity, we initially assume that the planned study has a case-control design, and there is a particular candidate SNP association of interest. Our presentation focuses on the challenges unique to this application and provides a brief review of the relative merits of the fixed and random effects meta-analysis models in genetic association studies.
Briefly, the approach is summarized as follows: for a given phenotype, the investigator selects a candidate SNP (or set of SNPs). A preliminary meta-analysis of this information is then used to generate an estimate of the distribution of potential results of the newly planned study. Individual-level data are generated according to this potential genetic effect and range of plausible values, and summary statistics for the 'new study' are obtained. Two features of the proposed method distinguish it from standard power calculations. First, it incorporates information about effect size estimates and standard errors from each of the existing studies available for meta-analysis, as well as the observed heterogeneity in sample sizes and effect estimates between studies. Second, it allows for uncertainty in knowledge about the effect sizes and minor allele frequencies expected in the newly-planned study that will be added to the existing meta-analysis. The algorithm is then replicated a large number of times. Repeating this approach for various study sizes allows the investigator to obtain an empirical estimate of the anticipated p value or power of the revised meta-analysis to detect a statistically significant association between the SNP and trait of interest.
A detailed outline of the proposed method, and preliminary information regarding the fixed and random effects meta-analysis models follows. To illustrate its particular strengths, the proposed algorithm is applied to two recent meta-analyses, one in Paget's disease [4] and a second in human height [5] . Appropriate R code to implement the sample size estimation algorithm is available in the software package metaSNPPER which is freely available from the R project [6] .
Methods

The Evidence-Based Algorithm
An outline of the proposed procedure is presented in table 1 . This is adapted from Sutton et al. [2] and is summarized in the context of a planned case-control study. Section 3.2 describes the adaptation to a quantitative trait.
Meta-Analysis Preliminaries
We consider the following meta-analysis model for the combination of K case-control studies as adapted from Lin and Zeng [7] . For the analysis of each SNP, consider the data pairs Y ki , X ki , where Y ki is the disease status (1 = case, 0 = control) for the i -th participant of the k-th study, and X ki is the corresponding genotype. The genotype may be coded by the values of 1 or 0, respectively, depending on the postulated genetic model: dominant (1 if any minor allele is present; 0 otherwise) or recessive (1 if the individual has two copies of the minor allele; 0 otherwise). Alternatively, an additive genotype model may be used, whereby the genotype score corresponds to the number of minor alleles at the SNP (0, 1 or 2, respectively).
We assume the classical logistic regression model:
where the ␣ k are study-specific intercepts, and ␤ k is the log odds ratio representing the genetic effect in each of the K studies. Let v k denote the estimated variance of the estimated log odds ratio, ␤ ˆ k . Within this framework, the fixed effect meta-analysis estimate of ␤ is obtained from:
. Assuming the sample size from each of the K studies is relatively large, so that we may consider these variances known, ␤ ˆ F has an asymptotic normal distribution centered around ␤ with variance 
K k k
This information is incorporated into the prediction of the new effect size in the third step of the algorithm ( table 1 ) .
In contrast to the fixed effects model, the presence of betweenstudy variation is explicitly acknowledged within the random efCumulative Meta-Analyses and Sample Size Hum Hered 2012;74:61-70 63 fects framework. In essence, this model can be informally derived by placing an additional condition on the observed ␤ k , namely that these are sampled from a normal superpopulation of effect measures centered around ␤ with variance 2 . The introduction of this additional assumption allows inclusion of the betweenstudy variance parameter 2 in the meta-analytic study weights. Although the random effects estimate of the pooled effect measure is constructed in the same manner as (2), the study weights, k , must now account for the between-study heterogeneity, 2 . Hence, let k Ј = ( k + ˆ 2 ) -1 denote the random effects weights, and
This model poses the additional task of estimating 2 . The classical approach [8] relies on using the statistic
as a measure of between-study variation. Specifically, 
Note that in practice 2 is typically estimated from a relatively small number of studies and may thus be subject to increased uncertainty as compared to the estimation of each v k . For this reason, we assume that the t -distribution, centered around ␤ R with K U 2 degrees of freedom forms a reasonable basis for prediction of a new genetic effect [9] . This approach is required when the random effects meta-analysis model is incorporated in the second step of the algorithm ( table 1 ) .
A popular solution to the problem of heterogeneity is to quantify the amount of heterogeneity in the set of K observed genetic effects. The commonly adopted approach is to include the I 2 statistic as presented by Higgins and Thompson [10] . This statistic is easily calculated from a current meta-analysis and has a natural range between zero and one, where between-study heterogeneity in the genetic effects increases as this statistic approaches one. For reference, this statistic can be obtained from the Q statistic, as
In general, we support the examination of the fixed and random effects models when applying the approach in study design. In particular, the fixed and random effects estimates of ␤ (and their respective variances) may differ substantially from one another, leading to divergent findings. Note that in application, the fixed effects model typically yields greatest power to detect genome-wide significance and is typically less conservative than the random effects framework, since Var (␤ ˆ F ) ^ Var (␤ ˆ R ). The I 2 value from meta-analysis of the existing data can inform the choice between fixed and random effects models, but the potential for heterogeneity in the new study data also needs to be considered. Moreover, for sample size estimation, it may be desirable to also consider the random effects model as a more realistic examina- Table 1 . Algorithm outline for a case-control study 1 Select a fixed number of cases, n cases , and controls, n controls , that are available for the newly planned study. Note that the approach does not require a balanced design.
2 Perform a meta-analysis of the existing genetic association data using a fixed or random effects model. This produces an estimate of the log odds ratio, ␤ P and its estimated variance, Var(␤ P ) for each SNP. Note that an investigator may adjust ␤ P , or increase Var(␤ P ) in an effort to account for the 'winner's curse' [26] .
tion of the potential effect of the planned study in the presence of heterogeneity such as may arise due to population structure or differences in environmental background.
Decision Rules 2.3.1. p Value Approach
The algorithm thus performs a Wald-based hypothesis test on the cumulative meta-analytic estimate ␤ ˆ P using either the fixed or random effects model. In this manner, ␤ P is the underlying parameter of interest, as it represents the cumulative knowledge of the genetic association, rather than the effect measure in a single, planned case-control study. Upon 'completion' of the planned study ( table 1 , steps 5 and 6), the hypothesis test H 0 : ␤ P = 0 versus H A : ␤ P 0 0, is performed and the resulting p value is obtained. This value is retained for each iteration ( N ). An empirical estimate of the anticipated p value when adding a study of size n may be obtained by selecting the median p value that is observed over all iterations. Use of the median p value is recommended in practice as it is less sensitive to the potential extreme p values that may be observed. However, an investigator may also investigate the distribution of these p values to assess their variability.
Power to Detect Genome-Wide Significance
In a similar manner, the approach may be used to graphically examine the anticipated power of a subsequent meta-analysis to reach genome-wide significance ( ! 5.0 ! 10 -8 ) [11] when a study of size n is added to an updated meta-analysis. The observed p value for the hypothesis test H 0 : ␤ P = 0 versus H A : ␤ P 0 0 is obtained as before. However, if the p value of this hypothesis test reaches genome-wide significance ( ! 5.0 ! 10 -8 ), this decision is noted. This entire procedure ( table 1 , steps 3-7) is repeated a large number of times ( N ) and the empirical power to detect genomewide significance is estimated as the proportion of iterations where the desired significance level is obtained. This entire procedure is then repeated using other values of n , allowing calculation of appropriate power curves for the updated meta-analysis.
Prior Distributions and Parameter Values
In addition to the potential variation in the unknown genetic association of the planned study, uncertainty in the minor allele frequency (MAF) for the given SNP may also play a critical role in the observed effect size of the planned study. In the presence of relatively large studies, the examination of fixed values of the MAF may be reasonable, provided the planned study is taking place in a similar population. Alternatively, one can place prior distributions on the MAF to take account of the role of uncertainty in the MAF. In this case, a simulated value of the MAF is obtained from an appropriate distribution for each iteration, and this value is used in the fourth step of the algorithm ( table 1 ) . A suitable prior density for the anticipated MAF may be represented using a beta distribution. This distribution is appropriate for proportions as it is naturally bound within the interval [0,1], while specification of parameter values, ␣ and ␤ can provide a wide variety of density shapes [12] . Should the investigator have a reasonable basis for the plausible range of the MAF, a simple uniform distribution on that interval may be appropriate as an alternative. Furthermore, when a large number of estimates for the MAF are available, empirical density functions [13] may also be explored. This approach constructs a reasonable prior density using empirical smoothing techniques on the entire set of observed MAFs for the SNP of interest in the previously completed studies. The benefit of this approach is that an investigator need not consider explicit distributional constraints. Finally, note that as the technique only requires simulating data for a single study at each iteration, processing time is typically on the order of a few seconds to a few minutes in order to produce power curves.
Examples
We now consider two examples to illustrate the described technique. The first example is based on a recent meta-analysis of three case-control studies in Paget's disease [4] . In the second example, we consider the effect of a planned study on a current meta-analysis of 25 studies in human height [5] , and illustrate the use of an additive genotype model as well as a quantitative phenotype.
Example 1: Paget's Disease
Chung et al. [4] present a recent meta-analysis of three case-control studies, in which they successfully detected a number of genetic associations with Paget's disease. We focus our attention here on one candidate SNP (rs825411) which did not reach the level of genome-wide signifi-
) in their meta-analysis. This SNP was selected due to its location in the OPTN region, where there was previous evidence of a strong genetic signal [4, 14] . In this manner, we wish to address the question, if this observed association truly exists, how large a sample size would be required to achieve genome-wide significance in a meta-analysis of a newly planned study together with the three existing studies? A summary of the study-specific study characteristics, odds ratios and meta-analysis for rs825411 is presented in table 2 . For the sake of simplicity, we consider an anticipated MAF of 49.8% for rs825411, as observed in the control group of the larger British cohort [14] . For reference, the specific case and control MAFs for each of the three studies are included in table 3 , while a small sensitivity analysis explores the limiting MAF values of 0.46 and 0.60 and the effect of an unbalanced case-control design ( table 4 ). The I 2 = 60% indicates moderate heterogeneity in our analysis of the three studies.
The median p value of the updated meta-analysis, including the previously completed and the planned study, is presented in figure 1 . In addition, a boxplot of the simulated p values is included for five sample sizes of interest. These boxplots provide additional insight into the range of conclusions that could be observed from the updated meta-analysis. Moreover, note that the range of observed p values increases in conjunction with the planned study size, particularly in the fixed effects case. This is less evident in the random effects context, as a large study does not have as large of an impact on the updated meta-analysis due to the presence of heterogeneity. Figure 1 shows that a planned study enrolling approximately 1,950 cases and controls will likely detect a statistically significant association ( ! 5.0 ! 10 -8 ) between rs825411 and Paget's disease using the fixed effects model ( fig. 1 , solid line) . In contrast to this result, the random effects meta-analysis ( fig. 1 , dotted line) suggests that even a large study will not provide evidence of a statistically significant association in the updated meta-analysis due to the large between-study heterogeneity parameter 2 . In fact, simulation results indicate that even an arbitrarily large study (in excess of 100,000 cases) will rarely produce an expected p value ! 10 -4 . This is because the addition of a large study in the random effects model does not carry a large weight in the presence of heterogeneity. In light of this evidence, an investigator may conclude that unless a very large number of Paget cases are available, he is unlikely to obtain evidence of genome-wide significance between rs825411 and Paget's disease, and even then, only in the fixed effects case. For this reason, future investigation of this SNP may not be an appropriate use of resources.
The sensitivity analysis for a fixed effects meta-analysis ( table 4 ) illustrates the impact of MAF frequency and an unbalanced case-control ratio. Note that this design is optimal when the number of cases and controls is equal; Fig. 1 . The fixed effects meta-analysis (solid line) suggests that a study enrolling approximately 2,000 Paget cases and controls will likely detect a genome-wide association between rs825411 and Paget's disease. The random effects meta-analysis (dotted line) suggests that a study enrolling in excess of 3,000 cases and controls remains unable to detect a genome-wide association. Note the increased variation in p values in the fixed effects model, and that the dispersion of p value increases with the size of the planned study.
however, in the context of this example, the total required sample size is typically within 10-20% of this optimal case provided the ratio of cases to controls is no more than 1: 2. Moreover, the capability to examine an unbalanced design and allow for uncertainty in MAF using the metaSNPPER package is a particular strength of the approach. Finally, as previously discussed, the random effects analysis does not provide evidence of a statistically significant genetic effect in any of these cases.
Example 2: Human Adult Stature
As a second example, we consider a recent report [5] of summary information for 42 loci associated with height in a meta-analytic framework based on participants of European ancestry. The meta-analysis was performed in four phases, where phase I included a meta-analysis of 25 studies (53,394 individuals) based on individual-level data. Specifically, we examine the plausibility of showing genome-wide significance (p ! 5 ! 10 -8 ) for two SNPs (rs3796529 and rs2516448) in the fixed effects meta-analysis ( table 5 ) . These SNPs were chosen as they are the highest ranking SNPs from table 2 of Lanktree et al. [5] that did not reach genome-wide significance. As height is a continuous trait, we focus attention on the difference in cm per allele as the genetic association measure of interest. Note that between-study heterogeneity appears minimal due to the relatively low values of I 2 for each of these two SNPs (0 and 32%, respectively) [10] . Furthermore, in this example, we initially fix MAF for each SNP at 0.19 and 0.49, respectively. Following this, we consider the impact of introducing additional uncertainty in the MAF by sampling the potential MAF from two uniform distributions, centered around the values of 0.19 and 0.49, respectively (section 2.4). With this information, we proceed with an extension of steps 3 through 5 of the previously described summary ( table 1 ) . In step 3, we sample the anticipated effect measure for the planned study from a normal distribution centered around the meta-analytic effect size. For the case of rs3796529, an estimate of the anticipated allele effect ␤ is centered around 0.26 with variance, 0.053 2 . This standard error, reported in table 5 , corresponds to the metaanalytic linear regression coefficient, and is expected to be a suitable estimate of the uncertainty in the expected regression coefficient in the new study. Assuming the population is in Hardy-Weinberg equilibrium, a planned genetic study enrolling n participants will have approximately the genotype frequencies provided in table 6 .
For step 4 (adapted to this quantitative trait), consider the genotype score X i for the i-th participant in the newly planned study. For this participant, generate a uniform (0,1) random variable ( z ) to determine the genotype score ( X i ) of this individual. If z is ! P 0 assign the genotype score 0, if P 0 ! z ! P 0 + P 1 assign score 1 and if P 0 + P 1 ! z ! 1 assign the genotype score 2. This ensures random variation in the study population of the planned study. Note that when the MAF is simulated from a uniform distribution, the bounds of P 0 , P 1 and P 2 change with each iteration of the algorithm.
In the 5th step, generate individual-level data according to the predicted effect size (step 3) in the planned study and the genotype score (step 4). That is, in the case of rs3796529, Y i is sampled from a normal distribution with mean, ␤ X i and variance 0.053 2 . Note that we do not incorporate any additional covariates, as we adopt the simplifying assumption that all necessary confounders (e.g. age) are appropriately accounted for in the initial meta-analysis. These n simulated values can now be used to obtain the linear regression coefficient ( ␤ ) as an estimate of the genetic effect for the planned study (step 6) and the resulting value can be re-meta-analyzed using the fixed effects model (step 7).
As a technical note, since we do not have access to the summary effect measures for each study in the published report [5] , we use algebraic manipulation to determine the effect measure and its variance upon adding a new study to the phase I meta-analysis. Let ␤ ˆ 0 F denote the Thus, we do not require the effect measures in each study in the fixed effects meta-analysis case. The entire procedure is then replicated 10,000 times, and then repeated for a new value of n . Note that this algebraic manipulation would not apply for a random effects metaanalysis, as the introduction of the new study would lead to a revised estimate of 2 and revised study weights.
From this analysis, it appears that a study enrolling approximately 2,000 subjects is likely to have approximately 80% power to detect the association at the genome-wide significance level for rs3796529 should this association be true assuming a fixed MAF of 0.19. However, if additional uncertainty is included through the use of a uniform distribution for the MAF, the required sample size increases to approximately 2,500 participants ( fig. 2 ) . Likewise, a total of 2,000 subjects is required for the detection of a statistically significant effect of rs2516448 using a fixed MAF of 0.49, as well as both MAF distributions. Note that in this case, the use of the uniform distribution with a similar range length has less of an impact on the observed power due to our proximity to 0.50 ( fig. 3 ). As such, in combination with existing data, a new study enrolling approximately 2,500 participants will likely be sufficiently powered to detect both associations.
Discussion
The evidence-based algorithm we describe provides an empirical estimate of the impact of a newly planned study on a cumulative meta-analysis incorporating the planned study. This approach may be used to inform sample size to better detect possible genetic candidates, when the results of the planned study will be combined with other analyses. Given the relatively small effect sizes that are observed in genetic associations, the described technique can be used to supplement traditional sample size estimation approaches [15] and software (e.g. Quanto [16] ), which do not consider the impact of the planned study in conjunction with existing meta-analytic results. Note that the approach only requires a reasonable estimate of the anticipated effect size and its variance (ideally from a current meta-analysis of studies), and an estimate of the MAF (or a reasonable range).
The proposed algorithm can also be compared with other cumulative meta-analysis techniques in the literature. For example, Barrowman et al. [17] provide a formula to estimate the number of participants that must be enrolled in a new study to obtain statistical significance. In the context of a genetic study, as statistical significance requires an exceptionally small p value, this approach suggests rather large sample sizes. For example, in excess of 65,000 additional subjects would be required in the height example for rs3796529. In addition, Bagos and Nikolopoulos [18] provide a regression-based approach, which may be used to detect whether the magnitude of the effect size changes with an increasing number of studies in the meta-analysis, while formal stopping rules to control for multiple testing in cumulative meta-analyses are advocated in Higgins et al. [19] .
In their consideration of power in one-stage and twostage genome-wide analysis, Chapman et al. [20] comprehensively examine sample size requirements under a fixed effects model across a large number of combinations of odds ratios and MAF in a 1: 1 case-control design, assuming homogeneity between stages. Their approach allows an investigator to assess power for all SNPs of potential interest in the context of a genomewide scan, without knowledge of the effect sizes and allele frequencies that will be observed when the study is carried out. In contrast, the method we propose incorporates information about effect size estimates and standard errors from each of the existing studies available for meta-analysis. In principle, our approach could be applied to every SNP in an existing GWAS meta-analysis and the genome-wide power distribution determined for the updated meta-analysis, e.g. how many SNPs would have expected power 1 50 or 1 80% when a new study with a given sample size is added. We anticipate, however, that the method will be most useful when examining a set of prespecified SNPs of interest (e.g. the top-ranked SNPs that did not reach genome-wide significance). In particular, our approach produces substantially more detail for specific SNPs of interest through the use of unbalanced case-control designs, variability in specification of the distribution of the MAF, direct examination of p values, and incorporation of the random effects model.
The approach is thus presented in a gene discovery context, suggesting future candidate SNPs that may be tested in subsequent validation studies. In this manner, a meta-analysis of observational studies will rarely serve as the sole basis for determining whether a locus is associated with a trait of interest but rather represents an early stage of scientific discovery. This is in sharp contrast with the role of meta-analysis in the context of randomized trials, where the results of a review by the Cochrane Collaboration [21] may directly and immediately inform clinical practice.
Other uses of the proposed algorithm may include design of two-stage or replication studies [22, 23] . However, as presented in this simple form, the method does not adjust for sequential testing in the algorithm, so there is an increased risk of an inflated type I error rate. We thus recommend use of the algorithm to assist in the design of additional data collection to detect SNPs that are 'nearly' significant at the genome-wide level in an existing metaanalysis. In practice, we suggest that an investigator would prioritize high-ranking SNPs that did not reach the threshold of genome-wide significance for further investigation in a meta-analytic framework. Note that the number of SNPs to investigate is entirely at the researcher's discretion, and limited only by the requirement to specify relevant parameters and by the quantity of information that our technique may produce. Alternatively, the algorithm may be applied to assess the potential futility of a small genetic study. Finally, note that meta-SNPPER can examine statistical significance at any threshold level of interest, which may be of use in a candidate gene study, which requires smaller thresholds of statistical evidence.
There are some important considerations to be made when applying the algorithm: firstly, the prescribed algorithm makes no allowance for the 'winner's curse' [24] , whereby the reported effect sizes may be artificially inflated. However, recent approaches [25, 26] could easily be applied to the preliminary estimate of the effect measure and its variance. In this modified framework, one would then simulate the effect size from these biased-reduced estimates and confidence intervals. Note that larger standard deviations or, similarly, smaller genetic effect sizes may also be explored in a sensitivity analysis should the investigator feel the anticipated standard deviation and/or effect size is overly optimistic.
Secondly, the role of heterogeneity in the effect measures as well as population stratification may be of concern. In particular, population heterogeneity or differences in environmental factors may reduce the validity of combining the studies in a meta-analysis, as the observed effect measures may exhibit systematic differences. In particular, care must be taken when applying this approach to trans-ethnic meta-analyses, as significant heterogeneity may be due to differences in the genetic effects of these distinct groups. However, these weaknesses are not unique to the algorithm and apply to meta-analysis of genetic association studies and observational studies in general. The method is most useful to provide an estimate of power in cases where heterogeneity prohibits the use of the fixed effects model; however, the genetic effects are still sufficiently similar to proceed with a pooled analysis. This is of particular interest as estimation of power in the random effects meta-analysis is less straightforward.
In the case of known effect modifiers or covariates of interest, a similar procedure could also be applied to a meta-analysis of interaction terms [27] . While this approach may suffer from complications associated with lack of data availability, it may prove suitable in a consortium setting when data are shared in a standardized manner.
Finally, recent attention to the potential efficiency of meta-analysis as compared to individual-level analyses in certain situations [7, 28] provides a statistical justification for the use of pooled analysis techniques in practice. Specifically, provided the genetic associations are similar across studies, a meta-analysis of summary statistics can be as efficient as an analysis using individual-level data in both logistic and linear regression settings [28] . 
