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Abstract
In this paper, an existence theory is established for ring-profiled optical vortex solitons. We
consider such solitons in the context of an electromagnetic light wave propagating in a self-focusing
nonlinear media and governed by a nonlinear Schro¨dinger type equation. A variational principle
and constrained minimization approach is used to prove the existence of positive solutions for an
undetermined wave propagation constant. We provide a series of explicit estimates related to the
wave propagation constant, a prescribed energy flux, and vortex winding number. Further, on a
Nehari manifold, the existence of positive solutions for a wide range of parameter values is proved.
We also provide numerical analysis to illustrate the behavior of the soliton’s amplitude and wave
propagation constant with respect to a prescribed energy flux and vortex winding number.
Keywords: Optical vortices, Schro¨dinger equation, calculus of variations, Nehari manifold, finite element
formalism.
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1. INTRODUCTION
An exciting area of research in modern optics is the study of optical vortices. In a
light wave, optical vortices are formed by wave dislocations or defects [28]. Its applications
are found across numerous branches of nonlinear science, such as quantum information
processing, wireless communications, and some not directly related to wave propagation, for
instance condensed matter physics, particle interactions, and cosmology [5–7, 12, 19, 31, 34,
38, 41]. An interesting class of optical vortices are the ring-profiled optical vortices. Such
vortices can be considered as a ring of light with a black spot at its center. In terms of a
light beam, such black spots represent a zero light intensity.
Of particular interest, is the theoretical description of a complex-valued light wave prop-
agating in a nonlinear media and governed by a nonlinear Schro¨dinger equation [1, 11,
20, 21, 25, 27, 30, 36]. Rigorous mathematical treatments of such nonlinear problems
present mathematical challenges and have been considered by mathematical analysts [2–
4, 8–10, 24, 33, 39, 40]. Our interest is motivated by the work of Skryabin and Firth [36]
and the mathematical analysis of Liu and Ren [24], and Zhang and Yang [40].
Consider the propagation of an electromagnetic wave in the longitudinal z-direction over
the transverse plane of coordinates (x, y) perpendicular to the z-axis. In dimensionless form,
the evolution of the slowly varying electric field envelope, E, is modelled by the nonlinear
Schro¨dinger equation [36],
i
∂E
∂z
+
1
2
∇2⊥E + F (I)E = 0, (1.1)
where ∇2⊥ is the Laplace operator over the transverse plane of coordinates. The function
F depends on the total field intensity, I, i.e., I = |E|2, and encapsulates the nonlinear
properties of an optical medium. Examples for F (I) include
1. F (I) = I (pure Kerr nonlinearity),
2. F (I) = I − αI2 (cubic-quintic model),
3. F (I) = I(1 + αI)−1 (saturable nonlinearity),
where α ∈ R is a parameter describing the nonlinearity saturation [12]. The saturation
constant may be defined as α = lnl/ld, with lnl and ld denoting the nonlinear and diffraction
lengths, respectively. Note that the saturable nonlinearity and cubic-quintic models reduce
to the pure-Kerr nonlinearity when the saturation constant is zero.
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We focus on spatial optical solitons [12, 23, 35, 37]. Spatially localized solutions of (1.1),
which do not change their intensity profile during propagation, can be described under the
spatial soliton ansatz
E(x, y, z) = u(x, y) exp(iκz + iφ(x, y)), (1.2)
where u and φ are real valued functions representing the soliton amplitude and phase,
respectively, and κ ∈ R is the wave propagation constant. In view of (1.2), the nonlinear
Schro¨dinger equation (1.1) transforms into the coupled system
∇
2
⊥u− |∇φ|2u− 2[κ− F (u2)]u = 0,
∇2⊥φ+ 2∇φ · ∇ ln(u) = 0.
(1.3)
Under an appropriate balance between the nonlinear and diffraction lengths, the electro-
magnetic radiation may become self-trapped and form a self-induced wave-guide. Solutions
to (1.3) are referred to as self-trapped nondiffracting solutions in a self-focusing saturable
nonlinearity.
The existence theory in this paper seeks self-trapped positive radially symmetric solutions
of (1.3) with a phase singularity at its center. Such solutions describe ring-profiled vortex
solitons and can be found under the n-vortex ansatz
u = u(r), φ = nθ, r =
√
x2 + y2, θ = arctan(y/x), (1.4)
where r, θ are polar coordinates over R2 and n ∈ Z is the vortex winding number.
Due to the presence of the vortex core or, equivalently, the regularity of u at r = 0, we
impose the condition u(0) = 0. Moreover, such ring-like beams remain localized. Thus allow-
ing us to mathematically impose the “boundary” condition u(R) = 0 for R > 0 sufficiently
large, where R represents the distance from the vortex core.
Using (1.4), and in a saturable nonlinear media, the system (1.3) reduces to the n-vortex
equation 
 (rur)r −
n2
r
u+
2ru3
1 + αu2
− 2κru = 0,
u(0) = 0, u(R) = 0.
(1.5)
An important parameter characterization of spatial solitons is its energy flux. Using the
n-vortex ansatz, the soliton energy flux is defined as
Q(u) =
∫ R
0
|E|2rdrdθ = 2π
∫ R
0
ru2dr. (1.6)
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The rest of the paper is summarized as follows. In section 2, we give a necessary condition
for the existence of nontrivial solutions. In section 3, we treat (1.5) as a nonlinear eigenvalue
problem and use a constrained minimization approach, subject to a prescribed energy flux
constraint, to prove the existence of positive solution pairs (u, κ). In section 4, we prove the
existence of positive solutions for a wide range of parameter values over a Nehari manifold.
In section 5, we supplement our results by using a finite element formalism to compute the
soliton’s amplitude and wave propagation constant for a prescribed energy flux. A summary
is provided in section 6.
2. NECESSARY CONDITION FOR NONTRIVIAL SOLUTIONS
The n-vortex equation (1.5) may be viewed as the Euler-Lagrange equations of a cor-
responding action functional. For a sufficiently large distance R, we prove that the action
functional is indefinite, and, therefore, a direct minimization approach is not possible.
Consider the action functional Iκ : H → R defined as
Iκ(u) = 1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2 + 2α−2r ln(1 + αu2)
}
dr, (2.1)
with |n| ≥ 1 and α > 0. H is the completion of
X =
{
u ∈ C1[0, R]|u(0) = 0 = u(R)} (2.2)
(the space of differentiable functions over [0, R] which vanish at the two endpoints of the
interval) and is equipped with the inner product
(u, u˜) =
∫ R
0
{
ruru˜r +
1
r
uu˜
}
dr, u, u˜ ∈ H. (2.3)
We may treat H as an embedded subspace of W 1,20 (BR), composed of radially symmetric
functions enjoying the property u(0) = 0 for any u ∈ H , where BR := {(x, y) ∈ R2 : x2 + y2 ≤ R2}.
We are interested in finite energy solutions of (1.5). From the inequality
ln(1 + x2) ≤ x2 for all x ∈ R (2.4)
and ∫ R
0
ru2dr ≤ R2
∫ R
0
u2
r
dr, (2.5)
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we note that the norm induced by the inner product (2.3) on H guarantees that all terms
in the functional Iκ stay finite. In other words, there is a constant C > 0, such that
Iκ(u) ≤ C||u||2H. For convenience, we define the ‘energy’ functional as
E(u) = 1
2
∫ R
0
{
ru2r +
1
r
u2 + r ln(1 + αu2)
}
dr. (2.6)
Theorem 2.1 If u is a nontrivial finite energy (E(u) <∞) solution of the n-vortex equation
(1.5), then the wave propagation constant must satisfy
κ < α−1 − r
2
0 + n
2
2R2
, (2.7)
where r0(≈ 2.404825) is the first positive zero of the Bessel function J0 [39].
Proof. Suppose if lim infr→0 {ru(r)|ur(r)|} 6= 0, then there is an ǫ > 0 and r0 ∈ (0, R] such
that ru(r)|ur(r)| ≥ ǫ for all r ∈ (0, r0). However,
∞ =
∫ r0
0
ǫ
r
dr ≤
∫ r0
0
u|ur|dr ≤
(∫ r0
0
u2
r
dr
)1/2(∫ r0
0
ru2rdr
)1/2
, (2.8)
which contradicts the finite energy condition. Hence, lim inf
r→0
{ru(r)|ur(r)|} = 0 and we can
extract a sequence {rj} such that rj → 0 as j →∞ and
lim inf
r→0
{rju(rj)|ur(rj)|} = 0. (2.9)
Multiplying (1.5) by u, we integrate by parts over the interval [rj, R] and let j → ∞.
Appealing to (2.9), we have
−
∫ R
0
ru2rdr =
∫ R
0
{
n2
r
u2 + 2κru2 − 2ru
4
1 + αu2
}
dr. (2.10)
Using F (u) = u
2
1+αu2
< α−1 and (2.5), we get
−
∫ R
0
ru2rdr > −2
(
α−1 − n
2
2R2
− κ
)∫ R
0
ru2dr. (2.11)
Treating u as a radially symmetric function in W 1,20 (BR) and using the Poincare´ inequality∫ R
0
ru2dr ≤ R
2
r20
∫ R
0
ru2rdr, (2.12)
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with r0 as defined in (2.7), gives
0 > −2
(
α−1 − n
2 + r20
2R2
− κ
)∫ R
0
ru2dr. (2.13)
Let
σ := α−1 − n
2 + r20
2R2
− κ. (2.14)
If σ ≤ 0, then (2.13) gives a contradiction. Therefore, we must have σ > 0. 
As a consequence of the following lemma, when the distance from the vortex core R is
sufficiently large, we prove that the functional (2.1) is indefinite.
Lemma 2.2 Let κ < α−1 and β > 0. If the distance from the vortex core satisfies
R >
(
12(1 + n2(2 ln 2− 1))
α−1 − κ
) 1
2
, (2.15)
then there exists an element u0 ∈ H such that
||u0||2H > β and Iκ(u0) < 0. (2.16)
Proof. Set R = 2a and define
u0(r) =


b
a
r, 0 ≤ r ≤ a,
b
a
(2a− r), a ≤ r ≤ 2a.
(2.17)
By direct calculation we obtain,∫ 2a
0
ru20dr =
2
3
a2b2, (2.18a)∫ 2a
0
ru20,rdr = 2b
2, (2.18b)∫ 2a
0
1
r
u20dr = 2b
2(2 ln 2− 1), (2.18c)∫ 2a
0
r ln(1 + αu20)dr = 2a
2
(
ln(1 + αb2)− 2 + 2√
αb
tan−1(
√
αb)
)
, (2.18d)
where u0,r := (u0)r. Similar to Lemma 3.3 in [39], we note that u0 is obtained as the limit
of a Cauchy sequence in H , consequently, u0 belongs in H . Using (2.19), we get
||u0||2H = 4b2 ln(2), (2.19)
Iκ(u0) =b2
(
1 + n2(2 ln 2− 1)− 2
3
(α−1 − κ)a2 (2.20)
+
2a2
α2b2
[
ln(1 + αb2)− 2 + 2√
αb
tan−1(
√
αb)
])
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with a = R/2. For any ǫ > 0, choose b sufficiently large such that
2
α2b2
∣∣∣∣ln(1 + αb2)− 2 + 2√αb tan−1(√αb)
∣∣∣∣ ≤ ǫ. (2.21)
Hence,
Iκ(u0) ≤ b2
(
1 + n2(2 ln 2− 1) +
(
ǫ− 2
3
(α−1 − κ)
)
a2
)
. (2.22)
In order for the right hand term of (2.22) to be negative, let ǫ =
1
3
(α−1− κ) and R be such
that
R >
(
12(1 + n2(2 ln 2− 1))
α−1 − κ
) 1
2
. (2.23)
For any β > 0, choose b satisfying (2.21) and, such that, ||u0||2H > β. With these values of
b and R, we have Iκ(u0) < 0. 
From inequality (2.22), if the distance from the vortex core is sufficiently large, then
Iκ(u0) → −∞ as b → ∞ for κ < α−1. Therefore, for a sufficiently large distance R and
κ < α−1, the functional Iκ is indefinite and as such, a direct minimization is not possible.
3. EXISTENCE VIA CONSTRAINED MINIMIZATION
Using a variational principle and constrained minimization problem, we prove the exis-
tence of positive solutions of the n-vortex equation (1.5). In this scenario, the wave prop-
agation constant κ is undetermined and appears as a Lagrange multiplier. We provide a
series of explicit estimates for the wave propagation constant, vortex winding number, and
a prescribed energy flux.
We view (1.5) as a nonlinear eigenvalue problem
 (rur)r −
n2
r
u+
2ru3
1 + αu2
= 2κru,
u(0) = 0, u(R) = 0.
(3.1)
Define the action functional I as,
I(u) = 1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2α−1ru2 + 2α−2r ln(1 + αu2)
}
dr, (3.2)
and the soliton energy flux constraint functional Q as
Q(u) = 2π
∫ R
0
ru2dr. (3.3)
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Consider the nonempty admissible class
A = {u(r) is absolutely continuous over [0, R], u(0) = u(R) = 0, E(u) <∞} , (3.4)
where E(u) is a defined by (2.6). In order to prove the existence of a solution pair (u, κ), it
suffices to show that a solution to the following exist:
η = inf
u∈A
{I(u) : Q(u) = Q0 > 0} , (3.5)
where Q0 is a prescribed value for the energy flux and κ is the Lagrange multiplier.
Theorem 3.1 Consider the n-vortex equation (1.5), describing ring-profile vortex solitons
in a self-focusing saturable nonlinear media, subject to the prescribed energy flux Q(u) =
Q0 > 0 and finite-energy condition E(u) <∞, defined by (3.3) and (2.6), respectively, with
parameters |n| ≥ 1, α > 0, and R > 0.
(i) There exists a solution pair (u, κ) satisfying u(r) > 0 for r ∈ (0, R).
(ii) If n2+2r2κ > 0 for r ∈ [0, R], then there exists no nontrivial small-energy-flux solution
satisfying Q(u) = Q0 ≤ 1/4.
Proof. (i) From the prescribed energy flux, it follows that the functional I(u) satisfies
I(u) ≥ 1
2
R∫
0
ru2rdr + n
2
R∫
0
u2
r
dr − α
−1
2π
Q0. (3.6)
As a result, the minimization problem (3.5) is well-defined. Let {uj} be a minimizing
sequence of (3.5), i.e., choose a sequence of functions {uj} in A such that
I(uj)→ η as j →∞ and I(u1) ≥ I(u2) ≥ . . . ≥ η.
Since {uj} minimizes (3.5) and using (3.6), there exist C > 0 independent of j such that
C ≥
∫ R
0
ru2j,rdr +
∫ R
0
u2j
r
dr, (3.7)
where uj,r :=
d
dr
uj.
The distributional derivative of u satisfies ||u|r| ≤ |ur|, and the functionals I and Q are
both even, i.e., I(u) = I(|u|) and Q(u) = Q(|u|). As a consequence, we assume that the
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sequence {uj} consists of nonnegative valued functions. Moreover, we take these functions
to be radially symmetric over the disk BR and vanishing on its boundary.
From (3.7) and (2.5) it can be seen that the functions uj belong in W
1,2
0 (BR) under the
radially symmetric reduced norm,
||u||2 :=
∫ R
0
ru2dr +
∫ R
0
ru2rdr.
Using (3.7) and (2.5), we show the sequence {uj} is bounded in W 1,20 (BR),
||uj||2 =
∫ R
0
ru2jdr +
∫ R
0
ru2j,rdr ≤ R2
∫ R
0
u2j
r
dr +
∫ R
0
ru2j,rdr ≤ (R2 + 1)C.
Without loss of generality, since we are in a reflexive space, we may assume the weak
convergence of {uj} to an element u ∈ W 1,20 (BR). As a result, it now suffices to show that
uj converges to a minimizer of (3.5) and belongs in A.
From the compact embedding W 1,2(BR) ⊂⊂ Lp(BR) for p ≥ 1, uj → u strongly in
Lp(BR) as j → ∞. Hence, u is radially symmetric and satisfies the boundary condition
u(R) = 0.
In view of (3.7) and using Fatou’s lemma, we get
∫ R
0
ru2rdr ≤ lim inf
j→∞
∫ R
0
ru2j,rdr, (3.8a)∫ R
0
u2
r
dr ≤ lim inf
j→∞
∫ R
0
u2j
r
dr, (3.8b)∫ R
0
r ln(1 + αu2)dr ≤ lim inf
j→∞
∫ R
0
r ln(1 + αu2j)dr, (3.8c)
where the finiteness of the right hand side of (3.8c) follows from (2.4) and (2.5). Therefore,
from (2.5) and (3.8), we get the weak lower semi-continuity of the functional I, i.e.,
I(u) ≤ lim inf
j→∞
I(uj). (3.9)
Using (3.9), together with (3.5), gives I(u) = η. Further, note that Q(u) = lim
j→∞
Q(uj) = Q0.
Moreover, the finite-energy condition also holds from (3.7) and (3.8a)-(3.8c). In particular,
ru2, u
2
r
, ru2r, and ln(1 + αu
2) are all in L(0, R).
To show that u(0) = 0, we follow as in [39]. Let {uj} be a sequence in W 1,2(ǫ, R) where
ǫ ∈ (0, R). For any ǫ ∈ (0, R), {uj} is bounded in W 1,2(ǫ, R). The compact embedding
W 1,2(ǫ, R) ⊂⊂ C[ǫ, R], then gives uj → u uniformly over [ǫ, R] as j → ∞. Thus, for any
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pair r1, r2 ∈ (0, R) such that r1 < r2 and using C from (3.7), we get
|u2j(r2)− u2j(r1)| =
∣∣∣∣
∫ r2
r1
(u2j(r))rdr
∣∣∣∣ (3.10)
≤
∫ r2
r1
2|uj(r)uj,r(r)|dr
≤ 2
(∫ r2
r1
ru2j,r(r)dr
)1/2(∫ r2
r1
u2j(r)
r
dr
)1/2
≤ 2C1/2
(∫ r2
r1
u2j(r)
r
dr
)1/2
.
Since uj → u uniformly as j →∞, we take j →∞ above to get
|u2(r2)− u2(r1)| ≤ 2C1/2
(∫ r2
r1
u2(r)
r
dr
)1/2
. (3.11)
The right hand side of (3.11) goes to zero as r1, r2 → 0; since u2r is in L(0, R). Hence, the
following limit exists,
ξ0 = lim
r→0
u2(r) = 0. (3.12)
As a consequence, the boundary condition u(0) = 0 is achieved.
Therefore, the function u, obtained as the limit of the minimizing sequence {uj}, is a
solution to the constrained minimization problem (3.5), and there is a real number κ such
that (u, κ) satisfies (3.1).
Further, we may suppose that there is a point r0 ∈ (0, R) such that u(r0) = 0. Since
r0 would be a minimum point for u(r), we have ur(r0) = 0. However, by the uniqueness
theorem of the initial value problem of ordinary differential equations, u(r) = 0 for all
r ∈ (0, R), thus contradicting the energy flux constraint Q(u) = Q0 > 0. Hence, u(r) > 0
for all r ∈ (0, R). A standard bootstrap method may then be used to conclude that u is a
classical solution of (1.5).
(ii) Let (u, κ) be the solution pair obtained in part (i). Using u
4
1+αu2
≤ u4 in (2.10), we
get
−
∫ R
0
ru2rdr ≥
∫ R
0
(
n2
r2
+ 2κ
)
ru2dr − 2
∫ R
0
ru4dr. (3.13)
We treat u as a radially symmetric function defined over R2 with its support contained in
the disk BR. From the classical Gagliardo-Nirenberg inequality over R
2, we write∫ R
0
ru4dr ≤ 4π
∫ R
0
ru2dr
∫ R
0
ru2rdr. (3.14)
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As a result, we get
−
∫ R
0
ru2rdr ≥
∫ R
0
(
n2
r2
+ 2κ
)
ru2dr − 8π
∫ R
0
ru2dr
∫ R
0
ru2rdr. (3.15)
Rearranging the terms in (3.15), and using the prescribed energy flux constraint gives
(4Q0 − 1)
∫ R
0
ru2rdr −
∫ R
0
(
n2
r2
+ 2κ
)
ru2dr ≥ 0. (3.16)
Hence, u ≡ 0, if
Q0 ≤ 1
4
and
n2
r2
+ 2κ > 0 for r ∈ (0, R], (3.17)
as claimed. 
Theorem 3.2 Let (u, κ) be the solution pair of the n-vortex equation (1.5) obtained in
Theorem 3.1 with κ as the wave propagation constant.
(i) The wave propagation constant satisfies
κ ≥α−1 − 6
R2
(
1 + n2(2 ln 2− 1)) (3.18)
− πR
2
α2Q0

ln(1 + 3αQ0
πR2
)
− 2 +
√
4πR2
3αQ0
tan−1
(√
3αQ0
πR2
)
 .
(ii) If the vortex winding number satisfies |n| ≥ Q0/π, then κ < 0.
(iii) For κ > 0, the solution pair (u, κ) satisfies
u2 ≤ Cκ exp(−
√
2κr),
for r sufficiently large and Cκ > 0 is a constant depending on κ only.
Proof. (i) To obtain a lower bound for κ, we rearrange (2.10) and write
κ
∫ R
0
ru2dr = −1
2
∫ R
0
(
ru2r +
n2
r
u2
)
dr +
∫ R
0
ru4
1 + αu2
dr. (3.19)
Choose u0 ∈ A, satisfying Q(u0) = Q0 > 0. Since u is a solution to the constrained
minimization problem (3.5), whose existence was proved in Theorem 3.1, we have I(u) ≤
I(u0). As such, we get
1
2
∫ R
0
(
ru2r +
n2
r
u2
)
dr ≤ I(u0) + α−1
∫ R
0
ru2dr − α−2
∫ R
0
r ln(1 + αu2)dr.
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Inserting the above into (3.19) and using Q(u) = Q0 > 0, gives
κ ≥ −α−1 − 2π
Q0
I(u0) + α−2 2π
Q0
∫ R
0
r ln(1 + αu2)dr +
2π
Q0
∫ R
0
ru4
1 + αu2
dr. (3.20)
Using the inequality
ln(1 + x) ≥ x
1 + x
for x ≥ 0, (3.21)
(3.21) may be rewritten as
κ ≥ −α−1 − 2π
Q0
I(u0) + α−1 2π
Q0
∫ R
0
r
u2 + αu4
1 + αu2
dr = −2π
Q0
I(u0). (3.22)
From (2.17) and (2.19), we obtain
I(u0) = b2 + n2b2(2 ln 2− 1)− 2
3
α−1a2b2 (3.23)
+
2a2
α2
[
ln(1 + αb2)− 2 + 2 tan
−1(
√
αb)√
αb
]
.
Using (2.18a) and Q(u0) = Q0, we get b
2 = 3Q0/(πR
2). Inserting (3.23) in (3.22), we arrive
at
κ ≥α−1 − 6
R2
(
1 + n2(2 ln 2− 1)) (3.24)
− 3
α2b2
[
ln
(
1 + αb2
)− 2 + 2√
αb
tan−1
(√
αb
)]
,
which is the desired lower bound.
(ii) Let (u, κ) be the solution pair obtained in Theorem 3.1. Using Schwartz’s inequality,
and u(0) = 0, we get
u2(r) =
∫ r
0
2u(ρ)uρ(ρ)dρ ≤ 2
(∫ R
0
ρu2ρ(ρ)dρ
)1/2(∫ R
0
u2(ρ)
ρ
dρ
)1/2
. (3.25)
Multiplying (3.25) by ru2, integrating from 0 to R, and using the constraint Q(u) = Q0 > 0,
we obtain ∫ R
0
ru4dr ≤ Q0
π
(∫ R
0
ρu2ρ(ρ)dρ
)1/2(∫ R
0
u2(ρ)
ρ
dρ
)1/2
. (3.26)
Using inequality, ab ≤ ǫa2 + b2
4ǫ
for every a, b ∈ R and ǫ > 0, gives
∫ R
0
ru4dr ≤ ǫ
∫ R
0
ρu2ρ(ρ)dρ+
Q20
ǫ4π2
∫ R
0
u2(ρ)
ρ
dρ. (3.27)
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From (3.27) and u
4
1+αu2
≤ u4 in (3.19), we get
κ
∫ R
0
ru2dr ≤ −
(
1
2
− ǫ
)∫ R
0
ru2rdr −
(
n2
2
− Q
2
0
4ǫπ2
)∫ R
0
u2
r
dr. (3.28)
We choose ǫ = 1
2
in (3.28) and conclude that κ < 0 whenever |n| ≥ Q0/π.
(iii) The exponential decay estimate follows from an application of the maximum principle
and a suitable exponential comparison function. We rewrite (3.1) as
∆u = urr +
1
r
ur =
(
n2
r2
− 2u
2
1 + αu2
+ 2κ
)
u. (3.29)
It then follows,
∆u2 ≥ 2u∆u = 2
(
n2
r2
− 2u
2
1 + αu2
+ 2κ
)
u2 ≥ 4
(
κ− u
2
1 + αu2
)
u2. (3.30)
By the continuity of u on [0, R] and the boundary condition u(R) = 0, for any ǫ > 0 there
is an Rǫ > 0 such that
∆u2 ≥ 4 (κ− ǫ) u2 for every r ∈ [Rǫ, R]. (3.31)
Define the comparison function ξ : [0, R]→ R as
ξ(r) = Ce−σr, C, σ > 0. (3.32)
Hence,
∆ξ = σ2ξ − σξ
r
. (3.33)
Subtracting (3.31) and (3.33), for every r ∈ [Rǫ, R],
∆(u2 − ξ) ≥ 4 (κ− ǫ) u2 −
(
σ2ξ − σξ
r
)
≥ 4 (κ− ǫ) u2 − σ2ξ. (3.34)
For any κ > 0, we choose ǫ satisfying 0 < ǫ < κ and σ2 = 4(κ− ǫ), to get
∆(u2 − ξ) ≥ σ2(u2 − ξ) for every r ∈ [Rǫ, R]. (3.35)
Let C in (3.32) large enough so that u2 − ξ ≤ 0 for r = Rǫ. Denote C by Cǫ to emphasize
its dependence on ǫ. Since, u2 → 0 as r → R−, and applying the maximum principle, we
conclude that u2 − ξ ≤ 0 for all r ∈ [Rǫ, R]. For simplicity, let ǫ = κ/2 to obtain
u2 ≤ Cκ exp(−
√
2κr) for every r ∈ [Rκ, R], (3.36)
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where Cκ > 0, and Rκ depends only on κ > 0. 
Remarks. Beam confinement requires the exponential decay of the soliton amplitude u
at infinity [36]. From the exponential decay estimate given in Theorem 3.2 (iii), we see that
this occurs for κ > 0. Theorem 3.2 (ii) states that the vortex winding number must satisfy
|n| < Q0/π. On the other hand, from Theorem 3.1 (ii), if the wave propagation constant is
positive, then the prescribed energy flux must satisfy Q0 >
1
4
. As will be seen in Section 6,
the condition on the prescribed energy flux, Q0 >
1
4
, is not sufficient to conclude that the
propagation constant is positive.
When the prescribed energy flux Q0 is fixed, and the distance from the vortex core R goes
to infinity, the necessary condition given in Theorem 2.1, together with the lower bound for
the wave propagation constant, gives the inequality
0 < κ < α−1, (3.37)
which is in agreement with the results of Skryabin and Firth [36], for any self-trapped
solutions of their model.
4. SOLUTIONS ON THE NEHARI MANIFOLD
Recall the action functional Iκ : H → R defined as,
Iκ(u) = 1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2 + 2α−2r ln(1 + αu2)
}
dr, (4.1)
where |n| ≥ 1 and α > 0.
Standard arguments show that Iκ ∈ C3(H,R). Also,
〈I ′κ(u), u˜〉 =
∫ R
0
{
ruru˜r +
n2
r
uu˜− 2(α−1 − κ)ruu˜+ 2α−1 ruu˜
1 + αu2
}
dr, ∀u˜ ∈ H, (4.2)
and 〈·,·〉 denotes the usual duality between H and its dual space H−1. Let γκ : H → R be
defined by
γκ(u) =
1
2
〈I ′κ(u), u〉 =
1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2 + 2α−1 ru
2
1 + αu2
}
dr. (4.3)
For a fixed propagation constant κ, define the Nehari manifold M as
M = {u ∈ H\{0} : γκ(u) = 0}. (4.4)
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If u ∈ H\{0} is a critical point of Iκ, then for every v ∈ H , 〈Iκ(u), v〉 = 0. Setting v = u,
it follows that γκ(u) =
1
2
〈Iκ(u), u〉 = 0. Hence, u ∈ M, and the Nehari manifold contains
all nontrivial critical points of Iκ on H .
Lemma 4.1 u ∈ H is a nontrivial critical point of Iκ if and only if u ∈M and is a critical
point of Iκ|M.
Proof. The forward implication follows directly from the definition of the Nehari manifold.
We now justify the other direction. For every u ∈M,∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2
}
dr = −2α−1
∫ R
0
{
ru2
1 + αu2
}
dr. (4.5)
By definition of γκ, for every u ∈ M, we get
〈γ′κ(u), u〉 =
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2 + 2α−1 ru
2
(1 + αu2)2
}
dr
= 2α−1
∫ R
0
{
ru2
1 + αu2
(
1
1 + αu2
− 1
)}
dr < 0. (4.6)
For any critical point uo ∈M of Iκ|M, there exists a Lagrange multiplier, ξ ∈ R, such that
〈I ′κ(u0), u˜〉 = ξ〈γ′κ(u0), u˜〉, for every u˜ ∈ H . Using the definition of M, gives
0 = γκ(u0) =
1
2
〈I ′κ(u0), u0〉 = ξ〈γ′κ(u0), u0〉. (4.7)
As a result, using (4.6), it follows that ξ = 0. Therefore, the critical points of Iκ|M are also
the critical points of Iκ. 
Lemma 4.1 indicates thatM is a natural constraint for Iκ. From the necessary condition
obtained in Theorem 2.1, the Nehari manifold contains no critical points of Iκ when κ ≥
α−1 − r20+n2
2R2
. Hence, we consider the case κ < α−1 − r20+n2
2R2
.
Lemma 4.2 If the distance from the vortex core satisfies
(
6(1 + n2(2 ln(2)− 1))
α−1 − κ
) 1
2
< R, (4.8)
then the Nehari manifold is not empty.
Proof. Define
Γ(t, u) =
1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2 + 2α−1 ru
2
1 + αt2u2
}
dr. (4.9)
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As a result, γκ(tu) = t
2Γ(t, u). For any u 6= 0 and κ > − r20+n2
2R2
, we get
Γ(0, u) =
1
2
∫ R
0
{
ru2r +
n2
r
u2 + 2κru2
}
dr ≥
(
r20 + n
2
2R2
+ κ
)∫ R
0
ru2dr > 0. (4.10)
Note that
Γ(∞, u) = lim
t→∞
Γ(t, u) =
1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2
}
dr. (4.11)
Substituting u0 as defined in Lemma 2.2, in (4.11), we get
Γ(∞, u0) = b2
(
1 + n2(2 ln(2)− 1)− 1
6
(α−1 − κ)R2
)
. (4.12)
Selecting R as in (4.8), we get Γ(∞, u0) < 0. Hence, there exists a t0 > 0 such that
Γ(t0, u0) = 0 and, it follows that, γκ(t0u0) = t
2
0Γ(t0, u0) = 0. Therefore, t0u0 is in the Nehari
manifold M. 
Note that, for every κ > − r20+n2
2R2
,
〈γ′′κ(0), u˜〉 =
∫ R
0
{
ru˜2r +
n2
r
u˜2 + 2κru˜2
}
dr ≥ 2
(
r20 + n
2
2R2
+ κ
)∫ R
0
ru˜2dr > 0. (4.13)
Hence, u = 0 is a strict local minimum of γκ and, as a result, an isolated point in M∪{0}.
Thus, 0 /∈ ∂M. Therefore, for all u ∈M, there exists a constant C1 > 0, independent of u,
such that
||u||H ≥ C1. (4.14)
Lemma 4.3 There exists a constant C2 > 0, such that
〈γ′κ(u), u〉 < −C2 < 0 for all u ∈M. (4.15)
Proof. Let {uj}∞j=1 be a sequence in M such that
lim
j→∞
∫ R
0
ru2j
1 + αu2j
dr = 0. (4.16)
Hence, {uj}∞j=1 is either bounded or unbounded in H . If {uj}∞j=1 is unbounded, then there
is a subsequence {ujk}∞k=1, such that ρk := ||ujk||H →∞ as k →∞. Let vk = ujkρk , and hence
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||vk||H = 1. If necessary, passing to a subsequence, vk ⇀ v in H , vk → v in L2(BR), and
vk(r)→ v(r) a.e. r ∈ [0, R] as k →∞. Consequently,
0 = lim
k→∞
∫ R
0
ru2jk
1 + αu2jk
dr = lim
k→∞
∫ R
0
rv2k
1
ρk
+ αv2k
dr =
1
2
α−1R2 > 0, (4.17)
which is a contradiction. Hence, {uj}∞j=1 must be a bounded sequence in H . If necessary,
passing to a subsequence, we have uj ⇀ u in H , uj → u in L2(BR), and uj(r) → u(r) a.e.
r ∈ [0, R] as j →∞. Using the dominated convergence theorem, we get
0 = lim
j→∞
∫ R
0
ru2j
1 + αu2j
dr =
∫ R
0
ru2
1 + αu2
dr, (4.18)
which gives u(r) = 0 a.e. r ∈ [0, R]. Since {uj}∞j=1 is in M, we get
lim
j→∞
∫ R
0
{
ru2j,r +
n2
r
u2j
}
dr = lim
j→∞
{
(α−1 − κ)
∫ R
0
ru2jdr − 2α−1
∫ R
0
ru2j
1 + αu2j
dr
}
= 0. (4.19)
It follows for any |n| ≥ 1,
0 = lim
j→∞
∫ R
0
{
ru2j,r +
n2
r
u2j
}
dr ≥ lim
j→∞
||uj||2H ≥ 0. (4.20)
Hence, uj → 0 in H , which contradicts (4.14). Therefore, there exists a constant C3 > 0
such that
∫ R
0
ru2
1 + αu2
dr ≥ C3 for every u ∈M. (4.21)
Using (4.6), and Holder’s inequality, we get
〈γ′κ(u), u〉 = −2
∫ R
0
ru4
(1 + αu2)2
dr (4.22)
≤ − 4
R2
(∫ R
0
ru2
1 + αu2
dr
)2
≤ − 4
R2
C23 =: −C2 < 0.

Lemma 4.4 The set M is a paracompact and complete topological space.
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Proof. The paracompactness of the set M follows identically to the proof in Lemma 3.6,
[24]. To show that M is complete, we let {uj}∞j=1 be a sequence in M such that uj → u in
H as j →∞. From the compact embedding, W 1,2(BR) ⊂⊂ Lp(BR) for p ≥ 1, we note that
uj → u strongly in Lp(BR) as j →∞. Hence,
0 = lim
j→∞
γκ(uj) =
1
2
∫ R
0
{
ru2r +
n2
r
u2 − 2(α−1 − κ)ru2 + 2α−1 ru
2
1 + αu2
}
dr (4.23)
= γκ(u).
Since ||u||H ≥ C1 > 0, by (4.14), we conclude that u ∈M. 
Similarly to [24], using Lemma 4.3, we may deduce that M is a regular C2-Banach
manifold and, moreover, using Lemma 4.4 that M is a Finsler manifold. We now look for
nontrivial solutions of the n-vortex equation (1.5), as critical points of Iκ restricted to the
manifold M.
Lemma 4.5 Let {uj}∞j=1 be a sequence in M such that {Iκ(uj)} is bounded. Then the
sequence {uj}∞j=1 is bounded in H.
Proof. Let {uj}∞j=1 be a sequence in M such that {Iκ(uj)} is bounded. Hence,
0 = γκ(uj) =
1
2
∫ R
0
{
ru2j,r +
n2
r
u2j − 2(α−1 − κ)ru2j + 2α−1
ru2j
1 + αu2j
}
, (4.24)
and there exists a constant β > 0 independent of j such that
|Iκ(uj)| =
∣∣∣∣12
∫ R
0
{
ru2j,r +
n2
r
u2j − 2(α−1 − κ)ru2j + 2α−2r ln(1 + αu2j)
}
dr
∣∣∣∣ ≤ β. (4.25)
Using (4.24) and (4.25), we get∫ R
0
{
ln(1 + αu2j)−
αu2j
1 + αu2j
}
rdr ≤ α2β. (4.26)
Assume the sequence {uj}∞j=1 is unbounded in H . Let ρj = ||uj||H. Then, ρj → ∞ as
j → ∞. Let vj = ujρj . Then ||vj||H = 1. Hence, without loss of generality, we suppose that
vj ⇀ v in H , vj → v in Lp(BR) for every p ≥ 1, and vj(r) → v(r) a.e. r ∈ [0, R]. From
(4.24),
1 = ||vj||2H ≤
∫ R
0
{
rv2j,r +
n2
r
v2j
}
dr =
∫ R
0
{
2(α−1 − κ)rv2j − 2α−1
rv2j
1 + αu2j
}
dr
≤
∫ R
0
{
2(α−1 − κ)rv2j
}
dr = 2(α−1 − κ)||vj||2L2(BR). (4.27)
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Letting j →∞ in (4.27), we get 1 ≤ 2(α−1 − κ)||v||2L2(BR). Hence, v 6≡ 0 a.e. r ∈ [0, R]. Let
Ω = {r ∈ [0, R] : v(r) 6= 0}. Then |Ω| 6= 0. Using (3.21), it follows∫ R
0
{
ln(1 + αu2j)−
αu2j
1 + αu2j
}
rdr ≥
∫
Ω
{
ln(1 + αu2j)−
αu2j
1 + αu2j
}
rdr. (4.28)
Note that as a result vj(r) =
uj(r)
ρj
→ v(r) 6= 0 a.e. r ∈ Ω as j → ∞. Hence, |uj(r)| → ∞
and ln(1 + αuj(r)
2) − αuj(r)
2
1 + αuj(r)2
→ ∞ a.e. r ∈ Ω. Applying Fatou’s lemma and (4.26),
we get the contradiction
α2β ≥ lim inf
j→∞
∫ R
0
{
ln(1 + αu2j)−
αu2j
1 + αu2j
}
rdr
≥
∫
Ω
lim inf
j→∞
{
ln(1 + αu2j)−
αu2j
1 + αu2j
}
rdr =∞. (4.29)
Therefore, the sequence {uj}∞j=1 is bounded in H . 
Lemma 4.6 Iκ satisfies the Palais-Smale condition onM, namely, if {uj}∞j=1 is a sequence
in M such that {Iκ(uj)} is bounded and Iκ|′M(uj)→ 0, then there exists a u ∈M such that
uj → u (strongly) in H. Moreover, u is a critical point of Iκ|M.
Proof. Suppose that {Iκ(uj)} is bounded. Then, from Lemma 4.5, {uj}∞j=1 is bounded in
H . Without loss of generality, there is a sequence {uj}∞j=1 such that uj ⇀ u in H , uj → u
in Lp(BR) for every p ≥ 1, and uj(r)→ u(r) a.e. r ∈ [0, R]. For every v ∈ H , we have
〈I ′κ(uj), v〉 =
∫ R
0
{
ruj,rvr +
n2
r
ujv − 2(α−1 − κ)rujv + 2α−1 rujv
1 + αu2j
}
dr
→
∫ R
0
{
rurvr +
n2
r
uv − 2(α−1 − κ)ruv + 2α−1 ruv
1 + αu2
}
dr
= 〈I ′κ(u), v〉 (4.30)
and
〈γ′κ(uj), v〉 =
∫ R
0
{
ruj,rv +
n2
r
ujv − 2(α−1 − κ)rujv + 2α−1 rujv
(1 + αu2j)
2
}
dr
→
∫ R
0
{
rurvr +
n2
r
uv − 2(α−1 − κ)ruv + 2α−1 ruv
(1 + αu2)2
}
dr
= 〈γ′κ(u), v〉. (4.31)
Using the definition of Iκ|′M, there exists a sequence {ξj}∞j=1 in R such that
I ′κ(uj)− ξjγ′κ(uj)→ 0 in H−1 as j →∞. (4.32)
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If {ξj}∞j=1 is unbounded, then there exists a renamed subsequence {ξj}∞j=1 such that ξj →∞.
From (4.32), ξj〈γ′κ(uj), u〉 → 〈I ′κ(u), u〉 and, hence, 〈γ′κ(uj), u〉 → 0. As a result, 〈γ′κ(u), u〉 =
0. However, using (4.15), we get
0 > −C2 ≥ lim
j→∞
〈γ′κ(uj), uj〉 ≥ 〈γ′κ(u), u〉 = 0, (4.33)
a contradiction. Therefore, {ξj}∞j=1 is bounded and contains a renamed subsequence {ξj}∞j=1,
such that ξj → ξ as j →∞. Consequently, (4.32) implies
I ′κ(u)− ξγ′κ(u) = 0. (4.34)
Suppose ξ = 1. From (4.34),
0 = 〈I ′κ(u)− γ′κ(u), u〉 = 2α−1
∫ R
0
{
ru2
1 + αu2
(
1− 1
1 + αu2
)}
dr, (4.35)
which implies that u(r) = 0 a.e. r ∈ [0, R]. Thus,
0 = γκ(uj) =
1
2
〈I ′κ(uj), uj〉 (4.36)
=
1
2
∫ R
0
{
ru2j,r +
n2
r
u2j − 2(α−1 − κ)ru2j + 2α−1
ru2j
1 + αu2j
}
dr,
and using the dominated convergence theorem, we conclude that ||uj||2H → 0, which is a
contradiction to (4.14). Therefore, ξ 6= 1.
The boundedness of {uj}∞j=1 and (4.32), gives
|〈I ′κ(uj)− ξjγ′κ(uj), uj − u〉| ≤ ||I ′κ(uj)− ξjγ′κ(uj)||H−1||uj − u||H → 0. (4.37)
then applying (4.34), we have
〈I ′κ(uj)− ξjγ′κ(uj), uj − u〉 =〈I ′κ(uj)− ξjγ′κ(uj)− I ′κ(u) + ξγ′κ(u), uj − u〉
=〈I ′κ(uj)− I ′κ(u), uj − u〉 − 〈ξjγ′κ(uj)− ξγ′κ(u), uj − u〉
=〈I ′κ(uj)− I ′κ(u), uj − u〉 − ξj〈γ′κ(uj)− γ′κ(u), uj − u〉
− (ξj − ξ)〈γ′κ(u), uj − u〉. (4.38)
Using the definition of Iκ and γκ, we obtain
〈I ′κ(uj)− I ′κ(u), uj − u〉 =
∫ R
0
{
r(uj,r − ur)2 + n
2
r
(uj − u)2 − 2(α−1 − κ)r(uj − u)2
}
dr
+ 2α−1
∫ R
0
{(
uj
1 + αu2j
− u
1 + αu2j
)
(uj − u)
}
rdr (4.39)
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and
〈γ′κ(uj)− γ′κ(u), uj − u〉 =
∫ R
0
{
r(uj,r − ur)2 + n
2
r
(uj − u)2 − 2(α−1 − κ)r(uj − u)2
}
dr
+ 2α−1
∫ R
0
{(
uj
(1 + αu2j)
2
− u
(1 + αu2j)
2
)
(uj − u)
}
rdr. (4.40)
Applying the dominated convergence theorem, we get∫ R
0
{(
uj
1 + αu2j
− u
1 + αu2j
)
(uj − u)
}
rdr → 0 (4.41)
and ∫ R
0
{(
uj
(1 + αu2j)
2
− u
(1 + αu2j)
2
)
(uj − u)
}
rdr → 0. (4.42)
Since uj ⇀ u in H , uj → u in Lp(BR) for every p ≥ 1, and uj(r) → u(r) a.e. r ∈ [0, R],
from equations (4.37)-(4.42) and (2.5), we conclude
(1− ξ)
∫ R
0
r(uj,r − ur)2dr → 0. (4.43)
Therefore, ||uj − u||H → 0 in H . From the completeness of M, Lemma 4.4, u ∈ M. Then,
(4.34) implies that u is a critical point of Iκ|M. 
Theorem 4.7 Let the distance from the vortex core satisfy (4.8). For each propagation
constant in the interval (
−n
2 + r20
2R2
, α−1 − n
2 + r20
2R2
)
, (4.44)
there exists a solution pair (u, κ), satisfying u(r) > 0 for r ∈ (0, R), to the n-vortex equation
(1.5).
Proof. Let u ∈M. Hence γκ(u) = 0 and∫ R
0
{
ru2r +
n2
r
u2
}
dr =
∫ R
0
{
2(α−1 − κ)ru2 − 2α−1 ru
2
1 + αu2
}
dr. (4.45)
Inserting (4.45) into Iκ and using (3.21), gives
Iκ(u) = α−2
∫ R
0
{
ln(1 + αu2)− αu
2
1 + αu2
}
rdr > 0 on M. (4.46)
Thus the functional Iκ is bounded below on M. As a consequence of Ekeland’s variatonal
principle [14, 18] and Lemma 4.6, there exists a u ∈ M such that Iκ(u) = inf{Iκ(v)|v ∈M}
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and Iκ|′M(u) = 0. By Lemma 4.1, u is also a critical point of Iκ and, therefore, a solution
of the n-vortex equation (1.5).
We use the evenness of the functional Iκ to get a positive solution. Moreover, u(r) > 0
for all r ∈ (0, R). Suppose there is a point r0 ∈ (0, R) such that u(r0) = 0. Then r0 would
be a minimum point for u(r) and ur(r0) = 0. By the uniqueness theorem of the initial value
problem of ordinary differential equations, u(r) = 0 for all r ∈ (0, R), thus contradicting the
fact that u ∈M. 
5. FINITE ELEMENT FORMALISM
We utilize the variational principle used in Section 3 and a finite element formalism to
compute the solution pair (u, κ) to the problem (1.5), for a prescribed energy flux (1.6).
This is essentially achieved by approximating the solutions to the constrained minimization
problem (3.5).
Recall the admissible class A, defined in (3.4). Let V be a subset of A, composed of N
linearly independent functions, {ψj}Nj=1. Define the inner product as
(u, u˜) = 2π
∫ R
0
ruu˜dr, u, u˜ ∈ A, (5.1)
whose form is suggested by the constraint functional (3.3). Under the inner product (5.1),
the set V can be orthonormalized via the Gram-Schmidt procedure. We let the functions
{ψj}Nj=1 in V be orthonormal with respect to the inner product (5.1). We approximate
functions u ∈ A by using the finite element formalism
u =
N∑
j=1
ajψj , (5.2)
with a1, . . . , aN ∈ R. Using this formalism (5.2), the constrained minimization problem (3.5)
becomes
min
{
F (a) = I
(
N∑
j=1
ajψj
) ∣∣∣∣
N∑
j=1
a2j = Q0, a ∈ RN
}
, (5.3)
where a = (a1, . . . , aN), is called the variational vector. Note that F is a continuous, real-
valued function defined over the surface of the N -sphere of radius
√
Q0 centered at the
origin in RN . Hence, the constrained minimization problem (5.3) is well-defined and has a
nontrivial solution.
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We use MATLAB’s Optimization Toolbox [26] and the Chebfun package [13] to solve
(5.3). In particular, we obtain a minimum using the objective function as
F (a) =
1
2
N∑
i,j=1
aiaj
∫ R
0
{
rψi,rψj,r +
n2
r
ψiψj − 2α
−1r2ψiψj,r
1 + α
(
N∑
k=1
akψk
)2
}
dr − Q0
2απ
.
In order to compute the wave propagation constant, we use a Lagrange multiplier λ ∈ R,
such that 〈I(u), u˜〉 = λ〈(u), u˜〉. More explicitly, there exists a λ ∈ R such that
∫ R
0
{
ruru˜r +
n2
r
uu˜− 2ru
3u˜
1 + αu2
}
dr = 4πλ
∫ R
0
ruu˜dr (5.4)
for every u˜ ∈ A. Comparing the weak formulation of the n-vortex equation (1.5), we get
κ = −2πλ. Using u˜ = u in (5.4) and the prescribed energy flux Q0 > 0, gives
κ = − π
Q0
∫ R
0
{
ru2r +
n2
r
u2 − 2ru
4
1 + αu2
}
dr. (5.5)
As in [36], we consider the case when the saturation constant, vortex winding number,
and distance from the vortex core are: α = 0.1, n = 1, and R = 8, respectively. With this
particular choice of parameter values and using Theorem 2.1 and Theorem 3.2(iii), we get
0 < κ < 9.9470. (5.6)
Equivalently, using (5.5), we get that the prescribed energy flux satisfies
13.6 < Q0 <∞. (5.7)
The inequalities (5.6) and (5.7) are the necessary conditions for postive exponentially decay-
ing solutions. This in turn, numerically demonstrates that Q0 >
1
4
, as remarked in Section
3, does imply that κ > 0.
Figure 1, shows the soliton’s amplitude for several values of the energy flux Q0. Note
that, as the prescribed energy flux Q0 is increased the soliton’s amplitude also increases.
The numerical error is estimated by substituting the formalism (5.2) into
error =
∫ R
0
(
(rur)r − n
2
r
u+ 2r
u3
1 + αu2
− 2κru
)2
dr. (5.8)
For Q0 = 40, 60, 80, 100, we compute the propagation constant κ and obtain κ = 1.4901,
2.5827, 3.2955, 3.8120 with error = 0.0001, 0.0050, 0.0120, 0.0116, respectively. Figure 1,
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FIG. 1. Soliton’s amplitude for α = 0.1, n = 1, R = 8, and N = 40.
also illustrates the behavior of the soliton’s amplitude for the borderline values of Q0 =
10, 13.6, 20. The following values for the propagation constant κ = −.0330, 0.0001, 0.0712
with error = 0.0170, 0.0178, 0.0156, respectively, are obtained. As expected, the value of
the wave propagation constant is negative when Q0 < 13.6.
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FIG. 2. Propagation constant κ as a function of the prescribed energy flux Q0 with fixed parameter
values α = 0.2, R = 8, and N = 15 for n = 1, 2, 3.
We also analyze the behavior of the solution pair (u, κ) for a fixed value of the energy
flux Q0 by varying the vortex winding number n (see Figure 2). Particularly, when α =
0.1 and R = 8, Theorem 2.1 states that the wave propagation constant κ must satisfy
κ < 10 − (r20 + n2)/128, which imposes an upper limit on the vortex winding number of
|n| <
√
1280− r20 ≈ 35.6962 (i.e., |n| ≤ 35). However, for exponentially decaying solutions,
i.e., κ > 0, owing to Theorem 3.2(ii), the vortex winding number is bounded above by Q0/π.
Consequently and for example, using Q0 = 10π, we get |n| < 10 as a necessary condition for
positive exponentially decaying solutions.
Figure 3 shows the values for the wave propagation constant κ = 0.7933, 0.0607, −0.4812,
−0.8562, −1.3046 for n = 1, 2, 6, 8, 10 with Q0 = 10π. We observe that the wave propagation
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constant decreases as the vortex winding number increases, which is expected and implied
from the necessary condition of Theorem 2.1. In particularly, κ→ −∞ as n→∞.
We remark that our numerical approach is in contrast with that of Skryabin and Firth
[36]. We compute the wave propagation constant for a prescribed energy flux (see Figure
2). On the other hand, Skryabin and Firth in [36], compute the soliton’s amplitude for a
prescribed propagation constant and then use (1.6) to determine its corresponding energy
flux.
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FIG. 3. Soliton’s amplitude for n = 1, 2, 6, 8, 10 with Q0 = 10pi, α = 0.1, R = 8, and N = 20.
6. CONCLUSION
In this paper, we establish a series of existence results for ring-profiled localized opti-
cal vortex solitons. We consider such solitons in the context of an electromagnetic wave
propagating in a saturable nonlinear medium and model by a nonlinear Schro¨dinger equa-
tion (1.1). In particular, we focus on spatially localized ring-profiled optical vortex solitons
governed by the n-vortex equation (1.5). Below we summarize the results:
1. From Theorem 2.1 and Theorem 3.2, a necessary condition for the existence of positive
exponentially decaying solutions of the n-vortex equation (1.5) is
0 < κ < α−1 − n
2 + r20
2R2
. (6.1)
Moreover, the vortex winding number must satisfy |n| < Q0/π (see Theorem 3.2(ii))
and the prescribed energy flux Q0 > 1/4 (see Theorem 3.1(ii)). Further, no small-
energy-flux solutions exists for κ > 0 when Q0 ≤ 1/4 (see Theorem 3.1(ii)).
2. The existence of a positive solution is guaranteed by Theorem 3.1(i), however, the
propagation constant κ is undetermined. A lower bound for κ is provided by Theorem
25
3.2(i), and an upper bound by Theorem 2.1.
3. On a Nehari manifold, if the distance from the vortex core R is sufficiently large,
then for any propagation constant satisfying (6.1), a positive exponentially decaying
solution exists (see Theorem 4.7 and Theorem 3.2(iii)).
4. Using a finite element formalism, we compute the soliton’s amplitude and wave prop-
agation constant for a prescribed energy flux. The numerical analysis shows that the
wave propagation constant increases as the energy flux increases and decreases as the
vortex winding number increases. Moreover, for given parameter values α, n, and R,
we are able to numerically obtain a necessary condition for the existence of positive
exponentially decaying solutions in terms of a prescribed energy flux (see (5.7)).
ACKNOWLEDGMENTS
We thank Deane Yang, Yisong Yang, and Marie-Ange Brumelot for all the helpful con-
versations, as well as, the referee for the careful reading of the manuscript.
REFERENCES
[1] S. K. Adhikari, Localization of a Bose-Einstein condensate vortex in a bichromatic optical
lattice, Phys. Rev. A 81 (2010) 043636.
[2] G. A. Afrouzi, S. Mahdavi, and Z. Naghizadeh, The Nehari manifold for p-Laplacian equation
with Dirichlet boundary condition, Nonlinear Analysis: Modelling and Control, 2 (2007) 143-
155.
[3] A. Aghajani, J. Shamshiri, F. M. Yaghoobi, Existence and multiplicity of positive solutions
for a class of nonlinear elliptic problems, Turk. J. Math., 37 (2013) 286-298.
[4] A. Ambrosetti and E. Colorado, Standing waves of some coupled nonlinear Schro¨dinger equa-
tions, J. London Math. Soc. 2 (2007) 67-82.
[5] L. Allen, M. W. Beijersbergen, R. J. C. Spreeuw, and J.P. Woerdman, Orbital angular mo-
mentum of light and the transformation of Laguerre-Gaussian laser modes, Phys. Rev. A 45
(1992) 8185-8189.
26
[6] M. L. M. Balistreri, J. P. Korterik, L. Kuipers, and N. F. van Hulst, Local observations of
phase singularities in optical fields in waveguide structure, Phys. Rev. Lett. 85 (2000) 294-297.
[7] A. Bekshaev, M. Soskin, and M. Vasnetsov, Paraxial light beams with angular momentum,
ukrainian J. Phys. 2 (2005) 73-113.
[8] K. J. Brown and T.-F Wu, A fibering map approach to a semilinear elliptic boundary value
problem, Electron. J. Differential Equations, 69 (2007) 1-9.
[9] K. J. Brown and Y. Zhang, The Nehari manifold for a semilinear elliptic problem with a sign
changing weight function, J. Differential Equations, 193 (2003) 481-499.
[10] S. Chen and Y. Lei, Existence of steady-state solutions in a nonlinear photonic lattice model,
J. Math. Phys., 52 (2011) 063508.
[11] T. A. Davydova and A. I. Yakimenko, Stable multi-charged localized optical vortices in cubic-
quintic nonlinear media, J. Optics A 97 (2004) S197-S201.
[12] A. S. Desyatnikov, Y. S. Kivshar, and L. Torner, Optical vortices and vortex solitons, Progress
in Optics 47 (2005) 291–391.
[13] T. A. Driscoll, N. Hale, and L. N. Trefethen, editors, Chebfun Guide, Pafnuty Publications,
Oxford, 2014.
[14] I. Ekeland, Sur les problemes variationnels, C.R. Acad. Sci. Paris, 275 (1972) A1057-A1059 .
[15] L. C. Evans, Partial Differential Equations, Amer. Math. Soc., Providence, 2002.
[16] D. Gilbarg and N. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer,
Berlin and New York, 1977.
[17] M. W. Hirsch, Differential Topology, Graduate Texts in Mathematics, Springer-Verlag, New
York, Vol. 33, 1976.
[18] Y. Jabri, The Mountain Pass Theorem. Variants, Generalizations and Some Applications,
Encyclopedia of Mathematics and its Applications, vol. 95, Cambridge University Press, Cam-
bridge (2003).
[19] Y. V. Kartashov, B. A. Malomed, and L. Torner, Solitons on nonlinear lattices, Rev. Mod.
Phys. 83 (2011) 247-305.
[20] Y. V. Kartashov, V. A. Vysloukh, and L. Torner, Rotary solitons in Bessel optical lattices,
Phys. Rev. Lett. 93 (2004) 093904.
[21] Y. V. Kartashov, V. A. Vysloukh, and L. Torner, Stable ring vortex soltions in Bessel optical
lattices, Phys. Rev. Lett. 94 (2005) 043902.
27
[22] Y. S. Kivshar and G.P. Agrawal, Optical Solitons: From Fibers to Photonic Crystals, Academic
Press, San Diego, 2003.
[23] Y. S. Kivshar and G.I. Stegeman, Spatial optical solitons, Opt. Photon. News 13 (2002) 59-63.
[24] Chungen Liu and Qiang Ren, On the steady-state solutions of a nonlinear photonic lattice
model, J. Math. Phys. 56 (2015) 031501.
[25] A. V. Mamaev, M. Saffman, and A. A. Zozulya, Propagation of stripe beams in nonlinear
media: snake instability and creation of optical vortices, Phys. Rev. Lett. 76 (1996) 2262-
2265.
[26] MATLAB and Optimization Toolbox Release 2013a, The MathWorks, Inc., Natick, Mas-
sachusetts, united States.
[27] D. Neshev, T. J. Alexander, E. A. Ostrovskaya, Y. S. Kivshar, H. Martin, I. Makasyuk, and
Z. Chen, Observation of discrete vortex solitons in optically-induced photonic lattices, Phys.
Rev. Lett. 92 (2004) 123903.
[28] J. F. Nye and M. V. Berry, Dislocations in wave trains, Proc. Roy. Soc. A 336 (1974) 165-190.
[29] P. H. Rabinowitz, Minimax methods in critical point theory with applications to differential
equations, American Mathematical Soc. No. 65, 1986.
[30] D. Rozas, C. T. Law, and G. A. Swartzlander, Jr., Propagation dynamics of optical vortices,
J. Optical Soc. Amer. B 14 (1997) 3054-3065.
[31] D. Rozas, Z. S. Sacks, and G. A. Swartzlander, Jr., Experimental observation of fluid-like
motion of optical vortices, Phys. Rev. Lett. 79 (1997) 3399-3402.
[32] J. R. Salgueiro and Y. S. Kivshar, Switching with vortex beams in nonlinear concentric cou-
plers, Opt. Exp. 20 (2007) 12916-12921.
[33] M. Schechter, Steady state solutions for Schro¨dinger equations governing nonlinear optics, J.
Math. Phys., 53 (2012) 043504.
[34] J. Scheuer and M. Orenstein, Optical vortices crystals: spontaneous generation in nonlinear
semiconductor microcavities, Science 285 (1999) 230-233.
[35] M. Segev, Optical spatial solitons, Opt. Quantum Electron. 30 (1998) 503-533.
[36] D. V. Skryabin and W. J. Firth, Dynamics of self-trapped beams with phase dislocation in
saturable Kerr and quadratic nonlinear media, Phys. Review E 58 (1998) 3916-3930.
[37] G.I. Stegeman and M. Segev, Optical spatial solitons and their interactions: universality and
diversity, Science 286 (1999) 1518-1523.
28
[38] G. A. Swartzlander, Jr., and C. T. Law, Optical vortex solitons observed in Kerr nonlinear
media, Phys. Rev. Lett. 69 (1992) 2503-2506.
[39] Y. Yang and R. Zhang, Existence of optical vortices, SIAM J. Math. Anal. 46 (2014) 484-498.
[40] Y. Yang and R. Zhang, Steady state solutions of nonlinear Schro¨dinger equation arising in
optics, J. Math. Phys. 50 (2009) 053501.
[41] Y. Yan, G. Xie, M. P. J. Lavery, H. Huang, N. Ahmed, C. Bao, Y. Ren, Y. Cao, L. Li, Z.
Zhao, A. F. Molisch, M. Tur, M. J. Padgett, and A. E. Willner, High-capacity millimetre-wave
communications with orbital angular momentum multiplexing, Nature Commun. 5 (2014) 19.
[42] Y. Yang, Solitons in Field Theory and Nonlinear Analysis, Springer Monographs in Mathe-
matics, 2001.
29
