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FRACTIONAL ORLICZ-SOBOLEV EXTENSION/IMBEDDING ON AHLFORS
n-REGULAR DOMAINS
TIAN LIANG
Abstract In this paper we build up a criteria for fractional Orlicz-Sobolev extension
and imbedding domains on Ahlfors n-regular domains.
1. Introduction
The study of extension/imbeddings of function spaces (including Sobolev, BMO, Besov and
Triebel-Lizorkin spaces) and their applications in harmonic analysis, potential theory and partial
differential equations have attracted a lot attentions; see for example [11, 9, 10, 12, 23, 3, 13, 19, 24,
25, 7, 20, 21, 22, 30].
In this paper, we are interested in the fractional Orlicz-Sobolev extension/imbedding. Let φ be a
Young function, that is, φ ∈ C([0,∞)) is convex, φ(0) = 0 and φ(t) > 0 for t > 0. For any β > 0 and
domain Ω ⊂ Rn, define the fractional Orlicz-Sobolev spaces W˙β,φ(Ω) as the space of all u ∈ L1
loc
(Ω)
whose (semi-)norm
‖u‖W˙β,φ(Ω) := inf
{
λ > 0 :
∫
Ω
∫
Ω
φ
( |u(x) − u(y)|
λ
)
dxdy
|x − y|n+β ≤ 1
}
is finite. Modulo constant functions, W˙β,φ(Ω) is a Banach space. If φ(t) = tp with p ≥ 1, then
W˙β,φ(Ω) = W˙β/p,p(Ω). Here W˙ s,p(Ω) with s > 0 and p ≥ 1 is the fractional Sobolev space, that is, the
collection of all u ∈ L1
loc
(Ω) with
‖u‖W˙ s,p(Ω) :=
(∫
Ω
∫
Ω
|u(x) − u(y)|p
|x − y|n+sp dxdy
)1/p
< ∞.
To guarantee the nontriviality of W˙β,φ(Ω), we always assume
(1.1) Cβ := sup
t>0
tβ
φ(t)
∫ t
0
φ(s)
sβ
ds
s
< ∞.
Indeed, (1.1) implies that C∞c (Ω) ⊂ W˙β,φ(Ω); see Lemma 2.2. Moreover, (1.1) is optimal to guarantee
the nontriviality of W˙β,φ(Ω) in the sense that if φ(t) = tp with p ≥ 1, then W˙β,φ(Ω) = W˙β/p,p(Ω) is
nontrivial if and only if p > β (see [5]), and if and only if Cβ < ∞. Besides of φ(t) = tp with p ≥ 1
and p > β, we refer to Remark 2.1 for more Young functions satisfying (1.1), in particular, including
φ(t) = tp[ln(1 + t)]α with p > β, p ≥ 1 and α ≥ 1. We remark that under (1.1), W˙β,φ has fractional
smoothness strictly less than 1.
The main purpose of this paper is to build up the following criteria for fractional Orlicz-Soblev
W˙β,φ-extension and -imbedding domains when β ∈ (0, n)∪(n,∞), which generalize the corresponding
results for fractional Sobolev spaces (see [11, 12, 20, 21, 30]). We also note that the case β = n has
already been considered in [26].
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Theorem 1.1. Let β ∈ (0, n) ∪ (n,∞) and φ be a Young function satisfying (1.1). Suppose that φ is
doubling, that is, there exists a constant K > 1 such that φ(2t) ≤ Kφ(t) for all t > 0. For any domain
Ω ⊂ Rn, the following are equivalent:
(i) Ω is Ahlfors n-regular, that is, there exists a constant θ > 0 such that
|B(x, r) ∩Ω| ≥ θrn ∀x ∈ Ω, 0 < r < 2 diamΩ.
(ii) Ω is a W˙β,φ-extension domain, that is, any function u ∈ W˙β,φ(Ω) can be extended to a function
u˜ ∈ W˙β,φ(Rn) in a continuous and linear way.
(iii) Ω is a W˙β,φ-imbedding domain, that is,
(a) when 0 < β < n, there exists a constant C = C(β, n, φ) > 0 such that
inf
c∈R
‖u − c‖
Lφ
n/(n−β)
(Ω)
≤ C‖u‖W˙β,φ(Ω) ∀u ∈ W˙β,φ(Ω);(1.2)
(b) when β > n, there exists a constant C = C(β, n, φ) > 0 such that for each u ∈ W˙β,φ(Ω),
we can find a function u˜ with u˜ = u almost everywhere and
|u˜(x) − u˜(y)| ≤ Cφ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Ω) ∀x, y ∈ Ω.(1.3)
Above we denote by Lφ(Ω) the Orlicz space, that is, the collection of all u ∈ L1
loc
(Ω) whose norm
‖u‖Lφ(Ω) := inf
{
λ > 0 :
∫
Ω
φ
( |u(x)|
λ
)
dx ≤ 1
}
< ∞.
This paper is organized as follows. In Section 2, we recall some properties of Young functions
and show the nontriviality of Wβ,φ under (1.1). The proofs of (i)⇒(ii), (ii)⇒(iii) and (iii)⇒(i) of
Theorem 1.1 are given in Section 4, 3, 5 separately.
Note that (i)⇒(ii) follows from the following Theorem 1.2, where the doubling condition on φ is
not needed. Theorem 1.2 will be proved by an argument similar to the case β = n as given in [26],
but, due to some technical differences caused by β , n, we give the details in Section 4 for reader’s
convenience.
Theorem 1.2. Let β ∈ (0, n) ∪ (n,∞) and φ be a Young function satisfying (1.1). If Ω ⊂ Rn is an
Ahlfors n-regular domain, then Ω is a W˙β,φ-extension domain.
The proof of (ii)⇒(iii) is given in Section 3. When β > n, we use a (1, φ)β-Poincare´ inequality
proved in Lemma 3.1; see Section 3.1. When β ∈ (0, n), the proof relies on the following (φn/(n−β), φ)β-
Poincare´ inequality.
Theorem 1.3. Let β ∈ (0, n) and φ be a Young function satisfying (1.1). Suppose that φ is doubling.
Then there exists a constant C = C(β, n, φ) > 0 such that
inf
c∈R
‖u − c‖
Lφ
n/(n−β)
(B)
≤ C‖u‖W˙β,φ(B) ∀u ∈ W˙β,φ(B)
whenever B is a ball of Rn or B = Rn.
The (φn/(n−β), φ)β-Poincare´ inequality is a self-improvement of the (1, φ)β-Poincare´ inequality(see
Lemma 3.1). One may wish to prove Theorem 1.3 via some known self-improvement approach
from harmonic analysis. But since here Orlicz norm and fractional derivative are involved, the proof
would be very complicated. Instead, as motivated by [17], by building up a local version of the
known geometric inequality∫
Rn\E
dy
|x − y|n+β ≥ C(n, β)|E|
−β/n whenever |E| < ∞ ,
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using some ideas from [17] and also the median value, we give a direct proof of Theorem 1.3. See
Section 3.2 for details.
To prove (iii)⇒(i) of Theorem 1.1, the imbedding assumption allows us to calculate the ‖u‖W˙β,φ(Ω)-
norm of some test functions. Using these and the doubling property of φ, and following the idea from
[7] (see also [8, 30]), we conclude that Ω is Ahlfors n-regular.
Notation used in the following is standard. Denote by C some constant which may vary from
line to line but is independent of the main parameters. The constant C(X, Y, ....) depends only on the
parameters X, Y , · · · ; while the constant with subscripts would not change in different occurrences,
likeC1. The symbol A . Bmeans that A 6 CB. For any locally integrable function u and measurable
set X with |X| > 0, we denote by uX the average of u on X, namely uX =
>
X
u ≡ 1|X|
∫
X
u dx. We use
d(x, E) to describe the Euclidean distance from x to a set E.
2. Preliminaries
The following properties of Young functions are well-known, but for the convenience of the
reader, we give the proof.
Lemma 2.1. Let φ be a Young function.
(i) Then φ is continuous, strictly increasing and limt→∞ φ(t) = ∞.
(ii) The inverse φ−1 of φ is continuous, strictly increasing, φ−1(0) = 0 and limt→∞ φ−1(t) = ∞.
Moreover, φ−1 is concave; in particular, φ−1(2x) ≤ 2φ−1(x) for all x > 0.
(iii) If φ is doubling with some constants K > 1, then φ−1(tx) ≤ t1/(K−1)φ−1(x) for all x > 0 and
t ∈ [0, 1].
Proof. (i) Since φ is convex, we have φ(t) ≥ tφ(1) for all t ≥ 1 and hence limt→∞ φ(t) = ∞. Also note
that φ′(t) ≥ 0 for almost all t ≥ 0 and φ′ is increasing. If φ is not strictly increasing, we must have
φ(t) = φ(t + s) for some t ≥ 0 and s > 0. Thus φ′ = 0 almost everywhere in [t, t + s] and hence in
[0, t + s]. This implies that φ = 0 in [0, t + s], which contradicts with φ > 0 in (0,∞).
(ii) From (i) we see easily that the inverse φ−1 is continuous, strictly increasing, φ−1(0) = 0 and
limt→∞ φ−1(t) = ∞. Moreover, for any x, y ≥ 0, from the convexity of φ it follows that for any
λ ∈ [0, 1],
φ−1(λx + (1 − λ)y) = φ−1(λφ(φ−1(x)) + (1 − λ)φ(φ−1(y)))
≥ φ−1(φ(λφ−1(x) + (1 − λ)φ−1(y))) = λφ−1(x) + (1 − λ)φ−1(y).
Thus φ−1 is concave. Furthermore, thanks to φ−1(0) = 0 and the concavity, we get φ−1(2x) ≤ 2φ−1(x)
for all x > 0.
(iii) Since φ′ is increasing, we have
φ(2t) − φ(t) =
∫ 2t
t
φ′(s) ds ≥ φ′(t)t ∀t > 0.
By the doubling property of φ, we have φ(2t) − φ(t) ≤ (K − 1)φ(t) and hence,
(K − 1)φ(t) ≥ φ′(t)t, that is, (lnφ)′(t) = φ
′(t)
φ(t)
≤ K − 1
t
for almost all t > 0.
Thus for t ∈ (0, 1] we have
ln
(
φ(x)
φ(tx)
)
=
∫ x
tx
(lnφ)′(s) ds ≤
∫ x
tx
K − 1
s
ds = ln
(
1
tK−1
)
,
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which gives that
tK−1φ(x) ≤ φ(tx).
For any t > 0, φ−1(φ(t)) = t implies (φ−1)′(φ(t))φ′(t) = 1 for almost all t > 0, that is,
(φ−1)′(φ(t)) =
1
φ′(t)
≥ 1
φ(t)
t
K − 1 .
We then have
(φ−1)′(s) ≥ 1
s
φ−1(s)
K − 1 , that is, (ln φ
−1)′(s) ≥ 1
s(K − 1) for almost all s > 0.
Thus for t ∈ (0, 1] we have
ln
(
φ−1(x)
φ−1(tx)
)
=
∫ x
tx
(ln φ−1)′(s) ds ≥
∫ x
tx
1
s(K − 1) ds = ln
(
1
t1/(K−1)
)
,
which gives that
t1/(K−1)φ−1(x) ≥ φ−1(tx)
as desired. 
Lemma 2.2. Let β > 0 and φ be a Young function satisfying (1.1). For any domain Ω ⊂ Rn,
C1c (Ω) ⊂ W˙β,φ(Ω).
Proof. Given any u ∈ C1c (Ω), assume L = ‖u‖L∞(Ω) + ‖Du‖L∞(Ω) > 0 and choose a domainW ⊂ Ω such
that V = supp u ⋐ W ⋐ Ω. Then
H :=
∫
Ω
∫
Ω
φ
( |u(z) − u(w)|
λ
)
dzdw
|z − w|n+β ≤
∫
W
∫
W
φ
( |z − w|
λ/L
)
dzdw
|z − w|n+β + 2
∫
Ω\W
∫
V
φ
(
L
λ
)
dzdw
|z − w|n+β .
By (1.1), we have∫
W
∫
W
φ
( |z − w|
λ/L
)
dzdw
|z − w|n+β ≤
∫
V
∫
B(w,2| diamW |)
φ
( |z − w|
λ/L
)
dz
|z − w|n+βdw
= nωn
∫
W
∫ 2| diamW |
0
φ
(
t
λ/L
)
dt
tβ+1
dw
= nωn|W |(
L
λ
)β
∫ 2L| diamW |/λ
0
φ (s)
ds
sβ+1
= nωnCβ|W |2−β| diamW |−βφ
(
2L| diamW |
λ
)
.
Moreover,
2
∫
Ω\W
∫
V
φ
(
1
λ/L
)
dzdw
|z − w|n+β ≤ 2φ
(
L
λ
) ∫
V
∫
Ω\B(z, dist (V,W∁))
dwdz
|z − w|n+β ≤ 2ωnφ
(
L
λ
)
|V | dist (V,W∁)−β.
Letting λ large enough and using the convexity of φ, we have H ≤ 1. That is, u ∈ W˙β,φ(Ω) as
desired. 
Remark 2.1. Let φ(t) = tpψ(t) be a Young function with p ≥ 1. If p > β and there exists a constant
C > 0 such that ψ(s) ≤ Cψ(t) for all s ≤ t, then φ satisfies the condition (1.1), that is, Cβ < ∞.
Indeed, for any t > 0,
tβ
tpψ(t)
∫ t
0
tpψ(s)
sβ
ds
s
≤ Ctβ−p
∫ t
0
sp−β−1ds ≤ C
p − β.
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Below are some typical examples of Young functions φ satisfying (1.1).
(i) φ(t) = tp[ln(1 + t)]α with p > β, p ≥ 1 and α ≥ 1.
(ii)φ(t) = max
{
tp, tp+δ
}
where p ≥ 1, p > β and δ > 0.
(iii)φ(t) = tpect
α
with p > β, p ≥ 1, c > 0 and α > 0.
(iv)φ(t) = ect
α −∑[n/α]
j=0
(ctα) j/ j! where p ≥ 1, c > 0 with α > 0, where [n/α] is the integer less than
or equal to n/α.
Note that the Young functions given in (i) and (ii) further satisfy the doubling property, but the
Young functions given in (iii) and (iv) do not.
3. Proofs of Theorem 1.3 and (ii)⇒(iii) of Theorem 1.1
In Section 3.1 we prove (ii)⇒(iii) of Theorem 1.1 when β ∈ (n,∞). In Section 3.2 we prove
Lemma 1.3 and then (ii)⇒(iii) of Theorem 1.1 when β ∈ (0, n). Below, we always denote by ωn the
(n − 1)-dimensional Lebesgue measure of the unit sphere S n−1.
3.1. Case β ∈ (n,∞). First, we have the following (1, φ)β-Poincare´ inequality.
Lemma 3.1. Let β > 0 and φ be a Young function satisfying (1.1). For any ball B = B(z, r) ⊂ Rn and
u ∈ W˙β,φ(B), we have ?
B
|u(x) − uB| dx ≤ φ−1(2n+βrβ−nω2n)‖u‖W˙β,φ(B).
Proof. Let u ∈ W˙β,φ(B). For any ball B ⊂ Ω and λ > ‖u‖W˙β,φ(Ω), applying Jensen’s inequality, we
know
φ

>
B
|u(x) − uB| dx
λ
 ≤
?
B
?
B
φ
( |u(x) − u(y)|
λ
)
dydx
≤ 2β+nω2nrβ−n
∫
B
∫
B
φ
( |u(x) − u(y)|
λ
)
dydx
|x − y|n+β
≤ 2β+nω2nrβ−n,
that is, ?
B
|u(x) − uB| dx ≤ λφ−1(2β+nω2nrβ−n).
Letting λ → ‖u‖W˙β,φ(B), we obtain?
B
|u(x) − uB| dx ≤ φ−1(2β+nω2nrβ−n)‖u‖W˙β,φ(B)
as desired. 
Applying Lemma 3.1 and Lemma 2.1, we obtain the following imbedding.
Lemma 3.2. Let β > n and φ be a Young function satisfying (1.1) and the doubling property with
constant K. There exists a positive constant C(β, n) depending only on n and β such that a for all
u ∈ W˙β,φ(Rn), we can find a continuous function uˆ ∈ W˙β,φ(Rn) such that uˆ = u a. e. and
(3.1) |uˆ(x) − uˆ(y)| ≤ C(β, n)φ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Rn) ∀x, y ∈ Rn.
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Proof. Let u ∈ W˙β,φ(Rn). We first show that
(3.2) |u(x) − u(y)| ≤ C(β, n)φ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Rn)
for all Lebesgue points x, y of u. Write
|u(x) − u(y)| ≤ |u(x) − uB(x, 2|x−y|)| + |uB(x, 2|x−y|) − u(y)|.
By Lemma 3.1,
|u(x) − uB(x, 2|x−y|)| ≤
∞∑
i=0
|uB(x, 2−i+1|x−y|) − uB(x, 2−i |x−y|) |
≤ 2n
∞∑
i=0
?
B(x, 2−i+1 |x−y|)
|u(z) − uB(x, 2−i+1 |x−y|) | dz
≤ 2n
∞∑
i=0
φ−1
(
2β+nω2n(2
−i|x − y|)β−n
)
‖u‖W˙β,φ(B(x, 2−i+1 |x−y|))
≤ 2n
∞∑
i=0
φ−1
(
2β+nω2n(2
−i|x − y|)β−n
)
‖u‖W˙β,φ(Rn).
Thanks to Lemma 2.1(iii), we have
φ−1
(
2β+nω2n(2
−ir)β−n
)
≤ 2−i(β−n)/(K−1)φ−1
(
2β+nω2n|x − y|β−n
)
≤ 2−i(β−n)/(K−1)2β+nω2nφ−1
(
|x − y|β−n
)
.
Thus
|u(x) − uB(x, 2|x−y|) | ≤
∞∑
i=0
2−i(β−n)K2β+2nω2nφ
−1 (|x − y|β−n) ‖u‖W˙β,φ(B) ≤ C(β, n)φ−1 (|x − y|β−n) ‖u‖W˙β,φ(Rn).
Similarly,
|u(y) − uB(x, 2|x−y|) | ≤ C(β, n)φ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Rn).
Next, let uˆ(x) := lim
r→0
uB(x,r) for all x ∈ Rn. Note that uˆ is well-defined. Indeed, for any 0 < r < s,
by (3.2), we have
|uB(x,r) − uB(x,s)| ≤
?
B(x,s)
?
B(x,r)
|u(z) − u(w)| dz dw ≤ C(β, n)φ−1
(
(r + s)β−n
)
‖u‖W˙β,φ(Rn),
which together with the continuity of φ−1 and φ−1(0) = 0 implies the existence of uˆ(x). Due to the
Lebesgue differentiation theorem, we know uˆ = u almost everywhere, and hence, uˆ ∈ W˙β,φ(Rn).
Moreover, uˆ is continuous; indeed, by (3.2)
|uˆ(x) − uˆ(y)| = lim
r→0
∣∣∣uB(x,r) − uB(y,r)∣∣∣
≤ lim
r→0
?
B(x,2r+|x−y|)
?
B(x,r)
|u(z) − u(w)| dz dw ≤ C(β, n)φ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Rn).
This completes the proof of Lemma 3.2. 
Proof of (ii)⇒ (iii) Theorem 1.1: case β ∈ (n,∞). Since Ω is a W˙β,φ-extension domain, for every u ∈
W˙β,φ(Ω), we can find a u˜ ∈ W˙β,φ(Rn) such that u˜ = u in Ω and ‖u˜‖W˙β,φ(Rn) ≤ C‖u‖W˙β,φ(Ω).
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Using Lemma 3.2, there exists continuous function ˆ˜u ∈ W˙β,φ(Rn) such that ˆ˜u = u˜ almost every-
where in Rn and for all x, y ∈ Rn,
| ˆ˜u(x) − ˆ˜u(y)| ≤ C(β, n)φ−1
(
|x − y|β−n
)
‖u˜‖W˙β,φ(Rn) . φ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Ω).
Therefore we have ˆ˜u = u almost everywhere in Ω and (1.3) holds. 
3.2. Case β ∈ (0, n). In order to prove Theorem 1.3, we need the following geometry inequality.
Lemma 3.3. Let β ∈ (0, n). Then there exists a constant C(n, β) depending only on n and β such that
for any ball B ⊂ Rn and x ∈ B, we have∫
B\E
dy
|x − y|n+β ≥ C(n, β)|E|
−β/nwhenever E ⊂ B and 0 < |E| < 1
2
|B|.
Proof. Let ρ ∈ (0, 2 diam B) such that |E| = |B ∩ B(x, ρ)| ≤ ωnρn. Then
|(B \ E) ∩ B(x, ρ)| = |B ∩ B(x, ρ)| − |E ∩ B(x, ρ)| = |E| − |E ∩ B(x, ρ)| = |E ∩ B∁(x, ρ)|.
Hence ∫
B\E
dy
|x − y|n+β =
∫
(B\E)∩B(x,ρ)
dy
|x − y|n+β +
∫
(B\E)∩B∁(x,ρ)
dy
|x − y|n+β
≥
∫
(B\E)∩B(x,ρ)
dy
ρn+β
+
∫
(B\E)∩B∁(x,ρ)
dy
|x − y|n+β
=
|(B \ E) ∩ B(x, ρ)|
ρn+β
+
∫
(B\E)∩B∁(x,ρ)
dy
|x − y|n+β
≥ |E ∩ B
∁(x, ρ)|
ρn+β
+
∫
(B\E)∩B∁(x,ρ)
dy
|x − y|n+β
≥
∫
|E∩B∁(x,ρ)|
dy
|x − y|n+β +
∫
(B\E)∩B∁(x,ρ)
dy
|x − y|n+β
≥
∫
B∁(x,ρ)∩B
dy
|x − y|n+β .
If B ∩ (B(x, 3ρ) \ B(x, 2ρ)) = ∅, then B ∩ B(x, 2ρ) = B. Thus
|B∁(x, ρ) ∩ B| = |B ∩ (B(x, 3ρ) \ B(x, 2ρ)| = |B| − |B ∩ B(x, ρ)| > |E|.
Moreover, there exists θ > 0 independent of B such that |E| = |B ∩ B(x, ρ)| ≥ θωnρn. So we have
∫
B∁(x,ρ)∩B
dy
|x − y|n+β =
∫
B∩[B(x,2ρ)\B(x,ρ)]
dy
|x − y|n+β ≥
|E|−β/n
(ωnθ)
1+
β
n2n+β
.
If B ∩ (B(x, 3ρ) \ B(x, 2ρ)) , ∅, then there exists a point z ∈ B ∩ (B(x, 3ρ) \ B(x, 2ρ)) such that
B ∩ B(z, ρ) ⊂ B ∩ [B(x, 4ρ) \ B(x, ρ)] ⊂ B \ B(x, ρ)
and
|B ∩ [B(x, 4ρ) \ B(x, ρ)]| ≥ |B(z, ρ) ∩ B| ≥ θ
2
ωnρ
n.
Therefore, ∫
B∁(x,ρ)∩B
dy
|x − y|n+β ≥
∫
B∩[B(x,4ρ)\B(x,ρ)]
dy
|x − y|n+β ≥
|E|−β/n
(ωnθ)
1+
β
n4n+β
.
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This completes the proof of Lemma 3.3. 
Lemma 3.4. Let β ∈ (0, n) and φ be a Young function satisfying (1.1) and the doubling property with
a constant K. There exists a positive constant C(n, β,K) depending only on n, β and K such that for
any ball B and u ∈ W˙β,φ(B), we have
‖u − uB‖Lφn/(n−β) (B) ≤ C(n, β,K)‖u‖W˙β,φ(B).
Proof. Without loss of generality, we may assume u ∈ L∞(B). Indeed, let
(3.3) uN := max {min{u(x), N},−N} ∀x ∈ B.
By Lebesgue’s convergence theorem, we have lim
N→∞
‖uN‖Lφn/(n−β) (B) = ‖u‖Lφn/(n−β) (B) and limN→∞ ‖uN‖Wβ,φ(B) =
‖u‖Wβ,φ(B). If ‖uN − (uN)B‖Lφn/(n−β) (B) ≤ C‖uN‖W˙β,φ(B) holds for all N, sending N → ∞ and noting (uN)B →
uB, we have desired result.
Set the median value
mu(B) := inf
{
c ∈ R : |{x ∈ B : u(x) − c > 0}| ≤ 1
2
|B|
}
.
Then
|{x ∈ B : u(x) − mu(B) > 0}| ≤
1
2
|B| and |{x ∈ B : u(x) − mu(B) < 0}| ≤
1
2
|B|.
Write u+ = [u − mu(B)]χu≥mu(B) and u− = −[u − mu(B)]χu≤mu(B). We know u − mu(B) = u+ − u−. Note
that
‖u − uB‖Lφn/(n−β) (B) ≤ 2‖u − mu(B)‖Lφn/(n−β) (B),
and
‖u − mu(B)‖Lφn/(n−β) (B) ≤ C(‖u+‖Lφn/(n−β) (B) + ‖u−‖Lφn/(n−β) (B)).
Since
|u(x) − u(y)| = |[u(x) − mu(B)] − [u(y) − mu(B)]| = |u+(x) − u+(y)| + |u−(x) − u−(y)| ∀x, y ∈ B,
to get ‖u − uB‖Lφn/(n−β) (B) ≤ C‖u‖W˙β,φ(B), it suffices to show ‖u±‖Lφn/(n−β) (B) ≤ C‖u±‖W˙β,φ(B). Below we only
prove this for u+; the proof of u− is similar. It suffices to find a constant C(n, β,K) ≥ 1 such that for
any λ > 4C(n, β,K)‖u‖Wβ,φ(Rn), ∫
B
φn/(n−β)
( |u+(x)|
λ
)
dx ≤ 1.(3.4)
To see (3.4), for k ∈ Z, define
(3.5) Ak := {x ∈ B : u(x)+ > 2k} and Dk := Ak\Ak+1 = {x ∈ B : 2k < u+(x) ≤ 2k+1}.
Write ak := |Ak| and dk := |Dk|. For any λ > 0, we have
T :=
∫
B
∫
B
φ
( |u+(x) − u+(y)|
λ
)
dxdy
|x − y|n+β ≥ 2
∑
i∈Z
∑
j≤i−2
∫
Di
∫
D j
φ
( |u+(x) − u+(y)|
λ
)
dxdy
|x − y|n+β .
Note that
|u+(x) − u+(y)| ≥ 2i − 2 j+1 ≥ 2i − 2i−1 = 2i−1
whenever x ∈ Di and j ∈ Z with j ≤ i − 2. So by Lemma 3.3, we have
T ≥ 2
∑
i∈Z
∑
j≤i−2
∫
Di
∫
D j
φ
(
2i−1
λ
)
dy
|x − y|n+β dx
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≥ 2
∑
i∈Z
∫
Di
∫
B\(Ai−1)
φ
(
2i−1
λ
)
dy
|x − y|n+β dx
≥ 2C(n, β)
∑
i∈Z,ai−1,0
∫
Di
φ
(
2i−1
λ
)
a
−β/n
i−1 dx
≥ 2C(n, β)
∑
i∈Z,ai−1,0
φ
(
2i−1
λ
)
dia
−β/n
i−1 := 2C(n, β)S .
Next we show that
(3.6) 2S ≥
∑
i∈Z,ai−1,0
φ
(
2i−1
λ
)
a
−β/n
i−1 ai.
Since di = ai −
∑
l≥i+1
dl, one has
S =
∑
i∈Z,ai−1,0
φ
(
2i−1
λ
)
a
−β/n
i−1 ai −
∑
i∈Z,ai−1,0
∑
l≥i+1
φ
(
2i−1
λ
)
a
−β/n
i−1 dl.
For l ≥ i+ 1, we have al−1 ≤ ai−1, in particular, al−1 , 0 implies ai−1 , 0. Thus by the convexity of φ,∑
i∈Z,ai−1,0
∑
l≥i+1
φ
(
2i−1
λ
)
a
−β/n
i−1 dl ≤
∑
l∈Z,al−1,0
∑
i≤l−1
φ
(
2i−1
λ
)
a
−β/n
i−1 dl
≤
∑
l∈Z,al−1,0
∑
i≤l−1
φ
(
2i−l
2l−1
λ
)
a
−β/n
l−1 dl
≤
∑
l∈Z,al−1,0
∑
i≤l−1
2i−lφ
(
2l−1
λ
)
a
−β/n
l−1 dl
≤
∑
l∈Z,al−1,0
φ
(
2l−1
λ
)
a
−β/n
l−1 dl = S ,
from which (3.6) follows.
By (3.6), one has
T ≥ C(n, β)
∑
i∈Z,ai−1,0
φ
(
2i−1
λ
)
a
−β/n
i−1 ai = C(n, β)
∑
i∈Z,ak,0
φ
(
2k
λ
)
a
−β/n
k
ak+1.
Note that, using the Ho¨lder inequality and 0 < β < n, noting ak = 0 implies al = 0 for all l ≥ k, we
have ∑
k∈Z
a
1−β/n
k+1
φ
(
2k
λ
)
=
∑
k∈Z,ak,0
a(1−β/n)β/nk φ
(
2k
λ
)β/n
a1−β/nk+1 a−(1−β/n)β/nk φ
(
2k
λ
)1−β/n
≤
 ∑
k∈Z,ak,0
a
1−β/n
k
φ
(
2k
λ
)
β/n  ∑
k∈Z,ak,0
ak+1a
−β/n
k
φ
(
2k
λ
)
1−β/n
≤ C(n, β)T 1−β/n
 ∑
k∈Z,ak,0
a
1−β/n
k
φ
(
2k
λ
)
β/n
.
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By the doubling property of φ, one has∑
k∈Z,ak,0
a
1−β/n
k
φ
(
2k
λ
)
≤ K
∑
k∈Z,ak+1,0
a
1−β/n
k+1
φ
(
2k
λ
)
.
From this one concludes that
T ≥ C(n, β,K)
∑
k∈Z
a
1−β/n
k+1
φ
(
2k
λ
)
.
On the other hand,∫
B
φn/(n−β)
( |u+(x)|
4λ
)
dx ≤
∑
k∈Z
∫
Dk
φn/(n−β)
(
2k−1
λ
)
dx ≤
∑
k∈Z
φn/(n−β)
(
2k−1
λ
)
ak.
Since n/(n − β) ≥ 1, we obtain∫
B
φn/(n−β)
( |u+(x)|
4λ
)
dx ≤
∑
k∈Z
φ
(
2k−1
λ
)
a
1−β/n
k

n/(n−β)
≤ [C(n, β,K)T ]n/(n−β).
Up to considering C(n, β,K)+ 1, assume that C(n, β,K) ≥ 1. If λ > 4C(n, β,K)‖u‖Wβ,φ(Rn), by Lemma
2.1, we have∫
B
φn/(n−β)
( |u+(x)|
λ
)
dx ≤
[
C(n, β,K)
∫
B
∫
B
φ
( |u+(x) − u+(y)|
λ/4
)
dxdy
|x − y|n+β
] n
n−β
≤
[∫
B
∫
B
φ
( |u+(x) − u+(y)|
λ/4C(n, β,K)
)
dxdy
|x − y|n+β
] n
n−β
≤ 1,
which gives (3.4). 
Proof of Theorem 1.3. Lemma 3.4 gives Lemma 1.3 for any ball B of Rn. We still need to consider
the case B = Rn. Given any u ∈ W˙β,φ(Rn), applying Lemma 3.4, we have
‖u − uB‖Lφn/(n−β) (B) ≤ C‖u‖W˙β,φ(B) . ‖u‖W˙β,φ(Rn), ∀ ball B ⊂ Rn.
For any k ∈ Z, using Jensen’s inequality, one obtains
φn/(n−β)
( |uB(0,2k−1) − uB(0,2k)|
λ
)
≤
?
B(0,2k−1)
φn/(n−β)
( |u(z) − uB(0,2k)|
λ
)
dz
≤ 1
2kn
∫
B(0,2k)
φn/(n−β)
( |u(z) − uB(0,2k)|
λ
)
dz.
By Lemma 2.1, we get
|uB(0,2k−1) − uB(0,2k)| ≤ φ−1(2−k(n−β))‖u‖Lφn/(n−β) (B(0,2k))
. 2−
k(n−β)
K−1 ‖u‖
Lφ
n/(n−β)
(B(0,2k))
. 2−
k(n−β)
K−1 ‖u‖W˙β,φ(Rn).
This implies that uB(0,2k) converges to some c ∈ Rn as k → ∞ and
|uB(0,2k) − c| ≤
∑
l≥k
|uB(0,2l) − uB(0,2l+1)| ≤
∑
l≥k
2−
l(n−β)
K−1 ‖u‖W˙β,φ(Rn) . 2−
k(n−β)
K−1 ‖u‖W˙β,φ(Rn).
Therefore,
‖u − c‖
Lφ
n/(n−β)
(B(0,2k+1))
≤ ‖u − uB(0,2k)‖Lφn/(n−β) (B(0,2k+1)) + ‖uB(0,2k) − c‖Lφn/(n−β) (B(0,2k+1)) . ‖u‖W˙β,φ(Rn).
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Letting k → ∞, we get inf
c∈R
‖u − c‖
Lφ
n/(n−β)
(Rn)
≤ C‖u‖W˙β,φ(Rn). This completes the proof of Theorem
1.3. 
Proof of (ii)⇒ (iii) Theorem 1.1: case β ∈ (0, n). Since Ω is a W˙β,φ-extension domain, for any u ∈
W˙β,φ(Ω), we can find a u˜ ∈ W˙β,φ(Rn) such that u˜ = u in Ω and ‖u˜‖W˙β,φ(Rn) ≤ C(Ω)‖u‖W˙β,φ(Ω). If β < n,
applying Theorem 1.3, we know
inf
c∈R
‖u − c‖
Lφ
n/(n−β)
(Ω)
≤ inf
c∈R
‖u˜ − c‖
Lφ
n/(n−β)
(Rn)
≤ C‖u˜‖W˙β,φ(Rn) . ‖u‖W˙β,φ(Ω)
as desired. 
4. Proofs of Theorem 1.2 and (i)⇒(ii) of Theorem 1.1
Since (i)⇒(ii) of Theorem 1.1 follows from Theorem 1.2, below we only need to prove Theorem
1.2. To this end, we recall the properties of Ahlfors n-regular domains in Section 4.1. The proof of
Theorem 1.1 is given in Section 4.2.
4.1. Some basic properties of Ahlfors n− regular domains. LetΩ be an Ahlfors n-regular domain,
and write U := Rn \ Ω. Observe that |∂Ω| = 0; see [7] and also [30]. Without loss of generality, we
assume U , ∅. Moreover, diamΩ = ∞ if and only if |Ω| = ∞; see [26].
It is well known that U admits a Whitney decomposition W .
Lemma 4.1. There exists a collection W = {Qi}i∈N of (closed) cubes satisfying
(i) U = ∪i∈NQi, and Q◦k ∩ Q◦i = ∅ for all i, k ∈ N with i , k;
(ii)
√
nl(Qk) ≤ dist (Qk, ∂Ω) ≤ 4
√
nl(Qk);
(iii) 1
4
l(Qk) ≤ l(Qi) ≤ 4l(Qk) whenever Qk ∩ Qi , ∅.
For any Q ∈ W , denote the neighbour cubes of Q in W by
N(Q) = {P ∈ W , P ∩ Q , ∅}.
There exists an integer γ0 depending only on n such that for all Q ∈ W ,
♯N(Q) ≤ γ0.(4.1)
Moreover, for any Q ∈ W , we have
1
|Q|
∫
U
χ 9
8
Q(x) dx ≤ 4nγ0.(4.2)
Indeed,
1
|Q|
∫
U
χ 9
8
Q(x) dx ≤
∑
P∈W
1
|Q|
∫
P
χ 9
8
Q(x) dx.
Since P ∩ 9
8
Q , ∅ implies that P ⊂ N(Q) and lQ ≤ 4lP, by ♯N(Q) ≤ γ0, we arrive at
1
|Q|
∫
U
χ 9
8
Q(x) dx ≤
∑
P∈N(Q)
|P|
|Q| ≤ 4
nγ0
as desired.
For ǫ > 0, set
Wǫ := {Q ∈ W : lQ <
1
ǫ
diamΩ}.
Obviously, W = Wǫ for any ǫ > 0 if diamΩ = ∞, and Wǫ ( W for any ǫ > 0 if diamΩ < ∞.
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For each Q := Q(xQ, lQ) ∈ Wǫ and let x∗Q ∈ Ω be a point nearest to xQ on Ω. By Lemma 4.1 (ii),
we have
Q˜∗ := Q(x∗Q, lQ) ⊂ 10
√
nQ.
Furthermore, write a reflecting ”cubes” of Q as
Q˜∗ǫ := (ǫQ∗ ∩Ω) \
(⋃
{ǫP∗ : P ∈ AǫQ}
)
.
The following lemma says that if ǫ is small enough, then the reflecting ”cubes” of Wǫ enjoy the
following fine properties.
Recall that the reflecting cubes was constructed in [21].
Lemma 4.2. let ǫ0 = (θ/2γ0)
1/n/(30
√
n) and write Q∗ = Q˜∗ǫ0 for each Q ∈ Wǫ0 .
(i) Q∗ ⊂ (10Q) ∩Ω for all Q ∈ Wǫ0;
(ii) |Q| ≤ γ1|Q∗| whenever Q ∈ Wǫ0;
(iii)
∑
Q∈Wǫ0
χQ∗ ≤ γ2.
Above γ1 and γ2 are positive constants depending only on n and θ.
If Ω is bounded, we let Q∗ = Ω as the reflected ”cube” of any cube Q ∈ W \Wǫ0 , ∅. Write
W
(k)
ǫ0
= {Q ∈ N(P) : P ∈ W (k−1)ǫ0 } ∀k ≥ 1,
where W
(0)
ǫ0
= Wǫ0 . Namely, W
(k)
ǫ0 is the k
th-neighbors of Wǫ0 . Meanwhile, we also write
V (k) :=
⋃
{x ∈ Q;Q ∈ W (k)ǫ0 } ∀k ≥ 0.(4.3)
Since Q∗ = Ω for Q < Wǫ0 , applying Lemma 4.2 (iii), we have∑
Q∈W (k)ǫ0
χQ∗ ≤
∑
Q∈Wǫ0
χQ∗ + ♯(W
(k)
ǫ0
\Wǫ0)χΩ ≤ [γ2 + ♯(W (k)ǫ0 \Wǫ0)]χΩ ∀k ≥ 1.
For Q ∈ W (k)ǫ0 \ Wǫ0 , observe that lQ ≥ 1ǫ0 diamΩ and lQ ≤ 4klP ≤
4k
ǫ0
diamΩ for some P ∈ Wǫ0 . Thus,
by Lemma 4.1 (ii), we have
Q ⊂ Q(x¯, diamΩ + 8√n4
k
ǫ0
diamΩ)
for any fixed x¯ ∈ Ω, and hence
♯(W (k)ǫ0 \Wǫ0) ≤ (1 + 8
√
n
4k
ǫ0
)nǫn0 ≤ (ǫ0 + 4k+2
√
n)n.
This yields that
(4.4)
∑
Q∈W (k)ǫ0
χQ∗ ≤ γ2 + (ǫ0 + 4k+2
√
n)n ∀k ≥ 1.
Associated to W , one has the following partition of unit of U.
Lemma 4.3. There exists a family {ϕQ : Q ∈ W } of functions such that
(i) for each Q ∈ W , 0 ≤ ϕQ ∈ C∞0 (1716Q);
(ii) for each Q ∈ W , |∇ϕQ| ≤ L/lQ;
(iii)
∑
Q∈W ϕ = χU .
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4.2. Proof of Theorem 1.2 . Let Ω be an Ahlfors n-regular domain. To obtain Theorem 1.2, it
suffices to prove the existence of a bounded linear operator E : W˙β,φ(Ω) → W˙β,φ(Rn) such that
Eu|Ω = u for all u ∈ W˙β,φ(Ω). The linear operator E is given as follows: for any u ∈ W˙β,φ(Ω) define
Eu(x) ≡

u(x), x ∈ Ω,
0 x ∈ ∂Ω,∑
Q∈W
ϕQ(x)uQ∗ , x ∈ U.
Obviously, Eu|Ω = u on Ω.
To prove the boundedness of E, we just show that there exists a constant M > 0 such that for all
λ > M‖u‖Wφ(Ω) ,
H(λ) :=
∫
Rn
∫
Rn
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|n+β ≤ 1.
If ‖u‖W˙β,φ(Ω) = 0, then u and hence Eumust be a constant function essentially. So we may assume that
‖u‖W˙β,φ(Ω) > 0; and moreover, we further assume that ‖u‖W˙β,φ(Ω) = 1 on account of the linearity of E.
For λ > 0, write
H(λ) =
∫
Ω
∫
Ω
φ
( |u(x) − u(y)|
λ
)
dydx
|x − y|n+β + 2
∫
U
∫
Ω
φ
( |Eu(x) − u(y)|
λ
)
dydx
|x − y|n+β
+
∫
U
∫
U
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|n+β
=: H1(λ) + 2H2(λ) + H3(λ).
It suffices to find constants Mi ≥ 1 depending only on n, θ and φ such that Hi(λ) ≤ 14 whenever λ ≥ Mi
for i = 1, 2, 3. In fact, by taking M = M1 + M2 + M3, we have H(λ) ≤ 1 whenever λ ≥ M.
Firstly, let M1 = 4. Then for λ > 4, by the convexity of φ and ‖u‖W˙β,φ(Ω) = 1, we have
H1(λ) ≤
1
4
∫
Ω
∫
Ω
φ
( |u(x) − u(y)|
λ/4
)
dydx
|x − y|2n ≤
1
4
.
In order to find M2 and M3, we think about two cases: diamΩ = ∞ and diamΩ < ∞.
Case diamΩ = ∞. To find M2, for any x ∈ U and y ∈ Ω, by Lemma 4.3(iii), one has
Eu(x) − u(y) =
∑
Q∈W
ϕQ(x)[uQ∗ − u(y)],
and hence, using the convexity of φ and Jensen’s inequality,
φ
( |Eu(x) − u(y)|
λ
)
≤ φ
∑
Q∈W
ϕQ(x)
|uQ∗ − u(y)|
λ

≤
∑
Q∈W
ϕQ(x)φ
(?
Q∗
|u(z) − u(y)|
λ
dz
)
≤
∑
Q∈W
ϕQ(x)
?
Q∗
φ
( |u(z) − u(y)|
λ
)
dz.
If ϕQ(x) , 0, then x ∈ 1716Q. For z ∈ Q∗, by Q∗ ⊂ 10
√
nQ, we have |x − z| ≤ 20nl(Q). If |x − y| ≥
d(x, Ω) ≥ l(Q), we know |x − z| ≤ 20n|x − y|, that is ,
|y − z| ≤ |x − y| + |x − z| ≤ 21n|x − y|.
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Thus ∫
Ω
φ
( |Eu(x) − u(y)|
λ
)
dy
|x − y|β+n ≤ (21n)
β+n
∑
Q∈W
ϕQ(x)
?
Q∗
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|z − y|β+n .
By Lemma 4.2 (ii), we get
H2(λ) ≤ 2(21n)β+n
∫
U
∑
Q∈W
ϕQ(x)
?
Q∗
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|β+n dx
≤ 2γ1(21n)β+n
∑
Q∈W
(
1
|Q|
∫
U
ϕQ(x) dx
) ∫
Q∗
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|β+n .
For ϕQ ≤ χ 9
8
Q as given in Lemma 4.3, by (4.2) we have
1
|Q|
∫
U
ϕQ(x) dx ≤
1
|Q|
∫
U
χ 9
8Q
(x) dx ≤ 4nγ0,
which implies that
H2(λ) ≤ 2γ14nγ0(21n)β+n
∑
Q∈W
∫
Q∗
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|β+n .(4.5)
By
∑
Q∈W χQ∗ ≤ γ2(see Lemma 4.2 (iii)), we obtain
H2(λ) ≤ 2γ14nγ0γ2(21n)β+n
∫
Ω
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|β+n .
Let M2 = 8γ14
nγ0γ2(21n)
β+n. By the convexity of φ again, λ > M2 gives H2(λ) ≤ 14 .
To find M3, for each x ∈ U , set
X1(x) :=
{
y ∈ U : |x − y| ≥ 1
132n
max{d(x,Ω), d(y,Ω)}
}
and X2(x) := U \ X1(x).
Write
H3(λ) =
∫
U
∫
X1(x)
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|β+n +
∫
U
∫
X2(x)
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|β+n
=: H31(λ) + H32(λ)
Below, we will find M3i so that if λ > M3i, then H3i ≤ 18 for i = 1, 2. Note that letting M3 =
max{M31,M32}, for λ > M3, we have H3(λ) ≤ 14 as desired.
To find M31, for x ∈ U and y ∈ X1(x), thanks to∑
Q∈W
ϕQ(x) =
∑
P∈W
ϕP(y) = 1,
we obtain
Eu(x) − Eu(y) =
∑
P∈W
∑
Q∈W
ϕQ(x)ϕP(y)[uQ∗ − uP∗]
=
∑
P∈W
∑
Q∈W
ϕQ(x)ϕP(y)
?
Q∗
?
P∗
[u(z) − u(w)] dzdw.
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Again, applying the convexity of φ and Jensen’s inequality, one gets
φ
( |Eu(x) − Eu(y|
λ
)
≤
∑
Q∈W
∑
P∈W
ϕQ(x)ϕP(y)φ
(?
Q∗
?
P∗
|u(z) − u(w)|
λ
dzdw
)
≤
∑
Q∈W
∑
P∈W
ϕQ(x)ϕP(y)
?
Q∗
?
P∗
φ
( |u(z) − u(w)|
λ
)
dwdz.
For x ∈ Q and z ∈ Q∗, Q∗ ⊂ 10√nQ so that |x− z| ≤ 10nlQ ≤ 10nd(x,Ω). Similarly, for y ∈ P, and
w ∈ P∗, we have |y−w| ≤ 10nd(y,Ω) as well. Since y ∈ X1(x) with 132n|x−y| ≥ max{d(x,Ω), d(y,Ω)},
we further know
|z − w| ≤ |x − z| + |x − y| + |y − w| ≤ 2641n|x − y|.
As a consequence,
H31(λ) ≤ (2641n)β+n
∫
U
∫
X1(x)
∑
Q∈W
∑
P∈W
ϕQ(x)ϕP(y)
?
Q∗
?
P∗
φ
( |u(z) − u(w)|
λ
)
dwdz
|z − w|β+n dydx.
By |Q| ≤ γ1|Q∗| and |P| ≤ γ1|P∗| ( see Lemma 4.2 (ii)), we have
H31(λ) ≤ (2641n)β+nγ21
∑
Q∈W
∑
P∈W
(
1
|Q|
∫
U
ϕQ(x)dx
1
|P|
∫
U
ϕP(y)dy
) ∫
Q∗
∫
P∗
φ
( |u(z) − u(w)|
λ
)
dwdz
|z − w|β+n .
Appiying Lemma 4.3 and (4.2) again, we have
1
|Q|
∫
U
ϕQ(x) dx
1
|P|
∫
U
ϕP(y) dy ≤ (4nγ0)2.
Thus
H31(λ) ≤ (2641n)β+nγ21(4nγ0)2
∑
Q∈W
∑
P∈W
∫
Q∗
∫
P∗
φ
( |u(z) − u(w)|
λ
)
dwdz
|z − w|β+n .
Observing
∑
Q∈W
χQ∗ ≤ γ2 given by Lemma 4.2 (iii), we arrive at
H31(λ) ≤ (2641n)β+nγ21γ22(4nγ0)2
∫
U
∫
U
φ
( |u(z) − u(w)|
λ
)
dwdz
|z − w|β+n .
Taking M31 = 8(2641n)
β+nγ21γ
2
2(4
nγ0)
2, if λ > M31, by the convexity of φ once more, we have
H31(λ) ≤ 18 .
To find M32, write
H32(λ) =
∫
U
∑
P∈W
∫
P∩X2(x)
φ
( |Eu(x) − Eu(y)|
λ
)
dy
|x − y|n+β dx.
By
∑
Q∈W
[
ϕQ(x) − ϕQ(y)
]
= 0, for any x ∈ U and y ∈ X2(x) ∩ P, we have
Eu(x) − Eu(y) =
∑
Q∈W
[
ϕQ(x) − ϕQ(y)
]
[uQ∗ − uP∗].
Furthermore, by |∇ϕQ| ≤ L/lQ, we obtain
|Eu(x) − Eu(y)| ≤ L
∑
Q∈W
|x − y|
lQ
[χ 17
16
Q(x) + χ 17
16
Q(y)]|uQ∗ − uP∗ |.
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Since y ∈ X2(x) with |x − y| ≤ 1132n max{d(x,Ω), d(y,Ω)}, taking y¯ ∈ Ω¯ with |y − y¯| = d(y,Ω), we
obtain
d(x,Ω) ≤ |x − y¯| ≤ |x − y| + |y − y¯| ≤ 1
132n
d(x,Ω) +
1 + 132n
132n
d(y,Ω),
which leads to d(x,Ω) ≤ 132n+1
132n−1d(y,Ω). Similarly, we have d(y,Ω) ≤ 132n+1132n−1d(x,Ω). Therefore,
|x − y| ≤ 1
132n
132n + 1
132n − 1d(x,Ω).
For y ∈ 17
16
Q, we know Q ∈ N(P) and
d(y,Ω) ≤ d(y,Q) +max
a∈Q
d(a,Ω) ≤ 1
16
√
nlQ + 4
√
nlQ ≤
65
16
√
nlQ.
This implies
|x − y| ≤ 1
132n
132n + 1
132n − 1 ×
65
16
√
nlQ ≤
1
132
√
n
lQ,
and hence x ∈ 9
8
Q, that is,
χ 17
16
Q(y) ≤ χ 9
8
Q(x).
Similarly, if x ∈ 17
16
Q, we also have y ∈ 9
8
Q and Q ∈ N(P). We may further write
|Eu(x) − Eu(y)| ≤ 2L
∑
Q∈N(P)
|x − y|
lQ
χ 9
8
Q(x)|uQ∗ − uP∗ |.
By
∑
Q∈W
χ 17
16
Q(x) ≤ γ0 and the convexity of φ, we have
φ
( |Eu(x) − Eu(y)|
λ
)
≤ 1
γ0
∑
Q∈N(P)
χ 9
8
Q(x)φ
( |x − y|
lQ
|uQ∗ − uP∗ |
λ/2Lγ0
)
and hence
H32(λ) ≤
1
γ0
∫
U
∑
P∈W
∫
P∩X2(x)
∑
Q∈N(P)
χ 9
8
Q(x)φ
( |x − y|
lQ
|uQ∗ − uP∗ |
λ/2Lγ0
)
dydx
|x − y|n+β
≤ 1
γ0
∫
U
∑
P∈W
∑
Q∈N(P)
χ 9
8
Q(x)
∫
P∩X2(x)
φ
( |x − y|
lQ
|uQ∗ − uP∗ |
λ/2Lγ0
)
dy
|x − y|n+β dx.
Note that for x ∈ 9
8
Q and y ∈ P ∩ X2(x), together with d(x,Ω) ≤ 4
√
nlQ, we have
|x − y| ≤ 1
132n
132n + 1
132n − 1d(x,Ω) ≤ lQ.
By the condition (1.1), we get∫
P∩X2(x)
φ
( |x − y|
lQ
|uQ∗ − uP∗ |
λ/2Lγ0
)
dy
|x − y|n+β ≤ nωn
∫ lQ
0
φ
(
t
lQ
|uQ∗ − uP∗ |
λ/2Lγ0
)
dt
tβ+1
≤ Cβ(lQ)−βnωnφ
( |uQ∗ − uP∗ |
λ/2Lγ0
)
.
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Since ♯N(Q) ≤ γ0, the above inequality leads to
H32(λ) ≤ nCβ
1
γ0
ωn
∫
U
∑
P∈W
∑
Q∈N(P)
(lQ)
−βχ 9
8
Q(x)φ
( |uQ∗ − uP∗ |
4λ/2Lγ0
)
dx
≤ nCβ
1
γ0
ωn
∑
P∈W
∑
Q∈N(P)
(
1
|Q|
∫
U
χ 9
8
Q(x) dx
)
(lQ)
n−βφ
( |uQ∗ − uP∗ |
λ/2Lγ0
)
≤ nCβωn4n
∑
P∈W
∑
Q∈N(P)
(lQ)
n−βφ
( |uQ∗ − uP∗ |
λ/2Lγ0
)
.
For any P ∈ W and Q ∈ N(P), using Jessen’s inequality, one has
φ
( |uQ∗ − uP∗ |
λ/2Lγ0
)
≤
?
Q∗
?
P∗
φ
( |u(z) − u(w)|
λ/2Lγ0
)
dz dw.
Observe that z ∈ P∗ ⊂ 10√nP and w ∈ Q∗ ⊂ 10√nQ provides
|z − w| ≤ 10n(lQ + lP) ≤ 50nmin{lQ, lP}.
If n − β < 0, then (lQ)n−β ≤ (50n)β−n 1|z−w|β−n . Since |Q| ≤ γ1|Q∗| and |P| ≤ γ1|P∗|, this implies that
|z − w|2n ≤ (50n)2n(γ1)2|Q∗||P∗|.
Hence
φ
( |uQ∗ − uP∗ |
λ/2Lγ0
)
≤ (50n)n+β(γ1)2
∫
Q∗
∫
P∗
φ
( |u(z) − u(w)|
λ/2Lγ0
)
dz dw
|z − w|n+β .
If n − β > 0, |Q| ≤ γ1|Q∗| implies (lQ)n−β ≤ (γ1|Q∗|)1−β/n. Since |Q| ≤ γ1|Q∗| and |P| ≤ γ1|P∗|, this
implies that
|z − w|β+n ≤ (50n)β+n(γ1)1+β/n|Q∗|β/n|P∗|.
Therefore,
φ
( |uQ∗ − uP∗ |
λ/2Lγ0
)
≤ (50n)n+β(γ1)2
∫
Q∗
∫
P∗
φ
( |u(z) − u(w)|
λ/2Lγ0
)
dz dw
|z − w|n+β .
We conclude that
H32(λ) ≤ nCβωn42n(50n)n+β(γ1)2
∑
P∈W
∑
Q∈N(P)
∫
Q∗
∫
P∗
φ
( |u(z) − u(w)|
λ/2Lγ0
)
dz dw
|z − w|n+β .
Applying
∑
Q∈W χQ∗ ≤ γ2 again, we get
H32(λ) ≤ nCβωn42n(50n)n+β(γ1)2(γ2)2
∫
Ω
∫
Ω
φ
( |u(z) − u(w)|
λ/2Lγ0
)
dz dw
|z − w|n+β .
Taking M32 = 8Lγ0nCβωn4
2n(50
√
n)n+β(γ1)
2(γ2)
2, if λ > M32, we have H32(λ) ≤ 18 as desired.
Case diamΩ < ∞. To find M2, write H2(λ) as
H2(λ) =
∫
V (2)
∫
Ω
φ
( |Eu(x) − u(y)|
λ
)
dydx
|x − y|n+β
+
∫
U\V (2)
∫
Ω
φ
( |uΩ − u(y)|
λ
)
dydx
|x − y|n+β := H21(λ) + H22(λ).
It suffices to find M2i such that H2i(λ) ≤ 18 for i = 1, 2. Note that letting M2 = max{M21,M22}, for
λ > M2, we have H2(λ) ≤ 14 as desired.
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For any x ∈ U \V (2), x belongs to some Q ∈ W \W (2)ǫ0 . Hence N(Q) ∩Wǫ0 = ∅ and P∗ = Ω for all
P ∈ N(Q). By ∑P∈N(Q) ϕP(x) = ∑P∈W ϕP(x) = 1, we have
Eu(x) =
∑
P∈W
ϕP(x)uP∗ =
∑
P∈N(Q)
ϕP(x)uP∗ = uΩ.
To find M22, using Jensen’s inequality, we obtain
H22(λ) ≤
∫
U\V (2)
∫
Ω
[?
Ω
φ
( |u(z) − u(y)|
λ
)
dz
]
dydx
|x − y|n+β
≤
∫
Ω
[ | diamΩ|n+β
|Ω|
∫
U\V (2)
dx
|x − y|n+β
] [∫
Ω
φ
( |u(z) − u(y)|
λ
)
dz
|z − y|n+β
]
dy.
Clearly, for y ∈ Ω, letting Q ∈ W \Wǫ0 and x ∈ Q, one has
|x − y| ≥ d(x,Ω) ≥ lQ ≥
1
ǫ0
diamΩ.
Furthermore, since Ω is an Ahlfors n−regular domain, we have |Ω| ≥ θ| diamΩ|n . This yields
| diamΩ|n+β
|Ω|
∫
U\V
dx
|x − y|n+β ≤
1
θ
| diamΩ|β
∫
|x−y|> 1ǫ0 diamΩ
dx
|x − y|n+β
≤ n
θ
| diamΩ|βωn
∫ ∞
1
ǫ0
diamΩ
1
rβ+1
dr ≤ ωn
nǫ
β
0
θβ
.
We then conclude
H22(λ) ≤ ωn
nǫ
β
0
θβ
∫
Ω
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|n+β .
Letting M22 = 8ωn
nǫ
β
0
θβ
, by the convexity of φ, for λ > M22 we have H22(λ) ≤ 18 .
To find M21, note that for x ∈ V (2),∑
Q∈W
ϕQ(x) =
∑
Q∈W (2)ǫ0
ϕQ(x) = 1.
By the same argument as H2(λ) in the case diamΩ = ∞, one has
H21(λ) ≤ 2γ14nγ0(21n)n+β
∑
Q∈W (2)ǫ0
∫
Q∗
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|n+β .
Moreover, ∑
Q∈W (2)ǫ0
χQ∗ ≤ γ2 + (ǫ0 + 64
√
n)n,
and hence,
H21(λ) ≤ 2γ14nγ0[γ2 + (ǫ0 + 64
√
n)n](21n)n+β
∫
Ω
∫
Ω
φ
( |u(z) − u(y)|
λ
)
dzdy
|y − z|n+β .
Letting M21 = 16γ14
nγ0[γ2+ (ǫ0+64
√
n)n](21n)n+β, by the convexity of φ again, if λ > M21, we have
H21(λ) ≤ 18 as desired.
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To find M3, note that
U × U ⊂ [V (3) × V (3)] ∪ [V (2) × (U\V (3))] ∪ [(U\V (3)) × V (2)] ∪ [(U\V (2)) × (U\V (2))].
Write
H3(λ) =
∫
V (3)
∫
V (3)
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|n+β
+2
∫
V (2)
∫
(U\V (3))
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|n+β +
∫
U\V (2)
∫
U\V (2)
φ
( |Eu(x) − Eu(y)|
λ
)
dydx
|x − y|n+β
=: H31(λ) + H32(λ) + H33(λ).
Observe that Eu(x) = Eu(y) = uΩ for x, y ∈ U \ V , this implies H33(λ) = 0. It only suffices to find
M3i such that H3i(λ) ≤ 18 for all λ > M3i (i = 1, 2).
For H31(λ), similarly to H3(λ) in the case diamΩ = ∞, taking M31 as M3 with γ2 replaced by
γ2 + (ǫ0 + 4
5
√
n)nωn, we can prove that if λ ≥ M31, then H31(λ) ≤ 18 . Here we omit the details.
For H32(λ), note that for y ∈ U\V (3), by Eu(y) = uΩ, we have
H32(λ) =
∫
V (2)
∫
U\V (3)
φ
( |Eu(x) − uΩ|
λ
)
dydx
|x − y|n+β .
By Jessen’s inequality, one has
H32(λ) ≤
∫
V (2)
∫
U\V (3)
dy
|x − y|n+β
?
Ω
φ
( |Eu(x) − u(z)
λ
)
dx dz.
For any x ∈ V (2) and y ∈ U\V (3), if Q ∈ W (3)ǫ0 \W (2)ǫ0 and y ∈ Q, then |x − y| ≥ l(Q) ≥ 1ǫ0 diamΩ. Thus∫
U\V (3)
dy
|x − y|n+β ≤
nǫ
β
0
ωn
β
( diamΩ)−β.
By |Ω| ≥ θ diamΩ, one has
H32(λ) ≤
nǫβ
0
ωn
θβ
( diamΩ)−(β+n)
∫
V (2)
∫
Ω
φ
( |Eu(x) − u(z)|
λ
)
dx dz.
For any x ∈ V (2) , there exists a Pi ∈ W (i)ǫ0 such that x ∈ P2 and Pi ∈ N(Pi−1) for i = 1, 2. Together
with l(P0) ≤ 1ǫ0 diamΩ and Lemma 4.1, we know l(P2) ≤ 42
1
ǫ0
diamΩ. Hence for y ∈ Ω,
|x − y| ≤ dist (x,Ω) + diamΩ ≤ diam P2 + dist (P2,Ω) + diamΩ ≤ 44
1
ǫ0
√
n diamΩ.
This yields
H32(λ) ≤
nǫβ
0
ωn
θβ
(44
1
ǫ0
√
n)n+β
∫
V (2)
∫
Ω
φ
( |Eu(x) − u(z)|
λ
)
dx dz
|x − z|n+β ≤
44(n+β)n
n+β
2
+1ωn
θβǫ
β
0
H21(λ).
Letting M32 =
44(n+β)+2n
n+β
2
+1ωn
θβǫ
β
0
M21, if λ > M32, we have H32(λ) ≤ 18 as desired. Then completes the
proof of Theorem 1.2.
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5. Proof of (iii)⇒(i) of Theorem 1.1
To prove (iii)⇒(i) of Theorem 1.1, we need the following estimates for test functions. Below we
write BΩ(x, r) = B(x, r) ∩Ω. For x ∈ Ω and 0 < r < t < diamΩ, set
ux,r,t(z) =

1 z ∈ BΩ(x, r)
t−|x−z|
t−r z ∈ BΩ(x, t) \ BΩ(x, r)
0 z ∈ Ω \ BΩ(x, t)
Then proof of Lemma 5.1 is similar to Lemma 5.1 of [26]. For reader’s convenience, we give the
details.
Lemma 5.1. Let β > 0 and φ be a Young function satisfying (1.1). For all β > 0, x ∈ Ω and
0 < r < t < diamΩ, we have ux,r,t ∈ W˙β,φ(Ω) with
‖ux,r,t‖W˙β,φ(Ω) ≤ C
[
φ−1
(
(t − r)β
|BΩ(x, t)|
)]−1
.
Proof. Write∫
Ω
∫
Ω
φ
( |ux,r,t(z) − ux,r,t(w)|
λ
)
dzdw
|z − w|n+β =
∫
BΩ(x,t)
∫
BΩ(x,t)
φ
( |ux,r,t(z) − ux,r,t(w)|
λ
)
dzdw
|z − w|n+β
+
∫
Ω\BΩ(x,t)
∫
BΩ(x,t)
φ
( |ux,r,t(z)|
λ
)
dzdw
|z − w|n+β
= H1(λ) + H2(λ).
Clearly,
H2(λ) ≤
∫
BΩ(x,t)\BΩ(x,r)
φ
(
t − |z − x|
λ(t − r)
) ∫
Ω\BΩ(x,t)
dw
|z − w|n+β dz +
∫
BΩ(x,r)
∫
Ω\BΩ(x,t)
φ
(
1
λ
)
dw
|z − w|n+β dz.
Since Ω \ BΩ(x, t) ⊂ Ω \ BΩ(z, t − |z − x|), then∫
Ω\BΩ(x,t)
dw
|z − w|n+β ≤
∫
Rn\BΩ(z,t−|z−x|)
dw
|z − w|n+β ≤
n
β
ωn(t − |z − x|)−β.
This induces
H2(λ) ≤
∫
BΩ(x,t)\BΩ(x,r)
φ
(
t − |z − x|
λ(t − r)
)
n
β
ωn(t − |z − x|)−βdz +
∫
BΩ(x,r)
φ
(
1
λ
)
n
β
ωn(t − |z − x|)−βdz
≤ n
β
ωn(β + 1)
|BΩ(x, t)|
(t − r)β
[
sup
s∈(0,1]
φ
(
s
λ
)
1
sβ
+ φ
(
1
λ
)]
.
Moreover,
sup
s∈(2− j−1,2− j]
φ
(
s
λ
)
1
sβ
≤ 2
β
β
∫ 2− j+1
2− j
φ
(
s
λ
)
ds
sβ+1
,
which leads to
sup
s∈(0,1]
φ
(
s
λ
)
1
sβ
≤ 2
β
β
∫ 2
0
φ
(
s
λ
)
ds
sβ+1
≤ 4
β
β
∫ 1
0
φ
(
2s
λ
)
ds
sβ+1
≤ 4
β
β
φ
(
2
λ
)
.
Therefore,
H2 ≤ (
4β
β
+ 1)
n
β
ωn(β + 1)
|BΩ(x, t)|
(t − r)β φ
(
2
λ
)
.
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If λ = M[φ−1
(
(t−r)β
|BΩ(x,t)|
)
]−1 and M ≥ 4(4β
β
+ 1)n
β
ωn(β + 1), we have H2(λ) ≤ 12 .
Moreover,
H1(λ) ≤
∫
BΩ(x,t)
∫
BΩ(w,t−r)
φ
( |z − w|
λ(t − r)
)
dz
|z − w|n+β dw +
∫
BΩ(x,t)
∫
BΩ(w,2t)\BΩ(w,t−r)
φ
(
1
λ
)
dz
|z − w|n+β dw.
Observe that ∫
BΩ(w,t−r)
φ
( |z − w|
λ(t − r)
)
dz
|z − w|n+β ≤ nωn
∫ t−r
0
φ
(
s
λ(t − r)
)
ds
sβ+1
≤ nωn(t − r)−β
∫ 1
0
φ
(
s
λ
)
ds
sβ+1
.
Applying the condition (1.1), we get∫
BΩ(w,t−r)
φ
( |z − w|
λ(t − r)
)
dz
|z − w|n+β ≤ nωn(t − r)
−βφ
(
1
λ
)
.
On the other hand,∫
BΩ(w,2t)\BΩ(w,t−r)
dz
|z − w|n+β ≤
∫
Rn\B(w,t−r)
dz
|z − w|n+β =
n
β
ωn(t − r)−β.
Hence
H1(λ) ≤
n
β
ωnCβ(β + 1)
|BΩ(x, t)|
(t − r)β φ
(
1
λ
)
.
If λ = M[φ−1
(
(t−r)β
|BΩ(x,t)|
)
]−1 and M ≥ 2 n
β
(β + 1)ωnCβ, we have H1(λ) ≤ 12 .

We are ready to prove (iii)⇒(i) of Theorem 1.1.
Proof of (iii)⇒(i) of Theorem 1.1. Below we consider two cases: β > n and 0 < β < n.
Case β > n. Let Ω be a W˙β,φ− imbedding domain. For any continuous function u ∈ W˙β,φ(Ω), we
have
|u(x) − u(y)| ≤ Cφ−1
(
|x − y|β−n
)
‖u‖W˙β,φ(Ω) for almost all x, y ∈ Ω.(5.1)
Given any x ∈ Ω and 0 < r < t < diamΩ, let u = ux,r,t be as in as Lemma 5.1. Applying Lemma 5.1,
we have
|u(x) − u(y)| ≤ Cφ−1
(
tβ−n
) [
φ−1
(
(t − r)β
|BΩ(x, t)|
)]−1
.
Without loss of generality, we may assume C ≥ 1.
On the other hand, let r = t/2 . For y ∈ BΩ(x, t + t/2)\BΩ(x, t), we have |u(x) − u(y)| = 1. Thus
φ−1
(
(t/2)β
|BΩ(x, t)|
)
≤ Cφ−1
(
tβ−n
)
.
By the doubling property of φ, we have
(t/2)β
|BΩ(x, t)|
= φ
[
φ−1
(
(t/2)β
|BΩ(x, t)|
)]
≤ φ
[
Cφ−1
(
t/2β−n
)]
≤ CKφ
[
φ−1
(
tβ−n
)]
≤ CK tβ−n,
namely, tn ≤ 2βCK |BΩ(x, t)| as desired.
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Case 0 < β < n. Given any 0 < t < diamΩ, let b0 = 1 and b j ∈ (0, 1) for j ∈ N such that
(5.2) |B(x, b jt) ∩Ω| = 2−1|B(x, b j−1t) ∩Ω| = 2− j|B(x, t) ∩Ω|.
For each j ≥ 1, let ux,b j+1t,b jt as Lemma 5.1. Note that ux,b j+1t,b jt − c ≥ 12 either in BΩ(x, b j+1t) or in
Ω \ BΩ(x, b jt). For j ≥ 1, it implies BΩ(x, b j−1t) \ BΩ(x, b jt) ⊂ Ω \ BΩ(x, b jt) and
|Ω \ BΩ(x, b jt)| ≥ |BΩ(x, b j−1t) \ BΩ(x, b jt)| = |BΩ(x, b jt)| = 2|BΩ(x, b j+1t)|.
Hence∫
Ω
φn/(n−β)
( |ux,b j+1t,b jt(z) − c|
λ
)
dz ≥
∫
BΩ(x,b j+1t)
φn/(n−β)
(
1
2λ
)
dz ≥ |BΩ(x, b j+1t)|φn/(n−β)
(
1
2λ
)
,
that is, for j ≥ 1,
inf
c∈R
‖ux,b j+1t,b jt − c‖Lφn/(n−β) (Ω) ≥ 2
[
φ−1
(
1
|BΩ(x, b j+1t)|1−β/n
)]−1
.
On the other hand, by (5.1) and Lemma 5.1 one has
inf
c∈R
‖ux,b j+1t,b jt − c‖Lφn/(n−β) (Ω) ≤ C‖ux,b j+1t,b jt‖W˙β,φ(Ω) ≤ C
[
φ−1
(
(b jt − b j+1t)β
|BΩ(x, b jt)|
)]−1
.
Thus we conclude that
φ−1
(
(b jt − b j+1t)β
|BΩ(x, b jt)|
)
≤ Cφ−1
(
1
|BΩ(x, b j+1t)|1−β/n
)
.
Without loss of generality, we may assume C ≥ 1. Applying Lemma 2.1, we know
(b jt − b j+1t)β
|BΩ(x, b jt)|
= φ
[
φ−1
(
(b jt − b j+1t)β
|BΩ(x, b jt)|
)]
≤ φ
[
Cφ−1
(
1
|BΩ(x, b j+1t)|1−β/n
)]
≤ CK−1φ
[
φ−1
(
1
|BΩ(x, b j+1t)|1−β/n
)]
= CK−1
1
|BΩ(x, b j+1t)|1−β/n
.
Therefore,
(b jt − b j+1t)β ≤ CK−121−β/n|BΩ(x, b jt)|β/n ≤ CK−121−
β
n
( j+1)|BΩ(x, t)|β/n.
Since b j → 0 as j → ∞, we have
b1t =
∑
j≥1
(b jt − b j+1t) ≤
∑
j≥1
CK−121−
β
n
( j+1)|BΩ(x, t)|β/n . |BΩ(x, t)|1/n.
Applying an argument similar to in [7], both b1 ≥ 1/10 and b1 ≤ 1/10 satisfy |BΩ(x, t)| ≥ Ctn as
desired. 
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