Making Agents Secure on the Semantic Web
A re you one of those people who never shops on the Web for fear of fraud? Does the thought of online banking make you antsy? Do you get nervous when talk of digital government arises? If so, you're not as paranoid as your friends say -some of your concerns are indeed well founded. With the rapid development of Web technologies and applications built on these technologies, new security risks have emerged. Traditional security models do not provide adequate protection in this dynamic and open environment. Fortunately, as we'll discuss, significant efforts are under way that should make Web services secure.
Securing the Enterprise
Nowadays, an individual still might be able to avoid going online, but any company that wants to compete in the global economy needs a Web presence. That entails risks. To balance Internet access needs with security concerns, the business world needs technologies that provide security with high assurance.
Security leaks can cost a company its competitive advantage, and leaks are rarely accidental. Industrial espionage has been around for ages. In the 16th century, for instance, Venetian merchants used poison and bribery to gain market share. As emerging Web services become preeminent in ecommerce, advanced technologies, such as software agents and ontologies, will allow more subtle attacks.
Security is not solely a problem for human organizations. In a real scenario reminiscent of the cartoon Spy vs. Spy, an assassin agent recently connected itself to the JADE (Java Agent Development Framework) agent platform in Italy, killing all of the agents it found there. Although not as serious as it might appear -because the agents in Italy were there for research purposes -the episode nevertheless shows that agents need security. As agents adopt more missioncritical roles within enterprises, this concern will grow in importance.
Web Services and the Semantic Web
The World Wide Web was designed for humans. The envisioned Semantic Web is geared toward agents as well. Semantic constructs -such as ontologies represented in the DARPA Agent Markup Language (DAML), the Resource Description Framework (RDF), and XML -will let agents, as well as people, understand a Web page's content. 1, 2 The Semantic Web's success will depend on the implementation and use of Web services, which will likely be agent-based in the future. Using intelligent collaborations, agents can achieve global optimization while adapting to local requirements. 3 This approach will let agents use the large amount of information available over the Weba task that is beyond human processing powerbut this enhanced processing power can be a double-edged sword. Because malicious users and their agents can disclose sensitive information or sabotage the information of others, agents and supporting technologies need to be secure and reliable for safe Web services.
A Secure Semantic Web
Agent technologies were designed with a focus on interoperability, distributed problem solving, and cooperation. Multiagent systems were intended to be responsive to open environments, such as the Internet, to capitalize on cooperative interactions. But this readiness to interact leaves them vulnerable to agents with harmful intentions. A malicious agent could "kill" an agent that was responsible for selling goods, for example, and by pretend to be that agent, could begin taking sales orders and accepting payments. Such potential for abuse has prompted recent efforts to develop security features for agentbased systems.
Secure Multiagent Systems
Safeguarding multiagent systems requires the development of secure communication protocols, access control models for agents, methods for delegating agent privileges, and distributed trust management. In addition, agent management systems and directory services must be protected from being compromised or destroyed. Developers are securing agent platforms by providing mechanisms for authenticating and authorizing individual agents and platform components. 4 The approach used with JADE is typical and interesting. 5 It is principalbased, meaning that it relies on Java security policies and mechanisms for human users. Because a JADE agent platform can be distributed across several hosts and can support the interactions of autonomous entities, each component must belong to some user who is responsible for its actions. Hence, a JADE platform must know all users and be convinced of their authentication. Figure 1 shows a multiuser JADE scenario, which has two authenticated owners for all components.
On this platform, each agent has an identity certificate that is digitally signed by a certification authority. The certificate serves to unlock privileges for the agent. Using a delegation mechanism, an agent can also borrow credentials from other agents to get permission to perform other actions. Signed delegation certificates validate the additional credentials.
Such traditional user-and principal-based security systems are likely to be insufficient to secure agent-based systems. Agents can play different roles in different platforms, dynamically change their access requirements, and act on behalf of users with different access privileges. Without relying on a centralized trust management system, agents must be able to decide whether or not to trust another agent or platform. Policies must therefore be developed that focus specifically on agent environments.
Agent Security
Although security needs for multiagent applications have drawn attention recently, few applications deploy security measures. 3, 6 Those that do focus either on agent communications or the needs of mobile agents, 4, 6 paying less attention to secure multiagent platforms, privilege propagation, and trust management.
Clearly, communication with other agents is a crucial aspect of agent execution and cooperation. Ensuring safe execution first means providing confidential and integrity-preserving communication among the agents.
The use of mobile agents poses two fundamental security requirements:
I Protecting an agent execution environment from a malicious agent. I Protecting an agent from a malicious platform.
Yet, the threat of agents being monitored, tested on fake data, or supplied with malicious code has not received sufficient attention. Agents could easily be corrupted or destroyed, their Web usage monitored and analyzed, and their communications disclosed and distorted. Researchers must develop and implement techniques to evaluate multiagent platforms' security needs -such as authentication, access control, and inferences -to mitigate such threats.
Stealth Attacks
It is not always necessary to compromise a computer system to gain access to unauthorized information. In addition to making direct attacks, a malicious user might associate and correlate publicly available information to deduce vulnerabilities and secrets. Current Web technologies primarily support human consumption, thus limiting the power of data analysis, but the support for interoperation and machine-enabled information processing increases the danger. Intelligent agents, enabled to access and process large amounts of Web data, will be able to discover information that might be confidential.
Consider a scenario in which a water treatment facility wants to keep its maintenance schedule inaccessible 
Securing the Supporting Technology
To provide security for (Semantic) Web services, security models and tools for the underlying technologies, such as XML, RDF, DAML-OIL, need to be developed. Security requirements for multiagent systems are driven by functionality, collaboration, and organizational needs. A policy language to express security requirements and techniques to enforce the policy at the level of supporting technologies need to be developed. Ongoing research efforts address the problem of controlling access to XML data: Industry experts focus mainly on developing technologies to enforce security restrictions, such as XML signatures and encryption, while academic researchers develop design principles and access-control models. 7, 8 The Organization for Advancement of Structured Information Standards (www.oasis-open.org) is defining the XML-based Security Assertion Markup Language, for example, to standardize the exchange of authentication and authorization information. One of the major design goals with SAML is single sign-on -the ability of a user to authenticate in one domain and use resources in other domains without reauthenticating. This standard will be an important protocol for agents as they engage and interact with resources and other agents in various domains. With it, a security administrator can express advanced security requirements, such as time-or eventbased restrictions.
Access Control
Access control forms the first line of defense against misuse. We need flexible models for Web access control that support fine-grained data granularity, accommodate a wide range of policies, are suitable for dynamic, decentralized, and open environments, and are scalable. In addition, they must preserve the semantic consistency of data and limit illegal inferences. Current techniques address some of these concerns, but no full solution is yet available.
For example, some of the XML access control models require that sensitivity of data items increase downward in an XML tree. Users can be prevented from seeing the lower nodes of the tree. While this model might be enforceable during the design of a new XML document, it might not be applicable to existing ones.
Other models, which allow mixed sensitivity along a path in the XML document -for example, a lowsensitivity tag might be under a highsensitivity tag -provide confidentiality by not releasing the value of the sensitive tags. They either release "blank" values as place holders for the real values, or delete the sensitive tags and values and link the lowerlevel tags to their nearest permitted tag. The first solution creates an inference channel, allowing an unauthorized user to infer the existence of a disallowed data item. The second solution does not reveal the existence of the data item, but might violate semantic consistency of the tags that were originally linked to the disallowed tags.
The Inference Problem
Access-control models focus on security requirements of direct data accesses. However, they fail to address indirect accesses based on the underlying data semantics. While several research papers and prototypes explore the problem of RDF inferences, none considers the possible security implications, let alone recommends ways to safeguard sensitive information.
The inference problem, as defined by database researchers, is where sensitive information is disclosed by combining nonsensitive data with metadata (such as database dependencies and integrity constraints). Its avoidance lies in how to express a user's knowledge (metadata) and how to trace possible collaborations among malicious users.
Development of the Semantic Web reopens the inference problem from a new perspective. We can hardly assume that the Web user -or even the person whose data is stored on the Web -knows all available information. Sensitive data about users could quite possibly be available at a site unknown to them.
In one of our favorite homework assignments, for example, we ask students to find a professor's home phone number, which is listed under a different name in the local telephone directory. The number is not posted anywhere, and all listings on the Web have been tracked to ensure that the number is confidential. By combining information about the professor's other family members, however, students eventually can infer the correct number.
In a Web environment, it is difficult to detect data replication with inconsistent security classifications. It is even more difficult when the use of ontologies makes it possible to find related data stored at other sites. Ontologies also support semantic correlation between related data to derive new information (similar to traditional database inferences in an open environment). The derived information might be sensitive and should not be derivable from released, nonsensitive data.
Conclusions
Agents were designed to collaborate and share information. While highly desirable for interoperability, this feature is scary from the security perspective. Illegal inferences, supported by Semantic Web technology and ontologies, might enable users to access unauthorized information. In addition to semantic associations and replicated data with different sensitivity, malicious agents could also exploit statistical inferences. Although each agent in a system might behave in a desired and secure way, their combined knowledge could be used to disclose sensitive data. The research community must therefore develop and implement techniques that allow control over released data.
To answer the questions related to information availability (scalability), data correctness (integrity), and access control in the presence of illegal inferences and undesired collaborations (confidentiality), researchers in Semantic Web technologies (XML, RDF, DAML, and multiagent systems) and information system security need to collaborate. Indeed, given the Web's openness, dynamic nature, and diverse user population, developing secure Web services will require the collaboration of experts in different fields from both industry and academia. In turn, the "Intelligent Web" of the future will facilitate unheard-of support for collaborations and information management.
