Abstract. There are many reasons for the popular use of the isotropic or geometrically anisotropic covariance function and variogram in spatial statistics. A less known reason demonstrated in this paper is that an isotropic or geometrically anisotropic model would be the only choice in certain circumstances, for instance, when the underlying random field is smooth enough.
Introduction
A real-valued random field {Z(x), x ∈ R d } is a family of real-valued random variables whose index set is R d . For modelling spatial data, a commonly required assumption on the dependence structure of the underlying random field is weak or second-order stationarity, which means that the expectation EZ(x) is a constant, and the covariance
depends only on the spatial lag x, where x 0 ∈ R d is arbitrary. One of the routine procedures to render a random field stationary in spatial statistics is to take differences and work on the increment field. A random field {Z(x), x ∈ R d } is then said to be intrinsically stationary (or to have stationary increments), if for every fixed x 0 ∈ R d , the increment field {Z(x + x 0 ) − Z(x), x ∈ R d } is stationary, or equivalently, if E{Z(x + x 0 ) − Z(x 0 )} is a constant, and the variogram
is a function of the spatial lag x only.
) and positive definite in the sense that the inequality
. . , a n } ⊂ R. Conversely, a symmetric and positive definite function on R d can always be thought of as the covariance function of a zero-mean Gaussian random field, according to Kolmogorov's existence theorem, although it might not be the covariance function for a nonGaussian random field. For example, the positive definite function exp(− x 2 ), x ∈ R d , cannot be a covariance function associated with any log-Gaussian random field [18] , where
, is symmetric, nonnegative with γ(0) = 0, and negative definite in the sense that the inequality
On the other hand, for a given symmetric and negative definite function γ(x) on R d with γ(0) = 0, we can find a zero-mean Gaussian random field with the covariance of Schoenberg-Lévy type ( [9] , [14] ), γ(
, whose variogram coincides with γ(x). Hence, the variogram of a Gaussian random field is essentially characterized by its negative definiteness. The reader is referred to [2] and [3] for properties of positive definite and negative definite functions.
An isotropic or radial covariance function (variogram) on R d is a function of the Euclidean norm x only, and a geometrically anisotropic covariance function (variogram) on R d depends only on Ax , where A is a d × d matrix. Such models have been frequently employed in modelling spatial or spatio-temporal data (e.g., [4] , [6] , [12] , [13] , [14] , [15] , [22] , and [23] ), for which there appear to be several reasons. First, the correlation between two locations simply depends on the usual Euclidean distance, and the covariance function and variogram are invariant under rotation. Second, an integral representation was well established for the continuous isotropic positive definite function [21] . Third, it possesses many attractive properties so that various statistical modelling procedures can be applied. For instance, the deformation modelling approach [20] utilizes a deformation of the real geographical domain into a new coordinate system where isotropic spatial correlation structure is modeled. Another reason is described in Section 2, where Theorem 2 indicates that an isotropic or geometrically anisotropic model would be the only possibility in case the mean square derivative exists for a univariate margin of the underlying random field. Section 3 describes how an isotropic variogram is associated with two nonisotropic covariance functions, one being stationary and the other being nonstationary.
Main results

By a homogeneous function
In order to derive our main results, we need the following lemma, which is also of interest by itself. 
where the last equality follows from (2.1). Thus
On the other hand, it follows from (2.1) and (2.3) that
Combining this with (2.3) yields that 
2).
Proof. As a part of the proof, let us get insight into the role played by the function f (x) and the smoothness of the underlying random field. Except for the degenerate case where γ(x) ≡ 0 for all x ∈ R d , there is a spatial lag
is a covariance function on the real line. Moreover, it is twice differentiable there, which implies the existence of the mean square derivative of the univariate process {Z(x 1 x), x ∈ R}, where x 1 ∈ R d is an arbitrary but fixed location. Examples of such univariate processes include {Z(x 1 , 0, . . . , 0) ,
According to a theorem of Slutsky, Theorem 1.4 of [7] , f (0) = 0 and −f (x) is a covariance function on R, which implies that f (0) < 0.
For every nonzero α, f (γ(αx)) = f (αγ(x)) is clearly a covariance function on
by L'Hôpital's rule. Consequently, γ 2 (x) is a variogram on R d , and the desired result follows from Lemma 1.
Under a stronger condition that γ(x) is a norm on
is obtained as a corollary of Theorem 2. The conclusion actually can be drawn among all homogeneous functions, and it excludes many possible candidates of γ(x) besides non-Euclidean norms.
To illustrate the use of Theorem 2, consider the even and twice differentiable function
For a nonnegative and homogeneous function γ(
As another application of Theorem 2, we investigate the random field extension of a continuous-time autoregressive process on the real line to the spatial domain R d , and introduce spatial autoregressive random fields over R d as well as related spatio-temporal models [13] .
In terms of Schoenberg's theorem (Theorem 2. 
to be a variogram on R d is that γ(x) is of the form (2.2).
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(ii) The function
is a covariance function on R d if and only if γ(x) takes the form (2.2).
Proof. We are going to prove statement (ii), which is clearly equivalent to statement (i).
Consider the function
which is obviously even, and twice differentiable on R with
By Lemma 1, a necessary condition for (2.5) to be a covariance function on R d is that γ(x) takes the form (2.2).
On the other hand, suppose that γ(x) is of the form (2.2). We now show that (2.5) is a covariance function on R d . To this end, it suffices to work on the special case where γ(x) = x , x ∈ R d . By Bochner's theorem,
is a covariance function on R d if its Fourier transform is nonnegative. This is confirmed by 
The isotropic variogram and related non-isotropic covariance functions
In this section we explore the relationship among an isotropic variogram and two closely related non-isotropic covariance functions, one stationary and the other nonstationary.
Suppose that {Z(x), x ∈ R d } is a random field whose covariance function is of Schoenberg-Lévy type ( [9] , [14] ), (3.1) cov(Z(x 1 ), Z(x 2 )) = g( x 1 ) + g(
where g(x) is a nonnegative function on [0, ∞) with g(0) = 0. A well-known example is the fractional Brownian field, where g(x) = |x| α , x ∈ [0, ∞), and α ∈ (0, 2] is a constant (cf., [19] ).
