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A growth lemma for certain discrete symmetric Laplacians deﬁned on a lattice
Zdδ = δZd ⊂ Rd with spacing δ is proved. The lemma implies a De Giorgi theo-
rem, that the harmonic functions for these Laplacians are equi-Ho¨lder continuous,
δ→ 0. These results are then applied to establish regularity properties for the har-
monic maps deﬁned on Zdδ and taking values in an n-dimensional sphere S
n, uniform
in δ. Questions of the convergence δ→ 0 and the Dirichlet problem for these dis-
crete harmonic maps are also addressed.  2001 Academic Press
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1. INTRODUCTION
Let Zdδ be the lattice with spacing δ in R
d; i.e., Zdδ = δZd with Zd the
integer lattice in Rd. Let σ x = σ x δ be a “spin” conﬁguration on a
subset of Zdδ , that is, a vector-valued function in R
n+1 and of unit length.
Equivalently we think of σ as taking values in an n-dimensional sphere Sn.
We say that the conﬁguration σ is harmonic in a domain Nδ ⊂ Zdδ if at each
x ∈ Nδ, σ x points in a direction parallel to the average of its immediate
neighbors,
σ x = λx∑
δ
σ x+ δ (1.1)
where λ ≥ 1/2d is just a proportionality constant and where δ is one of the
2d vectors pointing in a± coordinate direction and is of length δ. The intent
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of this article is to study regularity questions and the Dirichlet problem for
these lattice harmonic maps, σ = σ x δ.
The above equation can be cast in the form
σ x + Eσσ x = 0 (1.2)
which we will refer to as the harmonic map equation, where  = δ is the
lattice Laplacian,
f x = 1
δ2
∑
δ
f x+ δ − f x (1.3)
and where Eσx = 2dλx − 1/δ2λx. In fact, if we take the dot
product of Eq. (1.2) with σ, we ﬁnd that Eσ is an energy density,
Eσx = 1
2
∑
δ
∂δσ x2 (1.4)
with ∂δ a directional derivative again in one of the 2d coordinate directions,
∂δf x =
1
δ
f x+ δ − f x (1.5)
The harmonic map equation follows from a variational principle, minimiz-
ing
∑
x∈Zdδ Eσ x, with σ constrained to Sn.
The harmonic map equation, Eq. (1.2), can be thought of as an equation
for the ground state of a classical lattice Heisenberg model, with in general
non-constant boundary conditions (cf. [7] where the Heisenberg model as a
model of magnetism and its (high-temperature) thermodynamic states are
discussed.) The equation is a discrete approximation for a partial differen-
tial equation for a harmonic map, taking values in Sn which in the physics
literature goes under the name of a classical non-linear On+ 1-symmetric
σ-model [1, 3]. The primary emphasis here will be to gain understanding of
how these discrete harmonic maps appear “viewed from afar” macroscopi-
cally, that is, in the scaling limit as δ→ 0. We address the issue of whether
the maps look continuous or differentiable for small δ.
By continuity in a domain N ⊂ Rd for a family of functions f x δ ≡
f x δδ we will mean the following: Let f x δ be a function which for
each δ is deﬁned on a subset Nδ ≡ N∩ ⊂ Zdδ . We say that f is continuous
in x if, given  > 0, there is a ρ independent of δ such that if x y ∈ Nδ
and x− y < ρ, then f xδ − f yδ < , for δ sufﬁciently small. Here,
x − y denotes the Rd-Euclidean distance between x and y. We do not
require that f have a limit, δ → 0. The special case of Ho¨lder continuity
is deﬁned in the obvious manner. By differentiability, we mean the lattice
derivative, Eq. (1.5), being uniformly bounded in δ→ 0 (again, we do not
require the limit to exist).
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The primary result of Section 2 is a growth lemma, Theorem (2.2),
for a rather general class of symmetric (linear) second-order elliptic dif-
ference operators with scalar-valued dependent variable; the theorem
is needed for applications to our harmonic maps. This theorem serves
some of the same purposes as a Harnack inequality for the harmonic
functions of these difference operators; it implies that the harmonic func-
tions are at least Ho¨lder continuous, uniform in δ, Corollary (2.6). The
Ho¨lder continuity result is analogous to that of the harmonic functions
for uniformly elliptic differential operators in divergence form and with
measurable coefﬁcients, i.e., a De Giorgi theorem [4] (also see Nash [18]
and Moser [17]). Thus the result is perhaps not so surprising. The main
contribution here is to keep careful track of how the constants in the esti-
mates depend on δ and the Euclidean distance to the boundary of the
domain on which the functions are deﬁned. The proofs of these results
are closely related to methods described by Kondrat’ev and Landis [13],
and going back to Moser [17]; see also [19]. But technicalities do arise in
the proofs, stemming particularly from the fact that the Leibnitz rule for
discrete differentiation of a product is not so local as in the differential
operator case. An immediate consequence of the growth lemma here is
a Liouville theorem for these discrete operators, that an entire harmonic
function which is bounded or with small power growth at ∞ is constant,
Corollary (2.7).
We note that although our results are for harmonic functions on the
regular lattices Zdδ, the same results would hold for more general lat-
tices (graphs) embedded in Rd having variable lattice spacing between
vertices, assuming appropriate bounds on this spacing. Indeed, Kuo and
Trudinger [14] and earlier Merkov [16] established Harnack inequalities
and a Liouville theorem for certain elliptic equations on general mesh
graphs. Merkov also considers Dirichlet and Neumann elliptic boundary
value problems. Again, the new result here in our work for harmonic func-
tions is the extension of the growth lemma to the discrete case.
In Section 3, the growth lemma is applied to our harmonic map problem
to obtain Ho¨lder continuity of σ in the special case where σ just takes values
in a hemisphere. The basic idea is this: We assume that in a suitably small
neighborhood Nσ only takes values in a set properly contained in an open
hemisphere of Sn, so that one of the components, say σn+1, of σ is positive.
The quotient ui = σi/σn+1 satisﬁes an elliptic difference (Laplace) equation
Lui = 0 but with the coefﬁcients of L involving σn+1, the smoothness of
which we know nothing a priori. Nevertheless, by the growth lemma we
can assert that ui is Ho¨lder continuous, for each component. Since σ is a
vector of unit length, we can infer that σ itself is Ho¨lder continuous. This
continuity can then be fed back into the equation for σ to prove a regularity
theorem, that σ is actually smooth, uniform in δ. This argument is carried
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out using ideas of Borchers and Garber [1], and standard ideas from elliptic
regularity theory, for dimensions d ≤ 3. We conclude this section with some
general remarks on the δ→ O limit for lattice Dirichlet problems.
The result of regularity for discrete harmonic maps here should be com-
pared with that of Hildebrandt et al. [12], who show generally that in the
partial differential equation setting, a harmonic map from one manifold
into a small neighborhood of another manifold is C2, the size of which is
inversely proportional to the square root of a bound on the curvature. In
the case where the target manifold is a sphere, their conditions reduce to
the range being contained inside a hemisphere. Schoen gives a proof that
Ho¨lder continuity (and integrability of the energy density) implies regularity
for general harmonic maps [20]. The -regularity theorem of Schoen and
Uhlenbeck, that a harmonic map with small energy in a given volume is
regular, appears in [21]; see also [22]. These authors also consider regu-
larity questions for harmonic maps taking values in a sphere Sn as well
as maps taking values in a hemisphere Sn+ [23]. But the methods in these
papers are quite different from those used here; certain tools speciﬁc to
harmonic maps deﬁned on a smooth manifold such as the Bochner and
monotonicity formulas are spoiled by the discreteness in the lattice case
and are not obviously amenable to the lattice case.
There is a voluminous literature on harmonic maps, including a web
site [2]. See Hardt [11] and Simon [24] for recent reviews on the regularity
and singularities of harmonic maps, as well as for references to related
parabolic problems. See also Eells and Ratto [6] for a current review of
harmonic maps between manifolds.
2. GROWTH LEMMA FOR HARMONIC FUNCTIONS OF A
DISCRETE ELLIPTIC OPERATOR
2.1. Multiplicative Variation and Operators in Divergence Form
Let ∂δ and  be the discrete directional derivative and lattice Laplacian
as deﬁned by Eqs. (1.5) and (1.3). Let V be a real multiplication operator
and let w0 be a positive eigensolution for + V + V w0 = 0. Deﬁne L
to be the operator, again acting on functions on Zdδ ,
Lux ≡ 1
w0x
+ V w0ux
= 1
δ
∑
δ
w0x+ δ
w0x
∂δux (2.1)
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This operator L is a special case of the following more general situation
which we discuss in this section: We assume that L is of the form
Lux = 1
δ
∑
δ
hx δ∂δux (2.2)
where hxδ > 0 satisﬁes detailed balance with respect to a measure µx
on Zdδ ,
qxδ ≡ µxhxδ = µx+ δhx+ δ−δ (2.3)
The operator L is formally symmetric and has the quadratic form Q
deﬁned by
Qu v = δ
d
2
∑
xδ
qxδ∂δux∂δvx
= −uLvµ (2.4)
where the inner product · ·µ is given by
u vµ = δd
∑
x∈Zdδ
µxuxvx (2.5)
In the special case introduced above, hxδ takes the form
hxδ = w0x+ δ
w0x
 (2.6)
and the measure µ is given by µx = w0x2.
2.2. Growth of Harmonic Functions for L
Analogous to the situation for second-order differential operators, we
have the following well-known lemma:
Lemma 2.1. Let ux be a harmonic function for L and let φ0 be a smooth
convex function on the real line. Then φx ≡ φ0ux is sub-harmonic in
the sense that
Lφx ≥ 0 (2.7)
Proof. We have by Jensen’s inequality that(∑
δ
hxδ
)−1∑
δ
hxδφ0ux+ δ
≥ φ0
((∑
δ
hxδ
)−1∑
δ
hxδux+ δ
)
= φ0ux (2.8)
which is equivalent to Eq. (2.7).
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For any function ux deﬁned on a subset S ⊂ Zdδ , let
osc
S
u = sup
S
ux − inf
S
ux (2.9)
In the following, by a ball Br x we shall mean those lattice points in Zdδ
which are a Euclidean distance <r from the point x which itself is assumed
to belong to Zdδ . A ball of radius r with center at the origin we will denote
simply by Br. The #p-norm of a lattice function over a set S ⊂ Zdδ is
deﬁned by
fp S =
(
δd
∑
S
f xp
)1/p
 (2.10)
We shall assume that qxδ satisﬁes the ellipticity estimate,
λ−1 ≤ qxδ ≤ λ (2.11)
uniformly in xδ, for some λ > 0. Then we have the following theorem on
the growth of a harmonic function.
Theorem 2.2. Let u = ux be a function on a region N ⊂ Zdδ and
assume that u is harmonic with respect to the operator L deﬁned above. Then
there exists a constant c = cd λ > 1 depending only on the dimension d
and the ellipticity constant λ such that if Br x0 and B3r x0 are concentric
balls contained in N with r > 2δ then
c osc
Br x0
u ≤ osc
B3r x0
u (2.12)
Proof. We will take x0 = 0. By adding a suitable constant, and rescaling,
we can assume that 0 < ux < 1 on B3r and not alter c. Until further
speciﬁed we let φx = φ0ux with φ0 an arbitrary non-negative convex
function.
Lemma 2.3. There exists a constant c0, independent of r such that
sup
Br
φx ≤ c0
rd/2
φ2 B2r (2.13)
Proof. Let η be a smooth function with η = 1 on the ball Br1 and
η = 0 outside of Br2 with r ≤ r1 < r2 < 2r. Since φ and Lφ are non-
negative,
η2φ−Lφµ = Qη2φφ ≤ 0 (2.14)
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Using the identity
∂δη2φx =
1
2
(
η2x + η2x+ δ)∂δφx
+ 1
2
(
φx +φx+ δ)∂δη2x (2.15)
we can write the above inequality for Q as
δd
4
∑
xδ
qx x+ δ(η2x + η2x+ δ)∂δφx2
≤ − δ
d
4
∑
xδ
qx x+ δ(ηx + ηx+ δ)
× (φx +φx+ δ)∂δφx∂δηx
≤ δ
d
4r2 − r1
(∑
xδ
qx x+ δ(ηx + ηx+ δ)2∂δφx2
)1/2
×
( ∑
xδ  x x+δ∈Br2+δ
qx x+ δ(φx +φx+ δ)2
)1/2
 (2.16)
Here, we have used the Schwarz inequality; note that in the last factor in
the last term, the sum is over x x+ δ ∈ Br2 + δ. Also we have estimated
∂δηx by r2 − r1−1. Since ηy + ηx2 ≤ 2ηy2 + ηx2, and 1/λ ≤
qxδ ≤ λ, Ineq. (2.16) implies after a little arithmetic that
δd
2
∑
x∈Br1δ
∂δφx2 ≤
c21δ
d
r2 − r12
∑
x∈Br2+δ
φ2x (2.17)
i.e.,
∂φ2 Br1 ≤
c1
r2 − r1
φ2 Br2+δ (2.18)
with c1 depending only on the dimension d and λ. We note that this
inequlity also holds for φ replaced by φβ for any β ≥ 1 since φβ is also a
convex function of u. We use this fact below.
At this point we need a Sobolev inequality, cf. [15]: For functions on Br
r−d/qfqBr ≤ C
(
r−d−2/2∂f2 Br + r−d/2f2 Br
)
 (2.19)
For the dimension d = 1 we will take q = ∞ for d = 2, we pick q 2 < q <
∞; for d ≥ 3 q = 2d/d − 2, and C depends only on d and q. (In [15],
the Sobolev inequality is given for functions on Rd. That the above dis-
crete inequality holds follows from the fact that the discrete function can
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be linearly interpolated into Rd obatining a function with Lp norms and
L2-gradient norms equivalent to the #p norms, p ≥ 1, and #2-gradient norm.
This interpolation can be accomplished by ﬁrst interpolating the function
linearly along bonds between lattice sites, then harmonically throughout
faces, then harmonically throughout cubes, etc.) Combining the Sobolev
inequality with Ineq. (2.17) and with φ replaced by φβ in the latter as we
are premitted to do by the last remark of the previous paragraph, we obtain
r
−d/q
1 φβqBr1 ≤ C
c1r1 + r2 − r1
r2 − r1rd/21
φβ2 Br2+δ (2.20)
Assuming that r ≤ r1 < r2 − δ < 2r − δ, enlarging the constants, and
replacing r2 by r2 − δ, we ﬁnd that this inequality becomes
r−d/qβφqβBr1 ≤
(
c2r
r2 − r1 − δ
)1/β
r−d/2βφ2βBr2 (2.21)
for some constant c2 depending only on d and q, where we have used
φβqBr1 = φβqBr1, for example. For the dimension d = 1 the con-
clusion of the lemma follows immediately. For d ≥ 2 the idea is to iterate
this inequality to get the statement of the lemma.
Let
βj = 2/qj (2.22)
rj = 2r
(
1− 1
4
j∑
k=1
2−k
)
− jδ j = 0 1 2     J (2.23)
(Note that the rj ’s are a decreasing sequence.) Here, J is the largest integer
such that rJ ≥ r; it is not hard to see that J ≥ r/2δ− 1. Replacing β by βj
and r1 and r2 by rj+1 are rj respectively in Ineq. (2.21), we obtain
r−d/qβJ−1φqβJ−1 Br ≤ c3r−d/2φ2 B2r (2.24)
where
c3 ≡
J−1∏
j=0
(
c2r
rj − rj+1 − δ
)1/βj
 (2.25)
which is seen to be bounded, since
ln c3 ≡
J−1∑
j=0
(
2
q
)j
ln4c22j (2.26)
clearly is bounded. Finally, we have that
c4 sup
B2r
φ ≤
(
δ
r
)d/qβJ−1
sup
Br
φ ≤ r−d/qβJ−1φqβJ−1 Br (2.27)
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The factor  δ
r
d/qβJ−1 is readily seen to be bounded below by a positive
constant c4 independent of δ/r by using the deﬁnition of βJ−1 and the
lower bound on J given above. This inequality and Ineq. (2.24) give the
assertion of the lemma, Ineq. (2.13).
It is at this point that we specify φ. Let E = x ∈ B2r  ux ≤ 1/2;
we can assume that E ≥ 12 B2r. Otherwise, the measure of x ∈ B2r 
1− ux ≤ 1/2 exceeds 12 B2r, and in the whole of our argument above
and below, u can be replaced by 1−uφ01−u is non-negative and convex
in u if φ0u is, and osc u = osc 1 − u. Following Moser [17], we take
φx = − ln1 − ux. Now we have a kind of Poincare´ estimate, proved
in the Appendix, Ineq. (A.5), which implies that for a suitable constant c5,
φ− ln 22 B2r\E ≤ c5r∂φ2 B2r (2.28)
Combining this inequality with the bound φ ≤ ln 2 on E, we obtain
φ2 B2r ≤ c5r∂φ2 B2r + ln 2B2r1/2 (2.29)
This inequality and Ineq. (2.13) of the above lemma relating the sup-norm
of φ to its l2-norm give the following:
Lemma 2.4. There exists a constant c6 independent of r such that
sup
Br
φx ≤ c6
rd/2
(
r∂φ2 B2r + rd/2
)
 (2.30)
The next step is to bound ∂φ2 B2r appearing Ineq. (2.30), by just a
function of r.
Lemma 2.5. There is a constant c7 depending only on the ellipticity con-
stant λ and the dimension d such that
∂φ2 B2r ≤ c7rd/2−1 (2.31)
Proof. Let 0 ≤ η ≤ 1 be a smooth function deﬁned on Rd, with ηx = 1
for x ≤ 2r ηx = 0 for x > 5r/2  η is chosen so that its derivative is
O1/r Let ψx = 1− ux−1. Then since u is harmonic,
0 = η2ψu Luµ = Qη2ψu u (2.32)
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Analogous to the argument leading to Ineq. (2.16), the above identity
implies that
δd
4
∑
xδ
qxδ(η2x + η2x+ δ)∂δψx∂δux
≤ δ
d
4
(∑
xδ
qxδ(ηx + ηx+ δ)2(ψx + ψx+ δ)2∂δux2
)1/2
×
( ∑
x x+δ∈B5r/2+δ
qxδ∂δηx2
)1/2
≤ c8rd/2−1
(
δd
∑
xδ
qxδ(ηx + ηx+ δ)2
× (ψx + ψx+ δ)2∂δux2
)1/2
(2.33)
for some constant c8 depending only on d, since in the last factor of the
second line, ∂δηx, is Or−1 and the sum in that factor is over Or/δd
lattice points.
We wish to compare the sum in the last line of Eq. (2.33) with the sum
occurring in the top line. Consider the factor ψx + ψx+ δ2∂δux2
occurring in the sum in the last line. We claim that
ψx + ψx+ δ2∂δux2 ≤ 41+ κ∂δψx∂δux (2.34)
where
κ ≡ sup
xδ
1
hxδ
∑
δ′ δ′ =δ
hxδ′ ≤ λ22d − 1 (2.35)
To see this, since ux is harmonic and ux ≤ 1, we must have that
−hxδ∂δux =
∑
δ′ δ′ =δ
hxδ′∂δ′ux
≤ ∑
δ′ δ′ =δ
hxδ′ 1− ux
δ
(2.36)
from which (by applying the same argument about x+ δ) it follows that
ux+ δ − ux ≤ κ1− ux or κ1− ux+ δ (2.37)
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whichever is smaller, at least for x x+ δ in the interior of B3r. Showing
Ineq. (2.34) amounts to proving that
v − u
1− v2 ≤ 1+ κ
(
1
1− v −
1
1− u
)
(2.38)
for v equal to the larger of ux and ux + δ u the smaller, and this
inequality follows from Ineq. (2.37). With this inequality, Ineq. (2.34) fol-
lows. Inequality (2.34) is then used in the last line of Ineq. (2.33) along with
the fact that ηx + ηx+ δ2 ≤ 2η2x + η2x+ δ to deduce that(
δd
4
∑
xδ
qxδ(η2x + η2x+ δ)∂δψx∂δux
)1/2
≤ c9rd/2−1 (2.39)
for yet another constant c9 depending only on λ and the dimension.
We next argue that
∂δφx2 ≤ ∂δψx∂δux (2.40)
which, with u and v as above, is equivalent to showing that(
ln
(
1− v
1− u
))2
≤
(
1
1− v −
1
1− u
)
v − u (2.41)
To see this, we have that for z > 0 2/z ≤ 1 + 1/z2; hence on integrating
from 1 to z, 2 ln z ≤ z − 1/z or 2 ln z/z ≤ 1 − 1/z2. On integrating
this inequality from 1 to z, and setting z = 1 − v/1 − u, we obtain
Ineq. (2.41).
Inequalities (2.39) and (2.40) together with the fact that q is bounded away
from zero then imply the assertion of the lemma (2.5), Ineq. (2.31).
Lemmas 2.4 and 2.5 imply that
sup
x∈Br
φx ≤ c6c7 + 1 (2.42)
which from the choice of φ implies that
sup
x∈Br
ux ≤ 1− e−c6c7+1 (2.43)
Since 0 < u < 1 in B3r and u attains the bounds of 0 and 1 on the
boundary of B3r, this completes the proof the Theorem 2.2, with the
constant c of Ineq. (2.12) given by c = 1− e−c6c7+1−1.
An immediate corollary of the growth Theorem (3.2) is that ux is
Holder continuous. From the theorem, we have that
ux − uy ≤ c−n osc
N
u (2.44)
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if x y ∈ Bz r and Bz 3nr ⊂ N , where N ⊂ Zdδ and c is the constant of
Theorem 2.2. This gives us following:
Corollary 2.6. Suppose that u is harmonic on a neighborhood N ⊂ Zdδ
and that x y ∈ N . Suppose moreover that # > x− y and that Bx # ⊂ N .
Then u is Ho¨lder continuous in the sense
ux − uy ≤ c
( x− y
#
)ln c/ ln 3
osc
N
u (2.45)
where c is the constant in Theorem 2.2.
By letting #→∞ of if osc u/#ln c/ ln 3 → 0, where the oscillation is taken
over a ball of radius #, we get a Liouville theorem:
Corollary 2.7. Suppose that u is harmonic throughout Zdδ and is
bounded or grows less rapidly than xln c/ ln 3 x → ∞, with c the constant of
Theorem 2.2. Then u is constant.
3. REGULARITY OF THE HARMONIC MAPS
In this section we investigate the regularity of the harmonic map
σ x which takes values on an n-dimensional unit sphere Sn. Of course
σ depends on the lattice spacing, so we will on occasion write this depen-
dence explicitly, σ = σ x δ. We will be interested particularly in estimates
on σ which are uniform in δ→ 0.
3.1. Ho¨lder Continuity of σ
Assume that σ satisﬁes the harmonic map difference equation of Sec-
tion 1, Eq. (1.2) in N ∩ Zdδ , for some open set N ⊂ Rd. Assume that the
last component of σ σn+1, satisﬁes the inequality σn+1x >  > 0 for
some , and for x ∈ N ∩ Zdδ . Then we can conjugate the harmonic map
equation by σn+1x ≡ w0x to obtain a difference equation for uix ≡
σix/σn+1x i = 1 2     n, Lui = 0, where L is given by Eq. (2.1) of
the previous section. It follows that in N ∩ Zdδ , ui satisﬁes the conclusion of
the growth theorem (Theorem 2.2) and is in particular Ho¨lder continuous
there with estimates uniform in δ δ→ 0, by Corollary 2.6.
But because σ is of unit length,
∑
i σ
2
i = 1,
σn+1x =
(
1+
n∑
i
u2i
)−1/2
(3.1)
is also Ho¨lder continuous; thus so is each σi = uiσn+1 i = 1 2     n.
We emphasize again that the Ho¨lder constant and exponent estimates are
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uniform in δ. In fact the above equation for σn+1 and the equation for
the other components in terms of σn+1 and ui and Corollary 2.6 give the
following:
Theorem 3.1. Suppose that σ is harmonic on a neighborhood N ∩ Zdδ
with σn+1 >  > 0 for some  > 0. Suppose moreover that x y ∈ N ∩ Zdδ with
x− y < # and with Bx # ⊂ N . Then σ is Ho¨lder continuous is the sense
σ x − σ y ≤ c
( x− y
#
)β
 (3.2)
where c β > 0 depends only on  and the dimensions d and n.
We also have a Liouville theorem for σ, readily seen from the above
theorem, just by letting # → ∞ (cf. Schoen and Uhlenbeck for analogous
result of a harmonic map on Rd [23]).
Corollary 3.2. Suppose that σ is entire and satisﬁes the harmonic map
equation, Eq. (1.2), and that a component σn+1 satisﬁes σn+1 >  > 0. Then
σ is constant.
3.2. Smoothness of σ
The Ho¨lder continuity of σ and the difference equation satisﬁed by it
actually imply that σ is smooth, at least in dimensions d ≤ 3.
Theorem 3.3. Let N be a neighborhood of Rd d ≤ 3, and suppose that
for all δ the component σn+1 of the harmonic map σ = σ x δ satisﬁes
σn+1x >  > 0 on N ∩ Zdδ , for some  > 0. Then σ x δ is smooth there
uniformly in δ; in other words the lattice derivatives of σ x δ and its higher
derivatives are uniformly bounded.
As argued above, the hypotheses of the theorem imply that σ is Ho¨lder
continuous in N . This fact can be parlayed into a useful bound on the
energy density Eσ deﬁned by Eq. (1.4) in the Introduction. The following
two lemmas are an adaptation of Lemma 2.2 and Theorem 2.3 of Borchers
and Garber [1] to the lattice setting and so their proofs, which are rather
tedious in the lattice setting, will be omitted.
Lemma 3.4. For a > 0 ξ a smooth non-negative function with support in
N , and σ0 a ﬁxed unit vector,
∑
x∈Zdδ
(
σ0 · σ x −
1
a
)
Eσξ2x ≤ a
2
∑
x∈Zdδ
∑
δ
σ x − σ02∂δξx2 (3.3)
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Provided σ is continuous, the previous lemma above implies that given
 > 0, there exists a ρ > 0, such that if ξ is supported inside the ball Bz ρ,∑
x∈Zdδ∩Bzρ
Eσxξ2x ≤  ∑
x∈Zdδ∩Bzρ
∑
δ
∂δξx2 (3.4)
which is giving an #1loc-bound on the energy density. In the continuum
case such a bound on the energy density implies that the energy density
is bounded by the -regularity theorem [21]. But again, methods used to
prove this theorem entailing the Bochner identity and the monotonicity
inequality (cf. [11, Theorem 2]) are not amenable to the lattice case so we
proceed differently. See [1].
Lemma 3.5. Suppose that σ x = σ x δ is Ho¨lder continuous in x uni-
formly in δ. Then the derivative ∂δσ x δ is in #4loc, with uniform bound as
δ→ 0.
Proof of the theorem. In three dimensions, −δ−1, i.e., the inverse of
the discrete Laplacian for the lattice with spacing δ, is convolution by a
function kδx which is bounded by the smaller of const× 1/δ and const×
1/x. Its derivative is bounded by the smaller of const × 1/δ2 and const ×
1/x2. This, together with the local integrability of the energy density and
the harmonic map equation, give that ∂δσ is in #
3/2−
loc Z3δ uniformly in
δ. (Again, the measure is such that the mass of a point is δ3.) Standard
regularity “bootstrap” arguments using Young’s inequality [15 pp. 90, 224]
for convolutions applied to the harmonic map equation (1.2) then give
that ∂δσ x ∈ #6−loc , then iterating, that ∂δσ x ∈ #Ploc for any p, then that
∂δσ is actually bounded. Moreover kδ also satisﬁes appropriate Ho¨lder
continuity estimates since it is essentially 1/x plus smooth corrections,
implying that actually σ is smooth, again by standard bootstrap arguments.
Similar remarks hold for one and two dimensions. This concludes the proof
of Theorem 3.3.
Remark. The theorem presumably holds for any dimension, but
Lemma 3.5 is sufﬁcient for the subsequent bootstrap argument only
in dimensions d ≤ 3.
3.3. On the Limit of σ x δ δ→ 0
Finally, in this section, we make some remarks about the limit of σ x δ
as the lattice spacing δ goes to zero. Let N be an open connected domain
in Rd with smooth boundary ∂N and let σ = σ0 be smooth boundary data
on ∂N . Let δ be a given lattice spacing, and let Nδ = N ∩ Zdδ . Then we
prescribe data on the boundary ∂Nδ of Nδ by setting σ x = σ0yx with
x a point in ∂Nδ and yx the point closest to x on ∂N . For σ0 taking values
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in an open hemisphere and for each δ, we know that there is a smooth
solution σ x δ (smooth in the sense that difference quotients are bounded
independent of δ) to the lattice harmonic map problem interpolating this
data into the interior of Nδ, at least away from the boundary. But the
natural question remains whether these solutions converge for δ → 0 to
a solution of the corresponding partial differential equation for harmonic
maps, with boundary data σ0. We could of course pass to subsequences to
obtain convergence on compact subsets of N by the equicontinuity of the
σ · δ’s. Beyond this, the situation is not simple nor completely satisfying,
but we can say a few things more.
The partial differential equation for the continuum harmonic map
σ-model is
σ x +
∣∣∣∣∂σ∂x
∣∣∣∣
2
σ x = 0 (3.5)
with σ still taking values on the sphere Sn.
Let χ = χx be a non-negative C∞ function on Rd, with χx = 1 for
x ≤ 1 and χx = 0 for x ≥ 2. Let cδ ρ be a normalization constant
so that χδρx ≡ cδ ρχx/ρ satisﬁes
∑
x∈Zdδ χδρx = 1. Let σ˜δρ be the
function on Rd deﬁned by the lattice convolution,
σ˜δρx ≡
∑
y∈Zdδ
χδρx− yσ y δ (3.6)
Of course σ˜δρ is not necessarily a unit vector, but it becomes one if we
normalize and replace it by σδρx = σ˜δρx/σ˜δρx.
Under some circumstances, σδρ is approximately harmonic on Rd (or
a subdomain thereof); i.e., it is an approximate solution to Eq. (3.5). The
idea is to let δ → 0 and ρ → 0, but the latter more slowly, to obtain a
smooth function σ x satisfying the differential equation for a harmonic
map, Eq. (3.5). Putting σδρx into the left side of Eq. (3.5) and using the
fact that σ · δ is lattice harmonic, we ﬁnd that if the σ · δ’s are uniform
in C2β (functions with second lattice derivatives Ho¨lder continuous with
index β > 0), then the result is
σδρx +
∣∣∣∣∂σδρ∂x
∣∣∣∣
2
σδρx = 0
(
δβ/3+β
)
(3.7)
on picking ρ optimally. By the equicontinuity of the σ · δ’s and passing
to subsequences δ → 0, we obtain convergence to a continuum harmonic
function σ on compacts K ⊂ N . Can more be said?
To prove actual convergence, an inverse function theorem for Banach
spaces [10] can be invoked to effectively eliminate the right-hand side of
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Eq. (3.7), the Banach space taken to be a weighted Schauder space [8]
accommodating some singular behavior at the boundary ∂N of N . One is
lead to study the Fre´chet derivative, i.e., the Jacobi operator Jσ of the
left side of Eq. (3.7), a Schro¨dinger-like operator acting on a Schauder
space of functions in the tangent space of Sn. If Jσ is invertible, then its
resolvent is actually compact (again in a suitable Schauder space) and the
lattice solution σ · δ actually converges, δ → 0 to a continuum solution.
On small domains where σ just takes values in a convex set in Sn Jσ
is positive deﬁnite so invertible; but on larger domains, where the range
of σ is no longer in a convex set, Jσ can have eigenvalues to zero or
negative and non-uniqueness is possible. These remarks will be elaborated
on elsewhere.
APPENDIX: POINCARE´ INEQUALITY FOR A FUNCTION
VANISHING ON PART OF A BALL
In this appendix, we prove the Poincare´-like inequality (2.28) employed
in Section 2. Because of the equivalence of the #2- and L2-norms of func-
tions on the lattice Zdδ and their piecewise linear interpolations on R
d,
respectively, and similarly equivalence of their gradients, it sufﬁces to prove
the following lemma for functions f deﬁned on the closed ball Bρ ⊂
Rd ρ > 0. Here,  · 2N denotes the L2N-norm for functions on N ⊂ Rd,
using Lebesgue measure. The function space W 12N is the set of func-
tions which together with their ﬁrst derivatives are in L2N G denotes
the Lebesgue measure of the measurable set G.
Lemma A.1. There exists a constant C depending only on the dimension
d such that if E is a measurable set contained in Bρ with E > 0 and f is
a W 12Bρ-function vanishing on E, then
f2 Bρ ≤
CρdBρ\E1/d
E ∂f2 Bρ (A.1)
Remark. Note that the function need not vanish on that portion of the
boundary of Bρ which intersects Bρ\E.
Proof. For x ∈ Bρ y ∈ E, we have that
f x = −
∫ y−x
0
∂f x+ tω ·ωdt (A.2)
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where ω is a unit vector pointing from x to y. Integrating this inequality
with respect to y over E, we get that
f xE ≤
∫
y∈E
∫ y−x
0
∂f x+ tωdt dy
≤
∫ ρ
0
rd−1 dr
∫
z∈Bρ\E
∂f z
x− zd−1 dz
≤ ρ
d
d
∫
z∈Bρ\E
∂f z
x− zd−1 dz (A.3)
where we have employed polar coordinates about x so that z = x + tω,
t = x − z, r = y − x, and x − zd−1 dωdt = dz. Thus we need only to
estimate the norm of the convolution by x−d−1 regarded as a transfor-
mation taking L2Bρ\E to functions restricted to L2Bρ\E.
Write, for s > 0,
x−d−1 = x−d−1χx≤sx + x−d−1χx>sx (A.4)
where the χ’s are characteristic functions. Then the ﬁrst term on the right
side of this equation and regarded as an operator kernel has operator norm
bounded by the L1 norm of this function, i.e., C1s, where C1 is just the
surface area of the unit d − 1 dimensional sphere. The second term on the
right side of Eq. (A.4) regarded as an operator kernel has norm bounded
by its Holmgren-norm, in this case Bρ\Es−d−1. Choosing s optimally,
we ﬁnd that the norm of the convolution is bounded by CBρ\E1/d, for
some constant C. Combining this estimate with Ineq. (A.3), we ﬁnd that
f2 Bρ\E ≤
CρdBρ\E1/d
E ∂f2 Bρ\E (A.5)
which implies the assertion of the lemma, since f = 0 in E.
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