The purpose of this paper is to develop a generalized matrix Riccati technique for the self-
Introduction
Consider the self-adjoint matrix Hamiltonian system of the form
where A(x), B(x) = B * (x) > 0 and C (x) = C * (x) are n × n matrices of real-valued continuous functions on the interval [x 0 , ∞), −∞ < x 0 .
A solution (U(x), V (x)) of (1) is said to be ''nontrivial'' if det U(x) = 0 for at least one x ∈ [x 0 , ∞), and a nontrivial solution (U(x), V (x)) of (1) is said to be ''prepared'' if U * (x)V (x) − V * (x)U(x) = 0 for every x ∈ [x 0 , ∞). System (1) is said to be ''oscillatory'' on [x 0 , ∞) if one nontrivial prepared solution (U(x), V (x)) of (1) has the property that det U(x) vanishes at least once on [T , ∞) for every T > x 0 . Otherwise, it is said to be ''nonoscillatory''. It is well known [1, Theorem 8.1, p. 303 ] that if the system (1) is oscillatory on [x 0 , ∞), then every nontrivial prepared solution (Ũ(x),Ṽ (x)) of (1) has the property that detŨ(x) vanishes at least once on [T , ∞) for every T > x 0 .
The oscillation problems for system (1) and its various particular cases such as the second order matrix differential systems U + Q (x)U = 0 have been studied extensively in recent years, e.g., see and the references therein. In 1980, it was conjectured by Hinton and Lewis [12] that system (2) is oscillatory if
This conjecture was settled with additional assumptions on the rate of growth of the trace of x x 0 Q (s)ds by Mingarelli [25] , Kwong et al. [18] , and Butler and Erbe [2, 3] . The conjecture was finally settled in the case n = 2 by Kwong and Kaper [17] and for arbitrary n by Byers et al. [5] .
In 1987, Butler et al. [4] showed that system (2) is oscillatory in case lim inf Another type of criteria was given by Erbe et al. [10] who extended Kamenev's criterion [13] for the scalar case of system
(2) and showed that system (2) is oscillatory if for some integer m > 2, lim sup
Further extensions of the results in [10] have been obtained for systems (2) and (3) by Meng et al. [24] , and Wang et al. [33, 35, 40] , etc.
Recently, Kumari and Umamaheswaram [16] , Yang and Cheng [43] , and Wang [36] used the substitution
x 0 f (s)ds (4) to study the oscillation of system (1) . One of the main results in [16] is as follows.
satisfy the following three conditions:
(ii) H has a continuous and nonpositive partial derivative on D 0 with respect to the second variable;
then system (1) is oscillatory.
Meng and Mingarelli [22] , Wang [36] and Zheng and Zhu [49] also studied the oscillation of system (1) by using the substitution
where a(x) is as in (4). One of the main results in [22] is as follows.
Theorem B. Let the functions H ∈ C (D, R) and h ∈ C (D 0 , R) satisfy conditions (i)-(iii) in Theorem A and that for all sufficiently large s ∈ R, lim inf x→∞ H(x, s) ≥ 1. Assume there exist a function f ∈ C 1 [x 0 , ∞) and a monotone subhomogeneous functional q of degree c on S such that lim sup
Then system (1) is oscillatory.
The above oscillation criteria involve the integral of A, B, C on the entire half-line [x 0 , ∞). Hence, it is difficult to apply them to the cases where A, B and C have ''bad'' behavior on a big part of [x 0 , ∞), e.g., when lim x→∞ λ 1
tr C (s)ds = ∞. However, from the Sturm Separation Theorem, we see that oscillation is only an interval property for the scalar case of (3) (denoted by Eq. (3) 1 ), i.e., if there exists a sequence of subintervals 
where the function class H, functions h 1 (t, s) and h 2 (t, s) are defined in Section 4. Then system (3) is oscillatory.
In 2002, Wang [34] and Yang [42] employed the techniques in Philos [28] for the equation u + q(x)u = 0 and Kong [14] for Eq. (3) 1 and presented several interval criteria for oscillation of system (3) . As a corollary, they derived the following result for system (3) , which also extended the main results in [14] for Eq. (3) 1 to system (3).
Theorem D. For each γ ≥ x 0 , assume that there exist H ∈ H and a, b, c ∈ R such that γ ≤ a < c < b and either (6) holds or
Recently, Zheng [47] , Mingarelli [26] , and Yang and Tang [46] studied the interval oscillation for system (1), respectively. The main result in [47] is as follows.
Theorem E. For each T ≥ x 0 , assume that there exist H ∈ H and a, b, c ∈ R such that T ≤ a < c < b and that 
Motivated by the ideas of Hartman [11] , Philos [28] , Kong [14, 15] , Kumari and Umamaheswaram [16] , Meng and Mingarelli [22] , Mingarelli [26] , Yang et al. [43, 46] , Wang et al. [33] [34] [35] [36] [37] [38] [39] [40] , Zheng [47] and others, in the present paper we shall develop a generalized matrix Riccati technique for system (1) including (4) and (5) as special cases, and then employ the integral averaging technique and monotone functionals to establish new oscillation and interval oscillation criteria for system (1) , which do not require the fundamental matrix of the linear equation v = A(x)v such as in Theorem B [22] . Our results extend, improve and complement Theorems A-E and a number of other existing results. Some of the criteria are given by the behavior of system (1) (or A, B and C ) only on a sequence of subintervals of [x 0 , ∞) and can be applied to extreme cases such as lim x→∞ λ 1
show the versatility of our results.
Preliminaries
We now follow [11] in defining the space S as the real linear space of all real symmetric n × n matrices. For any P ∈ S, we assume its eigenvalues (all necessarily real) λ i [P], 1 ≤ i ≤ n, are ordered so that
The trace of P will be denoted by tr P and as usual
For any P, Q ∈ S, we write P ≥ Q to mean that P − Q ≥ 0, that is, P − Q is positive semi-definite and P > Q to mean that P − Q > 0, that is, P − Q is positive definite. For any P, Q , P 1 , Q 1 , R ∈ S, we have the following properties of n × n symmetric matrices:
All the above properties are well known. For example, see [5] for properties 1 and 2, and see [50, p500 & p510] and [6] for Property 3. Property 4 is a statement of Weyl's inequality which appears in [51] .
Definition 2 (See [11] ). A functional q : S → R is said to be ''subhomogeneous'' if q(µP) ≤ µq(P) for any P ∈ S and µ ≥ 0.
Definition 3 (See [22] ). A functional q : S → R is said to be ''subhomogeneous of degree c'' if there exists a c ∈ R such that for any P ∈ S and any µ ≥ 1, q(µP) ≤ µ c q(P).
From Definitions 1-4, we see that the functional q(P) = λ 1 [P] (traditionally called the ''largest eigenvalue'' functional) and a positive linear functional are monotone subhomogeneous functionals (of degree 1). On the other hand, it is readily verified that the nonlinear trace functional on S defined by q(P) = tr (P + E n ) is monotone and subhomogeneous of degree 1. Furthermore, it is also readily verified that if Q ≥ 0, then the nonlinear functional on S defined by q(P) = λ 1 [P + Q ] is monotone and subhomogeneous of degree 1 and
We shall now state our main results in the following sections.
Kamenev-type oscillation criteria
In this section, we establish oscillation theorems of Kamenev type by employing a generalized matrix Riccati technique, an integral averaging technique and monotone functionals, which extend, improve and complement Kamenev's criterion [13] , Theorem 1 of Philos [28] , Theorem 2.1 of Li [20] , Theorems 2.3 and 2.9 of Kumari and Umamaheswaram [16] , Theorems 1 and 2 of Meng [21] , Theorems 1 and 2 of Sun and Meng [30] , Theorem 2.2 of Zheng and Zhu [49] , Theorems 3.1-3.4 and 4.1-4.2 of Yang and Tang [45] , the criteria of Erbe et al. [10] , Meng et al. [22, 24] , Wang et al. [33, 35, 36, 40] , and Yang and Cheng [43] , etc. Throughout this paper, we use the notation
where
Proof. Suppose to the contrary that system (1) is nonoscillatory. Then there exists a nontrivial prepared solution (1) which is not oscillatory. Without loss of generality, we may assume that det U(x) = 0 for x ≥ x 0 .
Define the Riccati substitution
for x ≥ x 0 . Then W (x) is well defined, Hermitian, and solves the Riccati equation
Multiplying (9) (with x replaced by s) by H(x, s), integrating with respect to s from x 0 to x for x > x 0 , using integration by parts and (i)-(iii), and rearranging the terms, we obtain
Hence, for x > x 0 ,
Since H(x, x 0 ) > 0 for all x > x 0 and q is monotone and subhomogeneous on S, it follows that for x > x 0 ,
Taking the upper limit in both sides of (10) as x → ∞, the right-hand side is always bounded, which contradicts condition (7) . This completes the proof of Theorem 5.
With some minor modifications in the proof of Theorem 5, we have the following result for the monotone subhomogeneous functional q of degree c. 
where T (s) and F 1 (x, s) are as in Theorem 5, then system (1) is oscillatory.
If, in addition, lim inf x→∞ H(x, s) > 1 uniformly for all sufficiently large s ∈ R, and condition (11) is replaced by 
Interval oscillation criteria
Now we establish interval criteria for oscillation of system (1) , that is, criteria given by the behavior of system (1) (or 
where h 1 , h 2 ∈ L loc (D, R). For the case where H := H(x − s) ∈ H , we have that h 1 (x − s) ≡ h 2 (x − s) and denote them by h(x − s). The subclass of H containing such H(x − s) is denoted by H 0 .
We first prove two lemmas.
where W (x) is defined by (8) on (b 1 , b 2 ], T (s) is as in Theorem 5 and
Proof. Since (U(x), V (x)) is a nontrivial prepared solution of (1) such that U(x) is nonsingular on (b 1 , b 2 ], then W (x) by (8) is well defined, Hermitian, and solves the Riccati equation (9) 
On multiplying (9) (with x replaced by s) by H(s, x) , integrating with respect to s from x to b 2 for x ∈ (b 1 , b 2 ], using integration by parts and (12) , and rearranging the terms, we find 
i.e., (13) holds. The proof is complete. (8) is well defined, Hermitian, and solves the Riccati equation (9) 
On multiplying (9) (with x replaced by s) by H(x, s) , integrating with respect to s from b 2 to x for x ∈ [b 2 , b 3 ) and following the proof of Theorem 5, we obtain
.
and then from H(b 3 , b 2 ) > 0 that (14) holds. The proof is complete.
The following theorem is an immediate result from Lemmas 8 and 9.
where T (s), F 2 (s, x) and F 3 (x, s) are defined as in Theorem 5, Lemmas 8 and 9. Then for any nontrivial prepared solution (U(x), V (x)) of (1), det U(x) has at least one zero in (b 1 , b 3 ).
Proof. Suppose the contrary. Then we may assume that there exists a nontrivial prepared solution (U(x), V (x)) of (1) such that det U(x) = 0 for x ∈ (b 1 , b 3 ). From Lemmas 8 and 9 we see that (13) and (14) hold. By adding (13) and (14), we have
which contradicts the assumption (15) from the monotonicity of q and completes the proof.
defined as in Theorem 5, Lemmas 8 and 9, then system (1) is oscillatory.
From Theorem 10, for any nontrivial prepared solution (U(x), V (x)) of (1), det U(x) has at least one zero,
has arbitrarily large zeros. Thus, system (1) is oscillatory. The proof is complete.
Applying Theorem 11 to H 0 , we obtain
where T (s), F 2 (s, x) and F 3 (x, s) are defined as in Theorem 5, Lemmas 8 and 9. Then system (1) is oscillatory.
Thus it follows that condition (16) holds implies that (15) holds and therefore system (1) is oscillatory by Theorem 11. The proof is complete.
Discussion, corollaries and examples
In this section, we would like to establish connections between our results and those known in the literature, and shall present two examples to show the applications of our oscillation criteria.
Remark 13. The above theorems are presented in the form of a high degree of generality: they extend, improve and complement Theorems A-E and a number of other existing results, and handle some cases not covered by known criteria.
With appropriate choices of the functions H(x, s), α(x), Ψ (x) and monotone functional q, from Theorems 5, 11 and 12 we can derive a number of easily verifiable oscillation criteria. Here we only present several corollaries with some choices of the monotone functional q. Corollary 14. Let the functions H ∈ C (D, R) and h ∈ C (D 0 , R) satisfy conditions (i)-(iii) in Theorem A. If there exist a function α ∈ C 1 ([x 0 , ∞), R + ) and a matrix function
where T (s) and F 1 (x, s) are the same as in Theorem 5, then system (1) is oscillatory. ([x 0 , ∞) , S) and a positive linear functional L on S such that lim sup
where T (s) and F 1 (x, s) are the same as in Theorem 5, then system (1) is oscillatory.
Corollary 16. Let Q ≥ 0 be any fixed matrix in S and let q(P) = λ 1 [P + Q ], P ∈ S, be a bounded perturbation of the largest eigenvalue functional. If, for each γ ≥ x 0 , there exist α
where T (s), F 2 (s, x) and F 3 (x, s) are defined as in Theorem 5, Lemmas 8 and 9, then system (1) is oscillatory.
where T (s), F 2 (s, x) and F 3 (x, s) are defined as in Theorem 5, Lemmas 8 and 9, then system (1) is oscillatory. 
x ≥ x 0 , then Riccati substitution (8) reduces to
and
respectively. We note that the Riccati substitutions (20) and (21) are just (4) and (5) with f (x) = − a (x)
2a(x) , respectively. Hence, the Riccati substitution (8) includes (4), (5) and (19) as special cases.
If we choose α(x) ≡ 1 and Ψ (x) ≡ 0 for x ≥ x 0 , then Corollary 14 above reduces to Theorem 2.3 of Kumari and Umamaheswaram [16] , and Corollary 16 above reduces to Theorem E (Theorem 1 of Zheng [47] ). If we choose Ψ (x) = − α (x)
2α(x) E n for x ≥ x 0 , then Corollary 14 above reduces to Theorem A (Theorem 2.9 of Kumari and Umamaheswaram [16] ). If we choose Ψ (x) = − α (x)
2α(x) B −1 (x) for x ≥ x 0 , then Theorem 6 above reduces to an analogy to Theorem B (Theorem 1 of Meng and Mingarelli [22] ), but we do not require the fundamental matrix of the linear equation v = A(x)v. If we choose Ψ (x) = f (x)E n for x ≥ x 0 , then Theorem 5 above reduces to the main result (Theorem 6) of Yang and Cheng [43] , and Theorems 10-12 above reduces to some of the main results in Yang and Tang [46] . Theorem 5 above also extends and improves the results in Wang [36] and many others. 
Remark 22. In system (1), if we assume that B(x) and C (x) are symmetric with B(x) positive definite a.e. on [x 0 , ∞), and A, B and C are real-valued, locally integrable matrix functions on [x 0 , ∞), then analogous to Wang [34] and Mingarelli [26] the above results still hold.
Remark 23. Note that λ 1 [P] ≥ tr P/n and from property (4) 
for any P, Q ∈ S and i = 1, 2, . . . , n, then when A(x) ≡ 0 and Ψ (x) = − α (x) 2α(x) B −1 (x) for x ≥ x 0 Corollaries 16 and 18 still improve most of the results in Kong [14, 15] , Wang [34] and Yang [42] , Zheng [47] , etc. Hence, our results are new even for second order matrix differential system (3).
Finally, we will show the applications of our oscillation criteria by two examples. We will see that the systems in the examples are oscillatory based on the obtained results above, though the oscillations cannot be demonstrated by Theorems A-E and most of the other known criteria.
We first give an example to illustrate Corollary 15.
Example 24. Consider system (1) with
A(x) := (a ij (x)) n×n ,
and U, V are n × n matrix functions of x on [1, ∞), where a ij (x) = 0 for all i = 1 or j = n. For any given α(x) ∈ C 1 ([1, ∞), R + ), if α(x)b 11 (x) ≤ δx for some positive constant δ, and for arbitrary positive constant ε,
then we can check that this system is oscillatory by Corollary 15.
In Corollary 15, we have
Taking H(x, s) = (x − s) 2 for x ≥ s ≥ 1, then H(x, s) satisfies conditions (i) and (ii) of Theorem A and h(x, s) = 2 for x > s ≥ 1. If we choose Ψ (x) := (ψ ij (x)) ∈ C 1 ([1, ∞), S) with ψ 11 (x) = − α (x) 2α(x) b 11 (x) and positive linear functional L(P) = p 11 for P = (p ij ), then it follows from the assumption that a ij (x) = 0 for all i = 1 or j = n, and
Noting that ε > 0, we have lim sup
i.e., (17) holds. Therefore from Corollary 15, we conclude that this system is oscillatory.
Remark 25. In Example 24, if we choose α(x) = x and b 11 (x) = 1 for x ≥ 1, then condition (22) reduces to ''c 11 (x) ≤ − 1 4 + ε 1 x 2 ''. Note that ''ε > 0 is equivalent to '' 1 4 + ε > 1 4 '', when n = 1 Example 24 is consistent with the well-known result that Euler equation u + γ u/x 2 = 0 is oscillatory if γ > 1 4 . The next example is to illustrate Corollary 19.
Example 26. For any given α(x) ∈ C 1 ([0, ∞), R + ), consider system (1) with U, V , A, B and C be given as in Example 24 on [0, ∞) such that α(x)b 11 (x) ≤ δ for some positive constant δ, and
where φ 11 (x) is defined as in Example 24, η > 4δ is a constant, g(x) is arbitrary function such that φ 11 (x) is continuous, and k ∈ N 0 = {0, 1, 2, . . .}, then we can check that this system is oscillatory by Corollary 19.
For any γ ≥ 0, there exists k ∈ N 0 such that 3k ≥ γ Therefore, 2α(x) E n , then in this case the Riccati substitution (8) is indeed different from (4), (5) and (19) , and even more general than them.
