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A STOCHASTIC ANALYSIS OF A NETWORK WITH TWO
LEVELS OF SERVICE
VIANNEY BŒUF AND PHILIPPE ROBERT
Abstract. In this paper a stochastic model of a call center with a two-level
architecture is analyzed. A first-level pool of operators answers calls, identifies,
and handles non-urgent calls. A call classified as urgent has to be transferred
to specialized operators at the second level. When the operators of the second
level are all busy, the operator of first level handling the urgent call is blocked
until an operator at the second level is available. Under a scaling assumption,
the evolution of the number of urgent calls blocked at level 1 is investigated.
It is shown that if the ratio of the number of operators at level 2 and 1 is
greater than some threshold, then, essentially, the system operates without
congestion, with probability close to 1, no urgent call is blocked after some
finite time. Otherwise, we prove that a positive fraction of the operators of
the first level are blocked due to the congestion of the second level. Stochastic
calculus with Poisson processes, coupling arguments and formulations in terms
of Skorokhod problems are the main mathematical tools to establish these
convergence results.
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1. Introduction
The motivation of the model analyzed in this paper originates from a collabo-
ration with “Pre´fecture de police de Paris”, the police department of Paris, and
“Brigade de sapeurs-pompiers de Paris”, the fire department of Paris, to design
an emergency call center in charge of receiving emergency calls for police and for
firemen in Paris area. The previous organization had two independent call centers
with a single level of operators. The new call center has an architecture with two
levels of operators. A first-level pool of operators handles (numerous) non-urgent
calls and has to detect and transfer calls classified as urgent to a second-level pool
of more specialized operators, policemen or firemen, depending on the nature of the
call. Second level operators may dispatch emergency means, if needed. The first
level pool operates therefore as a filter so that the second-level pool can process
efficiently urgent calls. An additional, natural, constraint is that if a first level
Date: November 5, 2018.
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operator has detected an urgent call, this operator releases the call only when a
second level operator has handled it. In particular, the operator will wait when all
servers of the second level are busy. In this situation there are two issues: firstly,
the handling of the urgent call is delayed and, secondly, the server of the first level
is blocked and, consequently, the processing capacity of the first level is reduced.
The main problem in the design of this new organization is of determining a min-
imal number of (expensive) second level operators necessary so that this blocking
phenomenon has a small probability.
We will investigate the behavior of this architecture in stressed situations, i.e.,
when a large number of incoming calls is arriving at the first level. A key character-
istic to analyze in this situation is the evolution of the number of blocked operators
at level 1. This number should remain small in a convenient design. For this rea-
son, it will be assumed that an infinite number of calls are waiting for processing
in a queue. Calls require random processing time whose distribution depends on
the level and the class of the call (urgent or non-urgent). We now give a quick
description of this system in terms of a queueing model.
A Queueing Description of the System. As input, there is an infinite queue
of jobs waiting to enter the system, this is the saturation assumption mentioned
above. With probability p∈[0, 1] a job is of class 0, otherwise it is of class 1. A job
of class 0 represents an urgent call, otherwise it is a non-urgent call.
a) The first level has C1 servers.
Every time a server of this level is idle, it immediately receives a job from
the infinite queue. It is of class i∈{0,1} with probability p∈[0,1] and 1−p,
respectively. A job of class i requires an exponentially distributed service
with rate µi1 at this level.
Class 0 jobs are urgent calls and have to be processed by level 2.
(a) When a job of class 0 completes its service at level 1, it goes to the
second level if there is at least one idle server there.
(b) If there is no place then it remains at the first level and, consequently,
blocks a server at this level. As soon as a job leaves the second level, a
blocked job at the first level is sent to the second level and the server
can take a new job in the infinite queue.
When a job of class 1 completes its service, it leaves the system.
b) The second level has C2 servers and receives only class 0 jobs. A job at this
level requires a exponentially distributed service with rate µ02.
See Figure 1. A key feature of this network is that blocked jobs of class 0 at level 1
reduce the capacity of the system since the corresponding servers at level 1 cannot
process the calls waiting in the saturated queue.
Literature.
Deterministic Modeling. In this paper, the classes of calls and their processing
times are assumed to be random. In a non-random setting, some aspects of this
system have been investigated in Allamigeon et al. [1, 2] where a performance
analysis was carried out using a deterministic Petri net modeling. A Petri net
is a language describing systems in which resources circulate from place to place,
incurring concurrency, synchronizations and bifurcations [17, 5]. The dynamics of
a Petri net can be translated into a dynamical system, whose stability and stable
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Level 1 (C1 servers)
Level 2 (C2 servers)
Class 1
Class 0
Class 0 blocked
Figure 1. Queueing System with Two Levels
points can be analyzed, see Cohen et al. [8]. In Allamigeon et al. [1, 2], a simplified
model of the emergency call center is investigated. Computations on the stationary
regimes of the dynamical system have shown a phase transition characterizing the
different levels of congestion of the call center. The threshold is a critical ratio
between the number of operators at level 1 and level 2.
The analysis of Petri net models may give general results for this class of systems
in a deterministic framework. However, the dynamics investigated in the above
articles do not take account of the random nature of the delays or the classes of
calls in the call center for example. In contrast, the queueing network analysis
adopted in the present article focuses on a simpler system describing the transfer
or the blocking of calls from level 1 to level 2. As it will be seen, it provides a
deeper understanding of the behavior of this system in a random context.
It should be noted that the dynamical system obtained below in our results as the
scaling limit of our model do correspond to the differential equations and the multi-
phase behavior resulting from the continuous Petri net modeling of Allamigeon et
al. [2], hence highlighting the consistency and strong relationship between both
analyses.
Queueing Models of Blocking Phenomena. A natural class of stochastic models
related to the system described above is that of call centers. There is a huge
literature dealing with the problem of staffing these systems. To the best of our
knowledge, few seem to have considered jobs going through a series of call centers
as in our case. The closest models of this literature seem to be multi-skill call
centers where jobs can have different levels of quality of service depending on the
call center chosen. They are nevertheless addressing quite different problems than
the ones considered in this paper. See Koole and Mandelbaum [14] for a survey.
The model that we are studying can be described in terms of finite capacity
queues with blocking in tandem. The blocking has the effect that, when a server at
level 1 completes the service of a class 0 job, it cannot be used again until a server
at level 2 is available. At level 1 a fraction of the servers, and consequently the
corresponding calls, may be blocked. Related models have been investigated in the
literature, see the survey Balsamo [4]. The papers study the corresponding finite
Markovian models of these systems to express in particular the blocking probability
at equilibrium. The corresponding equilibrium equations do not have, in general, a
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solution with a closed form expression. When the values of the capacities (the num-
bers of operators) are not small, the dimension of the state space can be quite large
so that a numerical procedure can also be out of reach in practice. Some approxi-
mations have been proposed but, for the moment, without any convergence result
which could give an idea of the accuracy of such estimations. Kelly [12] has inves-
tigated the problem of blocking of a series of queues, the analysis is concentrated
on the estimation, via bounds, of the achievable throughput of such a system. To
conclude, the literature of rigorous mathematical results for finite capacity queues
with blocking is therefore somewhat scarce.
When the blocking is replaced by the following mechanism defined as an exclu-
sion process: a job blocked at some stage immediately repeats a service until the
next stage can accommodate it. Some of the mathematical models related to the
asymmetric simple exclusion process can give some insights on the performances
of these systems. Due to its relative mathematical tractability, the literature in-
vestigating these processes is also huge. See, for example Liggett [16] for a general
presentation of these important processes and Liggett [15] for a study of asymmet-
ric simple exclusion process in finite dimension. These models are however quite
different and do not seem to be usable since blocking phenomenon of interest is not
really taken into account.
Contributions. With the above notations for our system, one of the main results
of the paper, Theorem 2, shows that, under appropriate scaling conditions, if r is
the ratio of the capacities of the two levels, r=C2/C1, then the condition
(1) r
(
p
µ01
+
1−p
µ11
)
>
p
µ02
implies that there exists some fixed instant independent of the initial state such that
after that time, with high probability, there are no blocked customers at level 1 on
any finite time interval. See Theorem 2 and Corollary 2.
Otherwise, if the opposite (strict) inequality
(2) r
(
p
µ01
+
1−p
µ11
)
<
p
µ02
holds then, Theorem 1 shows that, under appropriate scaling conditions, the frac-
tion of blocked customers at level 1 is positive after some time almost surely and
it converges to
1−
µ02
µ01
C2
C1
(
(1− p)µ01
pµ11
+ 1
)
.
See also Corollary 1.
Consequently, as the intuition suggests, if the ratio C2/C1 of the number of
servers is larger than some parameter then the phenomenon of blocking will not
occur with high probability. Relation (1) gives therefore a rule for a convenient
design of such a system.
A Heuristic Picture. Assume that there is no blocking at level 1 of class 0 jobs.
Level 1 can be seen as a simple birth and death process described by the number
of jobs (Q(t)) of class 0. A birth (resp. death) occurs when a job of class 1 (resp.
0) completing its service is replaced by a job of class 0 (resp. 1). Therefore in state
x∈{0, . . . , C1}, the birth rate is p(C1 − x)µ11 and the death rate is (1− p)µ01x. At
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equilibrium these two rates should be of the same order and therefore that, for a
large C1, the number Q0 of class 0 jobs is of the order of
Q0 ∼ C1
pµ11
(1− p)µ01 + pµ11
.
To avoid congestion, the rate µ01Q0 at which class 0 jobs enter level 2 must be
smaller than the maximal output rate of the second level, that is C2µ02. This gives
exactly Condition (1).
Mathematical Aspects. Proving rigorously these intuitive results turns out to be,
quite surprisingly, challenging. The Markov process associated with the queueing
system has a finite state space of N3. It bears some similarity with classical loss
networks of the literature but with a routing mechanism as in Jackson networks.
See Kelly [11]. As such, little can be said for this process, in particular its invariant
probability distribution does not seem to have a simple closed form expression.
To get quantitative results on this system a scaling approach is used. It is as-
sumed that the capacities C1 and C2 are both large so that C2/C1 is close to
some fixed constant r>0. In this framework one investigates convergence results
concerning stochastic processes indexed by the scaling parameter C1. The main
technical difficulties lie in the behavior of the processes at the boundaries of the
state space, when there are no blocked customers at level 1 or when there are no
idle servers at level 2. As always with processes behaving locally as random walks,
getting convergence results of scaled process in this context with two boundaries
may be difficult. This situation has some similarities with the reflected random
walks associated with classical queueing networks where the convergence results
can be, sometimes, obtained by using a Skorokhod problem formulation. See Har-
rison and Reiman [10], Chen and Mandelbaum [7] or Section 9.4 of Robert [18] for
example. There is no such global Skorokhod problem formulation for our model.
An additional difficulty is the dependence on the scaling parameter of the location
of time intervals where blocking (or no-blocking) occurs eventually.
To handle this complicated setting, we introduce two auxiliary processes which
are first separately investigated in Section 3, for each of them, only one of the
boundary conditions is involved. A generalized Skorokhod problem formulation is
used in both cases. The final Section 4 establishes the main convergence results.
Stochastic calculus with Poisson processes, coupling arguments and the results ob-
tained on auxiliary processes are the main ingredients of the proofs. See the proof
of Proposition 6 for example.
2. The Stochastic Model
To analyze the stability properties of this network, it will be assumed that the
capacities of the two levels of service are large, proportional to a scaling parameter
N . Qualitative and quantitative properties of the system when N gets large will
be obtained. In particular we will determine the conditions on the parameters for
which the blocking probability is negligible or not. We begin with a brief reminder
on Poisson processes and some notations used in this domain.
Notations for Poisson processes. Throughout the paper, for ξ>0, one denotes
byNξ=(tn) a Poisson point process on R+ with rate ξ and (Nξ,i) denotes a sequence
of i.i.d. such Poisson processes. In the following, we will use at some occasions the
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following coupling of Poisson processes, for 0<α≤β, one can construct a version of
Nα and Nβ such that, for all 0≤s≤t,
Nα([s, t])
def.
=
∫ t
s
Nα(ds) ≤ Nβ([s, t]).
This can be done in the following way. If P is a Poisson process on R+2 whose
intensity measure is Lebesgue on this space, then for ξ∈{α, β}, the order relation
will hold if we take
Nξ(dt) = P([0, ξ]× dt).
The notation N ξ=(tn, Bn) is for a marked point Poisson process on R+×{0,1},
where (tn) is a Poisson process with rate ξ on R+ and (Bn) is an i.i.d. sequence
of Bernoulli random variables with parameter p. If f is some positive Borelian
function on R+×{0,1}, we will use the (usual) notation∫
f(t, b),N ξ(ds, db) =
∑
n≥1
f(tn, Bn),
(N ξ,i) denotes a sequence of such i.i.d. marked point Poisson processes. Concern-
ing marked point Poisson processes see Kingman [13] for example. They can be
interpreted as follows in our case, if ξ∈{µ01,µ11,µ02}, u∈{0,1} and the quantity
N ξ,i(dt,{u}) is not 0, then a completion of a service occurs at time t, and if a new
job enters the first level at this occasion, u is the class of this job. Clearly the point
process Nξ(dt) has the same distribution as N ξ(dt,{0,1}).
Scaling. The capacities C1 and C2 of levels 1 and 2 depend on a scaling parameter
N , C1=C
N
1 =N and C2=C
N
2 such that the convergence
(3) lim
N→+∞
CN2 /C
N
1 = r
holds for some r>0.
The evolution of the state of this system can described by the stochastic process
(XN(t))
def.
= (Y N∗ (t), Y
N (t), ZN (t)) with, for t≥0,
— (Y N∗ (t)) being the number of class 0 jobs blocked at level 1 at time t,
— (Y N (t)), the number of class 0 jobs being served at level 1,
— (ZN (t)), the number of idle servers at level 2.
For t≥0, remark that at least one of the variables Y N∗ (t) or Z
N(t) is null. It is not
difficult to see that (XN(t)) is an irreducible Markov process on the state space
SN
def.
=
{
x = (y∗, y, z) ∈ N
3 : y + y∗ ≤ C
N
1 , z ≤ C
N
2 , y∗· z = 0
}
It will be assumed that the sequence of initial states satisfies the relation
(4) lim
N→+∞
1
N
(Y N∗ (0), Y
N (0), ZN (0))=x0=(y∗0, y0, z0)∈[0, 1]
2×[0, r].
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y∗
y
z
C
N
2 C
N
1
C
N
1
y∗ = 0
(no blocked jobs at level 1)
z = 0
(no free jobs at level 2)
µ02(C
N
2
−z)
µ11p(C
N
1
−y)
µ01py
µ01(1−p)y µ02pC
N
2
µ02(1−p)C
N
2
µ11p(C
N
1
−y−y∗)
µ01y
Figure 2. A Representation of the Transitions Rates of (XN (t)).
The three-dimensional structure is “unfolded” in two dimensions.
The vector x0 will be referred to as the initial fluid state in the following. The
transition rates are defined as follows, for x=(y∗, y, z)∈S,
(5) x 7→


(y∗+1, y−1, 0) at rate µ01y1{z=0},
(0, y−1, z−1) ” µ01y(1−p)1{z>0},
(0, y, z−1) ” µ01yp1{z>0},
(y∗, y+1, z) ” µ11p(N−y∗−y),
(y∗−1, y, z) ” (1−p)µ02C
N
2 1{y∗>0},
(y∗−1, y+1, z) ” pµ02C
N
2 1{y∗>0},
(0, y, z+1) ” µ02(C
N
2 −z)1{y∗=0}.
Due to the constraints on the coordinates y∗ and z of x (at least one of them is 0),
the Markov process (XN (t)) can be seen as a two-dimensional process as depicted
in Figure 2.
Representation by Stochastic Differential Equations. From the transition
rates (5), the process (XN (t)) can also be seen as the unique solution of the following
stochastic differential equations,
(6) dY N∗ (t) =
+∞∑
i=1
1{i≤Y N (t−),ZN (t−)=0}Nµ01,i(dt, {0, 1})
− 1{Y N
∗
(t−)>0}
CN
2∑
i=1
Nµ02,i(dt, {0, 1}),
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(7) dY N (t) = −
+∞∑
i=1
1{i≤Y N (t−)}1{ZN (t−)=0}Nµ01,i(dt, {0, 1})
− 1{ZN (t−)>0}N µ01,i(dt, {1}) + 1{Y N
∗
(t−)>0}
CN
2∑
i=1
Nµ02,i(dt, {0})
+
+∞∑
i=1
1{i≤N−Y N
∗
(t−)−Y N (t−)}N µ11,i(dt, {0}),
(8) dZN(t) = −
+∞∑
i=1
1{i≤Y N (t−),ZN (t−)>0}Nµ01,i(dt, {0, 1})
+
+∞∑
i=1
1{i≤CN
2
−ZN (t−),Y N
∗
(t−)=0}Nµ02,i(dt, {0, 1}),
starting from some fixed initial state. The notation f(t−) stands for the left-limit
of f at t.
Filtration. The σ-field Ft of the events up to time t is classically defined as the
σ-field generated by the random variables
N ξ,i([0, s]×u), where ξ ∈ {µ01, µ11, µ02}, s ∈ [0, t], u ∈ {{0}, {1}} and i ∈ N.
With this definition the process (Y N∗ (t), Y
N (t), ZN (t)) is clearly (Ft)-adapted. The
martingale properties mentioned in the following are understood to be with respect
to this filtration.
Evolution equations. The rescaled process is denoted by
(9)
(
X
N
(t)
)
def.
=
(
Y
N
∗ (t), Y
N
(t), Z
N
(t)
)
def.
=
1
N
(
Y N∗ (t), Y
N (t), ZN (t)
)
,
the integration of the above SDEs and classical stochastic calculus give the relations
(10) Y
N
∗ (t) = Y
N
∗ (0) + µ01
∫ t
0
Y
N
(s)1
{Z
N
(s)=0}
ds
− µ02
CN2
N
∫ t
0
1
{Y
N
∗
(s)>0}
ds+MNY∗(t),
(11) Y
N
(t) = Y
N
(0)− µ01
∫ t
0
Y
N
(s)
(
1−p1{Z(s)>0}
)
ds
+ pµ02
CN2
N
∫ t
0
1
{Y
N
∗
(s)>0}
ds+ pµ11
∫ t
0
(1−Y
N
∗ (s)−Y
N
(s)) ds+MNY (t),
(12) Z
N
(t) = Z
N
(0)− µ01
∫ t
0
Y
N
(s)1
{Z
N
(s)>0}
ds
+ µ02
∫ t
0
(
CN2
N
−Z
N
(s)
)
1
{Y
N
∗
(s)=0}
ds+MNZ (t),
where, for V ∈{Y∗, Y, Z}, (MNV (t)) is a martingale. We complete this section with
a tightness result.
Proposition 1. The sequence of processes (X
N
(t)) defined by Relation (9) is tight
and any of its limiting points is a continuous process.
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Proof. Since, for t≥0, one has Y N∗ (t)+Y
N(t)≤N and ZN(t)≤CN2 , the variables
Y
N
∗ (t), Y
N
(t) and Z
N
(t) are thus uniformly bounded. By using a similar proce-
dure as in the proof of Theorem 6.13 page 159 of Robert [18], one can show that
the expected value of the previsible increasing process of the martingales (MNV (t)),
V ∈{Y∗, Y, Z}, is of the order of 1/N and thus converges to 0. By Doob’s Inequality,
one gets that for any η>0 and T>0, the relation
(13) lim
N→0
P
(
sup
0≤t≤T
|MNV (t)|
N
≥ η
)
= 0.
holds. Denote by wf,T the modulus of continuity of a function (f(t)) on [0, T ], i.e.,
for δ>0
wf,T (δ) = sup (|f(t)−f(s)| : 0≤s≤t≤T, |t− s|≤δ) .
By using again that (Y
N
∗ (t)), (Y
N
(t)) and (Z
N
(t)) are bounded and by Rela-
tion (13), Equations (10), (11) and (12) show that for any ε>0 and η>0, there exist
N0≥1 and δ0>0 such that if N≥N0 and δ<δ0 then
P (wV,T (δ) ≥ η) ≤ ε, V ∈
{
Y
N
∗ , Y
N
, Z
N
}
.
One concludes with Theorem 15.1 of Billingsley [6]. 
3. Analysis of Auxiliary Processes
To study the asymptotic evolution of blocked customers, it is convenient to intro-
duce two important stochastic processes. The first one describes the behavior of the
system when the second level is permanently full, and the second one corresponds
to the situation when there are no blocked class 0 customers at level 1.
3.1. A Process with Saturation of Level 2. The corresponding process is de-
noted by (Y Na∗ (t), Y
N
a (t)), it describes a system when level 2 is always saturated by
class 0 jobs. The process (Y Na (t)) [resp. (Y
N
a∗ (t))] indicates the number of class 0
jobs [resp. blocked] at level 1. For this system blocked class 0 jobs are served at
rate µ02C
N
2 , otherwise the statistical assumptions are the same as before.
This is a Markov process with transition rates defined by
(14) (y∗, y) 7→


(y∗+1, y−1) at rate µ01y,
(y∗−1, y) ” (1− p)µ02C
N
2 1{y∗>0},
(y∗−1, y+1) ” pµ02C
N
2 1{y∗>0},
(y∗, y+1) ” pµ11(N−y∗−y).
The first transition is for a 0 job being blocked after its service at level 1. The
second one corresponds to a 0 job leaving level 2 allowing a blocked 0 job to go to
level 2 and a new 1 job is added at level 1. The third transition is similar except
that a new 0 job enters level 1. The last transition corresponds to a 1 job leaving
level 1 allowing a 0 job to enter level 1.
As long as Y N∗ (t)>0, this Markov process has the same transition rates as the
process (Y N∗ (t), Y
N (t)), see Relation (5).
Proposition 2. If the initial condition of (Y Na∗ (t), Y
N
a (t)) is such that
(15) lim
N→+∞
1
N
(Y Na∗ (0), Y
N
a (0)) = (y
0
a∗, y
0
a) ∈ [0, 1]
2,
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with 0 ≤ y0a∗+y
0
a ≤ 1 then, for the convergence in distribution, the relation
lim
N→+∞
1
N
(Y Na∗ (t), Y
N
a (t)) = (ya∗(t), ya(t))
holds, where (ya∗(t), ya(t)) is a couple of continuous functions such that
(16) ya∗(t)+ ya(t) ≥ h(t)
def.
= (y0a∗+ y
0
a)e
−pµ11t+
(
1−
(1 − p)µ02r
pµ11
)(
1− e−pµ11t
)
and (ya∗(t), u(t)) is the unique solution of the following Skorokhod problem
(17) ya∗(t) = y
0
a∗ + µ01
∫ t
0
ya(s) ds− µ02rt+ u(t)
where (u(t)) is a non-decreasing continuous function such that u(0) = 0 and
∫ +∞
0
ya∗(s) du(s) = 0.
Concerning the Skorokhod problem in dimension 1, see Skorokhod [19], Chaleyat-
Maurel and El Karoui [9]. The main trick is to express the couple (ya∗(t), u(t)) of
Equation (17) as a regular functional of the free process(
y0a∗+µ01
∫ t
0
ya(s) ds−µ02rt
)
.
Note that, in our case, this free process depends on (ya∗(t), ya(t)).
Proof. We will proceed as follows, first show that any limiting point (ya∗(t), ya(t))
of (Y Na∗ (t), Y
N
a (t)) is such that (ya∗(t)) can be seen as the first coordinate of the
solution of a Skorokhod problem associated with a free process. In a second step, we
will show that the later process can be expressed as a regular functional of (ya∗(t)).
One has then to use uniqueness results of Anderson and Orey [3] to conclude the
proof.
From the transition rates (14), the process (Y Na∗ (t), Y
N
a (t)) can be seen as the
solution of the stochastic differential equations (SDE)
dY Na∗ (t) =
+∞∑
i=1
1{i≤Y N
a
(t−)}Nµ01,i(dt,{0, 1})− 1{Y N
a∗
(t−)>0,i≤CN
2
}Nµ02,i(dt,{0, 1}),
dY Na (t) = −
+∞∑
i=1
1{i≤Y N
a
(t−)}N µ01,i(dt,{0, 1}) + 1{Y N
a∗
(t−)>0,i≤CN
2
}Nµ02,i(dt,{0})
+
+∞∑
i=1
1{i≤N−Y N
a∗
(t−)−Y N
a∗
(t−)}Nµ11,i(dt,{0}).
With the notation (
Y
N
a∗(t), Y
N
a (t)
)
=
1
N
(
Y Na∗ (t), Y
N
a (t)
)
,
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by integrating the above SDE, one gets the relations
Y
N
a∗(t) = Y
N
a∗(0) + µ01
∫ t
0
Y
N
a (s) ds− µ02
CN2
N
∫ t
0
1
{Y
N
a∗
(s)>0}
ds+MN∗ (t)(18)
Y
N
a (t) = Y
N
a (0)− µ01
∫ t
0
Y
N
a (s) ds+ pµ11
∫ t
0
(
1− Y
N
a∗(s)− Y
N
a (s)
)
ds(19)
+ pµ02
CN2
N
∫ t
0
1
{Y
N
a∗
(s)>0}
ds+MN (t),
where (MN∗ (t)) and (M
N (t)) are local martingales. In the same way as in the
proof of Proposition 1 of Section 2, one can prove that the sequence of processes
(Y
N
a∗(t), Y
N
a (t)) is tight and that any of its limiting points is a continuous process.
Let (ya∗(t), ya(t)) be a limiting point, i.e., for some subsequence (Nk) the relation
lim
k→+∞
(
Y
Nk
a∗ (t), Y
Nk
a (t)
)
= (ya∗(t), ya(t))
holds for the convergence in distribution of processes. Denote
(20) FNa (t) = Y
N
a∗(0) + µ01
∫ t
0
Y
N
a (s) ds− µ02
CN2
N
t+MN∗ (t).
Equation (18) can be written as
Y
N
a∗(t) = F
N
a (t) + µ02
CN2
N
∫ t
0
1
{Y
N
a∗
(s)=0}
ds,
so that the couple (
Y
N
a∗(t), µ02
CN2
N
∫ t
0
1
{Y
N
a∗
(s)=0}
ds
)
is the solution of the Skorokhod problem associated with the free process (FNa (t)).
See Skorokhod [19] and Appendix D of Robert [18] for a brief account.
For the convergence in distribution of processes, one has
(21) lim
k→+∞
(FNka (t)) = (fa(t))
def.
=
(
y0a∗ + µ01
∫ t
0
ya(s) ds− µ02rt
)
,
since, as before, the martingales are vanishing as N gets large. From Proposi-
tion D.4 of the appendix of Robert [18], one gets that (ya∗(t)) is the first coordi-
nate of the solution of the Skorokhod problem associated with (fa(t)) and (ya∗(t))
is differentiable almost everywhere for the Lebesgue measure on R+. In particular
Relation (17) holds.
Since the free process (fa(t)) depends on (ya∗(t), ya(t)), there is no guarantee of
the uniqueness of such a limit point (ya∗(t), ya(t)). We now give a representation
of (fa(t)) in terms of (ya∗(t)). We proceed by getting rid of the process (Y
N
a (t)) in
the expression (20) of (FNa (t)). From Equations (18) and (19), we get the relation
pY
N
a∗(t) + Y
N
a (t) = pY
N
a∗(0) + Y
N
a (0) + pµ11t− pµ11
∫ t
0
Y
N
a∗(s) ds
− ((1 − p)µ01 + pµ11)
∫ t
0
Y
N
a (s) ds+ pM
N
∗ (t) +M
N(t).
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By reordering the terms, one gets the relation
(22) Y
N
a (t) + µ
∫ t
0
Y
N
a (s) ds =
(
pY
N
a∗(0) + Y
N
a (0)
)
+ pµ11t− pY
N
a∗(t)
− pµ11
∫ t
0
Y
N
a∗(s) ds+ pM
N
∗ (t) +M
N(t),
with µ
def.
= (1−p)µ01+pµ11. Hence, by denoting
KN(t)
def.
=
1
µ
(
pY
N
a∗(0) + Y
N
a (0)
) (
eµt − 1
)
+
pµ11
µ2
(
1 + (µt− 1)eµt
)
,
and (k(t)) its limit,
k(t)
def.
=
1
µ
(
py0a∗ + y
0
a
) (
eµt − 1
)
+
pµ11
µ2
(
1 + (µt− 1)eµt
)
,
from Equation (22), trite calculations give the representation∫ t
0
Y
N
a (s) ds = K
N (t)e−µt − p
∫ t
0
(
Y
N
a∗(s) + µ11
∫ s
0
Y
N
a∗(u) du
)
e−µ(t−s) ds
+
∫ t
0
(
pMN∗ (s) +M
N (s)
)
e−µ(t−s) ds.
Therefore, we can write the free process (FNa (t)) as
(23) FNa (t) = G
(
Y
N
a∗
)
(t) + Y
N
a∗(0) + µ01K
N(t)e−µt − µ02
CN2
N
t
+ µ01
∫ t
0
(
pMN∗ (s) +M
N(s)
)
e−µ(t−s) ds+MN∗ (t),
where G(·) is a functional on Borelian functions (x(t)) defined by
G(x)(t) = −pµ01
∫ t
0
(
x(s) + µ11
∫ s
0
x(u) du
)
e−µ(t−s) ds.
This gives us an alternative representation of (fa(t)) as
(24) fa(t) = G(ya∗)(t)
def.
= G(ya∗)(t) + y
0
a∗ + µ01k(t)e
−µt − µ02rt.
We have shown that (ya∗(t)) is the first coordinate of (ya∗(t), u(t)), the solution of
a generalized Skorokhod problem associated to the functional G,
ya∗(t) = G(ya∗)(t) + u(t) and
∫ +∞
0
ya∗(s) du(s) = 0,
with the usual assumptions on (ya∗(t)) and (u(t)). See Anderson and Orey [3]. For
any Borelian functions (a(t)) and (b(t)) on R+, it is not difficult to check that
‖G(a)−G(b)‖∞,t
def.
= sup
0≤s≤t
‖G(a)(s)−G(b)(s)‖ ≤ Ct
∫ t
0
‖a− b‖∞,s ds,
with Ct = pµ01(1+µ11t). Anderson and Orey [3] show that such (ya∗(t)) is unique.
The convergence in distribution follows:
lim
N→+∞
(
Y
N
a∗(t), µ02
CN2
N
∫ t
0
1
{Y
N
a∗
(s)=0}
ds
)
= (ya∗(t), u(t)).
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Consequently, Relations (18) and (19) give the relations
(25)


ya∗(t) = y
0
a∗ + µ01
∫ t
0
ya(s) ds− µ02rt+ u(t),
ya(t) = y
0
a − µ01
∫ t
0
ya(s) ds+ pµ11
∫ t
0
(1− ya∗(s)− ya(s)) ds
+pµ02rt− pu(t).
By using Relations (21) and (24), one deduce the uniqueness of (ya(t))and, there-
fore, the convergence in distribution of the sequence of processes (Y Na∗ (t), Y
N
a (t)).
We now prove that the limit (ya∗(t), ya(t)) satisfies necessarily ya∗(t)+ya(t)≥h(t)
for all t, where h is the solution of
h(t) = (y0a∗ + y
0
a)− (1−p)µ02rt+ pµ11
∫ t
0
(
1− h(s)
)
ds,
that is,
h(t) = (y0a∗ + y
0
a)e
−pµ11t +
(
1−
(1− p)µ02r
pµ11
)
(1− e−pµ11t).
First note that, for any N , the process Y
N
a is bounded above by 1, so that F
N
a is
Lipschitz. Hence, again by Proposition D.4 of the appendix of Robert [18], u is also
Lipschitz, and thus continuous.
From Relations (25), one gets that the identity
(ya∗(t) + ya(t)) = (y
0
a∗ + y
0
a)− (1−p)µ02rt
+ pµ11
∫ t
0
(1− (ya∗(s) + ya(s))) ds+ (1−p)u(t)
holds, so that the difference ya∗+ya−h satisfies the system
x(t) + pµ11
∫ t
0
x(s) ds = (1−p)u(t), with x(0) = 0
Any continuous solution (x(t)) of this system is non-negative. Suppose that there
exists t1>0 such that x(t1)<0. Then, by continuity of (x(t)), there exists t0<t1
such that x(t0)=0 and x(t)<0 for t0<t<t1. But
x(t1)− x(t0) = x(t1) = (1−p)(u(t1)− u(t0))− pµ11
∫ t1
t0
x(s) ds
and the right-hand-side of the equality is positive because (u(t)) is non-decreasing
and (x(t)) is negative on this interval, which is a contradiction. Relation (16) is
established. The proposition is proved. 
Proposition 3. Under Condition (1), there exists t0≥0, independent of the ini-
tial state (15), such that for t≥t0, the functions (ya∗(t)) and (ya(t)) introduced in
Proposition 2 are differentiable at t and
(26)


d
dt
ya∗(t) = µ01ya(t)− µ02r,
d
dt
ya(t) = −(µ01+pµ11)ya(t)− pµ11ya∗(t) + p(µ02r+µ11)
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Any solution (ya∗(t), ya(t)) of the differential system (26) converges to
(27)
(
1−
µ02r
µ01
(
(1−p)µ01
pµ11
+1
)
,
µ02r
µ01
)
.
Proof. The above proposition shows that
lim inf
t→+∞
ya∗(t) + ya(t) ≥ 1−
(1− p)µ02r
pµ11
.
Let
ε0 =
(
1−
(1− p)µ02r
pµ11
)
−
µ02r
µ01
,
then ε0>0 by Condition (1). Let t0 be such that if t≥t0 then
(28) ya∗(t) + ya(t) ≥ 1−
(1− p)µ02r
pµ11
−
ε0
2
.
The classical representation of the solution of one-dimensional Skorokhod problem,
see Relation (D.1) p.376 of Robert [18], gives the identity
ya∗(t) =
(
y0a∗ + µ01
∫ t
0
ya(u) du− µ02rt
)
∨ sup
0≤s≤t
(
µ01
∫ t
s
ya(u) du− µ02r(t− s)
)
.
If t1>t0 is such that ya∗(t1)=0, then by continuity of (ya(t)), one gets the relation
µ01ya(t1) ≤ µ02r,
and, by using Relation (28),
1−
(1 − p)µ02r
pµ11
−
ε0
2
≤ ya∗(t1) + ya(t1) = ya(t1) ≤
µ02r
µ01
which leads to a contradiction. One concludes that t 7→ ya∗(t) is positive for t>t0
and consequently that the measure du(t) vanishes on the interval (t0,+∞). The
proposition is proved. 
3.2. A System without blocked jobs. A second auxiliary process is introduced,
it is denoted by (Y Nb (t), Z
N
b (t)). It describes the situation when there are no blocked
jobs at level one: if a class 0 job finishes while level two is saturated, i.e., ZNb (t)=0,
then it leaves the system, instead of being blocked. If there are free servers at level
two, the process behaves in the same way as the main process under study. The
process (Y Nb (t), Z
N
b (t)) is a Markov process, with the following transition rates:
(29) (y, z) 7→


(y−1, 0) at rate (1−p)µ01y1{z=0},
(y−1, z−1) ” (1−p)µ01y1{z>0},
(y, z−1) ” pµ01y1{z>0},
(y+1, z) ” pµ11(N−y),
(y, z+1) ” µ02(C
N
2 −z).
Note that, when z>0, this Markov process has the same transition rates as the
process (XN (t)) (see (5)).
Proposition 4. If the initial condition of (Y Nb (t), Z
N
b (t)) is such that
(30) lim
N→+∞
1
N
(Y Nb (0), Z
N
b (0)) = (y
0
b , z
0
b ) ∈ [0, 1]× [0, r],
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then, for the convergence in distribution, the relation
lim
N→+∞
1
N
(Y Nb (t), Z
N
b (t)) = (yb(t), zb(t))
holds, where (yb(t)) is given by
(31) yb(t) = y
0
be
−(pµ11+(1−p)µ01)t +
pµ11
pµ11+(1−p)µ01
(
1−e−(pµ11+(1−p)µ01)t
)
and (zb(t)) is the unique solution of the Skorokhod problem
(32) zb(t) = z
0
b + µ02rt − µ02
∫ t
0
zb(s) ds− µ01
∫ t
0
yb(s) ds+ u(t)
where (u(t)) is a non-decreasing continuous function such that u(0)=0 and∫ +∞
0
zb(s) du(s) = 0 .
As before, the free process associated to the Skorokhod problem is(
z0b + µ02rt− µ02
∫ t
0
zb(s) ds− µ01
∫ t
0
yb(s) ds
)
,
it is also a functional of (zb(t)), see the proof of Proposition 2.
Proof. From the transition rates (29) and as in the proof of Proposition 2, if(
Y
N
b (t), Z
N
b (t)
)
def.
=
1
N
(
Y Nb (t), Z
N
b (t)
)
,
then one gets the evolution equations
Y
N
b (t) = Y
N
b (0)− µ01(1− p)
∫ t
0
Y
N
b (s) ds+ pµ11
∫ t
0
(1− Y
N
b (s)) ds+M
N
Y (t),
Z
N
b (t) = Z
N
b (0) + µ02
CN2
N
t− µ02
∫ t
0
Z
N
b (s) ds
− µ01
∫ t
0
Y
N
b (s) ds+M
N
Z (t) +R
N
Z (t),
with
RNZ (t) = µ01
∫ t
0
Y
N
b (s)1{ZN
b
(s)=0}
ds,
and (MNZ (t)) and (M
N
Y (t)) are local martingales. It is easily seen that these two
martingales vanish when N gets large and hence that, with the criterion of the
modulus of continuity, the sequence of processes (Y
N
b (t)) is tight. Furthermore,
any limiting point (yb(t)) satisfies the integral equation
yb(t) = y
0
b − (pµ11 + (1 − p)µ01)
∫ t
0
yb(s) ds+ pµ11t,
so that Relation (31) holds.
Clearly, (Z
N
b (t), R
N
Z (t)) is the solution of a generalized Skorokhod process asso-
ciated with a free process which depends itself on Z
N
b (t)). One concludes in the
same way as in the proof of Proposition 2. 
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We now prove that, under Condition (2), the reflecting part of the Skorokhod
problem of the last proposition vanishes for t large enough.
Proposition 5. Under Condition (2), there exists t0≥0, independent of the initial
state (30), such that for t≥t0,
(33)
d
dt
zb(t) = µ02r − µ02zb(t)− µ01yb(t).
Furthermore,
lim
t→+∞
(yb(t), zb(t)) =
(
pµ11
pµ11+(1−p)µ01
, r−
pµ01µ11
µ02(pµ11+(1−p)µ01)
)
.
Proof. By Proposition 4, (ya(t)) converges to yb as t gets large. By Condition (2),
the relation yb<µ02r/µ01 holds. Consequently, there exists t0 such that the in-
equality
µ01yb(t)<µ02r
holds for t≥t0.
Theorem D.1 of Robert [18] gives the relation
zb(t) =
(
z0b + µ02rt− µ02
∫ t
0
zb(s) ds− µ01
∫ t
0
yb(s) ds
)
∨ sup
0≤s≤t
(
µ02r(t−s)− µ02
∫ t
s
zb(u) du− µ01
∫ t
s
yb(u) du
)
.
Suppose that zb(t1)=0 for some t1>t0, then in particular, for 0≤s≤t1,
µ02r(t1−s)− µ02
∫ t1
s
zb(u) du− µ01
∫ t1
s
yb(u) du ≤ 0,
by continuity of (zb(t)) and (yb(t)), this gives that
µ02r−µ01yb(t1) = µ02r−µ02zb(t1)−µ01yb(t1) ≤ 0,
contradiction. This implies that zb(t)>0 holds for t≥t0 and, consequently, the
measure du(t) vanishes on [t0,+∞). The proposition is proved. 
4. Asymptotic Study of the Blocking Phenomenon
The goal of this section is of showing that if the ratio r∼CN2 /C
N
1 of the capacities
of the two levels of our system is less than the quantity
rc
def.
=
p
µ02
/(
p
µ01
+
1−p
µ11
)
,
then there exists some fixed instant t0 such that, with a probability converging to 1
as N gets large, the number of blocked servers at level 1 is of the order of N on any
finite time interval after t0. Otherwise, if r>rc, then there exists t0>0 such that
the number of blocked servers is 0 with high probability on any finite time interval
after t0. These results are respectively proved in Sections 4.1 and 4.2. The proofs
use the technical tools introduced in the last section and additional probabilistic
arguments.
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4.1. The Overloaded Regime. In this section, we will assume that Condition (1)
holds, i.e., that r<rc. Recall that (Y
N
∗ (t), Y
N (t), ZN (t)) describes the state of our
system. The following proposition is a technical result that shows that type 0 jobs
occupy at least a fixed fraction of the first level after some time.
Proposition 6. Under Condition (1), for ε>0, there exists t0>0 such that, for
any initial fluid state (4), and T≥t0, then
lim
N→∞
P
(
inf
t∈[t0,T ]
(
Y N∗ (t)+Y
N (t)
)
≥ N(y¯−ε)
)
= 1,
with
y¯
def.
=
pµ11
pµ11+(1−p)µ01
.
Proof. Define, for t ≥ 0,
HN (t) = Ny¯−Y N∗ (t)−Y
N (t),
we want to show that HN (t) is, with high probability, below Nε on any finite time
interval after some finite fixed instant.
The stochastic differential equations (6) and (7) give the relation
(34) dHN (t) = −
+∞∑
i=1
1{i≤N(1−y¯)+HN (t−)}Nµ11,i(dt,{0}) + dD
N
0 (t)
where (DN0 (t)) is the process associated with the positive jumps of this SDE,
DN0 (t)
def.
=
+∞∑
i=1
∫ t
0
1{Y N
∗
(s)>0,i≤CN
2
}Nµ02,i(ds,{1})
+ 1{i≤Y N (s),ZN (s)>0}N µ01,i(ds,{1}).
In the following we will use repeatedly, without mentioning it explicitly, the coupling
of Poisson process with ordered rates described at the beginning of Section 2.
If, for some T>0, one has that, for all 0≤t≤T , HN(t)≥⌈εN⌉, then, on this time
interval, Y N (t)≤N(y¯−ε) and, DN0 (t)−D
N
0 (s)≤D
N
1 (t)−D
N
1 (s) for all 0≤s≤t, with
DN1 (t)
def.
=
∫ t
0
+∞∑
i=1
1{Y N
∗
(s)>0,i≤CN
2
}Nµ02,i(ds,{1})
+ 1{i≤N(y¯−ε),ZN (s)>0}N µ01,i(ds,{1}).
By using classical results on superposition and thinning of independent Poisson
processes, see Kingman [13] for example, we have (DN1 (t))
dist.
= (DN2 (t)), with
DN2 (t)
def.
=
∫ t
0
1{Y N
∗
(s)>0}Nµ02(1−p)CN2 (ds)+1{ZN (s)>0}Nµ01(1−p)N(y¯−ε)(ds).
It is easily seen that Condition (1) is equivalent to the relation rµ02<y¯µ01, hence
for η>0 there exists some N0 such that
µ02C
N
2 < µ01(y¯ + η)N, for N≥N0.
By using this inequality and the relation {Y N∗ (t−)>0}⊂{Z
N(t−)=0}, one has∫ t
0
1{Y N
∗
(s)>0}Nµ02(1−p)CN2 (ds) ≤
∫ t
0
1{ZN (s)=0}Nµ01(1−p)N(y¯+η)(ds).
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Moreover, since∫ t
0
1{ZN (s)>0}Nµ01(1−p)N(y¯−ε)(ds) ≤
∫ t
0
1{ZN (s)>0}Nµ01(1−p)N(y¯+η)(ds),
hence DN2 (t)−D
N
2 (s)≤D
N
3 (t)−D
N
3 (s), for 0≤s≤t, with
DN3 (t)
def.
=
∫ t
0
1{ZN (s)=0}Nµ01(1−p)N(y¯+η)(ds) + 1{ZN (s)>0}Nµ01(1−p)N(y¯+η),2(ds),
where Nµ01(1−p)N(y¯+η) and Nµ01(1−p)N(ε+η),2 are two independent Poisson point
processes. The integer valued process (DN3 (t)) has jumps of size 1 and it is easily
checked that (
DN3 (t)−µ01N(1−p)(y¯+η)t
)
is a martingale. From Watanabe’s Theorem, see Watanabe [20], one gets that
(DN3 (t)) is a Poisson process on R+ with rate λHN with λH
def.
= µ01(1−p)(y¯+η).
If, for all 0≤t≤T , HN (t)≥⌈εN⌉ then
(35) DN0 (t)−D
N
0 (s) ≤ D
N
3 (t)−D
N
3 (s) for 0≤s≤t,
where (DN3 (t)) is a Poisson process with rate λHN .
Assume that HN (0)≥⌈εN⌉ and define the process (H
N
(t)), with the initial con-
dition H
N
(0)=HN (0)−⌈εN⌉ and such that
(36) dH
N
(t) = NλHN (dt)− 1{HN (t−)>0}
+∞∑
i=1
1{i≤N(1−y¯)+εN}N µ11,i(dt,{0})
holds for t≥0. Clearly, (H
N
(t)) has the same distribution as (LH(Nt)), where
(LH(t)) is the Markov process associated with an M/M/1 queue whose arrival and
services rates are respectively λH and µH
def.
= pµ11(1−y¯+ε). Note that, by definition
of y¯,
λH−µH = µ01(1−p)η − pµ11ε.
One can choose η>0 so that λH−µH<−pµ11ε/2, hence (LH(t)) is an ergodic
Markov process in this case.
Let TNε = inf{t ≥ 0 : H
N (t)<εN}, in particularHN (t)≥⌈εN⌉ for 0≤t≤TNε . From
Relations (34), (35) and (36), we get therefore the inequality
(37) HN (t)−⌈εN⌉ ≤ H
N
(t),
for t<TNε , hence T
N
ε ≤τ
N
L , with
τNL = inf
{
t > 0 : H
N
(t) = 0
}
= inf{t > 0 : LH(Nt) = 0}.
Since H
N
(0)≤HN (0)≤N , Proposition 5.16 of Robert [18] gives that, for any t0 such
that t0>1/(µH−λH) then
lim
N→+∞
P
(
TNε ≤ t0
)
≥ lim
N→+∞
P
(
τNL ≤ t0
)
= 1.
By using the strong Markov property, up to a change of time origin, one can as-
sume that HN (0)≤⌈εN⌉. If (H
N
(t)) is defined as before with the initial condition
H
N
(0)=0, then it is not difficult to show that Relation (37) holds for all t≥0. For
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the excursions of (HN (t)) below ⌈εN⌉ this is clear and for the excursions above
this level it has just been proved. In particular, for any T > 0,
P
(
inf
0≤t≤T
Y N∗ (t)+Y
N (t) ≤ N(y¯−2ε)
)
= P
(
sup
0≤t≤T
H
N
(t) ≥ 2εN
)
≤ P0
(
sup
0≤t≤NT
LH(t) ≥ ⌊εN⌋
)
,
and the last quantity is the probability that the hitting time of ⌊εN⌋ by anM/M/1
queue starting from 0 is less that NT . Proposition 5.11 of Robert [18] shows that
this hitting time is of the order of (µH/λH)
⌊εN⌋ and therefore exponentially large
in N (recall that λH<µH). In particular, the last term of the right-hand-side of the
above relation is converging to 0 as N gets large. The proposition is proved. 
The above proof relies on the comparisons of point processes associated to
the counting processes (Di(t)), i∈{0, 1, 2, 3}. We have, for example, that the
point process associated to (D0(t)) is “smaller” that the one associated to (D1(t)):
DN0 (t)−D
N
0 (s)≤D
N
1 (t)−D
N
1 (s) for all 0≤s≤t. In the following, for convenience, we
will use the notation D0(dt)≤D1(dt).
Proposition 7. Under Condition (1), for any ε>0 small enough, there exists t1>0
such that, for any initial fluid state (4), and for any T≥t1, the relation
lim
N→∞
P
(
inf
t∈[t1,T ]
Y N∗ (t) ≥ εN
)
= 1.
holds.
Proof. From Equations (6) and (8), we get that
d
(
Y N∗ −Z
N
)
(t) =
+∞∑
i=1
1{i≤Y N (t−)}Nµ01,i(dt)−
+∞∑
i=1
1{i≤CN
2
−ZN (t−)}Nµ02,i(dt).
By Proposition 6, there exists t0 be such that, for T≥t0, for the events
AN
def.
=
{
inf
t∈[t0,T ]
(
Y N∗ (t)+Y
N (t)
)
≥ N(y¯−ε)
}
,
the sequence (P(AN )) converges to 1.
Suppose that, for some time t∈(t0, T ), Y N∗ (t)<2εN , then, on the event AN ,
Y N (t)≥N(y¯−3ε) and consequently
d
(
Y N∗ −Z
N
)
(t) ≥
+∞∑
i=1
1{i≤N(y¯−3ε)}Nµ01,i(dt)−
+∞∑
i=1
1{i≤CN
2
}Nµ02,i(dt)(38)
dist.
= NµN (dt)−NλN (dt).
with µN=⌊µ01N(y¯−3ε)⌋ and λN=µ02CN2 . As noted before, Condition (1) is equiv-
alent to the relation y¯µ01−rµ02>0. Since
lim
N→+∞
µN−λN
N
= (µ01y¯ − µ02r) − µ013ε,
one can find 0<λ<µ and ε sufficiently small, such that for N sufficiently large
λN≥λN and µN≤µN hold. If
TN = inf{t>0 : Y
N
∗ (t)≥2εN},
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then since
(
Y N∗ −Z
N
)
(0)≥−CN2 , Relation (38) gives the existence of t1>0 such that
lim
N→+∞
P(TN≤t1) = 1.
We now assume that
(
Y N∗ −Z
N
)
(0)=⌈2εN⌉. By taking T>t1, using Relation (38)
and the estimates for λN and µN , we get that, on the event AN ,(
Y N∗ −Z
N
)
(t) ≥ ⌈2εN⌉ −X(Nt)
holds for all t>0, where (X(t)) is an M/M/1 queue with arrival [resp. service] rate
λ [resp. µ] starting at 0. With the same argument as the end of the previous proof,
since λ<µ, we have that, for any T>0,
lim
N→+∞
P
(
sup
0≤t≤NT
X(s) ≥ εN
)
= 0,
consequently
lim
N→+∞
P
({
sup
0≤t≤T
(
Y N∗ −Z
N
)
(t) ≥ ⌈εN⌉
}⋂
AN
)
= 1.
We conclude the proof by using the fact that Y N∗ (t)>0 implies that Z
N(t)=0. 
The following corollary gives a more precise statement concerning the asymptotic
behavior of the Z-component of the state vector. It is a simple consequence of the
fact that Y N∗ (t)>0 implies Z
N (t)=0.
Corollary 1. Under Condition (1), there exists t1>0 such that
lim
N→+∞
P
(
ZN(t) = 0, ∀t ∈ [t1, T ]
)
= 1
holds for any initial fluid state (4).
Theorem 1 (Saturated regime). Under Condition (1), there exists t1>0 such that,
for any initial fluid state (4), any limiting point (y∗∞(t), y∞(t), z∞(t)) of the se-
quence (X
N
(t)) defined by Relation (9) satisfies the following relations, for all t≥t1,
z∞(t)=0 and the differential equations
dy∗∞
dt
(t) = µ01y∞(t)− µ02r,
dy∞
dt
(t) = −µ01y∞(t) + p(µ02r + µ11(1 − y
∗
∞(t)− y∞(t))).
hold. Furthermore
lim
t→+∞
(y∗∞(t), y∞(t)) =
(
1−
µ02r
µ01
(
(1−p)µ01
pµ11
+1
)
,
µ02r
µ01
)
.
Proof. By Proposition 7, for some ε0 sufficiently small, there exists t1 such that,
for any T>t1, the event
EN
def.
=
{
Y N∗ (t)≥ε0N : ∀t ∈ [t1, T ]
}
has a probability arbitrarily close to 1 as N gets large. Consider the process
(Y Na∗ (t), Y
N
a (t)) defined in Section 3.1 with initial state (Y
N
∗ (t1), Y
N (t1)), then by
checking Q-matrix of both processes, it is easily seen that, on the event EN , the
relation (
(Y N∗ (t), Y
N(t)), t1≤t≤T
) dist.
=
(
(Y Na∗ (t), Y
N
a (t)), t1≤t≤T
)
A STOCHASTIC ANALYSIS OF A NETWORK WITH TWO LEVELS OF SERVICE 21
holds. By using the fact that the sequence of random variables(
1
N
(Y N∗ (t1), Y
N (t1))
)
∈ [0, 1]
is tight, one has only to use Proposition 2 to conclude the proof of the theorem. 
4.2. The Underloaded Regime. In this section, it will be assumed that Condi-
tion (2) holds.
Proposition 8. Under Condition (2), there exists η0>0 and t1>0 such that, for
any initial fluid state (4) and for T>t1,
lim
N→∞
P
(
sup
t∈[t1,T ]
(
Y N∗ (t)+Y
N (t)
)
≤ N
(
y−η0
))
= 1,
with y=rµ02/µ01.
Note that y<1 by Condition (2).
Proof. By using the SDEs (6) and (7), we get that
(39) d
(
Y N∗ +Y
N
)
(t) =
+∞∑
i=1
1{i≤N−Y N
∗
(t−)−Y N (t−)}Nµ11,i(dt, {0})
− 1{Y N
∗
(t−)>0}N µ02CN2 (dt, {1})−
+∞∑
i=1
1{i≤Y N (t−),ZN (t−)>0}Nµ01,i(dt, {1})
holds. The strategy of the proof is of deriving an upper bound for the process
(Y N∗ (t)+Y
N (t)), as before we will work on the differential terms of the above rela-
tion.
We choose η>0 sufficiently small so that for N large enough the relation
µ02
µ01
CN2 >
⌊
N
(
r
µ02
µ01
−η
)⌋
holds. Under this condition one has, with a convenient coupling of Poisson pro-
cesses,
(40) Nµ02CN2 (dt, du) ≥
+∞∑
i=1
1{i≤N(µ02r/µ01−η)}N µ01,i(dt, du).
The relation Y N∗ (t−)>0 implies Z
N (t−)=0, consequently, we get the inequality
1{Y N
∗
(t−)>0}N µ02CN2 (dt, {1}) ≥ 1{ZN (t−)=0}
+∞∑
i=1
1{i≤N(µ02r/µ01−η)}N µ01,i(dt, {1}).
If the relation Y N (t−)+Y N∗ (t−)≥N(µ02r/µ01−η) holds, then
(41) 1{ZN (t−)>0}
+∞∑
i=1
1{i≤Y N (t−)}Nµ01,i(dt, {1})
≥ 1{ZN (t−)>0}
+∞∑
i=1
1{i≤N(µ02r/µ01−η)}N µ01,i(dt, {1}),
since Y N∗ (t−)=0 if Z
N(t−)>0.
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By plugging Relations (40) and (41) into the SDE (39), we get that
(42) d
(
Y N∗ +Y
N
)
(t) ≤ NλN (dt) −NµN (dt)
holds on the event Y N (t−)+Y N∗ (t−)≥N(µ02r/µ01−η), with
(λN , µN )
def.
=
(⌊
pµ11N
(
1− r
µ02
µ01
+ η
)⌋
,
⌊
(1− p)µ01N
(
r
µ02
µ01
− η
)⌋)
.
By Condition (2) we can take η=η0>0 to be such that
2η0 < r
µ02
µ01
−
pµ11
pµ11 + (1− p)µ01
,
In this case if (λ, µ) is the limit of the sequence ((λN , µN )/N), then λ<µ. There
exist 0<λ0<µ0, such that, for N sufficiently large, the relations λN≤λ0N and
µN≥µ0N hold. Let (X(t)) be the (ergodic)M/M/1 queue with input [resp. service]
rate given by λ0 [resp. µ0] and X(0)=N , then Equation (42) gives the coupling
relation (Y N∗ +Y
N )(t)≤X(Nt) for t less than the hitting time of N(µ02r/µ01−2η0).
Consequently, by ergodicity, there exists some t1≥0 such that this hitting time
is, with high probability, less than t1N . Now, by taking the initial conditions
(Y N∗ +Y
N )(0)=X(0)=⌈N(µ02r/µ01−2η0)⌉, with the same argument as in the proof
of Proposition 7, one gets that, for T>0, the process ((Y N∗ +Y
N )(t)) remains below
N(µ02r/µ01−η0) on the time interval [0, T ] with high probability. The proposition
is proved. 
The following result is the analogue of Proposition 7 for the underloaded regime.
Proposition 9. Under Condition (2), for any ε>0 small enough, there exists a
time t1≥0 such that, for any initial fluid state (4) and for T>t1,
lim
N→∞
P
(
inf
t∈[t1,T ]
(ZN (t)−Y N∗ (t)) ≥ εN
)
= 1.
Proof. Since the proof follows the same lines as in the proof of Proposition 7, we
sketch the main technical arguments. From the last proposition, one can chose η0
and t1≥0 such that the event
BN
def.
=
{
sup
t∈[t1,T ]
(Y N∗ (t)+Y
N (t)) ≤ N
(
r
µ02
µ01
− η0
)}
has a probability converging to 1 when N gets large.
The SDEs (7) and (8) give the relation
d
(
ZN−Y N∗
)
(t) =
+∞∑
i=1
1{i≤CN
2
−ZN (t−)}Nµ02,i(dt)−
+∞∑
i=1
1{i≤Y N (t−)}Nµ01,i(dt),
by using again that ZN (t−) is null if Y N∗ (t−) is positive.
One takes η0<µ02ε/(4µ01) then, on the event BN , if Z
N(t)≤εN ,
d
(
ZN−Y N∗
)
(t) ≥
+∞∑
i=1
1{i≤CN
2
−εN}Nµ02,i(dt)
−
+∞∑
i=1
1{i≤Nµ02(r−ε/2)/µ01}Nµ01,i(dt).
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Hence, the process (ZN−Y N∗ (t)) can be compared with a (scaled) ergodic M/M/1
queue with arrival rate ⌊CN2 −εN⌋µ02 and service rate ⌊N(r−ε/2)µ02/µ01⌋µ01. We
conclude the proof in the same way as in the proof of Proposition 6. 
Corollary 2. Under Condition (2), there exists t1>0 such that
lim
N→+∞
P
(
Y N∗ (t) = 0, ∀t ∈ [t1, T ]
)
= 1
holds for any initial fluid state (4).
Proof. The proof follows from the mutual exclusivity of the events {Y N∗ (t)>0} and
{ZN(t)>0} and from Proposition 9. 
We can now state the main result for the underloaded regime.
Theorem 2 (Underloaded Regime). Under Condition (1), there exists t1>0 such
that, for any initial fluid state (4), any limiting point (y∗∞(t), y∞(t), z∞(t)) of the
sequence (X
N
(t)) defined by Relation (9) satisfies the following relations, for all
t≥t1, y∗∞(t)=0 and the differential equations
dy∞
dt
(t) = −(pµ11 + (1− p)µ01)y∞(t) + pµ11
dz∞
dt
(t) = −µ02z∞(t)− µ01y∞(t) + µ02r
hold. Furthermore,
lim
t→+∞
(y∞(t), z∞(t)) =
(
pµ11
pµ11+(1−p)µ01
, r−
pµ01µ11
µ02(pµ11+(1−p)µ01)
)
.
Proof. In the same way as in the proof of Theorem 1, a coupling between the
processes (Y Nb (t), Z
N
b (t)) defined in Section 3.2 and the process (YN (t), ZN (t)) can
be constructed so that the convergence results of Proposition 5 can be used. 
References
[1] Xavier Allamigeon, Vianney Bœuf, and Ste´phane Gaubert, Performance evaluation of an
emergency call center: tropical polynomial systems applied to timed Petri nets, FOR-
MATS’15, Lecture Notes in Computer Science, vol. 9268, Springer, 2015.
[2] , Stationary solutions of discrete and continuous Petri nets with priorities, Perfor-
mance Evaluation (2017).
[3] Robert F. Anderson and Steven Orey, Small random perturbation of dynamical systems with
reflecting boundary, Nagoya Math. J. 60 (1976), 189–216.
[4] Simonetta Balsamo, Queueing networks with blocking: Analysis, solution algorithms and
properties, pp. 233–257, Springer Berlin Heidelberg, Berlin, Heidelberg, 2011.
[5] Eike Best and Harro Wimmel, Structure theory of Petri nets, Transactions on Petri Nets and
Other Models of Concurrency VII, Springer, 2013, pp. 162–224.
[6] P. Billingsley, Convergence of probability measures, second ed., Wiley Series in Probability
and Statistics: Probability and Statistics, John Wiley & Sons Inc., New York, 1999, A Wiley-
Interscience Publication.
[7] H. Chen and A. Mandelbaum, Discrete flow networks: bottleneck analysis and fluid approx-
imations, Mathematics of Operation Research 16 (1991), no. 2, 408–446.
[8] Guy Cohen, Ste´phane Gaubert, and Jean-Pierre Quadrat, Asymptotic throughput of contin-
uous timed Petri nets, 34th Conference on Decision and Control (New Orleans), Dec 1995.
[9] N. El Karoui and M. Chaleyat-Maurel, Temps locaux, vol. 52-53, ch. Un proble`me de re´flexion
et ses applications au temps local et aux e´quations diffe´rentielles stochastiques sur R, pp. 117–
144, Socie´te´ Mathe´matique de France, 1978, Expose´s du Se´minaire J. Aze´ma-M. Yor, Paris,
1976–1977.
24 VIANNEY BŒUF AND PHILIPPE ROBERT
[10] J.M. Harrison and M.I. Reiman, Reflected Brownian motion on an orthant, Annals of Prob-
ability 9 (1981), no. 2, 302–308.
[11] Frank P. Kelly, Reversibility and stochastic networks, John Wiley & Sons Ltd., Chichester,
1979, Wiley Series in Probability and Mathematical Statistics.
[12] , Blocking probabilities in large circuit-switched networks, Advances in Applied Prob-
ability 18 (1986), 473–505.
[13] J. F. C. Kingman, Poisson processes, Oxford studies in probability, 1993.
[14] Ger Koole and Avishai Mandelbaum, Queueing models of call centers: An introduction,
Annals of Operations Research 113 (2002), no. 1, 41–59.
[15] Thomas M. Liggett, Ergodic theorems for the asymmetric simple exclusion process, Transac-
tions of the American Mathematical Society 213 (1975), 237–261.
[16] , Interacting particle systems, Grundlehren der mathematischen Wissenschaften,
Springer Verlag, New York, 1985.
[17] Tadao Murata, Petri nets: Properties, analysis and applications, Proceedings of the IEEE
77 (1989), no. 4, 541–580.
[18] Philippe Robert, Stochastic networks and queues, Stochastic Modelling and Applied Proba-
bility Series, vol. 52, Springer, New-York, June 2003.
[19] A.V. Skorokhod, Stochastic equations for diffusion processes in a bounded region, Theory
Probab. Appl. 7 (1962), 3–23.
[20] Shinzo Watanabe, On discontinuous additive functionals and Le´vy measures of a Markov
process, Japanese Journal of Mathematics 34 (1964), 53–70.
(V. Bœuf) E´cole des Ponts ParisTech, INRIA and CMAP, E´cole Polytechnique, CNRS,
Brigade de Sapeurs-Pompiers de Paris. CMAP, E´cole Polytechnique, 91128 Palaiseau
Cedex, France
E-mail address: Vianney.Boeuf@inria.fr
URL: http://www.cmap.polytechnique.fr/~boeuf
(Ph. Robert) INRIA, 2 rue Simone Iff, CS 42112, 75589 Paris Cedex 12, France
E-mail address: Philippe.Robert@inria.fr
URL: http://team.inria.fr/rap/robert
