Abstract. The partial isometries of R N , C N form compact semigroups O N , U N . We discuss here the liberation question for these semigroups, and for their discrete versions H N , K N . Our main results concern the construction of half-liberations H
Introduction
A remarkable discovery, due to Wang [33] , is that the groups O N , U N have free analogues, O + N , U + N . These are compact quantum groups in the sense of Woronowicz [35] , [36] , of interest due to their actions, either on Connes' noncommutative manifolds [19] , or on Voiculescu's free random variables [32] . The motivating results include:
(1) O + N appears as quantum isometry group of the free sphere [6] , as well as in connection with the quantum isometries of many other manifolds, as shown by the construction of Goswami in [24] . As a key example here, the projective version P O + 3 = P U + 3 is part of the free gauge group of the Chamseddine-Connes manifold [16] , [17] , computed by Bhowmick, D'Andrea and Dabrowski in [12] . (2) O + N , U + N and their subgroups provide explicit realizations for some basic laws in free probability, and for some basic instances of the Bercovici-Pata bijection [11] , as found in [1] , [2] , [4] , [5] . Also, following a key discovery by Köstler and Speicher [26] , Curran found in [21] The quantum isometries are known as well to be related to the quantum permutations, introduced by Wang in [34] , by a twisting operation. As examples here: (1) the abovementioned free gauge group component is a twist, P O τ , and (2) the free hyperspherical laws are related to the free hypergeometric laws. See [3] .
The present paper is concerned with the liberation question for O N , U N , the semigroups of partial isometries of R N , C N . We will obtain several results in this direction. Our main sources of inspiration will be on one hand the recent advances by Bichon and DuboisViolette [14] and by Bhowmick, D'Andrea and Dabrowski [12] on the half-liberation operation, and on the other hand our recent paper with Skalski [7] , where a free analogue of the semigroup S N of quantum partial permutations was constructed. We will discuss in fact the liberation problem for several discrete and compact semigroups. We will mostly focus on six "fundamental" examples, as follows:
The choice of these particular semigroups comes from the "easy quantum group" philosophy, emerging from [1] , [2] , [4] , [5] , and that we axiomatized with Speicher in [8] . Our plan of study, and extra potential motivations, will be as follows:
(1) We will first investigate the discrete case, concerning S N , H N , K N . Probabilistically speaking, the theory here is known to be interesting, since [1] , [2] , [5] , [9] . From a NCG viewpoint, besides the above-mentioned twisted action on the Chamseddine-Connes manifold, cf. [3] , [12] , [13] , an interesting extra motivation comes from the fact that, while classical, connected manifolds cannot have quantum isometries [22] , objects like S + N can act on manifolds with corners [25] . (2) We will investigate then the continuous case, concerning B N , O N , U N . Once again, the probabilistic motivations and methods here don't lack, cf. [4] , [8] , [10] , [18] .
Geometrically speaking now, we will need here some extra ideas, in order to deal with the product formula U •V = U(U * U ∧V V * )V for the matrix-theoretic partial isometries, whose noncommutative extensions are quite unobvious. We will use here the above-mentioned recent formulae and methods from [12] , [14] .
Our results will be mostly theoretical, providing a framework for the study of various semigroups of quantum partial isometries G ⊂ U + N . As pointed out in [7] , certain semigroups G ⊂ S + N coming from matrix models, π : C( S + N ) → M K (C), are of interest in connection with certain linear algebra problems. We believe that there might be a deeper motivation for the study of such questions, both in the discrete and in the continuous cases, for instance in connection with Connes' constructions in [20] . We do not know.
The paper is organized as follows: in 1-2 we discuss the partial permutation case, in 3-4 we discuss various discrete and continuous extensions, and in 5-6 we discuss the half-liberation operation, first in the orthogonal case, and then in the unitary case.
Partial permutations
We are interested in the liberation problem for various semigroups of partial isometries. The simplest such semigroup is the one which permutes the coordinate axes of R N . This semigroup is best introduced combinatorially, as follows: 
Observe that S N is not simplifiable, because the null permutation ∅ ∈ S N , having the empty set as domain/range, satisfies ∅σ = σ∅ = ∅, for any σ ∈ S N . Observe also that S N has a "subinverse" map, sending σ : X → Y to its usual inverse σ −1 : Y ≃ X. In what follows we collect a number of results on S N , for some future inspiration when dealing with various generalizations of it, noncommutative and/or continuous.
A first interesting result is as follows: Proof. Indeed, for σ : X ≃ Y we can set k = |X| = |Y |, and this leads to the formula in the statement. For the asymptotic formula, see the OEIS sequence A002720.
Another result, more fundamental, is as follows: Proof. The fact that we have indeed a semigroup morphism, with image as in the statement, is clear from definitions. The injectivity is clear as well.
Observe that the linear map T = u(σ) is given by T (e i ) = e σ(i) , where {e 1 , . . . , e N } is the standard basis of R N , with the convention T (e i ) = 0 when σ(i) is undefined. Finally, a third basic result about S N is as follows: Proof. This construction σ → σ ′ produces indeed an embedding S N ⊂ S 2N , having the property σ ′ (j) = i ⇐⇒ σ(j) = i, and this gives the result. See [7] .
The above embedding S N ⊂ S 2N , while not being a semigroup map, is however a quite interesting tool. As an illustration, here is the bijection at N = 2, with the convention that all permutations and partial permutations act downwards:
Let us discuss now some probabilistic aspects. For the motivation for these computations, which might seem quite technical, we refer to end of section 2 below.
As a first, important observation, the asymptotic formula in Proposition 1.2, which is highly non-trivial, tells us to avoid counting problems over the whole S N .
We denote by κ : S N → N the cardinality of the domain/range, and by χ : S N → N be the number of fixed points. Observe that we have κ = ij u ij and χ = i u ii .
As a first observation, these quantities are of similar nature: Proof. By using the formula of σ → σ ′ from Proposition 1.4, we obtain:
Thus we have obtained the formulae in the statement, and we are done.
More generally, given a number l ≤ N, we denote by χ l : S N → N the number of fixed points among {1, . . . , l}. Observe that S N ⊂ S 2N maps in fact χ l → χ l , for any l.
Generally speaking, we are interested in the joint law of (χ l , κ). There are many interesting questions here, and as a main result on this subject, we have:
Proof. Observe first that at k = l = N this corresponds to the well-known fact that the number of fixed points χ : S N → N becomes Poisson (1), in the N → ∞ limit.
More generally, at k = N this corresponds to the fact that the truncated character χ l : S N → N becomes Poisson (t), in the l = tN → ∞ limit. See [5] .
In general, we can use the same method, namely the inclusion-exclusion principle. If we set S (k) N = {σ ∈ S N |κ(σ) = k}, the formula is as follows:
Here the index r, which counts the fixed points among {1, . . . , l − p}, runs a priori up to min(k, l) − p. However, since the binomial coefficient or the cardinality of the set on the right vanishes by definition at r > min(k, l) − p, we can sum over r ≥ 0. Now by using | S
, and then by cancelling various factorials, and grouping back into binomial coeffiecients, we obtain the following formula:
We can now compute the measure itself. With p = q − r, we obtain:
The sum at right being (δ 1 − δ 0 ) * q , this gives the formula in the statement.
Regarding now the asymptotics, in the regime k = sN, l = tN, N → ∞ from the statement, the coefficient of (δ 1 − δ 0 ) * q /q! in the formula of µ l k is:
We deduce that the Fourier transform of µ l k is given by:
But this is the Fourier transform of Poisson (st), and we are done.
Observe that the formula in Theorem 1.6 shows that we have µ
. This is an interesting equality, which seems to be quite unobvious to prove, with bare hands.
Quantum permutations
In this section we review some material from [7] , where S + N was constructed, and we confirm that S N → S + N is indeed a liberation, with a free version of Theorem 1.6. We use the formalism of compact matrix quantum groups, developed by Woronowicz in [35] , [36] . For a detailed presentation here, see [28] . We assume in addition that the square of the antipode is the identity, S 2 = id. In short, we use the "minimal" formalism covering the compact Lie groups, and the duals of finitely generated discrete groups.
We recall that a square matrix u = (u ij ) is called "magic" if its entries are projections (p = p 2 = p * ), which sum up to 1 on each row and column. The basic example is provided by the matrix coordinates u ij :
The following key definition is due to Wang [34] :
is the universal C * -algebra generated by the entries of a N × N magic matrix u, with comultiplication
This algebra satisfies the axioms in [35] , [36] , so the underlying noncommutative space S + N is a compact quantum group, called quantum permutation group. The canonical embedding S N ⊂ S + N is an isomorphism at N = 1, 2, 3, but not at N ≥ 4. See [34] . Let us go back now to the embedding u : S N ⊂ M N (0, 1) in Proposition 1.3. Due to the formula u ij (σ) = δ iσ(j) , the matrix u = (u ij ) is "submagic", in the sense that its entries are projections, which are pairwise orthogonal on each row and column.
This suggests the following definition, given in [7] :
is the universal C * -algebra generated by the entries of a N × N submagic matrix u, with comultiplication ∆(u ij ) = k u ik ⊗ u kj and counit ε(u ij ) = δ ij .
The bialgebra structure of C( S + N ) tells us that the underlying noncommutative space S + N is a compact quantum semigroup. This semigroup is of quite special type, because C( S + N ) has as well a "subantipode" map, defined by S(u ij ) = u ji . See [7] . Observe that ∆, ε, S restrict to C( S N ), and correspond there, via Gelfand duality, to the usual multiplication, unit element, and subinversion map of S N .
The basic properties of S + N can be summarized as follows: Proposition 2.3. We have maps as follows
with the bialgebras at left corresponding to the quantum semigroups at right.
Proof. This is clear from the above discussion, and from the well-known fact that projections which sum up to 1 are pairwise orthogonal. See [7] .
As a first example, we have S + 1 = S 1 . At N = 2 now, recall that the algebra generated by two free projections p, q is isomorphic to the group algebra of D ∞ = Z 2 * Z 2 . We denote by ε : C * (D ∞ ) → C1 the counit, ε(1) = 1 and ε(. . . pqpq . . .) = 0. We have:
where p, q and r, s are the standard generators of the two copies of C * (D ∞ ).
Proof. Consider an arbitrary 2 × 2 matrix formed by projections:
This matrix is submagic when P R = P S = QR = QS = 0, which means that the non-unital algebras X =< P, Q > and Y =< R, S > must commute, and must satisfy xy = 0, for any x ∈ X, y ∈ Y . Thus C( S + 2 ) ≃ C1 ⊕ Z ⊕ Z, where Z is the universal non-unital algebra generated by two projections. Since C * (D ∞ ) = C1 ⊕ Z, we obtain an isomorphism C( S + 2 ) ≃ {(λ + a, λ + b)|λ ∈ C, a, b ∈ Z}, as in the statement. See [7] . The above result shows that the structure of S + 2 is quite non-trivial. Some further interpretations of Proposition 2.4, based on the work in [31] , can be found in [7] .
Let us now review the results in section 1. Proposition 1.2 has no free analogue, because S Proof. All the assertions are clear from definitions, with the inequalities 0 ≤ χ, κ ≤ N being taken of course in an operator-theoretic sense.
With this observation in hand, if we denote by v = (v ij ) the magic unitary for S 2N , the formulae in Proposition 1.5 tell us that the surjection C(S 2N ) → C( S N ) maps:
, while at N = 2 one can probably use Proposition 2.4 above, at N = 3 we believe that the answer is negative. See [7] .
Let us look now at Theorem 1.6. Since C( S + N ) has no integration functional, we cannot speak about the joint law of (χ, κ). Thus, we need an alternative approach to µ Proof. Since we have |X| = |Y | = k, we can choose any two bijections X ≃ {1, . . . , k} and {1, . . . , k} ≃ Y , and then complete them up to permutations γ, α ∈ S N . The remaining permutation β ∈ S k is then uniquely determined by the formula σ = αβγ.
We can now formulate an alternative definition for the measures µ l k . We fix k ≤ N, and we denote by p, q, r the magic matrices for S N , S k , S N . We have: Proposition 2.7. Consider the map ϕ : S N × S k × S N → S N , sending (α, β, γ) to the partial permutation σ : γ −1 {1, . . . , k} ≃ α{1, . . . , k} given by σ(γ −1 (t)) = α(β(t)).
(1) The image of ϕ is the set S
Proof. This is an elementary statement, whose proof goes as follows:
(1) Since α, γ ∈ S N , the domain and range of the associated element σ ∈ S N have indeed cardinality k. The surjectivity follows from Proposition 2.6 above.
(2) For the element σ ∈ S N in the statement, we have:
Now since the numbers s, t ≤ k are uniquely determined by α, β, γ, i, j, if they exist, we conclude that we have the following formula:
But this gives the formula in the statement, and we are done. (3) This comes from the fact that the map ϕ k :
N obtained by restricting the target of ϕ commutes with the normalized (mass one) counting measures. At k = N this follows from the well-known fact that given (α, β, γ) ∈ S N × S N × S N random, the product αβγ ∈ S N is random, and the general case is clear as well.
The point now is that we can use the same trick, "σ = αβγ", in the free case. The precise preliminary statement that we will need is as follows: Proposition 2.8. Let p, q, r be the magic matrices for S Proof. Once again, this is an elementary statement, whose proof goes at follows:
(1) By using the fact that p, q, r are magic, we obtain:
The proof of U ij U lj = δ il U ij is similar, and we conclude that U is submagic.
(2) This follows from (1), and from the definition of C( S + N ). (3) By using the fact that p, q, r are magic, we obtain indeed:
Thus the representation π factorizes indeed through the algebra in the statement. (4) This is a well-known analogue of the fact that "the product of random permutations is a random permutation", that we already used in the proof of Proposition 2.7 (3) above.
Here is representation theory proof, using [35] . With P = P roj(F ix(u ⊗n )), we have:
Thus π N commutes indeed with the Haar functionals, and we are done.
Observe that, since κ is now continuous, 0 ≤ κ ≤ N, the algebras C( S
) constructed in Proposition 2.8 don't sum any longer up to the algebra C( S + N ) itself. Thus, in a certain sense, the above measures µ l k encode only a part of the "probabilistic theory" of S + N . We can however formulate a free analogue of Theorem 1.6, as follows:
Proof. Observe first that at k = l = N this corresponds to the fact that the law of the main character χ : S + N → N becomes free Poisson (1), in the N → ∞ limit. Unlike in the classical case, the convergence here is stationary, starting from N = 4. See [5] .
More generally, at k = N this corresponds to the fact that the truncated character χ l : S + N → N becomes free Poisson (t), in the l = tN → ∞ limit. See [5] . In general, we can use the same technique, namely the moment method, and the Weingarten formula. The variable that we are interested in, χ l k = π k (χ l ), is given by:
By raising to the power n and integrating, we obtain the following formula:
By using now the Weingarten formula ( [5] ), the above moment is:
Let us examine now the asymptotic regime k = sN, l = tN, N → ∞ in the statement. We use here two standard facts from [5] , namely the fact that in the N → ∞ limit the Gram and Weingarten matrices are concentrated on the diagonal, and the fact that we have |π ∨ σ| ≤ |π|+|σ| 2
, with equality when π = σ. We obtain, as in [5] :
We recognize at right the well-known formula for the moments of the free Poisson law of parameter st, cf. [29] , and this finishes the proof.
As a conclusion, with Theorem 1.6 and Theorem 2.9 in hand, and by using the wellknown fact that Poisson (st) → free Poisson (st) is indeed a liberation, in the sense of probability theory, we can now state that S N → S + N is a "correct" liberation. We should perhaps comment a bit more on all this. The early attempts of liberation go back to Brown [15] and McClanahan [27] , who studied a certain compact semigroup U nc N . Later on, Wang found in [33] , [34] the correct liberations of O N , U N , S N . When looking at more complicated groups, the situation can be quite unobvious, and a "liberation criterion" is needed. And for finding such a criterion, best is to look at free probability theory, where the liberation operation is perfectly understood. Indeed, the answer here is provided by the Bercovici-Pata bijection [11] , which establishes a one-to-one correspondence µ → η between "classical" and "free" measures.
Technically speaking, the bijection is between infinitely divisible measures µ, and freely infinite divisible measures η, and the construction of the correspondence is very simple, via the requirement "the cumulants of µ are the free cumulants of η". See [11] , [29] . Now back to quantum groups, it was realized since [4] , [5] that the correct "liberation criterion" should be the Bercovici-Pata bijection for the laws of truncated characters, in the N → ∞ limit. The paper [2] successfully used this criterion for finding the correct liberation of the hyperoctahedral H N : indeed, there are two natural candidates for such a liberation H + N , one satisfying the criterion, and the other one not. We refer to [2] for the full story here, and to [8] , [23] , [30] for further developments of this idea.
Discrete isometries
In what follows we discuss various analogues, discrete and continuous, of the above results about S N . We will focus on 5 "fundamental" groups, namely the orthogonal, unitary and bistochastic groups O N , U N , B N , the hyperoctahedral group H N = Z 2 ≀ S N , and the group K N = T ≀ S N consisting of permutation matrices with entries in T.
As a first remark, we have inclusions between these groups, as follows:
We have inclusions between the 6 fundamental groups,
Proof. All the assertions are clear from definitions. Let us mention, in addition, that we have as well
The choice of these particular groups comes from the "easy quantum group" philosophy from [8] , further developed in [23] , [30] . We are of course mostly interested in O N , U N , but inspiration from S N , and especially from H N , K N , will be of great use.
In this section we discuss the discrete case, concerning S N , H N , K N . We use a global approach, with a parameter x = 1, 2, ∞, coming from [1] , [9] . Let Z x be the group of x-th roots of unity in the complex plane, with the convention Z ∞ = T. We have then:
Proof. Observe that at x = 1 we obtain the semigroup S N , and the standard results about it, from section 1 above. In general, the proof is similar. First, the fact that H x N is indeed a semigroup, with multiplication obtained by composing the partial permutations, and then multiplying the "signs", inside the group Z x , follows from definitions.
(1) This is clear from the functoriality of ≀, because H
) is the group of matrices having exactly one nonzero entry on each row and each column, and the assertion follows as well from (3) below.
(2) This formula, generalizing the counting formula in Proposition 1.2, is clear. As a side remark here, in the x → ∞ limit, the cardinality becomes concentrated on the group part, H x N . Also, we do not know what happens in the N → ∞ limit. (3) This is clear too, by using the coordinate functions u ij :
Observe that the image of the embedding consists of the matrices in the target having at most one nonzero entry, on each row and each column.
(4) This statement, generalizing Proposition 1.4, is once again clear. We can indeed use the same formula as there, in order to construct the embedding.
Observe that the linear map T = u(σ) constructed in (3) above is given by T (e i ) = ε(i)e σ(i) , where {e 1 , . . . , e N } is the standard basis of C N , with the convention T (e i ) = 0 when σ(i) is undefined. Thus, H s N is the semigroup of partial isometries of C N which partially permute the coordinate axes, and rotate inside them by scalars in Z x . In the real cases, x = 1, 2, we can of course restrict these partial isometries to R N . Now back to the fundamental groups in Proposition 3.1, observe that at x = 1, 2, ∞ the group Summarizing, we have now semigroups S N , H N , K N , defined via a global approach. In what follows we will keep using the global approach, in terms of x ∈ {1, . . . , ∞}, by keeping in mind that the x = 1, 2, ∞ cases are those which we are interested in.
In order to liberate, recall that the quantum group H x+ N is defined by making its standard coordinates u ij subject to the following relations: u = (u ij ) and u t = (u ji ) are unitaries, u ij u * ij = u * ij u ij = p ij (projections), and u x ij = p ij . Here the last relation dissapears at x = ∞. We have [9] . Regarding now semigroup case, we have here the following result: Proof. We use the fact that aa * = a * a = p, bb * = b * b = q, with p, q orthogonal projections (pq = qp = 0) implies ab = ab * = 0. This follows indeed from:
(1) The existence of ε, defined as in the statement, being clear, let us check the existence of ∆. We set U ij = k u ik ⊗ u kj . By using the above observation, we get:
A similar computation shows that U * ij U ij is given by the same formula. Now since for p = (p ij ) magic, the matrix P ij = k p ik ⊗ p kj is magic too, this finishes the verification of the first two conditions. The last condition, U x ij = P ij , is routine to check as well:
(2) This is clear from the definitions of H x+ N and H x+ N , because the unitarity conditions uu * = u * u = 1 and u tū =ūu t = 1 tell us precisely that p must be magic. (3) This follows from Gelfand duality, by observing that S N is part of the spectrum, and then by using u x ij = projection, which in the commutative setting reads Im(u ij ) ⊂ Z x ∪{0}, in order to reconstruct the whole semigroup H x N = Z x ≀ S N inside the spectrum. For details we refer to [9] for the group case, the proof in the semigroup case being similar.
Regarding now the probabilistic aspects, we first need an extension of the "σ = αβγ" trick. In order to formulate a global statement, pick an exponent • ∈ {∅, +}, set κ = ij u ij u * ij , and consider the algebra C( H
We have then: Proposition 3.5. For any exponent • ∈ {∅, +} we have a representation
which commutes with the Haar functionals in the classical case, and at k = N.
Proof. In the free case this is a straightforward extension of Proposition 2.8 above. The only fact that needs to be checked is that the matrix on the right in the statement, say U ij , produces indeed a representation of C( H x+(k) N ). For this purpose, we will use several times the formulae ab = ab * = 0, from the proof of Proposition 3.4 above. We have:
A similar computation shows that U * ij U ij is given by the same formula. Now since the matrices (p is p * is ), (q st q * st ), (r tj r * tj ) are all magic, we deduce as in Proposition 2.8 (1) that the matrix on the right is submagic as well. Also, we have:
We conclude that we have U x ij = U ij U * ij . Let us verify now the fact that our representation vanishes indeed on the ideal < κ = k >. We have here:
This finishes the construction of π k , in the free case. In the classical case now, the existence of π k follows by restriction. Finally, the assertions regarding the Haar functional are all clear, the one regrarding the classical case this being obvious, and the one regarding the case k = N being already known, from the proof of Proposition 2.8 (3).
By using Proposition 3.5 we can now define complex probability measures µ Proof. The proof here is similar to the proof of Theorem 1.6 and Theorem 2.9, by using this time more advanced integration technology, from [1] , [2] .
Let us first discuss the case of H N . Here the truncated character χ l is real, and we can write χ l = χ + l − χ − l , as in [2] . For p ∈ N, we have the following formula:
Here the binomial coefficient comes from selecting r negative components among a total of p + 2r nonzero components, and the 1/2 power comes from matching the signs of these p + 2r nonzero components. In the limit k = sN, l = tN, N → ∞, we obtain:
Here we have used the Poisson convergence result from Theorem 1.6 above. Now since the density is the same at p and at −p, we conclude that we have:
More generally now, consider the semigroup H x N , with x ∈ N ∪ {∞} arbitrary. As explained in [1] , the same argument applies, and leads to the following general asymptotic formula, where ρ x denotes the uniform measure on the x-th roots of unity:
Thus we are led to the Bessel laws from [1] , the parameter here being st. As explained in [1] , by the Poisson convergence theorem, these Bessel laws appear as compound Poisson laws, with respect to ρ x , and the following formula for * -moments is available:
Here e 1 , . . . , e n ∈ {1, * } are exponents, and P x is the category of partitions associated to the group H x N , with legs colored by {1, * }, having the property that in each block, the number of legs colored 1 equals the number of legs colored * , modulo x.
In the free case now, the Weingarten arguments from the proof of Theorem 2.9 above extend as well, by replacing NC with the category NC x = P x ∩ NC. We obtain the following formula, known already from [1] to hold in the group case, k = N:
See [2] for details at x = 2, and [1] for details in general. Now by comparing with the classical formula, we conclude that we have the Bercovici-Pata bijection. See [1] . Now back to the liberation claims for H N , K N in the introduction, these follow by specializing at x = 2, ∞. More precisely, if we denote by H 
Continuous isometries
In this section we discuss the "continuous extension" of the results in the previous sections, with the permutation-modelled groups S N , H N , K N replaced by the bistochastic, orthogonal and unitary groups B N , O N , U N . We recall that B N is by definition the group of orthogonal matrices having sum 1 on each row and column. See [8] .
Our starting point will be the following definition:
with the usual composition operation,
Here we call a partial isometry T ∈ O N "stochastic" if T ξ A = ξ B , where ξ A , ξ B are the orthogonal projections on A, B of the all-one vector ξ = (1, . . . , 1)
t . As a first remark, O N , U N are indeed semigroups, with respect to the operation in the statement. The same holds for B N , and this is best seen in the matrix model picture.
Let us formulate right away the matrix model statement. This is in fact considerably more complicated than the previous statements regarding S N , H N , K N : 
This embedding restricts to embeddings O N , B N ⊂ M N (R), having as image the matrices U ∈ M N (R) satisfying UU t U = U, respectively UU t U = U and Uξ = UU t ξ.
Proof. All the assertions are elementary. For C = A, B let I C : C ⊂ R N be the inclusion, and P C : R N → C be the projection. The correspondence T ↔ U is then given by:
The fact that the composition U • V is indeed a partial isometry comes from the fact that the projections U * U and V V * are absorbed when performing the product:
Together with a few other standard facts, this finishes the proof for U N . The assertion about O N follows from the one for U N . Finally, regarding B N , we have:
We therefore have an embedding B N ⊂ M N (R) as in the statement. In order to check now that B N is indeed a semigroup, something that we have not done yet, observe first that Uξ = UU t ξ implies U t Uξ = U t UU t ξ = U t ξ. Thus, for U, V ∈ B N we have:
On the other hand, once again since projections are absorbed, we have as well:
t ξ, and so B N is indeed a semigroup.
Regarding now various functoriality issues, we first have:
We have group and semigroup inclusions as follows,
with the groups on the left being embedded into the semigroups on the right.
Proof. The group inclusions are already known, from Proposition 3.1 above. Regarding now the semigroup inclusions, the lower row comes from the x = 1, 2, ∞ specialization at the end of section 3, and the upper row comes from Definition 4.1. Regarding now the vertical semigroup inclusions, these are once again clear from the definition of the various semigroups involved, because we can make act signed partial permutations on the corresponding linear spaces spanned by coordinates. Finally, the last assertion is already known for S N , H N , K N , is clear from definitions for O N , U N , and comes from the fact that a matrix U ∈ O N has sum 1 on each row and column precisely when Uξ = ξ.
In relation now to the formula in Proposition 4.2 (2), observe that all six compositions
are semigroup maps, with respect to the usual multiplication of the N × N matrices.
Observe also that we have set-theoretic embeddings
, that can be obtained by adapting the formula in Proposition 1.4 above.
In general, the multiplication formula
is of course unavoidable. In view of some forthcoming liberation purposes, we would need a functional analytic interpretation of it. We have here the following result: Proof. The various presentation results follow from Proposition 4.2, by using the Gelfand and Stone-Weierstrass theorems. Let us find now the comultiplication of C( U N ). This is the map given by ∆(
is the canonical isomorphism, and where L ij (U, V ) = (U • V ) ij . In order to write now this map L ij in tensor product form, we can use the formula P ∧ Q = lim n→∞ (P Q) n . More precisely, with P = V V * and Q = U * U, we obtain the following formula:
With a 0 = k, a 2n = l, and by expanding the product, we obtain:
Now by getting back to ∆(u ij ) = Φ −1 (L ij ), with L ij (U, V ) = (U • V ) ij , we conclude that we have the following formula, with p = uu * and q = u * u:
Let us expand now both matrix products p = uu * and q = u * u. In terms of the element U ij = k u ik ⊗ u kj in the statement, the sum on the right, say S (n) ij , becomes: Now since the product on the right converges in the n → ∞ limit to u 12 (p 13 ∧ q 12 )u 13 , this gives the first formula in the statement as well, and we are done.
Observe that if we further assume that u is unitary, or that its entries satisfy the condition u ij u * ij = p ij (projection) with p = (p ij ) magic, then UU * U = U, so the convergence in the formula of ∆ is stationary, and we obtain ∆(u ij ) = U ij . Thus, we can recover in this way the fact that both the inclusions U N , K N ⊂ U N ⊂ M N (C) are semigroup maps, with respect to the usual multiplication of the N × N matrices. We will be back to this observation, with full details directly in the free case, in Proposition 4.7 below.
Let us construct now the liberations. We have here the following definition:
Definition 4.5. To any N ∈ N we associate the following algebras,
and we call the underlying objects U 
, we obtain the compact quantum groups on the right.
Proof. We recall that O In order to check that ∆(u ij ) = W ij defines indeed a morphism, we must verify that W = (W ij ) satisfies the conditions in Definition 4.5. In the unitary case, we have:
The verification of the remaining conditionW W tW =W is similar, because u →ū transforms U →Ū, hence W →W . Now since when adding the relations u ij = u * ij we have U =Ū , and so W =W , we are done as well with the orthogonal case.
In the bistochastic case now, we use the following formula:
Observe that uξ = uu t ξ implies u t ξ = u t uξ as well. We therefore obtain:
On the other hand, we have as well the following computation: 
Here we have used several times the observation, from the proof of Proposition 3.4 above, that ab = ab * = 0, for any a, b distinct coordinates, on the same row or column. We conclude from UU * U = U that when passing to K We use the method in section 3. We first need an extension of the "σ = αβγ" trick. So, pick a group G N ∈ {O N , U N , B N }, pick as well an exponent • ∈ {∅, +}, set κ = ij u ij u * ij , and consider the algebra C( G
which commutes with the Haar functionals at k = N.
Proof. In the classical case, denote by K = R, C the ground field. The first observation is that any partial isometry T : A → B, with the spaces A, B ⊂ K N having dimension dim(A) = dim(B) = k, decomposes as T = UV W , with U, W ∈ G N and V ∈ G k :
For O N , U N this is indeed clear, and for B N this follows from the computations below. We conclude that we have a surjection ϕ :
. By proceeding now as in the proof of Proposition 2.7 (2) above, we see that the transpose map π = ϕ * is the representation in the statement, and we are done with the classical case.
In the free case, this is a straightforward extension of Proposition 2.8 above. Let us first check that the matrix U = (U ij ) formed by the elements appearing on the right in the statement satisfies the partial isometry condition. We have:
Since u ij = u * ij implies U ij = U * ij , this proves the partial isometry condition in the orthogonal case too. Regarding now the bistochastic condition, we first have:
We have as well the following computation:
Thus we have Uξ = UU t ξ, as desired. Let us ckeck now that the representation that we have just constructed vanishes on the ideal < κ = k >. We have:
Thus we have a representation π k as in the statement. Finally, the last assertion is already known, from the proof of Proposition 2.8 (3). Proof. This follows by using standard integration technology, from [4] , [8] , [18] .
More precisely, the Weingarten computation in the proof of Theorem 2.9 above gives the following formula, in the k = sN, l = tN, N → ∞ limit, where D(n) ⊂ P (n) denotes the set of partitions associated to the quantum group G
• N under consideration:
On the other hand, we know from [4] , [8] , [18] that the law of the truncated character χ l is given by the following formula, in the l = tN, N → ∞ limit:
Since in the unitary case we have similar formulae for * -moments, we conclude that in the k = sN, l = tN, N → ∞ limit, we have the following equality of distributions:
With this observation in hand, the Bercovici-Pata bijection follows from the various results in [4] , [8] , [18] , and basically comes from the fact that, for the quantum groups under consideration, the corresponding category of partitions D ⊂ P is stable by removing blocks. More precisely, we obtain in this way real and complex Gaussian variables, shifted real Gaussian variables, and their free analogues. See [4] , [8] , [18] .
Summarizing, we have now liberation results for S N , H N , K N , B N , O N , U N . One interesting question is that of finding the exact unitary easy quantum groups, or perhaps even generalizations, for which such results hold. For some key ingredients in dealing with such questions, we refer to the recent work of Raum-Weber [30] and Freslon [23] .
Orthogonal half-liberation
In the reminder of this paper we discuss the half-liberation question for the semigroups S N , H N , K N , B N , O N , U N . There are several questions to be solved here, first because in the unitary group case already the half-liberation operation is not unique, and second because in the semigroup case we have some specific semigroup issues as well.
In the orthogonal group case, the basic half-liberation O N → O * N was introduced in our joint work with Speicher [8] , and was systematically studied in our paper with Vergnioux [10] . Later on, Bichon and Dubois-Violette found in [14] an axiomatic approach to the half-liberation operation G → G * in the general orthogonal case, G ⊂ O N . In the unitary group case the situation is more complicated, because the half-liberation is not unique. For the unitary group itself, a first key proposal, U N → U * N , was made by Bhowmick, D'Andrea and Dabrowski [12] . A second proposal, U N → U * * N , was made by Bichon and Dubois-Violette in [14] . As observed in [12] , [14] , some other definitions for a half-liberation of U N are possible. We will discuss these issues in section 6 below.
In this section we discuss the orthogonal case, concerning S N , H N , B N , O N . We first construct some "pre-half-liberations" of these semigroups, as follows: N , this comes from the fact the relations abc = cba give ab 2 = b 2 a, so for idempotents (p = p 2 ) these relations collapse to the usual commutation relations ab = ba.
As a first observation, the above statement contains a first subtlety appearing in the semigroup case, with the lack of an analogue of the result B * N = B N . Recall indeed from [8] that this latter equality holds, because from abc = cba we obtain ab = ba, simply by summing over c = u 11 , . . . , u 1N . In the semigroup case no such trick is available. This is to be related to the observations in section 4 above, regarding the lack of semigroup extensions of the well- Proof. We use various formulae from sections 3 and 4 above:
(1) This is clear from the inclusion H * N ⊂ H + N , because H + N has semigroup structure given by the ∆, ε maps in the statement, and it is well-known, and easy to check, that such maps factorize when dividing by the half-commutation relations abc = cba. 
We must prove that if the standard coordinates u ij satisfy the half-commutation relations abc = cba, then these elements W ij satisfy these relations as well. In order to do so, we use the following alternative formula, which appeared in the proof of Proposition 4.4, and which can be deduced in the free case exactly as in the classical case:
Observe that on both sides of the tensor product sign we have an odd number of variables. Now let us consider a product of type W ij W kl W st . This appears as a triple limit, lim n,m,p→∞ , of a certain sum of products of basic tensors as the above ones. Our claim is that, by using abc = cba for the coefficients u ij , each basic summand in the formula of W ij W kl W st can be identified with a basic summand in the formula of W st W kl W ij .
In order to prove this claim, we use the general theory in [10] . As explained there, the various identities involving variables u ij that can be obtained by using the halfcommutation relations abc = cba are best understood in terms of diagrams, with the relations abc = cba themselves corresponding to the diagram / \ | . The point now is that, since the number of variables in each 1/3 of basic summand is of the form x + x, with x odd, the diagram needed for performing the transformation W ij W kl W st → W st W kl W ij is indeed in the category generated by / \ | , computed in [10] , and we are done.
Finally, the result for B * N follows from the result for O * N . Let us discuss now some functoriality issues: Bichon and Dubois-Violette in [14] . As explained there, the half-liberation operation for arbitrary subgroups H ⊂ O N is quite difficult to axiomatize directly, and best here is to introduce an extra object, namely a closed subgroup K ⊂ U N :
Here the upper left correspondence is of compexification/taking real part type, the upper right correspondence can be approached via several algebraic methods (crossed products, 2 × 2 matrix models, Tannaka duality), and the lower correspondence is the half-liberation/abelianization operation, the one that we are interested in.
Following [14] , we call a compact semigroup
In this case we have an automorphism s : C(K) → C(K) given by s(u ij ) = u * ij , and hence we can form a crossed product C(K) ⋊ Z 2 . With these notations, we have the following result, adapted from [14] :
Then the following two constructions produce the same algebra: (1) A ⊂ C(K) ⋊ Z 2 is the subalgebra generated by the elements v ij = u ij s.
(2) A ⊂ M 2 (C(K)) is the subalgebra generated by the elements v ij = 0 u ij u ij 0 .
In addition, we have a bialgebra quotient map C( O * N ) → A. We write A = C(H × ), where the compact semigroup H ⊂ O N is the spectrum of the bialgebra A/ < ab = ba >.
Proof. The first observation is that the matrices in (2) satisfy the half-commutation relations abc = cba, because they multiply according to the following rule: 
We conclude that, with A being as in (2), we have a quotient map C( O * N ) → A. It remains to prove that, when K ⊂ U N is a semigroup, assumed to be self-conjugate, this algebra is a bialgebra, and coincides with the algebra constructed in (1).
We recall that C(K) ⋊ Z 2 is by definition the coalgebra C(K) ⊗ C(Z 2 ), with product (f s i )(gs
where we use the notation f s i = f ⊗ s i . Our claim is that we have an embedding, as follows:
Indeed, such an embedding can be constructed as follows:
Now with the above claim in hand, we conclude that A coincides with the algebra constructed in (1) . As for the bialgebra assertion, this is clear from the picture coming from (1), because A appears as subalgebra of the crossed product. See [14] .
We can use the above method for investigating H * N , O * N , as follows: Proposition 5.5. We have maps as follows
given by the formulae in Proposition 5.4 above.
Proof. Since we have (UU t U) ij = (ŪU tŪ ) ij , the relation UU t U = U impliesŪU * Ū =Ū , and so U N is self-conjugate. The fact that K N is self-conjugate too is clear as well. We can therefore apply the constructions in Proposition 5.4 above, and we obtain maps as in the statement, with only the map at bottom left still needing to be checked.
Here we just need to check that the 2 × 2 matrices in Proposition 5.4 (2) satisfy the extra relations v 2 ij = p ij (projection) and p = (p ij ) magic, defining H * N . We have:
Now by remembering that the standard coordinates u ij on the semigroup K N satisfy u ij u * ij = p ij (projection) and p = (p ij ) magic, this gives the result. As explained in [14] , in the compact group case, the maps C(O * N ) → C(U N ) ⋊ Z 2 and C(H * N ) → C(K N ) ⋊ Z 2 are embeddings. This fact however is quite non-trivial, and its proof uses a number of ingredients, for instance several key facts regarding the projective version operation, G → P G, which are not available in the semigroup case.
In order to overcome these issues, we can proceed as follows: 
Here the middle map is id ⊗ ε, and at right we have the standard quotient map, coming from the embedding O N ⊂ U N . Indeed, the resulting composition is as follows:
In remains to prove that the inclusion O × N ⊂ O * N commute with the multiplications. We must check here the commutativity of the following diagram:
We verify this on the standard generators v ij . First, with U ij = k u ik ⊗ u kj and V ij = k v ik ⊗ v kj , we have the following computation:
Thus we have (id ⊗ π ⊗ π)V = U(s ⊗ s), and we deduce that we have:
Thus the above diagram commutes, and we are done with the orthogonal case. The assertion in the hyperoctahedral case follows by restriction.
There are many questions in connection with the above results. Perhaps the most important one concerns the semigroup analogue of the key isomorphisms P O * N = P U N and P H * N = P K N from [10] . It is quite unclear whether something can be said here.
Unitary half-liberation
In this section we discuss the half-liberation problem for the remaining semigroups, K N , U N . As already mentioned in section 5, in the unitary case the half-liberation is not unique. One proposal, involving the relations ab * c = cb * a, was made by Bhowmick, D'Andrea and Dabrowski in [12] . Another proposal, involving the relations abc = cba, was made by Bichon and Dubois-Violette in [14] . More precisely, we have: We refer to [12] for the general theory and for the noncommutative geometric meaning of the quantum group U * N , and to [14] for the general theory of its subgroup U * * N . As a first observation, we can now half-liberate any group
N . In order to discuss now semigroup extensions, consider first the group H x N = Z s ≀ S N from section 3 above, with x ∈ {1, . . . , ∞}, consider its liberation H x+ N constructed in [1] , [9] , and explained in section 3, and construct as above H (1) The existence of ε, ∆ are both clear, because if the standard coordinates u ij satisfy abc = cba, then the elements U ij = k u ik ⊗ u kj satisfy these relations too.
(2) Once again this is an elementary fact, which follows by using the same arguments as in the free case, from the proof of Proposition 3.4 (2) above.
(3) This is clear from definitions, because at x = 1, 2 the coordinates are real, and so the two constructions in the statement produce the usual (real) half-liberation.
In the unitary case now, we have the following analogue of Definition 6.1: Proof. We use various formulae and methods from sections 4 and 5 above:
(1) The proof here is similar to the one of Proposition 5.2 (2).
(2) This is clear from the discussion in the proof of Proposition 4.6 above. (3) Once again, this is clear from the definitions of the various objets involved.
We can apply now the methods in [14] , in order to construct smaller half-liberations K Proof. These assertions are all elementary, the proof being as follows:
(1) For U = A + iB with A, B real we have indeed the following formula, whose proof is routine, and which gives the result: Proof. Since both semigroups U 2,N , K 2,N are self-conjugate, we can apply the constructions in Proposition 5.4 above. We obtain in this way maps as follows:
Here the fact that at bottom left we can replace the algebra C( O * 2N ) by the smaller algebra C( H * 2N ) comes from the diagram in Proposition 5.5 above. We must prove that C( O * 2N ) → C( U 2,N ) ⋊ Z 2 can be factorized through C( U * * N ). In order to do so, the first observation is that we have a surjective morphism of algebras C( O Indeed, the rectangle on the right is the rectangle on the left of the previous diagram. Regarding now the rectangle on the left, the bottom isomorphism is the one in Proposition 6.4 (4), the inclusion on the left comes by using the counit, as in the proof of Theorem 5.6 (2) above, and the inclusion on top follows by checking the extra relations by using the 2×2 matrix model, as in the proof of Proposition 5.5 (2) above. But this finishes the proof in the orthogonal case, and the hyperoctahedral case follows as well, by restriction.
We can now formulate our main half-liberation result here: Proof. We use various formulae established above, and the method in [14] .
(1) This is clear, from Proposition 5.4 above.
(2) This is similar to the proof of Theorem 5.6 (2) above.
To summarize, several half-liberation methods are available already in the unitary group case, cf. [12] , [14] , and even more methods are available in the semigroup case. In order to make some more light here, some probability theory might be perhaps used, but not exactly from the perspective used in the present paper. The point indeed is that, in the unitary group case already, the variable |χ l | lives over the corresponding projective version, so its law is insensitive to the precise half-liberation which is considered.
Finally, as pointed out by Bhowmick, D'Andrea and Dabrowski in [12] , and by Bichon and Dubois-Violette in [14] , there are several other potentially interesting half-liberations methods, in the unitary group case. These are waiting to be better understood, and maybe even classified, and also adapted to the semigroup setting as well. This adds to the various questions raised in the introduction, and throughout the paper.
