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a b s t r a c t
We consider the backward heat equation uxx(x, t) = ut(x, t), −∞ < x <∞, 0 ≤ t < T .
The solution u(x, t) on the final value t = T is an known function gT (x). This is a typical
ill-posed problem, since the solution – if it exists – does not depend continuously on the
final data. In this paper, we shall give a Shannonwavelet regularizationmethod and obtain
some quite sharp error estimates between the exact solution and the approximate solution
defined in the scaling space Vj.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The backward heat conduction problem (BHCP) arises in the modeling of heat propagation in thermophysics and the
mechanics of continuous media. The determination of the unknown initial temperature from observable scattered final
temperature data is required in many real applications. The BHCP is typically ill posed in the sense of Hadamard [1], which
means that any small error in the collected data may induce enormous error in the solution. In general, the solution of
the BHCP does not exist, and even if it exists it is not continuously dependent on the final data; see Payne [2]. Uniqueness
conditions for the BHCP have been investigated in [3].
In the context of approximation methods for this problem, many approaches have been investigated. [4,5] have
approximated the BHCP by Fourier truncated methods. Numerical methods for the ill-posed BHCP have been given in [6–8].
A mollification method has been studied in [9]. Recently, wavelet methods have been developed to solve inverse parabolic
partial differential equations (PDEs) [10–12]. Itwas demonstrated thatwaveletsmethods can solve ill-posed PDEs efficiently.
However, to our knowledge, the theoretical results concerning the error estimates were unsatisfactory, i.e., the results were
not optimal in the sense of [13]. In this paper,we shall define awavelet solution based on the Shannonwavelet and give a rule
for choosing an appropriate multi-resolution space Vj to get the optimal error estimates [13]. In particular, when the time
variable t = 0, and the Sobolev space index s > 0 or s = 0, the error estimates are also sharp. Therefore, we cannot expect
to find a numerical method for the approximating solution that satisfies a better error estimate. Furthermore, the results
available in the literature are mainly devoted to the case of constant coefficients, but the method can carry over to more
interesting problems, for example with variable coefficients and in more dimensions. In fact, we only need to generalize
Theorem 3.1 and use tensor wavelets in more dimensions. In this sense, we think we get better results.
We consider the following one-dimensional backward heat equation in an unbounded region:
uxx(x, t) = ut(x, t), −∞ < x <∞, 0 ≤ t < T ,
u(x, T ) = gT (x), −∞ < x <∞, (1.1)
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where we want to determine the temperature distribution u(x, t) and assume that, for the exact data gT (x), the solution u
exists and satisfies the following a priori smoothness condition:
‖u(·, 0)‖s ≤ E, s ≥ 0, (1.2)
where ‖ · ‖s denotes the norm in Sobolev space Hs(R) defined by
‖f ‖s :=
∫ ∞
−∞
(1+ ξ 2)s|f (ξ)|2dξ 12 .
In practice, due to the measurement errors, the solution has to be reconstructed from perturbed data gδT , assumed to
satisfy
‖gT − gδT‖L2 ≤ δ. (1.3)
Using the Fourier transform with respect to the variable x, we can get the Fourier transform of the solution u(x, t) of
problem (1.1):
uˆ(ξ , t) = gˆT (ξ)eξ2(T−t).
Since uˆ(ξ , t) = gˆT (ξ)eξ2(T−t) tends to infinity as |ξ | → ∞, so the existence of a solution in L2(R) depends on a rapid
decay of gˆT (ξ) at high frequencies. However, in practice, gˆδT (ξ) is the measured data; it need not decay rapidly at the high
frequencies, and therefore the solution may not exist in L2(R). Furthermore, if it exists, it does not depend continuously on
the final condition, i.e., (1.1) is ill posed.
The structure of the paper is as follows: in Section 2, we introduce some useful properties; in Section 3, we define a stable
Shannon wavelet solution; in Section 4, we obtain our main results.
2. Shannon scaling function and wavelet function
The Shannon scaling function is φ(x) = sinπx
πx , and its Fourier transform is given by
φˆ(ξ) =

1√
2π
, |ξ | ≤ π,
0, otherwise.
The corresponding wavelet function ψ(x) is given by
ψˆ(ξ) =

1√
2π
e−i
ξ
2 , π ≤ |ξ | ≤ 2π,
0, otherwise.
Let φJ,k(x) = 2 J2 φ(2Jx − k), and let the orthogonal projection of L2(R) onto VJ = span{φJ,k(·)}k∈Z, and VˆJ =
span{φˆJ,k(·)}k∈Z be denoted by PJ and PˆJ respectively; i.e., ∀f (·) ∈ L2(R),
PJ f (x) =
−
k∈Z
⟨f , φJk⟩φJk(x), PˆJ f (ξ) =
−
k∈Z
⟨f , φˆJk⟩φˆJk(ξ).
It is easy to see thatPJ f (ξ) = PˆJ fˆ (ξ), and we have the following properties.
(1) For any k ∈ Z,
supp φˆJ,k(ξ) = { ξ : |ξ | ≤ π2J},
supp ψˆJ,k(ξ) = {ξ : π2J ≤ |ξ | ≤ π2J+1};
i.e., PJ can be considered a low-pass filter.
(2) ∀f (x) ∈ L2(R),
f (x) =
−
k∈Z
⟨f , φJ,k⟩φJ,k(x)+
−
l≥J
−
k∈Z
⟨f , ψl,k⟩ψl,k(x).
(3) For any J ∈ Z,PJ f (ξ) = fˆ (ξ), |ξ | ≤ π2J .
3. Regularization method
Let the infinite-dimensional matrix DJ be given by
{(DJ)l,k}l∈Z,k∈Z = {⟨φ′′J,l(x), φJ,k(x)⟩}l∈Z,k∈Z,
where φ(x) is the Shannon scaling function, φJ,k(x) = 2J/2φ(2Jx− k); then we have the following.
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Theorem 3.1. (a) (DJ)l,k = (DJ)k,l;
(b) ‖DJ‖ ≤ π2J ;
(c) let f (·) be a real continuous function on [−π2J , π2J ], and let {Eλ}λ∈R denote the eigenprojection family of the Hermitian
operator DJ . Define r(DJ) =:
 π2J
−π2J r(λ)dEλ. Then we have
‖r(DJ)‖ ≤ max−π2J≤λ≤π2J |r(λ)|.
Proof. The proof is very similar to that in [10]. 
Now, we have defined uJ(x, t) ∈ VJ to be the Shannon wavelet solution of problem (1.1) for gT (x); i.e.,
uJ(x, t) =:
−
k∈Z
ak(t)φJ,k(x), (3.1)
where the infinite-dimensional vector a(t) =: γT
 π2J
−π2J e
−λ(T−t)dEλ, {Eλ}λ∈R denotes the eigenprojection family of the Her-
mitian operator DJ , and γT = {γT (k)}k∈Z =: {⟨gT (x), φJ,k(x)⟩}k∈Z. Then we get the following.
Theorem 3.2. The infinite-dimensional vector a(t) is the solution of the following system:
a′(t) = DJa, 0 ≤ t < T ,
a(T ) = γT . (3.2)
Proof. (i) First, we prove that
a′(t) = γT
∫ π2J
−π2J
λe−λ(T−t)dEλ.
In fact,γT
∫ π2J
−π2J
[
e−λ(T−(t+∆t)) − e−λ(T−t)
∆t
]
dEλ − γT
∫ π2J
−π2J
λe−λ(T−t)dEλ

=
γT
∫ π2J
−π2J
[
e−λ(T−(t+∆t)) − e−λ(T−t)
∆t
− λe−λ(T−t)
]
dEλ

≤ ‖γT‖

∫ π2J
−π2J
[
e−λ(T−(t+∆t)) − e−λ(T−t)
∆t
− λe−λ(T−t)
]
dEλ

≤ ‖γT‖ max|λ|≤π2j
e−λ(T−(t+∆t)) − e−λ(T−t)∆t − λe−λ(T−t)
 −→ 0 (∆t → 0).
So
a′(t) = γT
∫ π2J
−π2J
λe−λ(T−t)dEλ.
On the other hand, by using the spectral theorem [14], it is easy to see that
DJa =
∫ π2J
−π2J
λdEλ

γT
∫ π2J
−π2J
e−λ(T−t)dEλ

= γT
∫ π2J
−π2J
λe−λ(T−t)dEλ.
Therefore a′(t) = DJa.
(ii) By the definition of the spectral family, we have
a(T ) = γT
∫ π2J
−π2J
e−λ(T−T )dEλ = γT
∫ π2J
−π2J
dEλ = γT . 
Let uδJ (x, t) be the Shannon wavelet solution for the measured data g
δ
T (x), i.e.,
uδJ (x, t) =:
−
k∈Z
aδk(t)φJ,k(x), (3.3)
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where the infinite-dimensional vector aδ(x) =: γ δT
 π2J
−π2J e
−λ(T−t)dEλ, {Eλ}λ∈R denotes the eigenprojection family of the Her-
mitian operatorDJ , and γ δT = {γ δ(k)}k∈Z =: {⟨gδT (x), φJ,k(x)⟩}k∈Z. The following theorem indicates that the Shannonwavelet
solution which we have defined has stability.
Theorem 3.3. If ‖gT (x)− gδT (x)‖L2 ≤ δ and
J∗ =
log2 1
π
ln

E
δ
 1
T

1
T
ln
E
δ
− s2T  12+ 1,
where [c] denotes the largest integer less than or equal to c ∈ R, then we have the following estimate:
‖uJ∗(x, t)− uδJ∗(x, t)‖L2 ≤ E1−
t
T δ
t
T

1
T
ln
E
δ
− s(T−t)2T
, t ∈ [0, T ),
where s ≥ 0 is a constant.
Proof. Since uJ(x, t) and uδJ (x, t) are given by Eqs. (3.1) and (3.3), then from Plancherel formula and the spectral theorem
[14], we have
‖uJ(x, t)− uδJ (x, t)‖L2 = ‖aδ(t)− a(t)‖l2 =
(γ δT − γT )
∫ π2J
−π2J
e−λ(T−t)dEλ

l2
≤

∫ π2J
−π2J
e−λ(T−t)dEλ‖l2‖γ δT − γT

L2
≤ max
|λ|≤π2J
|e−λ(T−t)|‖PJgδT (t)− PJgT (t)‖l2
≤ max
|λ|≤π2J
|e−λ(T−t)|δ
≤ eπ2J (T−t)δ.
Using
J∗ =
log2 1
π
ln

E
δ
 1
T

1
T
ln
E
δ
− s2T  12+ 1,
we get
‖uJ∗(x, t)− uδJ∗(x, t)‖L2 ≤ E1−
t
T δ
t
T

1
T
ln
E
δ
− s(T−t)2T
, t ∈ [0, T ). 
4. Main results
In this section, the main results will be given. First, we give the following useful lemma.
Lemma 4.1. Let u(x, t) be the exact solution of problem (1.1); then PJu(x, t) satisfies the following equation:
(PJu)t = PJ(PJu)xx, −∞ < x <∞, 0 ≤ t < T ,
PJu(x, T ) = PJgT (x), −∞ < x <∞.
Proof. Since u(x, t) satisfies the following equation:
ut(x, t) = uxx(x, t), −∞ < x <∞, 0 ≤ t < T ,
u(x, T ) = gT (x), −∞ < x <∞,
it is easy to see that PJu(x, t) satisfies
(PJu)t = PJ(PJu)xx + PJ [(I − PJ)u]xx, −∞ < x <∞, 0 ≤ t < T ,
PJu(x, T ) = PJgT (x), −∞ < x <∞.
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From the propertiesPJu(ξ , t) = uˆ(ξ , t) for |ξ | ≤ π2J , and supp φˆJ,k(ξ) = { ξ : |ξ | ≤ π2J}, we know that
‖PJ [(I − PJ)u]xx‖2L2 = ‖PJ(iξ)2(uˆ−PJu)‖2L2
= ‖PJ(iξ)2(uˆ−PJu)‖2|ξ |≤π2J + ‖PJ(iξ)2(uˆ−PJu)‖2|ξ |>π2J
= 0.
So PJu(x, t) satisfies the following equation:
(PJu)t = PJ(PJu)xx, −∞ < x <∞, 0 ≤ t < T ,
PJu(x, T ) = PJgT (x), −∞ < x <∞. 
Let PJu(x, t) =:∑k∈Z bk(t)φJ,k(x); then we get the following discrete equation:
b′(t) = DJb, 0 ≤ t < T ,
b(T ) = γT , (4.1)
where the infinity vector
b(t) = {bk(t)}k∈Z =: {⟨u(x, t), φJ,k(x)⟩}k∈Z, γT = {γT (k)}k∈Z =: {⟨gT (x), φJ,k(x)⟩}k∈Z.
In this paper, we are interested in the L2-norm estimate of the distance between the Shannonwavelet solution uδJ (x, t) for
the measured data gδT (x) and the unknown solution u(x, t) for the exact data gT (x). Let uJ(x, t) denote the Shannon wavelet
solution for the exact data gT (x); then we have
‖u(x, ·)− uδJ (x, ·)‖L2 ≤ ‖u(·, t)− PJu(·, t)‖L2 + ‖PJu(·, t)− uJ(·, t)‖L2 + ‖uJ(·, t)− uδJ (·, t)‖L2 .
Therefore it remains to obtain the last two estimates on the right-hand side.
Theorem 4.2. Let u(x, t) be the exact solution of problem (1.1); then, for any J ∈ Z, PJu(x, t) = uJ(x, t).
Proof. Define ϵJ(x, t) =: PJu(x, t)− uJ(x, t); then
ϵJ(x, t) =
−
k∈Z
bk(t)φJk(x)−
−
k∈Z
ak(t)φJk(x)
=
−
k∈Z
[bk(t)− ak(x)]φJk(x)
=
−
k∈Z
ϵk(t)φJk(x),
where ϵk(x) = bk(x)− ak(x), k ∈ Z.
By (3.2) and (4.1), we obtain that the infinite-dimensional vector ϵ(x) = {ϵk(x)}k∈Z satisfies
ϵ′(t) = DJϵ, 0 ≤ t < T ,
ϵ(T ) = 0.
As in the proof of Theorem 3.2, we have ϵ(t) = γT
 π2J
−π2J e
−λ(T−t)dEλ and γT = 0; hence ϵ = 0; i.e., PJu = uJ . 
Theorem 4.3. Let u(x, t) be the exact solution of problem (1.1), let ‖u(x, 0)‖Hs ≤ E hold, and let
J∗ =
log2 1
π
ln

E
δ
 1
T

1
T
ln
E
δ
− s2T  12+ 1,
where [c] denotes the largest integer less than or equal to c ∈ R. Then, we have
‖u(x, t)− PJ∗u(x, t)‖ ≤ δ tT E1− tT

1
T
ln
E
δ
− s(T−t)2T  4π√T ln Eδ  12
2 ln
 E
δ
− s ln  1T ln  Eδ 
s , t ∈ [0, T ),
where s ≥ 0 is a constant.
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Proof. Since PJ is an orthogonal projection andPJu(ξ , t) = uˆ(ξ , t) for |ξ | ≤ π2J , due to the Parseval formula, we have
‖u(x, t)− PJu(x, t)‖2L2 = ‖uˆ(ξ , t)−PJu(ξ , t)‖2L2
= ‖(I − PˆJ)χ+J (ξ)uˆ(ξ , t)‖2L2
≤ ‖χ+J (ξ)uˆ(ξ , t)‖2L2 ,
where χ+j (ξ) denotes the characteristic function of the interval [π2J ,+∞). Note that the Fourier transform of the exact
solution u(x, t) has the form gˆT (ξ)eξ
2(T−t). Then the above inequality reduces to
‖u(x, t)− PJu(x, t)‖L2 ≤
∫
|ξ |≥π2J
|gˆT (ξ)eξ2(T−t)|2dξ
 1
2
=
∫
|ξ |≥π2J
|eξ2(T−t)e−ξ2T uˆ(ξ , 0)|2dξ
 1
2
=
∫
|ξ |≥π2J
|e−tξ2 uˆ(ξ , 0)|2dξ
 1
2
≤ max
|ξ |≥π2J
e−tξ2
(1+ ξ 2) s2
∫
|ξ |≥π2J
|uˆ(ξ , 0)|2(1+ ξ 2)sdξ
 1
2
≤ max
|ξ |≥π2J
e−tξ2
|ξ |s E
≤ 2−Jse−t(π2J )2E,
and using
J∗ =
log2 1
π
ln

E
δ
 1
T

1
T
ln
E
δ
− s2T  12+ 1,
we get
e−t(π2
J∗ )2E ≤

E
δ
− tT  1
T
ln
E
δ
 st
2T
E ≤ δ tT E1− tT

1
T
ln
E
δ
 st
2T
2−J
∗s ≤

4πT
2 ln
 E
δ
− s ln  1T ln  Eδ 
s
.
Therefore
‖u(x, t)− PJ∗u(x, t)‖ ≤ δ tT E1− tT

1
T
ln
E
δ
− s(T−t)2T  4π√T ln Eδ  12
2 ln
 E
δ
− s ln  1T ln  Eδ 
s , t ∈ [0, T ). 
By Theorems 3.3, 4.2 and 4.3, the following main result is immediately obtained.
Theorem 4.4. If ‖gT (x)− gδT (x)‖L2 ≤ δ, ‖u(x, 0)‖Hs ≤ E hold, and
J∗ =
log2 1
π
ln

E
δ
 1
T

1
T
ln
E
δ
− s2T  12+ 1,
where [c] denotes the largest integer less than or equal to c ∈ R, then we have
‖u(x, t)− uδJ∗(x, t)‖L2 ≤ E1−
t
T δ
t
T

1
T
ln
E
δ
− s(T−t)2T  4π√T ln Eδ  12
2 ln
 E
δ
− s ln  1T ln  Eδ 
s + 1, t ∈ [0, T ), (4.2)
where s ≥ 0 is a constant. 
Remark 4.5. The error estimate (4.2) has optimal order [9].
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Remark 4.6. When t = 0, s > 0, (4.2) becomes
‖u(x, t)− uδJ∗(x, t)‖L2 ≤ E

1
T
ln
E
δ
− s2
(1+ o(1)) , (δ → 0).
It is a sharp convergent estimate.
Remark 4.7. When s = 0, (4.2) becomes ‖u(x, t)− uδJ∗(x, t)‖L2 ≤ 2E1−
t
T δ
t
T .
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