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PREFACE 
The present thesis entitled "Numerical Techniques in Variational Inequalities" is an 
outcome of the study made t)y the author at the Department of Mathematics, Aligarti Muslim 
Unhrersity, Aligarh, India. The theory of variational inequalities was introduced by G. Fichera and 
G. Stampacchia. independently in early sixties to study the prot)lems in potential theory and 
mechanics respectively. The threory of quasi-variational inequalities was introduced t>y A. 
Bensoussan, M. Goursat and J.L. Lions in early seventees to study the prot)lems arising in 
decision science and impulse control, which is a generalization of the study of the theory of 
variational inequalities. 
This woric is an attempt to give new results and to unify and generalize certain results 
scattered in literature viz. Ansari [6], Chen [24], Chang and Huang (18], Ding [35], Hartman and 
Stampacchia [45], Kazmi [56], Lee et al. [66,68], Noor [78,84,87,93], Parida and Sen [101], 
Siddiqi et al. [124,127,130,131,133] and Zeng [145]. 
The thesis comprises five chapters and each chapter is sutxlivided into various sections. 
In Chapter-I, a brief survey of variational and quasi-variational inequalities, vector variational 
and variational-like inequalities and complementarity problems is presented. All the basic 
definitions, notations and results which are essential for the presentation of the subsequent 
chapters have also t)een reviewed. Chapter-H deals with the existence of solutions of a vector 
variational inequality with and without convexity assumption in the setting of reflexive Banach 
space, locally convex Hausdorff topological vector and H-spaces by using the KKM theorem and 
pseudomonotone operators. In Chapter-Ill, we have developed a perturiaed Ishiicawa iterative 
algorithm to obtain the approximate solution of generalized nonlinear quasi-variational inequality 
problem and have shOMn tt\a( the apfxoxtmale sohilion oMatned from tVera\tve aVgorilhm 
i i i 
converges to the exact solution. Further, the existence of solutions of a generalized quasi-
variational inequality for fuzzy mappings is established and an application of the main result is 
also discussed. Chapter-IV. contains a more general form of variational-like inequalKies for 
multivalued maps and the existence of solutions of this dass of variational inequalities in the 
setting of reflexive Banach space has also t)een proved in this chapter. The existence of 
solutions of a vector variationai-like inequaltty in H-space is also discussed. We introduce in 
Chapter-V, a more general fomi of Wiener-Hopf equation and estat)lish the equivalence of a 
general variational inequality with a general Wiener-Hopf equation. Furthemiore it has t)een 
shown that the approximate solution obtained from tterative algorithm converges to the exact 
solution. 
Most of the results of this thesis have been communicated for publication in different 
journals of repute. One paper has been published in Y.Y.U. Journal of Faculty of Education, 
1(2)(1996), 161-168 and another has t)een accepted for put>lication in Memoirs Fac. Sci. Kochi 
University and two more have been submitted in revised fonrn for publication. 
Definitions, problems, inequalKies, iterative algorithms or results in the text have been 
spedfied with double decimal numbering. For example inequality (5.3.1) refers to the first 
inequality appearing in the third section of the fifth chapter. 
In the end a Hst of references of the literature consulted has been given. 
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CHAPTER-I 
PRELIMINARIES 
1.1 INTRODUCTION 
The theory of variational inequality was introduced by 
Stan^acchia [137] and Fichera [39] in the early sixties to 
study the problems in potential theory and mechanics 
respectively. They studied the following problem: 
Let H be a real Hilbert space and its dual H where 
norm auid inner product are denoted by | • | and (•, •) 
* 
respectively. The pairing between H and H is denoted by 
<•,•>. Let K be a nonentity closed convex subset of H. Then 
the problem of finding ueK such that 
<T{u),v-u> £ 0, for all V€K (1.1.1) 
* 
where T:H —» H is a continuous linear operator, is called 
variational inequality problem and inequality (1.1.1) is 
called variational inequality. It has been shown recently 
that the development of the variational inequality theory 
led to a number of advances in the study of contact problems 
in solid mechanics, general theory of transportation and 
economics equilibrium and fluid flow through porous media. 
Most of the problems of physics and mechanics have been 
formulated in the form of variational inequalities, see for 
example, Duvaut and Lions [36], Bensoussan and Lions [13] , 
Baiocchi and Capelo [9], Crank [25], Kikuchi and Oden [62] , 
Panagiotopoulos [103,104] and the references therein. 
Variational inequality theory have become a rich source 
of inspiration for scientists and engineers because their 
diverse forms serve as mathematical models to a large number 
of interesting physical phenomenon occuring in various 
important fields. 
In a variational inequality problem, the underlying 
convex set does not depends upon its solution. If it does, 
then this class of variational inequality problem is called 
quasi-variational inequality problem which was introduced 
and studied by Bensoussan, Goursat and Lions [12] in 1973, 
in connection with inpulse control. 
There are several standard text books and monographs 
dealing with the various aspects of variational and quasi-
variational inequalities, see for instance Aubin [7,8], 
Bensoussan and Lions [13], Baiocchi and Capelo [9] , Ciarlet 
[26] , Crank [25], Duvaut and Lions [36] , Glowinski, Lions 
and Tremoliers [42], Kikuchi and Oden [62], Kinderlehrer and 
Stampacchia [63], Mosco [75], Panagiotopoulos [103] etc. 
In section 1.2, we review various notations, 
definitions and well known results which are essential for 
presentation of results in the subsequent chapters. Most of 
these definitions and well Icnown results are available in 
details in Baiocchi and Capelo [9], Bardaro and Cepitelli 
[11] , Chen [24], Horvath [46], Kinderlehrer and Stampacchia 
[63], Ky Fan [37] and Siddiqi [118]. Section 1.3 deals with 
a brief survey of variational and quasi-variational 
inequalities. Section 1.4 is devoted to the introduction 
and survey of vector variational and variational-like 
inequalities while section 1.5 is devoted to the brief 
survey of complementarity problems. 
1.2 FUNDAMENTAL TOOLS OF FUNCTIONAL ANALYSIS 
In this section, we present some basic notations, 
definitions and known results of functional analysis which 
will be used in the proof of results given in the subsequent 
chapters. Let H, K, || • |, <•,•> and {•,•) be the sametiin 
Section 1,1. 
* 
Definition 1.2.1: An operator T:H —> K is said to be: 
(i) t-strongly monotone, if there exists a constant a > 0 
such that 
<T(u)-T(v) ,u-v> a a||u-v|| , for all u,veH; 
(ii) p-Lipschitz continuous if there exists a constant 
fi > 0 such t h a t 
||T(U)-T(V) II s /3||u-v||; 
(iii) hemicontinuous, if for every u,veK, the mapping 
t -> T(u+tv) is continuous at 0 . 
Kefflark 1.2.1: It can be easily seen that asp. 
Definition 1.2.2 [118]. A bilinear form a(-,-):HxH —» R is 
said to be: 
(i) coercive if there exists a constant y > 0 such that 
a(u,u) z. r||u||^ , for all ueH; 
(ii) continuous (or bounded), if there exists a constant 
M > 0 such that 
a(u,v) s Ai||u||||v||, for all u,veH. 
A number of boundary value problems can be written in 
the form of the following problem: 
* 
Problem 1.2.1 [118] : For given feH , find ueH such that 
a(u,v) = </,v>, for all veH (1.2.1) 
In 1954, P.D. Lcuc and A.N. Milgram proved the following 
existence and uniqueness result for the solution of 
problem (1.2.1): 
Lemma 1.2.1 [65]: If a(-,-):HxH —> R is a coercive and 
continuous bilinear form on a Hilbert space H then the 
variational problem 1.2.1 has a unique solution. 
Lemma 1.2.2 [118] : Let K be a closed convex subset of a 
Hilbert space H. Then, for each zeH, there is a unique ueK 
such that 
| |z-u|| = inf ||z-v|| . (1 .2 .2) 
veK 
Remark 1.2.2: (i) The point u satisfies (1.2.2) is called 
projection of z on K, and we write u=P„z. 
(ii) PTrZ=z for all zeK. 
Lemma 1.2.3 [63] : Let K be a closed convex subset of a 
Hilbert space H. Thus for each zeH, the following two 
conditions are equivalent: 
(i) there is a ueK such that u=P„z; 
(ii) there is a U€K such that 
<u,v-u> £ <z,v-u> for all veK, (1.2.3) 
Lemma 1.2.4 [63]: The projection mapping Pj. is 
nonexpans ive, i.e. 
|Pj^ u - Pj^ v| s ||u-v||, for all u,v€H (1.2.4) 
Lemma 1.2.5 [35] : Let K be a nonempty closed convex subset 
of H, m:H —> H and K(u)=K + m{u) for eah ueH. 
Then for all u,veH, 
Pjj^ j^ (v) = m(u) + Pj^(v-m(u)). 
* * 
H H 
Definition 1.2.3: A multivalued mapping T:H —> 2 , 2 
* 
denotes the family of all nonempty subsets of H , is said 
to be: 
(i) a-strongly monotone if there exists a constant /3 ^  0 
such that 
<x-y,u-v> £ a||u-v|| 
for all u,v€H, xeT(u) and y€T(v) ; 
(ii) j3-Lipschitz continuous if there exists a constant p ^ 0 
such that 
6(T(u),T{v)) s ^ ||u-v||, for all u,V€H; 
where 6(A,B) * sup{||a-b|| : aeA, beB}, for all A,Be2 . 
Definition 1.2.4 [24]: Let X, Y be two normed space; 
T:X —> L(X,y) be a mapping and let C be a closed, pointed 
and convex cone of Y such that intC * <t>. Then T is said to 
be: 
(i) C-monotone if, for any u,veX, 
<T(u)-T(v) ,u-v>eC; 
(ii) C-pseudomonotone if, for any u,veX, 
<T(u),v-u> € -intC implies that <T(v),v-u> € -intC; 
(iii) v-hemicontinuous if, for any u,v,weX, the mapping 
a —> <T(u+av), w> is continuous at 0 . 
Definition 1.2.5 [66]: Let X and Y be two normed spaces, 
T:X ^ 2^^^'^^ be a setvalued map and let C be a closed, 
pointed and convex cone such that intC * ^. Then T is said 
to be: 
(i) C-monotone if, for any u,v€X, seT{u) , t€T(v) such that 
<s-t,u-v>GC; 
(ii) C-pseudomonotone if, for any u,veX, there exists 
seT(u) such that <s,v-u> « -intC implies that there 
exists teT(v) such that <t,v-u> « -int C; 
(iii) v-hemi continuous if, for any u,veX, a > 0 and 
t(xeT(u+av) , there exists to€T(u) such that for any 
zeX, <t(j(,z> —» <to,z> as a —» 0 . 
Remark 1.2.3: Definition 1.2.5 is a generalization of 
Definition 1.2.4. 
Definition 1.2.6 [118] : Let X and Y be two Banach spaces,-
Y 
T:X —» 2 be a setvalued map and let ueX. Then T is said to 
be lower semicontinuous (in short, l.s.c), at ueX if u^—> u, 
Uj^ eX for all n and veF(u) imply that there exists VneF(Un) 
for all n such that v^ —> v. 
Y 
Definition 1.2.7: Let X be a Banach space and let T:X —> 2 
be a setvalued mapping. Then a point ueX is called a fixed 
point of T iff ueT(u). 
Definition 1.2.8 [124]: (Banach Contraction Principle): Let 
X be a Banach space. Then a multivalued contraction mapping 
defined on X into itself, has a unique fixed point. 
Definition 1.2.9 [118]: A subset K of R^ is said to be 
contractible if there is a point ueK and a continuous 
mapping g:Kx[0,l] —> K such that g(v,0) = v and g(v,l) = u, 
for all v€K. 
Remark 1.2.4: Any convex subset of a topological vector 
space is contractible. 
* 
Let X be a reflexive Banach space with its dual X and 
* 
let K be nonempty subset of X. The pairing between X and X 
is denoted by <•,•>. We denote by conv{u,,U2, . . ./Un) the 
convex hull of any finite subset {ui,U2, . . . ,Un} of K. 
Lemma 1.2.6 [74] (Minty Lemma) : Let K be a closed convex 
subset of a reflexive Banach space and let T:K —> X be 
monotone and v-hemicontinuous. Then u satisfies 
ueK:<T(u),v-u> i 0, for all veK, 
if and only if it satisfies 
ueK:<T(v),v-u> £ 0, for all veK. 
Definition 1.2.10 [10]: A multivalued mapping F:X —* 2^ is 
called the KKM-mapping, if for every finite subset 
n 
{ui,U2, . . . ,Un} of X, conv{ui,U2, . . . ,Un} c U F(u. ) . 
i = l -'• 
Theorem 1.2.1 [37] (Ky Fan): Let K be a nonen^ty set in a 
X 
Hausdorff topological vector space X. Let F:X —» 2 be a 
KKM-mapping. If F(u) is closed for all ueK, euid is compact 
for atleast one ueK, then fl F(u) * <l> . 
ueK 
As a consequence of Theorem 1.2.1, T.C. Lin [72] has 
proved the following theorem: 
Theorem 1.2.2: Let K be a nonempty compact convex subset of 
a Hausdorff topological vector space X. Let A be a subset 
of KxK having the following properties: 
(1) for every ueK, (u,u)eA; 
(2) for each fixed U€K, set A^ = {veK : (u,v)eA} is closed 
in K; 
(3) for each fixed VGK, the set Av = {ueK : (u,v)«A} is 
convex. 
Then there exists a point VoeK such tht Kx{vo} c A. 
Theorem 1.2.3 [107]: Let K be a nonempty subset of a convex 
y 
space X and let G:K —> 2 be a KKM multivalued mapping. 
Suppose that 
(1) for each ueX, G{u) is closed; and 
(2) there exists a nonempty compact subset D of X such that 
for each nonempty finite subset N of K, there exists a 
compact convex subset Ljj of X such that 
N c L N and L N '^  n {G(U) : UCLN) C D. 
Then we have 
D n n {G(u) : ueK} * 4>. 
Definition 1.2.11: Let F be a multivalued mapping from a 
topological space X into a topological space Y. Then F is 
said to be: 
(i) [respectively, weakly] closed at ueX if for each nets 
{Uflf} [resp; weakly] converging to v such that V(^eF{U(x) 
for all a, we have veF{u) . F is said to be [resp; 
weakly] closed if it is [resp; weakly] closed at every 
point u€X. 
(ii) compact if F(X) is contained in a compact subset of Y. 
Since 1972, there have been numerous generalizations of 
Ky Fan's minimax inequality by weakening the compactness 
assumption in topological vector spaces, for example see 
[11] . Horvath [46] obtained some minimax inequalities by 
replacing convexity wth pseudo convexity or contractibility 
in topological spaces but only in a compact setting. Using 
Horvath's approach, Bardaro and Ceppitelli introduced the 
notion of 'H-space', ^weakly H-convex' and 'H-compact' to 
obtain some minimax inequalities in non-compact setting for 
mappings taking values in an ordered vector space. 
The following definitions are suggested by a 
recent generalization of the KKM theorem obtained by 
C. Horvath [46] : 
Definition 1.2.12: Let X be a topological space and let {r } 
be a given family of nonempty contractible subsets of X, 
indexed by finite subsets of X. Then 
(i) A pair (X,{r-}) is said to be an H-space if A c B 
iit^lies r. c Fg/ 
(ii) A subset D c X is called H-convex if r^ c D holds for 
every finite subset A c D; 
(iii) A subset D c X is called weakly H-convex if r. n D is 
nonenpty and contractible for every finte subset A c D. 
This is equivalent to saying that the pair (D, {r. n D}) 
is an H-space; 
(iv) A subset K c X is called H-compact if there exist a 
compact, weakly H-convex set D c X such that K u A c D 
for every finite subset A c X. 
y 
Definition 1.2.13: A multivalued mapping F:X —> 2 is said 
to be H-KKM mapping if F. c U F(u) , for every finite 
^ U€A 
subset A c X. 
Theorem 1.2.4 [10]: Let (X, {F^}) be an H-space and F:X—>2^, 
an H-KKM multivalued mapping such that 
(1) for each ueX, F(u) is compactly closed, that is B n F(u) 
is closed in B, for every compact set B c X; 
(2) there are a compact set L c X and an H-contact set K c x 
such that, for each weakly H-convex set D with KcDcX, we 
have n (F(u) n D) c L. 
ueD 
Then n (F(u)) * ^. 
ueD ' 
Lemma 1.2.7 [24]: Let (X,P) be an ordered Banach space with 
a closed, pointed, solid, convex cone P. Then, for any 
u,v6X, we have 
10 
(iv) u - V 6 P amd u tf -intP =» v « -intP. 
Definition 1.2.14 [20]: Let X be an arbitrary (nonempty) 
set. A fuzzy set (in X) is a functiton with domain X and 
values in [0,1]. In particular, if S is an ordinary subset 
of X, its characteristics function Xg is a fuzzy set. 
1.3 VARIATIONAL AND QUASIVARIATIONAL INEQUALITIES 
In this section, we present a brief introduction and 
some important formulations of the i various type of 
variational and quasi-variational inequalities. 
Let H, K, <•,•>, (•,•) and || • || be the same as in 
* 
Section 1.1. Given two nonlinear operators T,A:H —> H , a 
functional feH , a proper functional j :H —> R U {»}, a 
bilinear form a(-,-):H x H —> R and an appropriate form 
b(-,-):H X H —> R. Then we have the following: 
Problem 1.3.1: Find ueK such that 
a(u,v-u) £ <f,v-u>, for all veK, (1.3.1) 
where the inequality (1.3.1) is known as variational 
inequality. The Problem 1.3.1 is known as variational 
inequality problem which characterizes the classical 
Signorini problem of elastostatics, that is the analysis of 
a linear elastic body in contact with a rigid frictionless 
11 
foundation. This problem was introduced and studied by 
Lions and Stampacchia [70] . In 1967, they proved the 
following theorem, which is one, among fundamental theorems 
of the field of variational inequalities. 
Theorem 1.3.1: If a(-,-) is a continuous and coercive 
bilinear form on H then Problem 1.3.1 has a unique solution. 
In the formulation of the variational inequality, the 
underlying convex set does not depend upon the solution. In 
many application, the convex set also depends implicitly on 
the solution u itself. In this case, the variational 
inec[uality 1.3.1 is known as quasi-variational inequality 
which arises for instance from decision sciences. This was 
considered and studied by Bensoussan, Goursat and Lions 
[12] . To be more precise, given a multivalued mapping 
u —> K(u), which associates a nonempty closed convex subset 
K(u) of H for any element u of H, then a typical problem of 
quasi-variational inequality is as follows: 
Problem 1.3.2: Find ueK(u) such that 
a(u,v-u) i <f,v-u>, for all veK(u) (1.3.2) 
In many important applications, see [9,13,75], the set 
K(u) is of the following form: 
K(u) = m(u) + K (1.3.3) 
where m:H —> H is a nonlinear operator, see Bensoussan, 
Goursat and Lions [12] , and Baiocchi and Capelo [9] . It is 
remarked that m is zero operator then Problem 1.3.2 is the 
same as Problem 1.2.1. The solution of the Problem 1.3.1 
12 
and Problem 1.3.2 can be obtained by the Fixed point method 
using the projection mapping, see Glowinski, Lions and 
Tremoliers [42], Noor [82], Noor et al [78]. 
Since the general problem of equilibrium of elastic 
bodies in contact with rigid foundation on which frictional 
forces are developed is one of the most difficult problem in 
solid mechanics. Duvaut and Lions [36] investigated the 
following variational inequality problem: 
Problem 1.3.3: Find ueK, such that 
a(u,v-u) + j (v) - j (u) s <f,v-u>, for all v€K (1.3.4) 
The existence of its solution has been proved by Glowinski, 
Lions and Tremoliers [42] and Necas, Jerusek and Haslinger 
[77]. The corresponding quasi-variational inequality 
problem to the Problem 1.3.3 is the following: 
Problem 1.3.4: Find ueK(u) such that 
a(u,v-u) + j (v) - j (u) £ <f,v-u>, for all veK(u) . (1.3.5) 
A generalization of Problem 1.3.3 is the following: 
Problem 1.3.5: Find ueK such that 
a(u,v-u) + b(u,v) - b(u,u) a <f,v-u>, for all veK (1.3.6) 
The Problem 1.3.5 characterizes fluid flow through porous 
media and Signorini problems with nonlocal friction. This 
type of problems have been studied by Oden and Pires [100] . 
For existence of the Problem 1.3.5, see Demkowicz and Oden 
[30], Kikuchi and Oden [62] and Noor [80]. 
If we restrict the dependence of the form b(u,v) to its 
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second variable only, i.e. b(u,v) = j (v) , V u€H then 
Problem 1.3.5 reduces to Problem 1.3.3. 
The corresponding quasi-variational inequality problem 
to Problem 1.3.5 is the following: 
Problem 1.3.6: Find u€K(u) such that 
a(u,v-u) + b(u,v) - b(u,u) ^ <f,v-u>, for all veK(u) (1.3.7) 
Problem 1.3.6 is introduced and studied by Siddiqi and 
Ansari [125]. For further generalization of Problem 1.3.6, 
see Kazmi [56] and Hussain [47]. 
Noor [79] introduced and studied the following new 
class of variational inequalities which represents a class 
of mildly nonlinear elliptic boundary value problems having 
constraints: 
Problem 1.3.7: Find U€K such that 
<T(u),v-u> a <A(u),v-u>, for all V€K. (1.3.8) 
The inequality (1.3.8) is known as the mildly (strongly) 
nonlinear variational inequality. 
The strongly nonlinear quasi-variational inequality 
problem, a generalization of Problem 1.3.7, is the 
follow.-i.ng: 
Problem 1.3.8: Find U€K such that 
<T(u),v-u> s <A(u),v-u>, for all veK(u). (1.3.9) 
which is introduced and studied by Mosco [75] , Siddiqi and 
Ansari [125]. 
It is natural to consider the unification of these 
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problems and study them in a general framework. Kikuchi and 
Oden [62] has introduced the following problem: 
Problem 1.3.9: Find ueK such that 
<T(u),v-u> + j(v) - j(u) a <f,v-u>. (1.3.10) 
Noor [79] and Siddiqi, Ansari and Kazmi [129] have 
generalized the Problem 1.3.9 and introduced the following 
problem: 
Problem 1.3.10: Find u€K such that 
<T(u),v-u> + j(v) - j(u) ^  <A(u),v-u>, for all veK. (1.3.11) 
Siddiqi [120] has introduced and studied the following 
problem, which is a generalization of Problem 1.3.10: 
Problem 1.3.11: Find ueK such that 
<T(u),v-u> + b(u,v) - b(u,u) i <A(u),v-u>, (1.3.12) 
for all veK. 
In 1992, Kazmi [55] has introduced and studied the 
following problem: 
Problem 1.3.12: Find ueK, x€T(u) and yeA(u) such that 
<x,v-u> + b(u,v) - b(u,u) i <y,v-u>, for all V€K. (1.3.13) 
where A,T:H —» 2 are multivalued mappings. The correspon-
ding quasi-variational inequality problem to the Problem 
1.3.12 is introduced and studied by Siddiqi, Hussain and 
Kazmi [132]. 
It is remarked that the most of the above mentioned 
classes of variational and quasi-variational inequalities 
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are applicable to study of the boundary value problems of 
even orders only. Noor [89] and I sac [50] separately, 
introduced and studied the following problem: 
Problem 1.3.13: Find ueK such that g(u)€K and 
<T(u),g(v)-g(u)> £ 0, for all g(v)6K, (1.3.14) 
where T:H —» H and g:H —> H are continuous operators. 
Problem 1.3.13 is known as general nonlinear variational 
inequality problem, see also Kazmi [57]. The general quasi-
variational inequality problem is the following: 
Problem 1.3.14: Find ueH such that g(u)6K(u) and 
<T(u),g(v)-g(u)> ^ 0, for all g{v)€K(u), (1.3.15) 
which is considered and studied by Noor [84]. 
Noor [91] and Siddiqi and Ansari [127] introduced and 
studied the following problem: 
Problem 1.3.15: Find ueK such that g(u)eK and 
<T(u),g(v)-g(u)> i <A(u) ,g(v)-g(u)>, (1.3.16) 
for all g(v)eK, where g:H —> H is a nonlinear operator. 
Which is known as general strongly nonlinear variational 
inequality. 
The quasi-variational inequality problem corresponding 
to Problem 1.3.15 is as follows: 
Problem 1.3.16: Find ueH such that g(u)€K(u) and 
<T(u), g(v)-g(u)> £ <A(u) ,g(v)-g(u)>, (1.3.17) 
for all g(v)eK(u), 
16 
which is introduced and studied by Noor [86] and Siddiqi and 
Ansari [127] . 
Noor [91] generalized the Problem 1.3.13 in the 
following way: 
Problem 1.3.17: Find ueH such that g(u)€K and 
<T{u) ,g{v)-g(u)> + b{u,v) - b(u,u) £ 0 (1.3.18) 
for all g(v)eK where T and g are continuous operators. 
In 1994, Ding [35] has introduced and studied the 
following problem: 
Problem 1.3.18: Find ueH, x€T(u) and y6A(u) such that 
g(u)6K and 
<x,v-g{u)> £ <y,v-g(u)>, for all g(v)6K, (1.3.19) 
where g:H —» H be a singlevalued and T,A:H —> 2 be two 
multivalued mappings. 
The quasi-variational inequality problem corresponding 
to Problem 1.3.18 is as follows: 
Problem 1.3.19: Find ueH, xeT(u) and yeA(u) such that 
g(u)6K(u) and 
<x,v-g(u)> a <y,v-g{u)>, for all g(v)eK(u) (1.3.20) 
In 1994, Ding and Tarafdar [34] generalized the Problem 
1.3.17 which is as follows: 
Problem 1.3.20: Find UQCK and SoeT(Uo) such that 
<So,g(u)-g(Uo)> + b(Uo,u) - b(uo,Uo) 2= 0, (1.3.21) 
for all U€K. 
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1.4 VECTOR VARIATIONAL AND VARIATIONAL-LIKE INEQUALITIES 
In this section, we give a brief introduction of vector 
variational and variational-like inecjualities which are the 
generalizations of scalar variational inequality. 
Let X and Y be two real Banach spaces. Let K c X be a 
nonempty closed convex subset in X and let T:K —» L(X,Y) be 
a mapping, where L{X,Y) is the space of all linear 
continuous operators from X to Y. Let {C(u) :ueK} be a 
family of closed, pointed, convex cone in Y with intC(u) * 0 
for every usK, where intC(u) is the interior of the set 
C(u) . Then the vector variational inequality problem is the 
following: 
Problem 1.4.1: Find Uo€K such that 
<T(Uo),u-Uo> « -intC(Uo), for all ueK. (1.4.1) 
The vector variational inequality has been introduced 
by F. Giannessi [41] in Euclidean space. Vector variational 
inequalities have the applications to the vector 
optimization problems, see [22] . For the recent works on 
vector variational inequalities, see Chen and Cheng [21] , 
Chen [24], Chen and Yang [23], Yu and Yao [144], etc. 
In 1995, Siddiqi, Ansari and Khaliq [131], generalized 
the Problem 1.4.1 which is as follows: 
Problem 1.4.2: Find UQCK such that 
<T(Uo) ,u-g(Uo)> <f -intC(Uo), for all ueK (1.4.2) 
where g:K —» K is a nonlinear mapping. 
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Lee et al [66] introduced and studied the following 
problem for multivalued mapping: 
Problem 1.4.3: Find UQCK such that for each u€K there exists 
S(j€T(\io) such that 
<So,u-Uo> « -intC(Uo), 
where T:X —» 2 ' ' is a multivalued mapping and C is a 
closed, convex euid pointed cone of Y. Problem 1.4.3 is 
called generalized vector variational inequality problem. 
In 1985, Parida and Sen [101] introduced and studied a 
new type of variational inequality problem in finite 
dimensional spaces, which can be written in the reflexive 
Banach space setting as follows. Let <X ,X> be a dual 
system of finite dimensional Banach space and K and C be the 
nonempty s\ibsets of X. Given two mappings M:KxC —> X and 
* 
Y 
•n:KXK —> K, and T:X —» 2 a multivalued mapping. Then 
they consider the following problem: 
Problem 1.4.4: Find UoeK, XoeT(xio) such that 
<M(Uo,Xo) ,T}(v,Uo) > 2: 0, for all veK. (1.4.4) 
This problem is called generalized variational-like 
inequality problem. 
Parida, Sahoo and Kumar [102], introduced and studied the 
following problem in finite dimensional spaces which can be 
written in the reflexive Banach space setting as follows: 
Problem 1.4.5: Find UosK such that 
<T(Uo) ,T)(V,Uo)> ^ 0/ for all V€K, (1.4.5) 
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where T is a nonlinear mapping and TJ (•, •) and K are same as 
in Problem 1.4.4. 
In 1992, Dien [31] introduced and studied the following 
problem in finite dimensional space which is a 
generalization of Problem 1.4.5: 
Problem 1.4.6: Find UoeK such that 
<T(Uo) ,T?(u,Uo) > + 0(u) - 0(Uo) ^ 0, for all ueK, (1.4.6) 
where T:K —» R^, T):KXK —» R^ are two continuous mapping and 
^:K —> R u {«} is a proper functional. 
Siddiqi, Kazmi and Ansari introduced and studied the 
following problem: 
Problem 1.4.7: Find ueK such that 
<T(u) ,7j(u,v)> + j (v) - j (u) £ <A(u) ,7)(u,v)> (1.4.7) 
for all veK, where T,A:X —» X are nonlinear mappings, 
7)(-,-) is same as in Problem 1.4.6 and j:K —» R v {»} is a 
proper functional. 
In 1995, Siddiqi, Ansari and Ahmad [133] introduced and 
studied the following problem: 
Problem 1.4.8: Find UosK, Xo€T(Uo) such that 
<Xo,7)(u,Uo) > + h(u) - h(Uo) ^  0, for all ueK (1.4.8) 
* 
Y 
where T:K —> 2 be a multivalued mapping and •n:KxK —» K is 
continuous and affine mapping and h:K —> R is lower semi-
continuous convex functional. See, Siddiqi, Kazmi and 
Hussain [134] . 
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On the other hand Ansari [6] , introduced and studied 
the following problem in the same year. 
Problem 1.4.9: Find UQCK such that for each ueK there exists 
S(,eT(Uo) such that 
<So,T)(u,Uo) > « -intC(Uo), 
where T is same as in Problem 1.4.3 and TJ:KXK —> K be a 
continuous mapping. Problem 1.4.9 is called generalized 
vector variational-like inequality problem. 
1.5 COMPLEMENTARITY PROBLEM 
The area of operations research known as 
complementarity theory, has received much attention during 
the last thirty years. The complementarity theory 
introduced by Lemke [69] and Cottle and Dantzing [28] in the 
early 1960s and later developed by others plays an important 
and fundamental role in the general equilibrium theory of 
transportation and economics, management sciences and many 
other branches of mathematical and engineering sciences. 
The relationship between a variational inequality problem 
and a complementarity problem has been noted implicitly by 
Lions [71], Mancino and Stampacchia [73]. 
It has been shown by Karmardian [53] that if the set 
involved in the variational inequality and the 
complementarity problems is a convex cone, then both 
problems are equivalent, that is both have the same solution 
set. This equivalence plays an important part in suggesting 
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algorithms for con5)lementarity problems (see Ahn [4] and 
Noor [96] etc.). 
In recent years various useful extension of these two 
different problems have been introduced and studied by 
Ahmad, Kazmi and Siddiqui [2], Chang and Huang [18], Marker 
and Pang [44], Isac [48-50], Kazmi [60], Pang [105,106], 
Saigal [114], Siddiqi and Ansari [128] and Zeng [145] and 
the references therein. 
Let H, <•,•> and |-| be same as in Section l.l. Let K 
be a closed convex cone in H and K be the polar cone of K. 
Let T:H—>H be a given continuous operator. Then the 
problem of finding ueK such that 
Tu€K* and <u,T(u)> = 0, (1.5.1) 
such type of problems are known as linear and nonlinear 
complementarity problems depending upon whether the operator 
T is linear or nonlinear respectively. 
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CHAPTER-II 
VECTOR VARIATIONAL INEQUALITIES 
2.1 INTRODUCTION 
The theory of variational inequalities has been found 
very useful in many fields of mathematical and engineering 
sciences including economics, optimization, optimal control, 
operations research, transportation equilibrium etc. 
Recently various extensions and generalizations of the 
variational inequalities have been introduced and analyzed. 
An important generalization of variational inequality is the 
vector variational inequality introduced by Giannessi [41] 
in the setting of Euclidean space. Recently vector 
variational inequality has been generalized in various 
directions. In more general setting Chen and Cheng [21] , 
Chen and Yang [23] and Chen [24] have established 
equivalence between the vector variational inequality and 
the vector extremum problem, the equivalence between the 
vector variational inequality and the vector complementarity 
problem and proved the existence of solutions of the vector 
variational inequality. In 1990, Chen and Craven [22] 
introduced and studied the vector variational inequalities 
for multivalued mappings which are called generalized vector 
variational inequalities. Recently, Lee et al [66,68] 
studied the generalized vector variational inequalities in 
the setting of reflexive Banach spaces. Various aspects of 
vector variational inequalities have also been studied by 
authors like Siddiqi et al [123,131], Yang [140] and Yu and 
Yao [144] etc. 
Inspired and motivated by the applications of vector 
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variational inequalities, we introduce, in this Chapter, a 
more general form of vector variational inequality which 
includes various previous known vector variational 
inequalities as special cases. Section 2.2, deals with the 
preliminary results. In Section 2.3, we prove the existence 
of the solution of the vector variational inequality in the 
setting of reflexive Banach space by using the celebrated 
Fern Lemma [37]. In Section 2.4, we prove the existence of 
the solution in the setting of locally convex Hausdorff 
topological vector space, while Section 2.5, deals with some 
existence results, without having convexity assumption on 
the set K. 
2.2 PRELIMINARIES AND SETTING OF THE PROBLEM 
Let X and Y be two normed spaces and K be a nonempty, 
closed and convex subset of X. Let A:L(X,Y) —> L(X,Y) be an 
L (X Y) 
operator, T:K —» 2 ' be multivalued mapping, where 
L(X,Y) is the space of all linear continuous mapping from X 
into Y. Let {C(u) :ueK} be a family of closed pointed convex 
cones in Y with intC{u) * <p for every u€K, where intC(u) 
denotes interior of the set C(u). 
We consider the problem of finding UQCK such that, for 
each U6K, there exists SoeT(Uo) such that 
<ASo,u-Uo> < -intC(Uo) . (2.2.1) 
We call it generalized multivalued vector variational 
inequality problem (in short, GMWIP) , where <ASo,y> 
denotes the evaluation of the linear mapping ASQ at y. 
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Special Cases: 
(i) If A is an identity mapping then GMWIP is equivalent 
to Problem 1.4.3. 
(ii) If T is a mapping from X into L{X,Y) and A is the 
identity mapping then GMWIP reduced to Problem 1.4.1 
(iii) When A is the identity mapping T:X —* L(X,y), Y=R, 
X=R^ and C=R+, then GMWIP reduces to Problem 1.1.1. 
2.3 EXISTENCE THEOREM IN REFLEXIVE BANACH SPACE 
We require the following definitions: 
Definition 2.3.1: Let X and Y be two normed spaces; 
A:L(X,Y) —» L{X,Y) be an operator; T:X -^ 2^^^'^^ be a 
multivalued mapping and let C_ = fl C(u) be nonempty. Then A 
ueK 
is said to be: 
(i) C-monotone with respect to T if for any u,veX, 
S€T(u), t€T(v) and 
<As-At,u-v>eC_ ; 
(ii) C-pseudomonotone with respect to T if for any u,veX, 
3 S6T(u) such that <As,v-u> < -intC(u) implies that, 
3 teT(v) such that <At,v-u> «£ -intC(u); 
(iii) V-hemicontinuous with respect to T if for any u,veX, 
a > 0 and t^eTlu+av), there exists toeT(u) such that 
for any zeX, <Ato£,z> —* <Ato,z> as a -^  0 . 
X Definition 2.3.2: A multivalued mapping T:K —> 2 is called 
concave if for any u,v€K, 0<a<l, 
aT(u) + (l-a)T{v) e T(au+(l-a)v) . 
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Now we prove the following existence theorem for the 
solution of GWIP: 
Theorem 2.3.1: Let X be a reflexive Banach space and Y be a 
Banach space. Let K be a nonempty, closed, bounded and 
convex subset of X. 
Assume that 
Y (i) Let C:K —> 2 be a multivalued mapping such that for 
any ueK, C(u) is closed, pointed, convex cone with 
intC(u) * <p and let C_ = fl C(u) with a nonempty 
ueK 
interior intC_ * <f> ; 
(ii) The multivalued mapping defined by W(u)=Y\{-intC(u)} 
is uppersemicontinuous and concave,-
L (X Y) (iii) T:K —> 2 ' is a compact valued, multivalued 
mapping, 
(iv) A:L{X,Y) —> L(X,Y) is C-pseudomonotone and V-hemi-
continuous with respect to T. 
Then GWIP is solvable. 
Proof: Let Fj (v) = {ueK; 3 seT(u) such that 
<As,v-u> « -intC(u)}, V€K. We first prove that Fj is a 
KKM-mapping on K. 
n 
Suppose t h a t {ui,U2, . . . .Ujj} c K, Y a i = 1, " i - 0, 
i = l 
n 
n 
i = l , 2 , . . . n and ^ = ^ '^^i^i « .U F i ( u i ) . Then fo r any 
i = l 
seT(u) , <As,Ui-u> € - i n t C ( u ) , i = l , 2 , . . . , n . 
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Thus, we have 
n 
<As,u> = <As, y cCiUi> 
i=l 
n 
= y <*i <As,Ui> 
i=l 
n 
e y «i <As,Ui> - intC(u) 
i=l 
= <As,u> - intC(u). 
Hence 0€intC(u), which contradicts the pointedness of C(u). 
Therefore F, is a KKM-mapping on K. 
Define a multivalued mapping FgrK —> 2 for each veK, 
F2(v) = {ueK : 3 teT(v) such that <At,v-u> « -intC(u)}. 
Let U€Fi (v) . Then there exists seT(u) such that 
<At,v-u> <s -intC(u) . By the C-pseudomonotonicity of A 
with respect to T there exists teT(v) such that 
<At,v-u> « -intC(u) for all veK. Thus ueF2(v) . 
Hence, for any veK, Fj (v) £ F2(v). Therefore Fg is a 
KKM-mapping on K. 
On the other hand, for any veK, F2(v) is closed. 
Indeed, let {u^} be a secjuence in F2(v) such that Un—^UQCK. 
Since UneF2(v) for all n, there exists t^eTlv) such that 
<Atn,v-Uii> « -intC(Un) 
or 
<Atn,v-Un> e WCu^). 
Since T(v) is compact, without loss of generality, we can 
assume that there exists toeT(v) such that t^ —> tj, . 
Now, since <•,•> is continuous, W(u) is upper semi-
continuous and tji —> to, Un —> UQ, we have 
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<Atn,v-Un> —> <Ato,v-Uo>eW{\ao) . 
Hence, <Ato,v-Uo> C -intC{Uo) . Therefore , UoeF2(v) and so 
F2{v) i s c l o s e d . 
Now, we prove t h a t Fgiv) i s convex. Let Ui.UgeFgCv) 
and a ,^ £ 0 such t h a t a+^ = 1. Then t h e r e e x i s t s t€T(v) 
such t h a t 
<At,v-Ui> < -intC{Ui) (*) 
and 
<At,v-U2> < -intC(u2) (**) 
Mul t i p ly ing (*) by a and {**) by /3 and adding, we have 
a<At,v-Ui> + p<At,v-U2> e aW(Ui) + pwCug) . 
Since W is concave, we have 
<At,v-(aUi + /3U2) > G W(aui+Pu2) 
Hence, aui+^ U2eF2{v) and so F2{v) is covex. 
Since K is closed, bounded and convex subset of a 
reflexive Banach space X, K is weakly compact. Since 
F2(v) c K, F2(v) is weakly compact. Then by Theorem 1.2.1, 
we have 
n F2(v) * <p. 
veK 
Let u€ n F2(v) . Then for any V€K, there exists tveT(v) 
veK 
such that <Atv,v-u> « -intC(u) . By convexity of K, for 
any ae(0,l), there exists ta6T(av+(l-a)u) such that 
<Ata,(av+(l-a)u)-u> « -intC(u) 
<Ata,a{v-u)> i -intC(u) 
Dividing by a, we get 
<Ata,v-u> i -intC(u) 
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By the V-hemicontinuity of A with respect to T, there 
exists toeT(u) such that 
<Ato,v-u> «f -intC(u) 
Hence, u€ f\ Fj (v) , Thus fl Fj (v) * ^. Consecjuently, there 
veK v€K 
exists Uo^ K such that for each ueK there exists 
SoeT{Uo) such that 
<ASo,u-Uo> * -intC(Uo), 
for all U€K. 
Remark 2.3.1: If A is the identity mapping and T:X—»L(X,Y) 
then we can obtain Theorem 2.1 in [24] from Theorem 
2.3.1. 
Theorem 2.3.2: Let X b a reflexive Banach space; Y be a 
Banach space; K be a nonempty bounded, closed and 
convex subset of X and C be a closed, pointed and 
convex cone in Y with intC * 4>. If T-.X —> L(X,Y) is 
C-pseudomonotone and V-hemicontinuous, then there 
exists UoeK such that 
<T(Uo) ,u-Uo> <£ -intC, for all ueK. 
2.4 EXISTENCE THEOREM IN THE SETTING OF LOCALLY CONVEX 
HAtfSDORFF TOPOLOGICAL VECTOR SPACE 
In this section, we prove the existence theorem for 
GMWIP in the setting of locally convex Hausdorff 
topological vector space under coercivity condition. 
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Suppose that X and Y are locally convex Hausdorff 
topological vector spaces. If K c X is a nonempty closed 
Y 
and convex subset and C:K —> 2 a multivalued mapping such 
that for each u€K, C(u) is a convex cone in Y with 
intC{u) * 4> and C{u) * Y then we have the following 
theorom: 
L (X Y) Theorem 2.4.1: Let T:X —> 2 ' be a compact valued and 
y 
uppersemicontinuous multivalued mapping. Let W:K—>2 be a 
closed multivalued mapping defined by 
W{u)=Y\{-intC(u)} for any ueK, and let L(X,Y) be equipped 
with the topology of bounded convergence. Let A:L(X,Y) —> 
L(X,Y) be a continuous multivalued mapping satisfying the 
following condition: 
(Ci) there exists a nonempty coir^ jact subet D of X such that 
for each nonempty finite subset N of K, there exists a 
compact convex subset Ljj of X containing N such that for 
each u6Ljj\D, there exists veLu fl K satisfying 
<As,v-u> e -intC(u) for all seT(u). 
Then GMWIP is solvable. 
Y 
Proof: Define a multivalued mapping Fi:K —> 2 by 
Fj (v) = {ueK:<As,v-u> ^ -intC(u) for some S€T(u)} 
for each fixed veK. Then F^  is a KKM multivalued mapping 
on K. 
n 
Indeed, suppose that N = {ui,U2, . . . ,Un} c K, V a^ = 1, 
i=l 
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n 
ai £ 0, i=l,2,...,n and u = ^  aiUi « F, (N) . Then for any 
i=l 
seT(u), we have <As,Ui-u> e -intC{u), i=l,2,...,n. 
Thus, we have 
n 
<AS,U> = <AS, Y CCiUi> 
i=l 
n 
= y "i <As,Ui> 
i=l 
n 
e y ai<As,Ui> - intC(u) 
i=l 
= <As,u> - intC(u) 
Hence OeintCCu), which contradicts the assun^tion C(u) * Y. 
Therefore Fj is a KKM multivalued mapping on K. We claim 
that Fi is closed valued. Indeed, let {u,^} be a net in 
Fj (v) converging to u^eK for any fixed v€K. Since u^ eFi (v) 
for all a, there exists an s^eTiuQ^) such that 
<ASa/V-U(j£> «£ -intC(Uo() 
or 
<ASa»v-Uo(> 6 W(Ua) for all a. 
On the other hand, since T is a contact multivalued 
mapping, closure T(X) of T(X) is a compact subset of 
L(X,Y) . 
Hence, we can assume that there exists an s^eL(X,Y) 
such that s<3^  converges to s^. Since T is uppersemiconti-
nuous and compact valued, it is closed ( [14] ) , and so 
s^eT(u*). Now, we have 
<ASa.V-Ua> —> <AS^ .^V-U^ >^ € W(u^) . 
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Hence <As^,v-u^> « -intC(u^). Therefore u^eFj (v) and so 
Fi (v) is closed for any veK. 
Further, note that the coercivity condition (Cj) implies 
that for each ueLjjXD, there exists veLjj fl K such that 
u « Fi (v) . Hence 
LN n n {Fi(v) :V€LN fl K} C D. 
Thus by Theorem 1.2.3, we obtain an UQ € D {F, (v) :v€K} . 
Hence there exists an So€T(Uo) such that 
<AS(j,u-Uo> * -intC(Uo) • 
2.5 EXISTENCE THEOREM WITHOUT CONVEXITY ASSUMPTION 
In this section, we prove the existence theorem on 
H-space where convexity assumption is relaxed. 
Theorem 2.5.1: Let (X,rj.) be an H-Banach space and let 
{Y,C(u)) be a family of ordered Banach space with a closed, 
pointed and convex cone {C{u) :ueK} such that intC{u) * <^. 
Assume that 
1. A:L(X,Y) —> L(X,Y) is a continuous operator; 
2. T:X —> 2 ' be a compact valued, continuous multi-
valued mapping; 
3. the multivalued mapping W(u)=Y\{-intC(u)} is upper 
semi continuous; 
4. for each veX, By = {ueXrB s6T(v) such that <As,u-v> 
e -intC(u)} is H-convex or empty; 
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5. there exists a compact set L c X and an H-con^act set 
E c X such that for every weakly H-convex set D with 
E c D c X {v€D:3 s€T(v) such that <As,u-v> « -intC(u) 
for all ueD) c L. 
Then GMWIP is solvable. 
Y 
Proof: Define a multivalued mapping F:X —> 2 by, for 
any utX, 
F(u) = {v€X:<As,u-v> « -intC{u) for all S€T(v)}. 
First we prove that F is an H-KKM mapping on X and the 
condition (1) and (2) of Theorem 1.2.3 hold. 
Suppose that F is not an H-KKM mapping on X. Then there 
exists a finite subset K of X such that r„ is not a subset 
of U F(u) . Thus there exists SoeT(w) such that 
ueK 
<ASo,u-w> € -intC(u) . 
By the assumption 4, K c B^. Since B^ is H-convex, r„ c B^ ,. 
Since weFj., weBy, and hence there exists SoeT(w) such that 
<ASo,w-w> e -intC(u) . 
Thus Oe-intC(u), but this contradicts the pointedness of 
C(u) . Thus r^ . c U F{u) for every finite svibset K c X, so 
K u€K 
that F is an H-KKM map on X. 
Next, we prove that for every ueX, F(u) is closed. 
Indeed, let {v„} be a sequence in F(u) such that v^ —>V(,eX. 
Since Vn€F(u) for all n, there exists tneT(v)such that 
<Atn/U-Vn> < -intC(Un) 
or 
<Atn,u-Vn> € W{un) 
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Since T(v) is compact, without loss of generality, we can 
assume that there exists toeT{v) such that tn —* to- Now 
since <•,•> and A are continuous, W(u) is upper 
semicontinuous and tn—»to, v^—>Vo, we have 
<Atn,u-Vn> —> <Ato,u-Vo> e W(Uo) . 
Hence <Ato,u-Vo> « -intC(Uo) . Therefore VoeF(u) and so F(u) 
is closed for every ueX, that is, the condition (1) of 
Theorem 1.2.4 holds. It is easy to see that the assumption 
5 of Theorem 2.4.1 is same as condition (2) of Theorem 
1.2.4. Then by Theorem 1.2.4, 
n F(u) * <p. 
ueX 
Consequently, t h e r e e x i s t s UQSX such t h a t f o r each ueX, 
t h e r e e x i s t s SoeT(Uo) such t h a t 
<ASo,u-Uo> « -intC(Uo) . 
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CHAPTER-III 
QUASI-VARIATIONAL INEQUALITIES 
3.1 INTRODUCTION 
Variational inequality theory has emerged as elegant 
and fascinating branch of applicable mathematics in recent 
years because it describes a broad spectrum of interesting 
and iit^ jortant developments involving a link among various 
fields of mathematics, physics, economics and engineering 
sciences, see for instance [9,12,42,63,75]. In recent 
years, variational inequality theory has been extended and 
generalized in several directions, v%ing new and powerful 
methods, to study a wide class of unrelated problems in a 
unified and general framework. An important and useful 
generalization is the general variational inequality 
problems. One of the most important and difficult problem 
in this theory is the development of eui efficient and 
inplementable iteration methods for solving variational 
inequalities in the literature. Among the most efficient 
methods is the projection technique and its variant forms. 
In a variational inequality formulation, the underlying 
convex set does not depend upon the solution. If the 
underlying convex set does depend upon the solution itself 
then the variational inequality is called quasi-variational 
inequality which was introduced and studied by Bensoussan, 
Goursat and Lions [12]. Also, see Baiocchi and Capelo [9], 
Bensoussan and Lions [13], Ding [33,35], Noor [88], Siddiqi 
and Ansari [126] and Mosco [75] for the related work and 
aplications of quasi-variational inequalities. Recently 
Ahmad, Kazmi and Siddiqi [1] and Kazmi [61] proposed 
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iterative algorithm with errors for finding the better 
approximate solutions to the variational inequalities. 
Motivated by above cited works, in this chapter, we 
consider " a generalized nonlinear quasi-variational 
inecjualities (in short GSNQVIP) and propose a perturbed 
Ishikawa iterative algorithm (in short, PIIA) for finding 
the approximate solution for GSNQVIP. We prove the 
existence solutions and discuss the convergence criteria for 
the sequences generated by PIIA. Further we also consider a 
more general strongly nonlinear quasi-variational inequality 
problem involving fuzzy mappings (in short, SNQVIPF) and 
study its existence theory and the convergence criteria for 
the sequence generated by iterative algorithm proposed for 
SNQVIPF. 
In Section 3.2, we review some definition needed in the 
sequel and introduce GSNQVIP. While Section 3.3 deals with 
the existence of solution and with convergence criteria for 
the iterative secjuences generated by PIIA. 
In Section 3.4, we consider a more general generalized 
strongly nonlinear quasivariational inequality problem for 
fuzzy mappings (GSNQVIPF). We prove the existence of 
solutions for GSNQVIPF and discuss the convergence criteria 
for iterative sequences generated by the iterative 
algorithms. 
3.2 PRELIMINARIES AND FORMULATION 
Let H be a Hilbert space with its dual H whose norm 
and inner product are denoted by || • || and (•,•) respectively. 
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The pairing between H and H is denoted by | • | and (•, •) 
•it 
respectively. The pairing between H and H is denoted by 
* 
<-,•>. Let A be canonical isomorphism from H onto H. 
II 
Let a multivalued mapping K:H —* 2 which associates a 
closed convex subset K(u) of H with energy element u of H. 
IT 
Let T,A:H —> 2 be two multivalued mapping g:H —» H be a 
nonlinear operator. Then strongly nonlinear quasi-
variational inequality problem (GSNQVIP) is as follows: 
Find u€H, x6T{u) and yeA(u) such that g{u)€K{u) and 
<x,v-g(u)> fc <y,v-g(u)>, for all veK(u) , (3.2.1) 
where 
K(u) = K + m(u), (3.2.2) 
m is a single valued operator from H into H and K is a 
nonempty, closed and convex subset of H. 
Special Cases: 
(i) If T and A are single valued mappings then Problem 
3.2.1 is equivalent to finding ueH, such that 
g(u)6K(u) and 
<T(u) ,v-g(u) > £ <A(u) ,v-g{u) >, for all v€K(u) 
which is introduced by Luchuan [145] and Siddiqi and 
Ansari [126] . 
(ii) If K is independent of the solution u, T is single 
valued and A(u)=0, V u€K then Problem 3.2.1 reduces to 
the problem of finding ueK, such that 
<T(u) ,v-g(u) > fc 0 for all V€K, 
which is introduced and studied by Noor [88] and Isac 
[48] ; 
37 
(iii) If m(u)=0, V ueK, T is single valued, gsi, the 
identity map and A{u)=0, v ueK, then Problem 3.2.1 is 
equivalent to Problem l.l.l. 
(iv) If m(u)=0, V ueK, g^I, the identity mapping and 
A(u)=0, V ueK, then Problem 3.2.1 is equivalent to the 
problem of finding ueK(u) , x€T(u) such that 
<x,v-u> a 0 for all veK(u), 
which is introduced and studied by Saigal [114] , Fang 
and Peterson [38]. 
We need the following lemma to suggest the following 
new unified iterative algorithm for GSNQVIP. 
Lemma 3.2.1 [35]: Let K be a nonempty closed convex subset 
of H, K(u) has the form (3.2.2). Then the general strongly 
nonlinear quasi-variational inequality problem GSNQVIP has a 
solution U€H, xeT(u) and yeA(u) if and only if ueH is a 
fixed point of the mapping F:H —> 2 defined by 
or F(u) = U, ^ U _ u-g(u)+m(u)+P^rg(u)-pA(x-y)-m(u)1 f 
xeT(u) y€A(u) |_ ^ J 
each U6H, p is some positive constant. 
Perturbed Ishikawa Iterative Algorithm (PIIA): 
Let K be a nonempty closed convex subset of H and K(u) 
has the form 3.2.2 where m:H—>H. Let g:H—»H and T,A:H—»2H*. 
Given UQCH and choose Xo€T(Uo) and yoeA(Uo), the iterative 
sequences {un}, {xn} and {yn} are defined by 
Un+i = (l-an)un + anC^n " g^^n) + m(vn) + PRCs^^n) -
- pA(Xn-yn) - ni(Vn))] + en , 
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- pA(Xn-yn) - m(Un)3] + ^ n > 
n = 0,1,2,..., where en and rn are the error terms which are 
taken into account the possible inexact confutation of the 
projection points; XneT(un), XneT(Vn), yneA(Un), Yn ^  A(Vn); 
p > 0 is a constant, and {a^} and {Pn) «^ ®^ ^^^ sequences in 
[0,1] satisfy the following conditions: 
(i) " 0 = 1 
(ii) 0 s an, ^ n - ^ ' n a 0 
CO 
(iii) y «n diverges and 
n=0 
n n 
^^ ^^  X fl {l-«i(l-c)) converges, where 0 ^  c < 1. 
j=0 i=j+l 
The following are the special cases of (PIIA): 
(i) If m(u)=0 for all ueH and en=rn=0 for all n a 0, then 
PIIA reduces to Algorithm 3.1 of Ding and Deng [33]. 
(ii) If m(u)=0, V u€H and g(u)=u for all ueH and ^n=0, 
en=rn=0 for all n £ 0, then PIIA reduces to the 
algorithm in Theorem 3.5 of Ding [32]. 
(iii) If T and A are single valued mapaping and ^n=0' 
an=l/ Sn=^n=0 fo^ ^ all n s 0, then PIIA reduces to the 
Algorithm 3.1 of Siddiqi and Ansari [126]. 
(iv) If m(u)=0, for all ueH, T and A are single valued 
mapping and an=l' ^n=0' en=rn=0 for all n 2 0, then 
PIIA reduces to Algorithm 3.1 of Noor [88]. 
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3.3 EXISTENCE THEORY 
In this section, we shall stablish some results for 
existence of solution to GSNQVIP and show that the approxi-
mate solution obtained by PIIA strongly converges to the 
exact solution. 
Theorem 3.3.1: Let K be a nonempty closed convex subset of 
H, K(u) has the form (3.2.2), T:H —> 2^ be a-strongly 
monotone and (3-Lipschitz continuous, A:H—>2" be v-Lipschitz 
continuous, g:H—>H be X-strongly monotone and cr-Lipschitz 
continuous and let m:H—»H be u-Lipschitz continuous. Assume 
that 
Re(m(u)-m(v) , u-v-(g(u)-g(v) )) ^ T\ ||U-V||^ , for all u,v e H 
(3.3.1) 
for some constant T) such that 7)o s TJ s ii{l-2X+a^) , where, 
7?o •• infJM:Re(m(u)-m(v) ,u-v-(g(u)-g(v))) £ M|u-v||^ ,V u,veH I 
If there exists a constant p > 0 such that 
•2(a+i'(k-l)) 
rt2 2 fi -V 
J2(a+i/(k-l))^ - (/3^ -p^ )k(2-k) (3.3.2) 
a > i/(l-k) + -- J 0^-k^)k(2-k) , i'(l-k) < fi and k < 1, 
V2 
where k = 2JI-2A+O-^+M%2T} . 
Then GSNQVIP has a solution u*eH, x*eT(u*), y*6A(u*) and 
the iterative sequences {un}, {^n)> (Yn) generated by PIIA 
with limjeni = lim ||rn| = 0, strongly converge to u*, x* 
n—>» n—>oo 
and y* respectively. 
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Proof: We first prove that GSNQVIP has a solution u*€H, 
x*eT(u*), y*eA.(u*) . By Lemma 3.2.1, it is sufficient to 
prove that the mapping F defined in Lemma 3.2,1, has a 
fixed point u*€H. For any u,v€H, aeF{u) and b€F(v), there 
exists XieT(u) , yieA(u) , X2€T(v) and y2eA(v) such that 
a = u - g(u) + m(u) + PRCS^^) ~ P^^^i-Yi) " ^ (u)) , 
b = V - g(v) + m(v) + PK(g(v) - pA(x2-y2) - m(v)) , 
We have 
|a-b|| s |u-v-(;g(u) - g(v)) + m{u) - m(v) || + 
+ |g(u) - pA(Xi-yi) - m(u) - g(v) + pA(x2-y2) + tn(v) || 
(since P^ is nonexpansive). 
£ |u - v - fg(u) - g(v)) + m(u) - m(v) || + 
+ |g(u) - g(v) - (miu) - m(v)) - pA(Xi-X2) | + Plyi-yzl 
s 2|u - V - (gCu) - g{v)3 + m(u) - m(v) || + 
+ |u - V - pA{Xi-X2)| + p5(A(u), A(v)) (3.3.3) 
Since g is A-strongly monotone and o--Lipschitz continuous, 
and m is n-Lipschitz continuous, it can be obtained that, 
using (3.3.1), 
|u-v-(;g(u)-g(v)] + m(u)-m(v)f = |(u-v-(;g(u) - g(v)3||^  + 
+ |m(u) - m(v) 1^  + 2Re(m(u)-m(v) , u-v-(g(u)-g(v) )} 
£ {(l-2A+o-^) + U^ + 277}|u-v|^ (3.3.4) 
Since T is strongly monotone and p-Lipschitz continuous, it 
can be obtained that 
ju-v - pA(Xi-X2)||^  ^ (1 - 2pa + p V ) ||u-v||^  (3.3.5) 
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On combining (3.3.3), (3.3.4) and (3.3.5), and using v-
Lipschitz continuity of A, we have 
la-bl s [2{l-2X+(r%M%2T)}'/^ + (l-2pa+pV)'^^ + pv'] ||u-v| 
= efu-vl, (3.3.6) 
where 8 = 2 (1-2X+O^2TJ)^/^ + (l-2pa+pV)^ ''*+ pv . 
By condition (3.3.2), we have 0 < © < 1. It follows from 
(3.3.6) and Theorem 3.1 of Siddiqi and Ansari [124] that F 
has a fixed point u*eH. By Lemma 3.2.1, there exist 
x*eT(u*) and y*6A(u*) such that u*6H, x*€T(u*) and y*eA(u*) 
is a solution of GSNQVIP. 
Next, we prove that the iterative sequences {un}, {xn} 
and {yn} strongly converge to u*, x*and y* respectively. 
Since u*€H, x*eT(u*) , y*€A(u*) is a solution of the GSNQVIP, 
we have 
u* = u* - g(u*) +m(u*) + PKCg(u*) - pA(x*-y*) - m(u*)] . 
By making the similar arguments as above, we obtain 
|un-u*-(;g(Un)-g(u*))+m(un)-m(u*) I =s (l-2A+o-^ +2T))'/^ ||un-u* || , 
|un-u*-pA(Xn-x*)|| s (l-2pa+pV)'^^fun-u* || , 
|vn-u*-(;g(vn)-g(u*))+m(vn)-m(u*)||s (l-2A+<r%n^ +2T))'/^ ||vn-u*|| 
|vn-u*-pA(5En-x*)| s (i-2pa+pV)'/^!JVn-u*|| . 
Thus, by the v-Lipschitz continuity of A, we obtain 
|un+i - u*| = |(l-an)Un + oc^ly^ - g(Vn) + m(Vn) + 
+ PKC^^VJI) - pA(5En-yn) - tn(vn))] -
- (l-an)u* - an[u* - g(u*) + m(u*) + 
'+ PKCg(u*) - pA(x*-y*) - m(u*))] + en| , 
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s (l-t tn) |un-u*| | + an[2|vn-u*-(;g(Vn)-g{u*))+in(Vn) - m(u*) || + 
+ ivn-u*-pA(5En-x*)| + p | yn-y*|| ] + | |en | , 
( s ince PR i s nonexpansive) 
^ ( l - an ) | un -u* | | + ane| |vn-u*| | + |enl| (3 .3 .7 ) 
Similarly, we have 
|vn - u * | = | | ( l -Pn)Un + Pn[un " S^^n) + tn(Un) + 
+ PKCg(Un) - pA(Xn-yn) " m(Un))] + rn -
- ( l -Pn)u* - Pn[u* - g(u*) + m(u*) + 
+ PKC3(U*) - pA(x*-y*) - m(u*))] || 
^ ( l - 3 n ) h n - u * | | + ^ne| |un-u*|| + frnf 
s |iun-u*|| + Irnll (3 .3 .8 ) 
( s ince (l-fi^{l-e)) s 1) . 
I t fo l lows from (3 .3 .7 ) and (3 .3 .8 ) t h a t 
|un+i - u*|| s ( i - an ) ||un-u*|| + a^e ||un-u*|| + an^ | |rni + ||enl| 
= ( l - a n ( l - 0 ) ) l|un-u*| + a^^e ||rn|| + feni 
n n n 
s [] ( i - t t i d - e ) ) ||uo-u*| + e 5 ; a j | | ( l - a i ( l - e ) ) f r j || 
i=0 j=6 i = j + l 
n n 
+ ^ fl ( l - t t i d - e ) ) fejll , (3 .3 .9 ) 
j=0 i = j + l 
n 
where Tj ( l - a i ( l - e ) ) = 1 when j = n . 
i = j + l 
Now, l e t B deno te s lower t r i a n g u l a r m a t r i x wi th e n t r i e s 
n 
bnj = «j H ( l - a i ( l - e ) ) . 
i = j + l 
Then B is multiplicative, see Rhoades [112], so that 
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n n 
Lim Y H aj(l-ai(l-e)) ||rj|| = 0, 
"-*" j=0 i=j+l 
since Lim |rn|| = 0 
n—>oo 
Let D be the lower triangular matrix with entries 
n 
dnj = fl (l-ttid-e)) . 
i=j+l 
Condition (iv) of PIIA inplies that D is multiplicative, and 
hence 
n n 
Lim Y fl (l-ai(l-e)) fejll = 0 , 
" ^ j=0 i=j+l 
since lim fen| = 0. Also condition (iii) of PIIA implies 
n—»oo 
n 
Lim |] (l-aid-e) ) = 0 . 
^-^ i=0 
Hence, i t f o l l o w s from ( 3 . 3 . 9 ) t h a t l i m | |un+i-u*| | = 0, i . e . 
n—>oo 
the sequence {un} strongly converges to u* in H. The 
inequality (3.3,8) implies that v^ strongly converges to u*. 
Since 5cneT(vn), x*eT(u*). and T is p-Lipschitz continuous, we 
have 
I xn - x*| s 5CT(Vn),T(u*)) 
£ /3 fvn -u*|| —» 0 as n —» 00 
and hence the sequence {^n) strongly converges to x*. 
Similarly we can show that the sequence {yn) strongly 
converges to y*. 
Theorem 3.3.2: Let K be a nonempty closed and convex subset 
of H; K(u) be of the form (3.2.2), T:H—»2^ be a-strongly 
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monotone and p-Lipschitz continuous; A:H—>2^ be v-Lipschitz 
continuous; (g-m):H —» H be A-strongly monotone; g:H —* H be 
c-Lipschitz continuous and let m:H »H be n-Lipschitz 
continuous. Assume that 
Re(m(v)-m(u) ,g(u)-g(v)] s 7} |u-v(|^ , for all u,veH (3.3.10) 
fo r some c o n s t a n t TI such t h a t T)O s T) s /LKT , where 
TJo = inf-|M:Re(m(v)-m(u) , g{u ) -g (v ) ) s Mfu-vJ^ , v u,v€H I . 
If there exist a constant p > 0 such that 
J2(a+i'{k-l))^ - 0^ -i^ )^k(2-k) •2(a+v(k-l)) P 
^ ' - i ' ' p'-u' 
a > i^ (l-k) + -;- J (p^-v^ , . .  . )k(2-k) , i^ (l-k)<p and k<l, (3.3.11) 
•2 
I Tl.—' 
where k = 2'<l-2A+o- +n +27} . 
Then GSNQVIP has a solution u*eH, x*eT(u*), y*eA(u*) and the 
iterative sequences {un}, {xn}, {yn} generated by PIIA with 
Lim|en| = ^im ||rn| = 0 strongly converge to u*, x* and y* 
n—Ko n—>oo 
respectively. 
Proof: We first prove that GSNQVIP has a solution u*6H, 
x*eT(u*), y*eA(u*). In the light of Lemma 3.2.1, it is 
enough to show that the mapping P defined in Lemma 3.2.1 has 
a fixed point u*€H. 
For any u,v€H, a€F(u) and beF(v), there exist Xi€T(u) , 
yieA(u), X2eT(v) and y2eA(v) such that 
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a = u - g{u) + m(u) + PRCS^^) " P^^^i'Vi) " n»(u)) , 
b = V - g(v) + m(v) + PRCS^"^) " pA(x2-y2) - m(v)) . 
We have 
(a-bl s 2 | u - v - ( g ( u ) - g (v) ) + m(u) - m(v) | + 
+ ||u - V - pA(Xi-X2)| + p i y i -yz i 
s 2 |u - V - (g(u) - g(v)3 + m(u) - m(v) || + 
+ ||u - V - pA(x,-X2)| | + p6CA(u), A ( v ) ) (3 .3 .12) 
Since (g-m) is A-strongly monotone, g is (r-Lipschitz 
continuous and m is M-Lipschitz continuous, it can be 
obtained that, using (3.3.10), 
|u-v-(g(u)-g(v)3+m(u)-m(v) 1^  = iu-v||^  - 2Re(;u-v, (g(u)-m(u) )-
- (g(v)-Tn(v))) + ||m(u) - m(v) f + 
+ ||g(u)-g(v)f + 2Re(m(v)-tn(u), (g(u)-g(v))3 
2 (1-2A+0-^+M^+2T}) |U-V||^ (3.3.13) 
From ( 3 . 3 . 5 ) , (3 .3 .12) and (3 .3 .13) and t h e i^-Lipschi tz 
cont inu i ty of A, we have 
| a - b | s [2(l-2X+o-^+U^+27j)^/^ + ( i -2pa+pV)^^^ + pv] ||u-v|| 
s e||u-v|| , (3.3.14) 
where e = [2 (1-2X+O-%H^+2T))^/^ + (l-2pa+p^p^) ^ /^  + pv"] . 
By condition (3.3.11), we have 0<e<l. It follows from 
(3.3.13) and Theorem 3.1 of Siddiqi and Ansari [124] that F 
has a fixed point u*eH. Hence, by Lemma 3.2.1, there exist 
x*€T(u*) and y*eA(u*) such that u*€H, x*eT(u*) and y*eA(u*) 
is a solution of GSNQVIP. By using the similar arguments as 
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above and the technique used in Theorem 3.3.1, we can easily 
prove that the iterative sequences {un}, {xn} and {yn} 
strongly converges to u*, x* and y* respectively. 
3.4 EXISTENCE THEORY OF COMPLETELY GENERALIZED STRONGLY 
NONLINEAR QUASI-VARIATIONAL INEQUALITY 
Let H be a real Hilbert space with norm | • || and inner 
product <•,•> respectively. Let K:H—»CC(H), where CC(H) 
denotes the family of all nonenpty closed and convex subset 
of H. 
Let ^(H) be a collection of all fuzzy sets on H. A 
mapping F:H-»?(H) is called a fuzzy mapping on H. If F is a 
fuzzy mapping on H, F{x), xeH (denoted by F^) is a fuzzy set 
in f(H) and Fx(s), s e H is the degree of membership of s in 
Fx- Let S€^(H) and me[0,l] then the set (S)^ = {x€H:S (x)2:m} 
is said to be an m-cut set of S. 
Further, let F,G:H—»f(H) be two fuzzy mappings such 
that there exists two real numbers p,qe(0,l] such that for 
all x€H, the sets (Fx)p and (Gx)q belong to CB(H), where 
CB(H) denotes the family of all nonempty bounded closed 
subsets of H. 
Now we define two multivalued mappings F,G:H—»^(H) by 
f(x) = (Fx)p and 6(x) = {Gx)q respectively for any xeH. 
Given two nonlinear opertors A,T:H—>H, the real numbers 
p,q€(0,l] and fuzzy mappings F,G:H—»3^(H), the completely 
generalized strongly nonlinear quasi-variational inequality 
problem for fuzzy mappings (in short, CX3SNQVIPF) is to find 
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u,x,y e H such that FyCx) > p, Gu(y) > q, u e K(u) and 
<Ax+Ty, v-u> s 0, for all veK(u) . (3.4.1) 
In 1989, Chang and Zhu [17] first introduced and 
studied a class of variational inequalities for fuzzy 
mappings. Recently, several kinds of variational and quasi-
variational inequality problems for fuzzy mappings were 
considered by Chang [20], Lee et al [66,67] and 
Noor [94], etc. 
In particular, if F,G:H—>2 are classical multivalued 
mappings then Problem (3.4.1) is equivalent to find u,x,y€H 
such that xeFy, yeG^, U€K(u) and 
<Ax+Ty, v-u> £ 0, for all v e K(u) . (3.4.2) 
First, we prove the following technical lemma: 
Lemma 3.4.1: Let K:H -^ CC(H) then ueH, x6F(u), yeG(u) 
satisfy (3.4.1) if and only if ueH, xeF(u), yeG(u) satisfy 
ueK(u) and the relation 
u = PK(u)f^ ' p(Ax+Ty)) (3.4.3) 
for some p > 0. 
Proof: Let ueH, xeF(u), yeG(u) are solution of GQVIPFM then 
ueK(u) and 
<Ax+Ty,v-u> z- 0, for all veK(u) 
<p(Ax+Ty),v-u> £ 0, for some p > 0 . 
<u-(u-p(Ax+Ty)),v-u> a 0 
By Lemma 1.2.3, we have 
"^ = ^ K(u)C^ " P(Ax+Ty)). 
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Conversely, suppose that ueH, x€F(u), ye6(u) satisfy 
ueK(u) and the relation 
u = Pjr/„x Cu - p(Ax+Ty)}, for some p > 0. 
Again, by Lemma 1.2.3, we have 
<u - (u-p(Ax+Ty)), v-u> £ 0 
<p(Ax+Ty), v-u> £ 0, for all v e K(u). 
<Ax+Ty, v-u> a 0, where p > 0. 
Hence, ueH, xef'Cu), y€6{u) are solution of (3.4.1). 
Based on Lemma (3.4.1), we propose the following 
general and unified iterative algorithm for CGSNQVIPF: 
Iterative Algorithm 3.4.1: Suppose that K€CC(H) and 
A,T:H—>H. Let &,6:H->CB(H) be multivalued mappings induced 
by the fuzzy mappings F,G:H->^ (H) . 
Now, for given UosH, we take XoeF(Uo) and yoe6(Uo) and 
let, for 0 < A < 1, 
Ui = (l-A)Uo +A Pj^^^ J (Uo-p(AXo+Tyo) ) . 
S i n c e Xos!? (Uo)€CB(H) , yo€e(Uo)eCB (H) , by N a d l e r [76] i t 
f o l l o w s t h a t f o r e a c h e > 0, t h e r e e x i s t s XisFuj and 
yi€6ui s u c h t h a t 
| xo -Xi | s ( l+e ) H[FUo,Fui) and 
lyo-Yii ^ ( l+e ) HCguo,GuJ , 
where H ( - , - ) i s a Hausdo r f f m e t r i c on CB(H). L e t 
Ua = ( l -X)Ui +A Pj^^^ J (Ui-p(AXi+Tyi) ) . 
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By i n d u c t i o n , we can o b t a i n sequences {un}f {^n}. and {yn} 
such t h a t fo r each n = 1 , 2 , 3 , . . . , 
Xn e fun, ||xn-xn+i|| ^ ( l+c /2") H(FUn,Pun+i) 
yn e Sun. iyn-yn+ii =^  ( l+e/2^) H(GUn,eun+i) 
Un+i = (l-X)Un + X Pj^j^^j (Un-p(Axn+Tyn)), 
(3.4.4) 
where 0 < A < l and p > 0 are both constants. 
If F,G:H-»CB(H) are two classical multivalued mappings 
then from Itertive Algorithm 3.4.1 we can obtain the 
following: 
Iterative Algorithm 3.4.2: For given UQ^H, XQCFUO, yoeGuo, 
we can obtain the sequences {xn}, {yn)» and {un} as follows: 
n. XneFun. ||xn-Xn+i|| ^ ( l+e /2 ) H(Fun,Fun+i) 
n. Yn^GUn. Byn-Yn+il ^ ( l+c/2 ) H(GUn,GUn+i) 
Un+i=(l-'^)un +''^PK(U ) (Un-P(Axn+Tyn)) , n = 0 , l , 2 , . 
• (3.4.5) 
By using the technique of Kazmi [56] , we study the 
existence of solutions of CGSNQVIPF and discuss the 
convergence criteria for the iterative sequences generated 
by Iterative Algorithm (3.4.1). 
Theorem 3.4.1: Let KeCC(H) and F,5:H—»CB(H) be multivalued 
mappings induced by the fuzzy mapping F,G:H—>^(H) such that 
there exist p,qe(0,l] such that F(x)=(Fx)p and 6(x)=(Gx)q 
respectively. Let A:H—>H be /3-Lipschitz continuous, F,S be 
a-H-Lipschitz continuous and T)-H-Lipschitz continuous 
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respectively, F be a-strongly monotone with respect to A and 
let T:H—>H be ^-Lipschitz continuous. If there exists a 
constant c > 0 such that 
II^ K{u) ^ ^^"^K(v) ^ ^^ i - ^  i^ -'^ ll' fo^ all u,v,weH, (3.4.6) 
and if 
2(a-eTl) 0 < p < , pa > a > ^Ti, a^-n < 1, 
(3.4.7) 
c < 1 - Jl - 2pa + p^P^a^ ' P C ) • 
Then there exist u,x,y6H which are the solutions of Problem 
3.4.1. Furthermore, the sequences {un} / {^n) ^^'^ (Vn) 
generated by Iterative Algorithm (3.4.1) strongly converges 
to u,x,y in H respectively. 
Proof: From the Iterative Algorithm 3.4.1, we have 
|un+i-Uni ^ (l-^)lun-Un-il + ^ ||PK(un) ^^n"^^^*!*"^"^ ^  " 
- PK(un-i) <^n-i-p(AXn-i+Tyn-i)) | 
^ (l-X)||un-Un-ii + ^ iPK(un) ^^n'^^^n"*''^^^^ ' 
" ^K(Un-i) ^^^"^^^^"""^n^^ •" PK(Un-i) ^ ^^~^^^"'''^^^^" 
" ^K(Un-,) ^^^-^'^^^n-^"*""^"-!))! • 
The nonexpans iv i ty of p r o j e c t i o n mapping and ( 3 . 4 . 6 ) g i v e s 
|un+i-un| | ^ ( l - ^ ) l u n - u n - i l + ^c||un-Un-ii + 
+ X|{un-p(Axn+Tyn)) - (un-i-P(Axn-i+Tyn-i) ) | 
- (1-^) l|un-Un-il + ^c|un-un-ill + 
+ X|un-un-i - p(Axn-Axn-i) | + ^P|Tyn-Tyn-i i • ( 3 .4 .8 ) 
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Since f is a-strongly monotone with respect to A and ff-H-
Lipschitz continuous, and A is p-Lipschitz continuous, we 
have 
l|un-Un-i-p(Axn-AXn.,) |^s(l-2pa+pV(l+e/2'') V ) ||un-Un-a||^  • 
(3.4.9) 
Further, since 6 is ij-H-Lipschitz continuous and T is C" 
Lipschitz continuous, we get 
|Tyn-Tyn-ill ^ Oyn-yn-ii 
=s C7i(l+e/2'^ ) iun-Un-il • (3.4.10) 
From (3.4.8)- (3.4.10), we have 
|un+i-unl ^ enl|un-un-,|| . (3.4.11) 
n = Xc+(l-A)+A'll-2pa + pV(l+e/2^)^o-^ +Xp^-n (l+c/2^) where 0 
Denoted by 0 := lim 6^, it is easy to see that 
e = Ac + (i-A) + AJI - 2pa + p^pV + Apcn . 
But condition (3.4.7) gives 0 < 8 < 1. Hence e^ < 1, for n 
sufficiently large. Therefore (3.4.11) implies that {un} is 
a Cauchy sequence in H. Letting Un—»u as n—>«, by Iterative 
Algorithm (4.3.1) we have 
ixn-xn-ii ^ (l+e/2"-') a ||Un-Un-a|l 
llYn-yn-il ^ (l+e/2"-^) T, ||un-Un-,i . 
These imply that {x^} and {y^} are Cauchy sequences in H. 
Letting Xn—>x, yn—>y as n—KO. By using the continuity of 
^K(u)' ^' '^' ^^^ Iterative Algorithm (4.3.1), we have 
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u = ( l-X)u + APj^^^j (u-p(Ax+Ty) ) 
u = Pj^, . (u-p(Ax+Ty) ) e K(u) . 
F u r t h e r we have 
d(x,Fu) = inf - l |x-z | | : zeFu ji
- |x-xni + d(Xn,Fu) 
£ |x-xn| + o- iun-u|| 
—» 0 as n—xn 
Hence xefu. Similarly yeSu. 
By Lemma 3.4.1, it follows that ueH, xeFu, yeSu are 
solution of Problem (3.4.1) and the sequences {un}, {^ n} and 
{YTI) generated by Iterative Algorithm (3.4.1), strongly 
converges to u, x, y in H respectively. 
Application: Let K be a nonempty closed convex cone in H 
then the set 
K* := {xeH:<y,x> £ 0, V y€K} 
is called the polar cone of K. 
Now we prove the following Lemma: 
Lemma 3.4.2: Let K(u) :=u-g(u)+K for each ueH, where g:H—>H 
is a nonlinear mapping, then Problem (3.4.1) and the 
implicit complementarity problem for fuzzy mappings of 
finding u,x,y€H such that Fu(x) a p, Gu(y) - q/ g(u)eK and 
* 
Ax+Ty€K and <g(u),Ax+Ty> = 0 (3.4.12) 
have the same set of solutions. 
Proof: Let u,x,y6H such that Fu(x) a p, Gu(y) i q, ueK(u) 
are solution of Problem (3.4.1). Since ueK(u):=u-g(u)+K, 
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g(u)€K and hence 2g(u)€K. Since OeK, u-g(u)eK(u). Taking 
v:=u+g(u)eK{u), we get 
0 2 <Ax+Ty,v-u> = <Ax+Ty,u+g(u)-u> 
0 s <Ax+Ty,g(u)> 
O S <Ax+Ty,u-g(u)-u> = <Ax+Ty,-g(u)> 
<Ax+Ty,g(u)> s 0, 
=» <Ax+Ty,g{u)> = 0. 
Conversely, let ueH, X€F(u) and yeG(u) be a solution of 
Problem (3.4.1). Since K(u) := u-g(u)+K, if veK{u) then 
V = u-g(u)+z* for some zeK. Using the assumption we have 
<Ax+Ty,v-u> = <Ax+Ty,u-g(u)+z-u> 
= <Ax+Ty,z> - <Ax+Ty,g(u)> 
= <Ax+Ty,2> a 0. 
We remark that Theorem 3.4.1 with K(u):=u-g(u)+K gives 
also the suitable conditions for the existence of solution 
to con5)lementarity problem for fuzzy mappings. In this 
case, condition 3.4.1 is satisfied if u-g(u) is c/2-
Lipschitz continuous. It is followed by a well known 
property of projection mapping i.e. 
I^ a+K^ ^^  - PK(W)|| ^ |a|| , for all weK, 
where aeH is fixed. 
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CHAPTER-IV 
VARIATIONAL-LIKE INEQUALITIES 
4.1 INTRODUCTION 
An elegant theory of variational inequalities has been 
developed since early sixties, which has greatly stimulated 
the research in pure and applied sciences. In the last 
thirty years, a remarkable progress has been made in the 
field of variational inequalities. In recent years, 
variational inequality has been extended and generalized in 
various directions due to their wide application in various 
branches of mathematical, physical and engineering sciences. 
In 1987, Parida and Sen [101] introduced and studied the 
variational-like inequality problem which is one of the 
generalized forms of variational inequality problem. They 
developed the existence theory of variational-like 
inequality problem in R and gave its application to convex 
mathematical programming. Dien [31], Parida, Sahoo and 
Kumar [102], Siddiqi et al [130, 133, 134], Yang and Chen 
[139], Yao [141], Tian [138], etc. have also studied the 
various aspect of variational-like inequality problem. 
In this chapter, we introduce and study a new 
variational and vector variational-like inequalities for 
multivalued mappings. We establish some existence results 
for the considered problem. Section 4.2 deals with the 
introduction of the variational-like inequality for 
multivalued mappings and the review of some definitions 
which shall be used in the sequel. In Section 4.3, we prove 
the existence results for variational-like inequalities for 
multivalued mapping in the setting of reflexive Banach 
space. 
55 
In Section 4.4, we consider a generalized vector 
variational-like inequality problem and prove the existence 
result for this problem without convexity assunqption. 
4.2 PRELIMINARIES 
Let X be a reflexive Banach space with its dual X* and 
K euid C be nonempty subsets of X and X*, respectively. 
Given two mapping M:KxC—>X* and TI-.KXK—>K, and a multivalued 
c 
mapping T:K—»2 , then we consider the following problem: 
Find Uo€K, SoeT(Uo) such that 
<M(Uo,So) ,7?(v,Uo)>+b{u,v)-b{u,u) £ 0, V v e K, (4.2.1) 
where b:KxK »IR is not necessarily differentic±>le and 
satisfies some proper conditions, and <•,•> is the pairing 
between X* and X. Problem 4.2.1 is known as variational-
like inequality problem (in short, VLIP) for multivalued 
mappings. 
Special Cases: 
(i) If bso, then Problem 4.2.1 reduces to the problem of 
finding HoeK, SoeT(Uo) such that 
<M(Uo,So) ,Tj{v,Uo) > - 0' fo^ all "^ K^, (4.2.2) 
which was introduced and studied by Parida and Sen 
[101] in finite dimensional space, 
(ii) If we take M(u,s)=s and T)(V,U) =g(v)-g(u) , for all 
u,veK, where g:K—>K then Problem 4.2.1 is equivalent 
to find UgeK, SoeT(Uo) such that 
<So,g(v)-g(Uo)>+b(Uo,v)-b(Uo,Uo) 2^  0, V v € K. (4.2.3) 
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Such problem was introduced and studied by Ding and 
Tarafdar [34] in the setting of locally convex 
Hausdorff topological vector spaces. 
(i£i) If M{u,s)=s and b(u,v)=h(v), V ueK then Problem 4.2.1 
reduces to Problem 1.4.8 see also, Siddiqi, Kazmi and 
Hussain [134]. 
Definition 4.2.1: Let X be a normed space with its dual X*, 
K and C be a nonempty subset of X and X* respectively. 
Given two mappings M:KxC »X* and TjrKxK >K, then 
n 
multivalued mapping T:K—>2 is called: 
(i) Ti-monotone with respect to M if seT(u) , t6T(v) such 
that 
<M(u,s) - M(v,t), Ti(u,v)> a 0, V u,veK ; 
(ii) V-hemicontinuous with respect to M if for every u,veK, 
a > 0 and SaeT(u+av), there exists SoeT(u) such that 
for any zeK, 
<M{\i,Sf^) ,z> —> <M(u,So),z> as a —> O"'' . 
Remark 4.2.1: If M(u,s)=s and •n(v,u)=v-u, V u,veK then 
definition (i) and (ii) reduces to the definition of 
monotonicity and V-hemicontinuity of T. 
4.3 EXISTENCE THEORY OF VLIP 
In this section, we prove the existence result for 
variational-like inequality for multivalued mapping. 
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Theorem 4.3.1:- Assume that 
1. K is a nonenqpty closed, bounded and convex subset of a 
reflexive Banach space X; 
2. C is a nonempty subset of X*; 
3. M:KxC—»X* is continuous and convex in first argument; 
4. T}:KxK—>K is continuous affine mapping such that TI(U,U)=0, 
V ueK; 
C 
5. T:K—»2 IS i)-monotone and V-hemicontinuous with respect 
to M such that T(u) is compact, for all ueK; 
6. b:KxK—iK is continuous and convex in the second argument; 
7. the set {u€K:3 t€T(v) such that 
<M(u,s) ,T}{v,u)> + b{u,v) - b(u,u)£0}, 
for all veK, is convex. 
Then Problem 4.2.1 is solvable. 
Proof: Let 
Fi (v) = {ueK:3 seT(u) such t h a t <M(u, s) , •n(v,u) > + b ( u , v ) -
- b{u,u) £ 0 } , V veK. 
Then F^  i s a KKM-map. Indeed, l e t {ui,U2, . . . ,Un} c K, ai^O, 
n n 
V i = l , 2 , . . . ,n wi th ^ a^ = 1 and u = ^ «CiUi « .U Fi(ui ) . 
i=l i=l 
Then for any S€T{u), we have 
<M(u,s) ,T?(ui,u)> + b(u,ui) - b(u,u) < 0, V i=l,2 n. 
n n 
or ^ ai<M(u,s) .TjCui.u) > + ^ "i b(u,ui) - b(u,u) < 0. 
i=l i=l 
Since T) (•, •) is affine and b (•, •) is convex in the second 
argument, we have 
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n n 
<M(u,s),Ti( Y aiUi,u)> + b(u, ^  ttiUi) - b(u,u) 
i=l i=l 
n n 
s Y ai<M(u,s), T)(ui,u)> + Y ait>(u,Ui) - b(u,u) < 0 
i=l i=l 
=» <M(u,s) .^(u.u) > + b(u,u) - b(u,u) < 0. 
Since T)(U,U)=0, V u€K, we have 
<M(u,s) ,T)(u,u) > = 0. 
Therefore, we reach to a contradiction. Hence F^  is a KKM-
mapping. 
Define a multivalued mapping Fz-.K —> 2 as 
FgCv) = {ueK:3 t€T(v) such that <M{v, t) , T) (v,u) > + 
+ b(u,v) - b(u,u) £ 0}, V veK. 
Claim that F^  (v) £ F2(v). Indeed, let ueFj (v) then there 
exist seT(u) such that 
<M(u,s) ,T}(v,u) > + b(u,v) - b(u,u) 2: 0, V veK. 
or 
<M(v, t)-M(u,s) ,7?(v,u) > ^ <M(v,t) ,T](v,u) >+b(u,v)-b(u,u) . 
Since T is Ti-monotone with respect to M, we have 
<M(v, t) ,7}(v,u) > + b(u,v) - b(u,u) a 0, V veK. 
Hence ueF2(v) . This implies that F2 is also a KKM-mapping. 
Now we show that Fglv) is closed. Let {u^} be a sequence in 
FgCv) such that Un—>UoeK. Since u^eFgiv) for all n, there 
exists tneT(v) such that 
<M(v,tn) ,7?(v,Un) + b{Un/V) - b(un,Un) ^ 0, V veK. 
Since T(v) is contact, without loss of generality, we can 
assume that there exists toeT(v) such that t^—>to. Since 
M(-,-), T\{•,•), b(-,-) and <•,•> are continuous, we have 
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<M(v,tn) ,T?(v,Un)> + b(Un,v) - b(Un,Un) —> 
—> <M(v,to) ,T?(v,Uo) > + b(Uo,v) - b(Uo,Uo) 
—» <M{v,to) ,"n{v,Uo)> + b(Uo,v) - b(Uo,Uo) ^ 0. 
=* UoeF2(v) and hence F2{v) is closed. 
Now we equip X with the weak topology. Then K, as a 
closed bounded convex subset in the reflexive Banach space 
X, is weakly compact. Since F2(v) is closed and convex 
subset of a reflexive Banach space then FzCv) is weakly 
closed. F2{v)cK and weak closedness of F2(v), we have F2(v) 
is weakly compact. Then by Theorem 1.2.1, we have 
n F2(v) * (p . 
veK 
Let u€ n F2(v) . Then for any v e K, 3 tv e T(v) such that 
V€K 
<M(v, tv) ,Tl(v,u) > + b(u,v) - b(u,u) i 0. 
By convexity of K, for any ae(0,l) there exists 
ta6T(av+{l-a)u) such that 
<M(av+(l-a)u, t(j^) , 7)(av+{l-a)u,u) >+b(u,av+(l-a)u)-b(u,u) ^ 0. 
Since M(-,-) is convex in the first argument and TJ (•, •) is 
affine and b(-,-) is convex in the second argument, we have 
a^<M(v, t<3() ,"n(v,u) > + a(l-a)<M(v, t^) ,T)(u,u) > + 
+ a(l-a) <M(u, t^ ) ,T}(v,u) > + {l-a)^<M(u, t^) ,7)(u,u) > + 
+ ab(u,v) + (l-a)b(u,u) - b(u,u) ^ 0 . 
Since T}(U,U)=0, V ueK, we have 
a <M(v, t^) ,Ti(v,u) >+a(l-a)<M(u, t^) ,T)(V,U) >+ab(u, V) -ab(u,u)iO. 
Dividing by a, we get 
a<M(v, t^) ,T?(v,u) >+{l-a)<M(u, t^ ) ,'n(v,u) >+b(u,v)-b(u,u) i 0. 
Taking a—>0 and by V-hemicontinuity of T with respect to M, 
we have there exists toeT{u) such that 
<M(u, to) ,'n(v,u) > + b(u,v) - b(u,u) s 0. 
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Hence u€ H Fj (v) . This implies that there exists UoeK, 
veK 
So€T(Uo) such that 
<M(Uo,So) ,Tl(v,Uo)> + b(Uo,v) - b(Uo,Uo) so, V veK. 
Theorem 4.3.2:- Assume that 
1. K is a nonempty closed bounded convex subset of a 
reflexive Beinach space X; 
2. C is a nonetipty subset of X* ; 
3. M:KxG—»X* is continuous; 
4. T):KxK—»K is continuous affine mapping such that 7?(u,u)=0, 
for all ueK; 
n 
5. T:K—»2 is Tj-monotone and V-hemicontinuous with respect 
to M such that T(u) is compact, V ueK; 
6. h:K >IR is convex and lower semicontinuous proper 
functional. 
Then there exist xiosK, So6T(uo) such that 
<M(\ao,So) ,"n(v,Uo) > + h(v) -h(Uo) ^  0, V veK. 
Proof: Take b(u,v)=h(v), in Theorem 4.3.1, then the proof 
follows by the proof of Theorem 4.3.1, if we prove that the 
set 
A = {ueK:3t€T(v) such that <M(v, t) ,T)(V,U) > + h(v)-h(u) £ O}, 
for all V€K, is convex. 
Indeed, let Ui.UgeA, a,/3 £ 0 such that a+fi = l. 
Then there exists teT(v) such that 
<M(v,t) ,T?(v,Ui)> + h(v)-h{ui) £ 0, for all veK (4.3.1) 
and 
<M(v,t), Tj(v,U2)> + h(v)-h(u2) - 0' V veK (4.3.2) 
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Multiplying (4,3.1) and (4.3.2) by a and p, respectively and 
then adding we get 
a<M(v,t), T)(v,Ui)> + p<M(v,t), T)(v,U2)> +ah(v) +0h(v) -
- ah(Ui) - Ph(u2) 2: 0, for all veK. 
Since "»»(•,•) is affine and h is convex, we have 
<M(v, t) ,T)(v,aui+(3u2) > + h(v)-h(aui+(3u2) ^ 0, for all v€K 
=* aui+f3u2eA and hence A is convex. 
Corollary 4.3.1: Assume that 
1. K is a nonempty closed bounded convex subset of a 
reflexive Banach space X; 
2. C is a nonempty siibset of X* ; 
3. M:KxC—>X* is continuous; 
4. -niKxK—>K is continuous affine mapping such that •r)(u,u)=0, 
fo r a l l u€K; 
C . . . 
5 . T:K—>2 i s Tj-monotone and V-hemicontmuous wi th r e s p e c t 
t o M such t h a t T(u) i s compact, f o r a l l ueK. 
Then t h e r e e x i s t UosK, SoeT(Uo) such t h a t 
<M(Uo,So) ,'n(v,Uo) ^ 0, fo r a l l veK. 
4.4 EXISTENCE THEORY OF GENERAL VECTOR VARIATIONAL-LIKE 
INEQUALITY PROBLEM IN H-SPACE 
Let X and Y be two Banach spaces and K be a closed and 
convex subset of X. Let A:L(X,Y)—>L(X,Y) be a continuous 
L (X Y) 
operator, T:K—>2 ^ ' be a multivalued map, where L(X,Y) is 
the space of all linear continuous mapping. Let {C(u):ueK} 
be a family of closed pointed convex cone in Y with 
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intC(u)*^ for every ueK, where intC(u) is the interior of 
the set C(u). 
We consider the following generalized vector 
variational-like inequality problem (GWLIP) : 
Find UoeK such that for each ueK, there exists So€T(\io) such 
that 
<ASo,'n(u,Uo) > < -intC(Uo), (4.4.1) 
where <ASo,y> denotes the evaluation of the linear mapping 
ASQ at y. 
Special Cases: 
(i) If A is eui identity mapping, X=IR and Y=R^ then 
Problem 4.4.1 reduces to the problem introduced and 
studied by Kazmi [59]. 
(ii) If A is an identity mapping, 7i(u,Uo) =u-Uo then Problem 
4.4.1 reduces to Problem 1.4.3 (see, Lee et al [66]). 
(iii) If T is a mapping from X in to L(X,Y) and A is an 
identity mapping and 7}(u,Uo) =u-Uo then Problem 4.4.1 
reduces to Problem 1.4.4 (see, Chen [24]). 
(iv) If T}(u,Uo)=u-Uo, Y=R, C(u)=R+ and T is single valued 
mapping and A is an identity mapping then Problem 
4.4.1 reduces to Problem 1.1.1 (see, Hartman and 
Stan^acchia [45]) . 
In this section, we prove an existence result for 
Problem 4.4.1 by replacing convexity assunption merely 
topological properties. 
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Theorem 4.4.1: Let (X.Fj^ ) be an H-space, and let {Y,C(u)) 
be an ordered Banach space with a closed pointed convex cone 
{C{u):ueK} and a nonempty interior intC(u). 
Assume that 
1. T:K—>2 be a compact valued, continuous operator; 
2. Ti:KxK—>K is a continuous mapping; 
3. the multivalued mapping W(u)=Y\{-intC(u)} is upper-
semicontinuous, 
4. <As,Ti(u,u)> « -intC(u), for all ueX and S€T(u) ; 
5. for each V€X, Bv = {ueX:3 seT(v) such that 
<As,T)(u,v)> € -intC(u)} is H-convex or empty; 
6. there exists a compact set LcX and an H-compact set EcX 
such that for every weakly H-convex set D with EcDcX 
{veD:3 seT(v) such that <AS,T)(U,V)> « -intC(u), for all 
U€D}CL. 
Then (GWLIP) is solvable. 
Proof: Let 
F(u)={v€X:3 seT(v) such that <AS,T)(U,V)> « -intC(u)}, ueX. 
First, we prove that F is an H-KKM mapping and the 
conditions (1) and (2) of the Theorem 1.2.13 hold. 
Suppose that F is not an H-KKM mapping. Then there 
exists a finite subset KcX such that r„t U F(u) . Thus there 
exists zeFj. such that 
z « F(u), for all ueK, 
that is 
<ASo,TJ (u, z) > € - i n t C ( u ) , for a l l ueK, SQSTIZ) . 
By t h e assu i rp t ion 5, KcBz and F cBj;, s i n c e B^ i s H-convex. 
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Therefore, Z6B2, that is, there exists SoeT(z) such that 
<ASo,Tj(z, z) > e -intC{u), which is a contradiction to 
assumption 4. Thus r^ c U F(u) for every finite subset KcX, 
so that F is an H-KKM mapping. 
Next, we prove that for every ueX, F(u) is closed. Indeed, 
let {vji} be a sequence in F(u) such that v^—>VoeX. Since 
VneF(u) for all n, there exists tneT{v) such that 
<Atn,'')(u,Vn) > « -intC(u) 
or 
<Atn,T?(u,Vn) > e W(u) . 
Since T(v) is con5)act, without loss of generality, we can 
assume that there exists toeT(v) such that t^—>to. Now 
since <•,•>, A and TJC-,-) are continuous, W(u) is upper 
semi-continuous and tn—>to, v^—>Vo, we have 
<Atn,''l(u,Vn)> —* <Ato, f) (u, VQ) > e W(u) 
Hence <Ato,T) (u, VQ) > « -intC(u) . Therefore VoeF{u) and so 
F(u) is closed for every ueX, that is, the condition (1) of 
the theorem 1.2.4 holds. It is easy to see that the 
assumption 6 of Theorem 4.4.1 is same one with the condition 
(2) of the Theorem 1.2.4. Then by Theorem 1.2.4, 
n F(u) * <p . 
U€X 
Consequently, there exists xOoeX such that for each u€X, 
there exists SoeT(Uo) such that 
<ASo,T?(u,Uo) > « -intC(Uo) . 
From Theorem 4.4.1, we can obtain the following results: 
Theorem 4.4.2: Let (X,{r^}) be an H-space and let Y be a 
Banach space with a convex cone C such that intC*0 and C*Y. 
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Let T:K —> 2^^^'^ be a lower semicontinuous multivalued 
mapping such that 
(i) for each veX, B^ = {ueX: there exists S€T{v) such, that 
<s,u-v> e -intC} is H-convex or empty; 
(ii) there exists a compact subset L of X and an H-compact 
subset K of X such that for each weakly H-convex subset D of 
X with KcD, 
{veD:<s,u-v> « -intC for all seT(v) and all ueD}cL. 
Then there exists a UQCX such that <So,u-Uo> « -intC, for 
all SQCTCUO) and all ueX. 
Theorem 4.4.3: Let (X.Fj^ ) be an H-space and let Y be a 
Banach space with a convex cone C such that ±ntC*<p and C*Y. 
Let T:K—>L(X,Y) be a continuous mapping such that 
(i) for each veX, B^ = {u6X:<T(u) ,u-v> e -intC} is H-convex 
or empty; 
(ii) there exists a compact subset L of X and an H-compact 
subset D of X with KcD, 
{veD:<T(v),u-v> « -intC for all U€D} cL. 
Then there exists a UQCX such that 
<T(Uo) ,u-Uo> « -intC, for all U€X. 
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CHAPTER-V 
WIENER-HOPF EQUATIONS AND 
VARIATIONAL INEQUALITIES 
5.1 INTRODUCTION 
In the last three decades, variational inequality 
theory has been extended and generalized in various 
directions to study a wide class of problems arising in 
different branches of mathematical, physical and engineering 
sciences. An important and useful generalization is the 
general variational inequality introduced by Noor [85,89] in 
the study of odd-order obstacle problems. Now, there has 
existed many known iterative methods for solving variational 
inequalities (see [9,25,42]). Among the most effective 
methods is the projection technique and its variant forms. 
But there is no such method for general variational 
inequalities, except those of Noor [85,89]. Recently Noor 
[93] proved that general variational inequality problem is 
equivalent to solving the Wiener-Hopf equations [136] . 
Using this equivalence, he suggested and analyzed a number 
of iterative algorithm for solving general variational 
inequalities. Further, he discussed the convergence 
criteria for these algorithms. On other hand, in 1991, Noor 
[88] introduced and studied a class of variational 
inequalities which is known as the general mildly nonlinear 
variational inequality problem and is the extended form of 
variational inequalities. This class of variational 
inequalities enables us to study differential equation of 
both odd and even order. Inspired and motivated by the 
research work of Noor [88,93], we show that the general 
mildly nonlinear variational inequality problem is 
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equivalent to the problem of solving Wiener-Hopf equation, 
this equivalence is useful from the numerical and 
approximation point of views and enables us to suggest and 
analyze a numer of new iterative algorithms for computing 
approximate solutions of general mildly nonlinear 
variational inec[ualities. We also study the conditions 
under which the approximate solution obtained from the 
iterative algorithms converges to the exact solution of the 
general mildly nonlinear variational inequalities. 
In Section 5.2, we formulate the general mildly 
nonlinear variational inequality related to the third order 
two point boundary value problems and review some basic 
results. In Section 5.3, we prove the equivalence between 
mildly nonlinear variational inequality problem and the 
problem of solving the Wiener-Hopf equations. This 
equivalence is used to suggest some new iterative 
algorithms. Convergence criteria is also discussed. 
5.2 PRELIMINARIES 
Let H be a real Hilbert space with norm and inner 
product denoted by | • || and <•,•>, respectively. Let C be a 
nonempty closed convex siibset of H and T and g be nonlinear 
continuous operators from H in to itself. Then we consider 
the problem of finding ueH such that g(u)eC, and 
<Tu,g(v)-g(u)> s <A(u),g(v)-g(u)>, for all g(v)eC (5.2.1) 
where A is a nonlinear continuous mapping from H into 
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itself. The inequality (5.2.1) is known as the general 
mildly nonlinear variational inequality. 
Remark 5.2.1: A large number of differential equation 
problems of odd and even order can be characterized by a 
class of variational inequalities of the type (5.2.1). For 
simplicity, we consider the third order two-point boundary 
value problem 
T(u) £ f (x,u(x)) in D 
u(x) a 0(x) in D 
[Au - f(x,u(x))][u(x)-0(x)] = 0 in D 
u = 0 and u' = 0 on D 
(5.2.2) 
where D is a domain in 0? with boundary S=[0,1] , T = -d /dx 
is the diferential operator of third order, f is a given 
nonlinear function of x, and ^^ (x) is the given obstacle 
function. To study the Problem (5.2.2) in the variational 
inequality framework, we define 
C = {ueH^(n); u(x) £ 0(x) on D } , 
which is a closed convex set in H^(n). Now using the 
technique for K-positive definite operators, as developed in 
[81], we can show that the Problem (5.2.2) is equivalent to 
finding u€H^(n) such that KueC 
and 
<Tu,Kv-Ku> £ <Au,Kv-Ku>, for all KveC, (5.2.3) 
where 
1 1 
<Tu,Kv> = - f D^uDvdx = r D^uDvdx (5.2.4) 
and 
0 
1 
<Au,Kv> = J f(x,u(x))Dvdx (5.2.5) 
0 
with K = d/dx = D. 
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It is clear that with g=K, we have the variational 
inequality Problem (5.2.1). 
Special Cases: 
(i) If g(u)=u and A(u)=0 for all u€H, then problem 5.2.1 
is equivalent to finding ueC such that 
<Tu,v-u> £ 0, for all veC, (5.2.6) 
which is known as the variational inequality problem, 
introduced and studied by Stampacchia [133] and 
Hartman and Stampacchia [45]; see also Noor [85]. 
(ii) If A(u)=0 for all ueH, then problem (5.2.1) is 
equivalent to finding ueC such that g(u)€C and 
<Tu,g(v)-g(u)> £ 0, for all g(v)eC, (5.2.7) 
which is known as the general variational inequality 
problem introduced by Noor [85] in the study of 
oddorder obstacle problems; see also Noor [93] and 
Kazmi [57]. 
(iii) If g(u)=ueC, then problem (5.2.1) is equivalent to 
finding ueC such that 
<Tu,v-u> s <A(u),v-u>, for all veC. (5.2.8) 
Inequalities (5.2.8) are known as mildly (strongly) 
nonlinear variational inequalities, which were 
introduced and considered by Noor [79] in the theory 
of constrained mildly (strongly) nonlinear partial 
differential equations. For the finite element error 
estimates of these variational inequalities, see 
Noor [81] . 
* (iv) If C ={ueH:<u,v> £ 0, for all veC} is a polar cone of 
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the convex cone C in H, C c g(C), then Problem 5.2.1 
is equivalent to finding ueH such that 
g(u)eC, (Tu-A(u) )€C*, <Tu-A(u) ,g(u)> = 0 (5.2.9) 
which is knovm as the general mildly nonlinear 
complementarity problem, introduced and studied by 
Noor [88] . 
(v) If K=H and A(u)=0 for all ueH, then Problem 5.2.1 is 
equivalent to finding ueH such that 
<Tu,g(v)> = 0, for all g{v)eH, (5.2.10) 
which is known as the weak formulation of the odd-
order boundary-valued problems. 
Let Pp be the projection of H onto C, and let Qp=I-P_,, 
where I is the identity operator. If g exists, we 
consider the problem of finding z€H such that 
(T-A)g"^P^z + p'^Q^z = 0, (5.2.11) 
where p > 0 is a constant. Equations of the type (5.2.11) 
are called more general Wiener-Hopf equations. 
Special Cases: 
(i) If A(u)=0 for all ueH, then Problem 5.2.11 is 
equivalent to finding zeH such that 
Tg"*P^z + p'^Qf^z = 0, (5.2.12) 
where p > 0 is a constant. Equations of the type 
(5.2.12) are called general Wiener-Hopf equations, 
introduced and studied by Noor [93]. 
(ii) If g(u)=u and A(u)=0 for all ueH, then Problem (5.2.11) 
is equivalent to finding zeH such that 
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TP^z + p'^Q^z = 0, (5.2.13) 
where p > 0 is a constant. Equations of the type 
(5.2.13) are called the Wiener-Hopf equations. 
RemarK 5.2.2: For the application and general treatment of 
Wiener-Hopf equations, see [136] . Using essentially the 
projection technique, Shi [116] has shown that the 
variational inequality problem (5.2.6) is equivalent to the 
Wiener-Hopf equations (5.2.13). This equivalence has been 
used by Shi [117] and Noor [90] to suggest and analyze a 
number of new iterative algorithms for solving variational 
inequalities. For numerical results, see [111]. 
5.3 EQUIVALENCE AND CONVERGENCE ANALYSIS 
First of all, using the technique of Shi [116] as 
extended by Noor [90,93], we prove the following result. 
Theorem 5.3.1: The general mildly nonlinear variational 
inequality (5.2.1) has a solution ueH such that g(u)€C, if 
and only if the more general Wiener-Hopf equation (5.2.11) 
has a solution zeH, where 
z = g(u) - p(Tu-A(u)) (5.3.1) 
g(u) = P^ z (5.3.2) 
where P„ is the projection of H onto C and p > 0 is a 
constant. 
Proof: Let ueH be such that g(u)eC is a solution of (5.2.1). 
Then by Lemma 1.2.3, it follows that 
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g(u) = P^[g(u) - p(Tu-A(u))]. (5.3.3) 
Using Q_. = I-P/-. and applying (5.3.3) respectively, we obtain 
Qc[g(u) - p(Tu-A(u))] = g(u) - p(Tu-A(u)) 
- P^[g(u)-p(Tu-A(u))] 
= - p(Tu-A(u)) 
= - p(T-A)g"^P^[g(u)-p(Tu-A(u))] , 
from which it follows that 
> 
(T-A)g"^P^z + p'^Q^z = 0. 
where 
z = g(u) - p(Tu-A(u)) , 
and g~^  is the inverse of the operator g. 
Conversely, let zeH be a solution of (5.2.11). Then, we 
have 
p(T-A)g"^P^z = -Q^z = P^ z - z (5.3.4) 
Now from (5.3.4) and Lemma (1.2.3) for all g(v)6C, we obtain 
0 £ <P^z-z,g(v)-P^z> = <p(T-A)g"^P^z,g(v)-P^z>, 
from which it follows that 
< (T-A)g~^PpZ,g(v)-P_z> a 0, for all g(v) € C. 
Thus, g(u)=P_,z is a solution of (5.2.1), and from (5.3.4) we 
have 
z = g(u) - p(Tu-A(u)) . 
Remark 5.3.1: It is obvious that general mildly nonlinear 
variational inequalities and more general Wiener-Hopf 
equations are ecjuivalent. This equivalence is very useful 
from the numerical point of view. Using this equivalence 
and by an appropriate rearrangement we suggest a number of 
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new iterative algorithms for solving general mildly 
nonlinear variational inequalities (5.2.1). 
(I) The more general Wiener-Hopf equations (5.2.11) can be 
written as 
Q^z = - p(T-A)g"^P^^z, 
which i i t ^ l i e s t h a t , u s i n g ( 5 . 3 . 2 ) , 
z = P^z - p(T-A)g"^P^z 
= g(u) - p(Tu - A(u)). (5.3.5) 
This formulation enables us to suggest the following 
iterative algorithm for solving the general mildly 
nonlinear variational inequalities (5.2.1). 
Algorithm 5.3.1: For a given ZQCH, compute z^ +i by the 
iterative scheme 
g(un) = P^Zn (5.3.6) 
Zn+i = 9<Un) - P(Tun " A(Un)) (5.3.7) 
(II) By an appropriate rearrangement, the more general 
Wiener-Hopf equation (5.2.11) can be written in the 
following form, 
z = P^z - p(T+A)g"^P^z + (I-p"^)Q^z 
= u - p(Tu - A(u)) + (I-p"^)Q^^z, 
by using (5.3.2). Using this formulation, we suggest 
and propose the following iterative algorithm: 
Algorithm 5.3.2: For a given ZoeH, compute z^ +i by the 
iterative scheme 
g(Un) = P^Zn , where 
Zn+i = Un - p(Tun-A(un) ) + (I-p"^)Q^Un, n = 0,1,2, .. . 
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(Ill) If A(x)=0 for all x€H, the operator T is linear and 
T'^ exists, then the more general Wiener-Hopf 
equations can be written as 
z = (I - p"*gT"*)Q^z. 
This formulation enables us to suggest the following 
iterative scheme for solving general variational 
inequalities. 
Algorithm 5.3.3: For a given ZocH, compute Zn+i by the 
iterative scheme 
g(Un) = ^c^^n^' ^^^^^ 
Zn+i = (I - p'^gT"*)Q^Zn, n = 0,1,2,... 
For convergence analysis of Algorithm 5.3.3, (see Noor [93]) . 
We now study those conditions under which the approximate 
solution Zn+i obtained from Algorithm (5.3.1) converges to 
the exact solution z of the more general Wiener-Hopf 
equation (5.2.11). 
Theorem 5.3.2: Let T,g:H—»H be both strongly monotone and 
Lipschitz continuous operators, and A:H—>H be a Lipschitz 
continuous operator. If z^ +i is obtained from the iterative 
scheme (5.3.6)-(5.3.7), and if zeH is the exact solution of 
the more general Wiener-Hopf equation (5.2.11), then 
Zji+i—*z, strongly in H, 
for 
a+v(k-l) 
P -
fi^-v^ 
J (a+v(k-l))^-0^-i^^)k(2-k) 
< , k < 1, 
«2 2 
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a > v(l--k) + J (p^ -i'^ )k(2-k) , i^ (l-k) < a, 
and 
k = 2-1 1- 26 + 0-2 , 
where o", ^  and v are Lipschitz continuity constants of g, T 
and A, respectively and 5 and a are strong monotonicity 
constant of g and T, respectively. 
Proof: Let Z€H satisfy the more general Wiener-Hopf 
equation (5.2.11). Note that equation (5.2.11) can be 
written as (5.3.2) and (5.3.5). Hence from (5.3.5) and 
(5.3.7), we have 
fzn+i- z| = Jg(un)-g(u)-p(Tun-Tu)+p(A(un)-A(u)) I 
^ |un-u-(g(un)-g(u)) I + |un-u-p (Tun-Tu) | 
+ |p(A(un)-A(u)) I (5.3.8) 
Since T, g are both strongly monotone and Lipschitz 
continuous, by using the technique of Noor [79], we have 
flun-u-(g(un)-g(u)) i^  :£ (l-25+cr^ ) ||un-uf , (5.3.9) 
and 
||un-u-p(Tun-Tu)|^ :s (i-2pa+pV) ||un-u|^  , (5.3.10) 
where tr and (3 are the strong monotonicity constants of g and 
T, respectively, and 5 and a are the Lipschitz continuity 
constants of g and T, respectively. 
From (5.3.8), (5.3.9), (5.3.10) and by using the Lipschitz 
continuity of A, we obtain 
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h n+1 z | s ' - .. J7 —'-' 25+0" +pv 
= •{- k + pi' + t ( p ) 
•2pa+p 0 
lun-ul 
1^ |un-u| 
( 5 . 3 . 1 1 ) 
where 
k = 2J1-25+0-^ < 1, 
tip) = Jl-2pa+pV , 
and V is the Lipschitz continuity constant of A. 
From (5.3.6), we have 
| u n - u | = | u n - u - ( g ( U n ) - g ( u ) ) + P ^ Z n - P c 2 | 
.IT- 25+<r | |un-u | + Izn-zJ 
(5.3.12) 
=^  2 '^  i"n-u|| + izn-zf 
Using (5.3.10), from which it follows that 
|un-u| s (l/(l-k/2)) |zn-z| 
From (5.3.11) and (5.3.12), we obtain 
| z n + i - z | ^ (Ck/2 + pv + t ( p ) ) / ( l - k / 2 ) j | z n - z | = e | z n - z | | , 
where 
8 = | ( k / 2 + pv + t ( p ) 3 / ( l - k / 2 ) l < 1, 
which i s e q u i v a l e n t t o 
k + pv + t{p) < 1 . 
Now t (p) assumes its minimum value for p = a/fi^ with 
t (p) =4 (1-a^ /p^ ) . We have to show that k + pv + t(p) < 1. 
For p = p, k + pv + t(p) < 1 implies that k < l and 
a > i'(i-k) + J 0^-v^)k(2-k) . Thus 
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that 
•^^i..;;j;;.,. 
k-¥pv+t(p) < 1 for all p with 
a+i;{k-l) 
P -
fi'-u' 
\ (a+v(k-l) )^- (/3^ -i/^ )k(2-k) 
a > i^ (l-k) + J (j3^ -v^ )k(2-k) , I'd-k) < a, and k < 1. 
Since 9 < 1, so the mapping defined by (5.3.5) has a fixed 
point z, which is the solution of (5.2.11) . Furthermore, it 
also follows that Zn+i—>z strongly in H, is the required 
result. 
RemarK 5.3.2: 
(i) If A(u)=0 for all ueH, then Theorems (5.3.1-5.3.2) 
reduce to Theorems 3.1-3.2 of Noor [93] respectively. 
Therefore, our results improve and extend the Noor's 
results [93] ; 
(ii) The iterative methods suggested and analyzed in this 
chapter are very convenient and are reasonably easy to 
use for the confutation. Pitonyak et al [111] have 
presented some numerical examples of solutions to 
obstacle problems for the membrane and the elastic 
string using a special case of Algorithm 5.3.3. 
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