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We implement a non-adiabatic universal set of holonomic quantum gates based on abelian
holonomies using dynamical invariants, by Lie-algebraic methods. Unlike previous implementations,
presented scheme does not rely on secondary methods such as double-loop or spin-echo and avoids
associated experimental difficulties. It turns out that such gates exist purely in the non-adiabatic
regime for these systems.
I. INTRODUCTION
A quantum computer is expected to outperform a clas-
sical digital computer in some of computationally hard
tasks [1–3]. The prime factorization, for example, is
widely believed to be an NP problem for a classical com-
puter but has merely polynomial complexity (BQP) with
a quantum computer and Shor’s algorithm.
It is well known that any classical logic operation may
be realized by a collection of the NAND gate. The cor-
responding “universality theorem” in quantum circuits
is due to Barenco et al. [4]. The theorem claims that
any unitary gate can be decomposed into one-qubit (i.e.,
SU(2)) gates and CNOT gates. In other words, the set
of one-qubit gates and the CNOT gate are universal in
arbitrary gate implementations. In many physical sys-
tems, implementing a one-qubit gate is often not diffi-
cult; it may be realized by the Rabi oscillation or the Ra-
man transition, for example. In contrast, implementing
the CNOT gate can be challenging and its realization is
sometimes regarded as a milestone for a physical system
to be a true candidate of a working quantum computer
[5]. Later, it turned out that any SU(4) gate, which en-
tangles a tensor product state, may serve as an element of
a universal set of quantum gates with the set of one-qubit
gates [6, 7]. Important exceptions of two-qubit gates that
are excluded are the SWAP gate and the “local gates”
SU(2)⊗ SU(2).
There are many nontrivial quantum algorithms, such
as the Deutsch Algorithm, the Grover algorithm and the
Bernstein-Vazirani algorithm, just to name a few, which
can be demonstrated with a two-qubit system and an
SU(4) gate. Execution of these algorithms with a speed
beyond the adiabatic limit shows the promising future of
a realization of quantum computing.
In spite of all expectations, however, implementation
of a working quantum computer is yet to be realized. One
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of the hardest obstacles against its physical realization is
decoherence. A quantum system is subject to environ-
ment and interaction between them degrades the purity
of the quantum system to be used as a hardware of a
quantum computer.
Another obstruction against the realization of a work-
ing quantum computer is the gate fidelity. Quantum
gates used for quantum computation are essentially ana-
logue gates. Implementation of high-precision gates is an
urgent subject to be solved. Composite gates originally
proposed in NMR measurement are one of such strate-
gies although composite gates require many elementary
gates and hence longer execution time [8, 9].
Non-adiabatic geometric quantum gates (GQG) are ex-
pected to solve these problems simultaneously. Geomet-
ric gates make use of the holonomy associated with an
underlying fiber bundle structure of a quantum system
[10]. If one employs the Berry phase and the Wilczek-Zee
holonomy for implementation of quantum gates, however,
the gate execution time is strongly limited by adiabatic-
ity, which may exceed decoherence times. Therefore it is
desirable to implement gates by employing non-adiabatic
control.
Non-adiabatic implementations based on non-abelian
holonomies have recently been reported in [11–15]. A
non-adiabatic geometric quantum computation (GQC)
scheme based on abelian holonomies was proposed by
Zhu and Wang [16–18] for NMR and Josephson charge
qubits. The implementation is based on the Aharonov-
Anandan (AA) phase γg associated with cyclic changes
of the states [19, 20]. The total phase associated with
the evolution of a cyclic vector |φ(t)〉 separates into two
parts, the dynamical phase γd = − ∫ 〈φ(t)|H(t)|φ(t)〉dt
and the geometric phase γg =
∮
i〈φ(t)|d|φ(t)〉 (we use
natural units where ~ = 1). Furthermore, |φ(t)〉 is an
eigenvector of the time-evolution operator. In previous
works [16–18], authors employed two loops in the con-
trol parameter space so that the dynamical phases from
the two loops cancel with each other while the geomet-
ric phases accumulate (the double-loop method). Note,
however, that using a second loop is far from optimal
and, moreover, experimental feasibility may be challeng-
2ing. In the NMR context, it involves rotation of a heavy
superconducting magnet and hence is not practical.
Later, Ota et al. replaced the second loop by a pair of
pi-pulse, which is known as the spin-echo technique in the
NMR community and implemented the proposal using an
NMR quantum computer [21]. It still requires the extra
pair of pi-pulses and may not be the optimal implemen-
tation of quantum gates. Furthermore, this technique is
applicable only to one-qubit gates and implementation
of two-qubit gates is still an open question in this frame-
work. It should be noted that Ota et al. report that the
two-qubit gate implementation given by Zhu and Wang
[18] may be erroneous.
Here, we report a new implementation of non-adiabatic
geometric gates based on cyclic states with vanishing dy-
namical phases. The end result is a time evolution whose
only measurable effects are due to holonomies. Our ap-
proach is Lie-algebraic and does not require double-loop
nor spin-echo technique, making it suitable for practical
applications. As it turns out, such a scheme exists only
in the non-adiabatic regime. In our implementation, the
gate execution can be made fast by choosing a short pe-
riod.
This paper is organized as follows. In the next section,
we describe dynamical invariants and how they can be
used for GQC and in the following sections, where we
implement a universal set of geometric quantum gates
based on practical Hamiltonians. Sections III and IV
explicitly construct one- and two-qubit gates respectively.
Section V concludes the paper.
II. GEOMETRIC QUANTUM GATES AND
DYNAMICAL INVARIANTS
Let us give a brief review of dynamical invariants [22]
and describe their relation with GQGs. A dynamical
invariant I is an explicitly time-dependent observable
whose expectation value is yet a constant, and thus obeys
the Liouville-von Neumann equation
0 = ∂I/∂t+ i[H, I] (1)
where H is the Hamiltonian of the system. Its eigen-
vectors {|φn(t)〉} are related to the solutions of the
Schro¨dinger equation by a local gauge transformation
|ψn(t)〉 = eiαn(t)|φn(t)〉 where the Lewis-Riesenfeld phase
αn(t) is given by (see Appendix A)∫ t
0
〈φn(s)|
(
i
d
ds
−H(s)
)
|φn(s)〉ds. (2)
The Aharonov-Anandan phase, which has recently been
observed directly in an electronic spin [23], is the U(1)
fiber bundle structure that manifests itself in cyclic evo-
lutions in the projective Hilbert space, in the form
|ψn(T )〉 = eiγgn |ψn(0)〉 [19, 20]. Let us take a single-
valued, closed representative of this curve |φn(t)〉 (0 ≤
t ≤ T ) defined through a local U(1) gauge transformation
eiαn(t)|φn(t)〉 = |ψn(t)〉, and require |φn(T )〉 = |φn(0)〉.
Using the Schro¨dinger equation, αn(t) is found to obey
Eq. (2), thus the Lewis-Riesenfeld phase for a cyclic evo-
lution is closely related to the Aharonov-Anandan phase
(see Appendix B). The phase is made of two terms. The
holonomy (or the geometric phase)
γgn =
∮
i〈φn(t)|d|φn(t)〉, (3)
determined by the one-form connection, depends only on
the path taken in the projective Hilbert space, and is
invariant under time-reparametrization t → τ(t). The
gauge-invariant term
γdn = −
∫ T
0
〈φn(t)|H(t)|φn(t)〉dt (4)
is called dynamical phase.
The unitary time-evolution operator can be written in
terms of the eigenvectors of I and αn(t) as
U(t; 0) =
∑
n
eiαn(t)|φn(t)〉〈φn(0)|. (5)
When the dynamical phases vanish, the time-evolution is
dictated only by the geometric terms at t = T , and the
resulting operation becomes a geometric quantum gate
[8, 24, 25].
A corollary of Eq. (5) is that the eigenstates of I evolve
in the simple form
U(t; 0)|φn(0)〉 = eiαn(t)|φn(t)〉, (6)
which alludes the adiabatic time-evolution of a quan-
tum state. However, this passage is transitionless in the
eigenbasis {|φn(t)〉}, and is not restricted by adiabaticity
condition. A major problem in schemes based on adi-
abatic evolution is that in many cases the evolution is
so slow that the system may start decohering and op-
erational times are bounded from below. In contrast,
non-adiabatic schemes can be made fast, making them
better candidates for GQC.
III. ONE-QUBIT GATES
To realize single-qubit operations, we start with the
time-dependent Hamiltonian
H =
1
2
(Ω cosωtσx +Ωsinωtσy +∆σz), (7)
which can be used to describe a semi-classical dipole-
electric field interaction, spin-magnetic field interaction
or a Josephson charge qubit [16, 17, 26] among other
things.
The corresponding dynamical invariant for this system
is
I = Ωcosωtσx +Ωsinωtσy + (∆− ω)σz , (8)
and its eigenvalues and eigenvectors are
± λ, |φ±(t)〉 =
(
e−iωt cos θ±
sin θ±
)
(9)
3where
cos θ± = ξ±/
√
1 + ξ2±, sin θ± = 1/
√
1 + ξ2±
ξ± = [(∆− ω)± λ]/Ω, λ =
√
Ω2 + (∆− ω)2. (10)
By direct evaluation, the corresponding Lewis-Riesenfeld
phases of these vectors are found to be α±(t) = (ω ∓
λ)t/2. H , I and |φ±(t)〉 are cyclic in time with period
T = 2pi/ω and accordingly, after one cycle of evolution,
solutions of the Schro¨dinger equation |ψ±(t)〉 pick up the
phases |ψ±(T )〉 = eiα±(T )|ψ±(0)〉.
To implement a GQG, one needs to have a vanishing
dynamical phase. It is possible to cancel the dynamical
phases by using a second loop [16–18, 27] but this comes
at the cost of doubling the number of gates to realize
quantum algorithms and an increased total operational
time, and can cause difficulties in realization [21]. The
condition
∫ T
0 〈φ±(t)|H(t)|φ±(t)〉dt = 0 yields
Ω2 +∆(∆− ω) = 0, (11)
and this in turn means ∆ ∈ (0, ω) and Ω2 ≈ ∆ω. Clearly,
Ω should be non-zero given that we would like to imple-
ment non-trivial universal quantum gates. These con-
ditions cannot be met in the adiabatic regime (δE =√
Ω2 +∆2 ≫ 1/T where δE is the gap between the en-
ergy eigenvalues of the Hamiltonian), hence we conclude
that such a gate is purely a result of non-adiabatic effects.
The resulting SU(2) gate operation is
Uβ(T ) = −eipi sin β[− cosβσx+sin βσz ], (12)
where we defined cos2 β = ∆/ω, β ∈ (0, pi/2), in the
computational basis which has a single free-parameter
β and can produce two non-commuting one-qubit oper-
ations which are required to realize universal quantum
computation [7].
We remark that the well-known result Eq. (11) has
also been mentioned by Zhu and Wang [18], using an al-
ternative derivation. The major advantage of our dynam-
ical invariant based approach is its extensibility that goes
beyond two-level systems. Even though the set of inde-
pendent operators generating the one-qubit Hamiltonian
is the fundamental representation of su(2), the approach
we take here is algebraic in nature and can be applied to
three-level systems such as neutral atoms in cavity QED
[28] due to the isomorphism su(2) ∼= so(3) and through
possible embeddings of su(2) into su(n), n ≥ 3, since the
set of cyclic vectors {|φn〉} can be obtained by using the
dynamical invariant of the su(2) problem. Clearly, the
conditions for making the dynamical phases vanish will
be different, but given the dynamical invariant, they can
be obtained straightforwardly. In the next section, we
demonstrate this for the embedding su(2) ⊂ su(4).
IV. TWO-QUBIT GATE
In addition to one-qubit operations, a gate that is ca-
pable of creating entanglement between two qubits is re-
quired to achieve universality. We realize this by intro-
ducing a second qubit which is coupled to the original
control qubit through the Ising interaction σz ⊗ σz with
limited control,
H ′ =
1
2
Jσz ⊗ σz + 1 ⊗Hc + q(t)σz ⊗ 1 , (13)
where
Hc = (Ω cosωtσx +Ωsinωtσy +Dσz)/2 (14)
and 1 is the 2× 2 identity matrix. This kind of Hamilto-
nian appears in the study of Josephson charge qubits or
liquid-state NMR [1, 2, 16]. Two-qubit Hamiltonians are
elements of su(4) in general (the identity term can always
be dropped as it only contributes a global phase, which
can be restored at any time) which makes an analytic
approach difficult. However, the problem can be system-
atically reduced when the Hamiltonian is restricted to a
subalgebra of su(4) [29]. In this particular case, the gen-
erating set ofH ′ spans the subalgebra su(2)⊕su(2)⊕u(1),
which is
⊔s∈{+,−} {Gsx, Gsy, Gsz} ⊔ {σz ⊗ 1 }, (15)
where Gsi = (1 + sσz)/2 ⊗ σi, thus the problem can be
treated as two non-interacting logical qubits evolving in-
dependently in this artificial basis.
Note, however, that the basis vectors {Gsi} create en-
tanglement between two physical qubits and are able to
implement non-trivial SU(4) gates. Such embedding of
su(2) subalgebra in su(4) has been reported [9] in the
context of implementation of high precision SU(4) gates
in the presence of coupling strength errors, where SU(2)
gates robust against pulse length error were mapped to
SU(4) gates.
Due to the algebraic structure, the time-dependent
u(1) term q(t)σz⊗1 is incorporated without complicating
the problem. The outcome is a local U(1) term
U ′q = exp
(
−iσz ⊗ 1
∫ t
0
q(s)ds
)
(16)
in the gate operation, however, it turns out that the main
results below are unaffected by the choice for q(t): it
does not appear in the invariant due to the commutator
in the Liouville-von Neumann equation Eq. (1), and it
will not affect the entangling part of the gate since it
is a local operation. However, it can be considered as
an additional degree of freedom, providing with a free
one-qubit operation.
The algebra decomposition allows us to write H ′ as a
sum of three commuting parts
H ′± = (Ω cosωtG
±
x +ΩsinωtG
±
y +∆±G
±
z )/2 (17)
and q(t)σz ⊗ 1 , with ∆± = D ± J . Since H ′± in Eq.
(17) have the same functional form as the single-qubit
Hamiltonian H in Eq. (7), by replacing ∆ → ∆± and
σi → G±i in the one-qubit invariant I, we can obtain
their corresponding dynamical invariants as
I ′± = ΩcosωtG
±
x +ΩsinωtG
±
y + (∆± − ω)G±z . (18)
4H ′± commute with each other at all times and as a result
there will be two commuting SU(2) time-evolution oper-
ators U ′± representing the evolution of the two separate
subspaces and the total gate operation can be written as
U ′ = U ′qU
′
+U
′
−.
For evaluation of the geometric phases corresponding
to the solutions of the Schro¨dinger equation, we prefer
to use a simpler dynamical invariant I ′ = I ′+ + I
′
− whose
eigenvectors |φ+±(t)〉, |φ−±(t)〉 are given as

e−iωt cos θ+±
sin θ+±
0
0

 ,


0
0
e−iωt cos θ−±
sin θ−±

 , (19)
where
cos θs± = ξ
s
±/
√
1 + ξs±
2, sin θs± = 1/
√
1 + ξs±
2
ξs± = [(∆s − ω)±λs]/Ω, λ± =
√
Ω2 + (∆± − ω)2.(20)
Their corresponding eigenvalues are ±λ+ and ±λ−, and
the Lewis-Riesenfeld phases are (ω ∓ λ+)t/2 and (ω ∓
λ−)t/2 respectively. The requirement for all dynamical
phases to vanish simultaneously is found to be equivalent
to requiring
D = ω/2, Ω = ±
√
(ω/2)2 − J2, (21)
and hence ω/2 > |J |. This constraint has also been men-
tioned by Zhu and Wang [18] without being used, where
they discuss the special case q(t) = 0 using a different
method; the reported non-trivial two-qubit gate imple-
mentations are incompatible with Eq. (23) and rely on a
second-loop to get rid of the dynamical phases instead.
Similarly to the one-qubit gate, we find that it is
not possible to satisfy these conditions in the adiabatic
regime.
Universality can be achieved by requiring a two-qubit
quantum gate that is capable of transforming tensor
product states into maximally entangled states. A two-
qubit quantum gate is local if it belongs to the sub-
group SU(2) ⊗ SU(2) generated by span(⊔i{1 ⊗ σi}) ⊕
span(⊔i{σi ⊗ 1 }), which typically corresponds to the
physical spin or polarization eigenstates. A non-local
gate is called a perfect entangler if it can produce a max-
imally entangled state from a tensor product state [30–
32], such as CNOT gate. In contrast, SWAP gate is a
typical non-perfect entangler [30, 31]. The Hamiltonian
H ′ is capable of creating a GQG that is as well a per-
fect entangler for a suitable choice of parameters which
can be determined by operator Schmidt decomposition
[33]. The non-vanishing singular values D± of the ma-
trix Cij = tr (U
′σi ⊗ σj) /4 are found to be√
1
2
±
(
1
2
cospia+ cospia− + a+a− sinpia+ sinpia−
)
(22)
where a± =
√
1/2± J/ω. The result rank(C) = 2 im-
plies that such a configuration may implement a CNOT
gate, but not a SWAP gate whose rank is 4 [31]. For
this gate to become a perfect entangler, D± must match
the corresponding singular values of CNOT, which are
DCNOT± =
√
1/2. Hence,
cotpia+ cotpia− + 2a+a− = 0 (23)
must be satisfied, which has physically acceptable solu-
tions
r = J/ω ≈ ±0.3187. (24)
The operational time T is 2pi|r|/J . The entangling
part of the gate, which can be found by methods such
as Cartan-decomposition [1, 34], is eipiσy⊗σy/4. We
note that implementation of such a gate requires non-
vanishing transverse fields (Ω 6= 0) cf. [35, 36].
Another common Ising-type coupling is σx ⊗ σx term.
Using the same framework, it is possible to handle this
problem with minor modifications. The Hamiltonian still
belongs to the su(2) ⊕ su(2) ⊕ u(1) subalgebra, but this
time with generators
⊔s∈{+,−} {G′sx , G′sy , G′sz } ⊔ {σx ⊗ 1 }, (25)
where G′si = (1 + sσx)/2 ⊗ σi. Using the corresponding
dynamical invariants [29]
Ω cosωtG′±x +ΩsinωtG
′±
y + (∆± − ω)G′±z , (26)
one can repeat the straightforward but tedious analysis
(obtaining eigenvectors of the dynamical invariant, en-
forcing that dynamical phases vanish and that the gate
is local unitarily equivalent to a non-trivial gate) and ob-
tain a non-trivial two-qubit GQG.
V. CONCLUSION AND OUTLOOK
In this work, we have implemented a universal set of
non-adiabatic geometric quantum gates based on abelian
holonomies by making use of the dynamical invariants
(8) and (18). Our implementation does not require sec-
ondary techniques such as double-loop or spin-echo tech-
nique and is expected to be physically straightforward
on NMR. We remark that the Lie-algebraic method em-
ployed above can be used to construct non-adiabatic
quantum gates based on non-abelian holonomies [37, 38]
exhibiting a richer geometrical structure [39], which we
leave for future work.
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Appendix A: Lewis-Riesenfeld Phase
I is a conserved observable by definition and as a result
its spectral decomposition is I =
∑
n λn|φn(t)〉〈φn(t)|
with time-independent eigenvalues λn. It follows that
λn|φ˙n(t)〉 = ∂tI|φn(t)〉 + I|φ˙n(t)〉. Using Eq. (1) to
replace ∂tI term with the commutator and multiplying
from the left by 〈φm(t)|, we obtain
(λm − λn)(〈φm(t)|H |φn(t)〉 − i〈φm(t)|φ˙n(t)〉) = 0.
(A1)
For m 6= k, this means 〈φm(t)|H |φn(t)〉 −
i〈φm(t)|φ˙n(t)〉 = 0. Clearly, it does not hold
for m = n in general. Let us assume that
|ψn(t)〉 = eiαn(t)|φn(t)〉 is a solution of the time-
dependent Schro¨dinger equation, which translates to
−α˙n(t)eiαn(t)|φn(t)〉 + eiαn(t)|φ˙n(t)〉 = Heiαn(t)|φn(t)〉.
This would only hold if
α˙n(t) = 〈φn(t)|(id/dt−H)|φn(t)〉 (A2)
is satisfied, which is equivalent to Eq. (2).
Appendix B: Aharonov-Anandan Phase
Let us assume that |ψn(t)〉 is a cyclic state in the
Hilbert space such that |ψn(T )〉 = eiΘn |ψn(0)〉. We take
a projection of this curve, a single-valued closed repre-
sentative, |φn(t)〉 (0 ≤ t ≤ T ), defined through a local
U(1) gauge transformation eiθn(t)|φn(t)〉 = |ψn(t)〉, and
require |φn(T )〉 = |φn(0)〉 (thus, |φn(t)〉 lives in the pro-
jective Hilbert space). As a result, Θn = θn(T )− θn(0).
Using the Schro¨dinger equation,
θ˙n(t) = i〈φn(t)|φ˙n(t)〉 − 〈φn(t)|H |φn(t)〉, (B1)
we find that θn(t) obeys Eq. (2), and hence θn(t) ≡
αn(t). The second term in Eq. (2) that is a functional of
H is called the dynamical phase, and the first term (the
holonomy) is called the Aharonov-Anandan phase.
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