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Régularisation du prix des options : Stacking
Olivier Bardou* et Yoshua Bengio†
Résumé / Abstract
La modélisation non-paramétrique du prix des options et autres produits
dérivés a connu un intérêt croissant au cours des dernières années. Ce rapport se situe
dans la perspective de prédire le prix de l'option au marché à partir des mêmes
informations utilisées dans la formule de Black-Scholes. Il se situe dans la
continuation de travaux récents sur la modélisation de ces prix par des réseaux de
neurones avec une structure inspirée des connaissances économiques sur la
valorisation d'options. La contribution de la recherche présentée ici est l'utilisation
avec succès de l'algorithme de Stacking pour améliorer la généralisation de ces
modèles. Cet algorithme combine deux niveaux d'entraînement des modèles, le
deuxième cherchant à combler les déficits hors-échantillon du premier. Les résultats
obtenus sont très intéressants et portent sur des options d'achat du S&P 500 entre 1987
et 1993.
The non-parametric modelization of the stock options and other derivatives
generated an increased interest over the past years. The goal of this paper is to
predict the market price of an option from the same information as needed by the
Black-Scholes formula. This is a continuation of more recent papers based on the
modelization of these prices by the use of neural networks with a structure inspired by
our economic knowledge of option pricing. Our contribution, with this paper, is the
successful use of the stacking algorithm to improve the generalization of these models.
This algorithm combines two training levels for the models, the second being used to
improve the out-of-sample deficits of the first one. The obtained results are very
interesting, and span the call options of the S&P 500 between 1987 and 1993.
Mots-clés : Stacking, modélisation non-paramétrique, Black-Scholes, prix d'options
Keywords: Stacking, non-parametric modelization, Black-Scholes, option prices
                                                     
* Département d'informatique et recherche opérationnelle, Université de Montréal, Montréal,
Québec, Canada, H3C 3J7
† CIRANO et Département d'informatique et recherche opérationnelle, Université de Montréal,
Montréal, Québec, Canada, H3C 3J7. Tel: +1 (514) 343-6804, email:
bengioy@iro.umontreal.ca
1 Introduction
Dans deux recents articles, Rene Garcia et Ramazan Gencay (Garcia et
Ramazan 1998) d’une part, Hutchinson, Lo et Poggio (Hutchinson, Lo et
Poggio 1994) d’autre part, ont mis en evidence l’intere^t que pouvaient presenter
les algorithmes d’apprentissage dans le cadre de la prediction du prix d’actifs
nanciers et en particulier pour la valorisation d’options.
Le principal avantage de ces methodes reside dans le fait qu’elles ne necessitent
pas d’hypotheses fortes sur l’evolution du prix de ces produits.
Dans ce document, nous etudierons l’utilisation de l’algorithme du stacking pour
ameliorer les performances des procedures deja etudiees.
Apres un enonce des principales hypotheses sur lesquelles a repose notre
travail, nous presenterons les dierents modeles etudies dans le cadre de ces
experiences (incluant quelques rappels concernant les algorithmes d’apprentis-
sage). Les resultats obtenus au cours de dierentes simulations seront ensuite
resumes. Une discussion portant sur leur validite et leur intere^t terminera cette
partie du rapport.
2 Hypotheses preliminaires
Le but des dierents algorithmes etudies dans ce rapport est l’estimation de
l’esperance du prix du marche pour une option - en l’occurrence des options
d’achat dans ce rapport - a partir de donnees de marche. Dans notre cas, ces
donnees concernent l’indice quotidien du S&P 500.
Si le choix des sorties desirees s’impose de lui-me^me (le prix de l’option ob-
serve a la fermeture), celui des entrees du modele est beaucoup plus delicat.
Notre propos n’etant pas de selectionner les variables, nous suivrons ici une
demarche conservatrice en utilisant les me^mes entrees que Garcia et Gencay, a
savoir la duree de maturite de l’option et le ratio entre le prix d’exercice et le
prix du sous-jacent (strikespot ).
Toute l’etude de ce rapport repose en fait sur la comparaison entre les per-
formances d’un algorithme d’apprentissage ’isole’ et les performances d’un al-
gorithme du me^me type corrige par une methode de stacking. L’hypothese op-
timiste voudrait que les resultats obtenus par stacking soient meilleurs.
Pour eectuer une comparaison exploitable, les deux algorithmes seront en-
tra^nes separement sur les me^mes ensembles de donnees, suivant une procedure
decrite par la suite.
Un autre probleme delicat est pose par l’analyse statistique des resultats.
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Dans le cas de donnees independantes et identiquement distribuees, il est pos-
sible de construire des tests d’hypotheses robustes. L’un de ces tests sera uti-
lise ici a titre indicateur. Nous garderons toutefois a l’esprit que les conditions
requises pour l’application de cette procedure ne sont vraisemblablement pas
remplies dans notre cas, a cause de possibles dependances temporelles entre les
erreurs (dependances qu’ils serait par ailleurs possible d’etudier).
3 La demarche adoptee
L’ensemble des donnees sur lesquelles va s’operer l’apprentissage est cons-
titue par les releves S&P 500 quotidiens du prix d’option d’achat de type
europeenne sur la periode s’etalant d’avril 87 a octobre 97. Ce marche parti-
culierement liquide est assez proche du modele de Black-Scholes.
Cet ensemble va e^tre partitionne en dix sous-ensembles representant chacun
une annee de donnees. Ceci permettra de lancer dix fois chacune des methodes
d’apprentissage et d’obtenir un panel de resultats.
Ces donnees se presentent sous la forme d’une matrice dont chaque colonne
fournit les informations suivantes :
{ annee (1987 a 1997),
{ mois (1 a 12),
{ jour (1 a 31),
{ strikesous-jacent aujourd’hui ,
{ maturite en annees (calculee avec des annees de 261 jours environ),
{ variance mobile du prix du S&P500 sur 5 jours,
{ variance mobile du prix du S&P500 sur 22 jours,
{ variance mobile du prix du S&P500 sur 66 jours,
{ variance mobile du prix du S&P500 sur 250 jours,
{ variance mobile du prix du S&P500 sur 1250 jours,
{ prix de l’optionsous-jacent aujourd’hui ,
{ actualisation*max(0, sous-jacent a maturite - strikesous-jacent aujourd’hui ).
L’actualisation est un ratio pour convertir tous les montants en dollars
constants, en utilisant un taux d’intere^t a court terme pour ce calcul. Suivant
en cela les modeles utilises dans les deux articles precedemment cites, les seules
donnees retenues comme entrees des procedures seront \ strikesous-jacent aujourd’hui"et
\maturite". La sortie des procedures est evidemment la prediction qui nous
interesse, soit : \ prix de l’optionsous-jacent aujourd’hui". Dans une premiere approche, les in-
formations relatives a la volatilite ne seront donc pas considerees.
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4 Les modeles etudies
4.1 Les modeles \simples"
Dans cette phase, le choix s’est porte en premier lieu sur un algorithme utilise
a la fois par Garcia et Gencay, et par Hutchinson, Lo et Poggio. Il s’agit d’un
perceptron multicouche de la forme suivante :
f(
K
St
;  ; ; γ) = 0 +
NhX
j=0
j tanh(γj0 + γj1
K
St
+ γj2)
ou St represente la valeur du sous-jacent, K, celle du strike et  , la maturite.
Un deuxieme modele simple a ete considere. Il s’agit egalement d’un reseau
de neurones, mais la sigmo¨de utilisee ici n’est plus la tangente hyperbolique
mais la fonction de repartition de la loi normale centree reduite :
f(
K
St
;  ; ; γ) = 0 +
NhX
j=0
j N(γj0 + γj1
K
St
+ γj2)
ou
N(x) =
1p
2
Z x
−1
e−
t2
2 dt
L’idee ici etait de se rapprocher d’une fonction rappelant celle utilisee dans
le modele de Black & Scholes. Malheureusement, les essais sur ce modele n’ont
pu e^tre pousses aussi loin par manque de temps. Il semble toutefois que les
resultats soient similaires a ceux obtenus avec le perceptron precedemment
decrit. Cette derniere constatation n’a d’ailleurs pas grand chose d’etonnant,
la seule dierence entre ces deux modeles provenant du choix de la sigmo¨de,
choix qui n’a, en theorie, qu’une influence limitee.
4.2 L’algorithme de stacking
Le principe du stacking a ete introduit par David H.Wolpert (Wolpert
1992) (voir aussi Sridhar, Bartlett et Seagrave (Sridhar, Bartlett et Sea-
grave 1999)). Ce principe repose sur \l’empilement" de plusieurs algorithmes
d’apprentissage. Les algorithmes du ’niveau 0’ eectuent des predictions sur les
donnees. Les algorithmes des niveaux superieurs ont ensuite pour ta^che de cor-
riger les predictions des niveaux precedents.
Dans le cadre de cette etude, l’algorithme de stacking va prendre une forme
tres simple. Le premier niveau sera constitue de l’un des algorithmes decrits
precedemment et le second niveau, d’un perceptron multicouche de la forme :
z(
K
St
; ; f(
K
St
; ); ; γ) = 0 +
NhX
j=0
j tanh(γj0 +γj1f(
K
St
; )+γj2
K
St
+γj3):
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τalgorithme
de niveau 0
algorithmef(t) z(t)
y(t) y(t)
Sorties desirees
(prix de l’option / sous-jacent )
Entrees
(maturite)
(strike/sous-jacent)
K / St
sorties predites nouvelles predictions
apres correction
   de niveau 1
Fig. 1: Architecture de l’algorithme de stacking.
Ce nouvel algorithme ne considere donc pas uniquement les previsions du
’niveau 0’, mais aussi les entrees de ce me^me niveau, la maturite  et la valeur
du strikespot :
K
St
.
Soit y(t), la sortie associee au tieme exemple et, pour simplier la notation,
f(t) et z(t), les predictions de nos reseaux pour ce me^me exemple.
L’architecture nalement obtenue est resumee par la gure 1.
5 Entra^nement des reseaux
Le critere de cou^t retenu ici est l’erreur quadratique :
jjf − tjj2 =
X
t
(f(t)− y(t))2:
Tous les reseaux seront entra^nes par descente de gradient stochastique3. Le pas
du gradient utilise est ici de la forme 11+ln(t+1) . Ce pas a ici ete prefere a
1
1+t
pour la raison suivante : etant donne le grand nombre d’exemples, ce dernier pas
devenait rapidement beaucoup trop petit et ne permettait plus une amelioration
signicative de la valeur des parametres.
Il semble que le pas retenu permette encore une descente signicative du gra-
dient, me^me lorsque la valeur de t devient tres grande.
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6 Methodologie suivie
Une fois l’implementation des ces algorithmes eectuee, le premier travail a
consiste en la determination de la capacite optimale (i.e. du nombre d’unites
cachees) de chacun d’eux, et ce, sur une partie de l’ensemble d’apprentissage
dans un premier temps non-utilise pour l’apprentissage, et cela sur chacun des
dix ensembles de donnees disponibles.
La fonction de cou^t consideree ici est l’erreur de generalisation quadratique
moyenne. Son estimation s’eectue par une methode \train and test". Le prin-
cipe est le suivant : considerant que chacun des dix ensembles de donnees
represente une annee, les algorithmes de ’niveau 0’ seront entra^nes sur les cinq
premiers mois et leur erreur en generalisation sera estimee sur le reste de l’annee.
Le reseau de ’niveau 1’, quand a lui, utilisera les cinq mois suivants pour son
entra^nement. Son erreur d’apprentissage sera evaluee sur les deux derniers mois
de l’annee, mois qui n’auront servi pour aucun apprentissage.
L’ensemble de la procedure est repetee huit fois sur chacun des dix ensembles.
Ceci permet, pour chaque annee, de determiner une erreur moyenne et son ecart-
type ; ces donnees etant par la suite necessaires pour la construction d’un test
d’hypotheses.
Notre reseau \temoin" - le perceptron par rapport auquel se fera la comparai-
son des performances - sera pour sa part entra^ne sur les dix premiers mois de
chaque annee et sa performance en generalisation sera estimee sur les deux der-
niers mois. Les ensembles d’entra^nement et de test ont donc une taille similaire
a celle des ensembles utilises dans le cas de l’algorithme de stacking.
7 Les resultats obtenus
7.1 Construction d’un test d’hypotheses
Les dierentes experimentations vont nous permettre de disposer d’estima-
teurs de la moyenne et de l’ecart-type de l’erreur de generalisation. Soient ^s et
^s, les estimateurs de la moyenne et de l’ecart-type, respectivement, de l’erreur
pour l’algorithme de stacking ; et soient ^t et ^t, les estimateurs pour l’erreur
obtenue par le reseau temoin. Enn, soit l, le nombre de donnees sur lesquelles
est evaluee notre erreur.
La construction du test repose sur le fait que la quantite
Z =
p
l
^t − ^sp
^t
2 + ^s2
converge asymptotiquement vers une loi normale centree reduite dans le cas de
donnees independantes et identiquement distribuees.
Ainsi, il est possible de tester l’hypothese nulle H0 : \s > 00t contre H1 :
\s  00t . H0 sera rejetee si la valeur de notre statistique est \trop grande".
Quantitativement, on rejettera H0 au seuil 0.1% si Z > 3:090. Les valeurs
numeriques utilisees proviennent de (Alalouf, Labelle et Menard 1990).
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8 Les resultats
La presente section resume les resultats obtenus a la suite de l’experimenta-
tion decrite precedemment. Pour chaque annee, un tableau recapitule les infor-
mations suivantes :
{ Taille de l’ensemble de donnees,
{ Partition de cet ensemble,
{ Capacite optimale de chacun des reseaux,
{ Erreur de generalisation quadratique moyenne,
{ Ecart-type de cette erreur pour chacun des reseaux,
{ Valeur de la statistique de test, telle que decrite precedemment.
1987 (6148) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-2561 2561-5122 1-5122
ensemble de test 2562-6148 5122-6148 5123-6148
nombre d’unites cachees 9 7 9
erreur moyenne 2.47e-4 1.09e-4 3.33e-4
variance 2.89e-10 2.87e-11 1.09e-8
valeur de la statistique 168.01
1988 (6555) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-2731 2732-5462 1-5462
ensemble de test 2732-6555 5463-6555 5463-6555
nombre d’unites cachees 5 10 5
erreur moyenne 3.93e-4 6.76e-5 1.45e-4
variance 8.05e-12 1.37e-11 6.29e-10
valeur de la statistique 247.19
1989 (6092) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-2538 2539-5076 1-5076
ensemble de test 2539-6092 5077-6092 5076-6092
nombre d’unites cachees 8 7 8
erreur moyenne 3.74e-4 6.46e-5 1.96e-4
variance 7.43e-9 3.07e-10 4.04e-10
valeur de la statistique 384.63
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1990 (7846) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-3269 3270-6538 1-6538
ensemble de test 3270-7846 6539-7846 6539-7846
nombre d’unites cachees 5 7 5
erreur moyenne 4.34e-4 1.01e-4 2.95e-4
variance 2.65e-8 3.78e-10 2.66e-10
valeur de la statistique 677.14
1991 (8464) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-3526 3527-7052 1-7052
ensemble de test 3527-8464 7053-8464 7053-8465
nombre d’unites cachees 8 7 8
erreur moyenne 2.79e-4 5.64e-5 1.15e-4
variance 4.19e-11 7.00e-11 7.93e-11
valeur de la statistique 441.22
1992 (8144) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-3393 3394-6788 1-6788
ensemble de test 3394-8144 6789-8144 6789-8144
nombre d’unites cachees 10 6 10
erreur moyenne 1.82e-4 5.26e-5 7.7e-5
variance 1.42e-11 3.59e-11 1.53e-10
valeur de la statistique 160.21
1993 (8217) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-3423 3424-6848 1-6848
ensemble de test 3424-8217 6849-8217 6848-8217
nombre d’unites cachees 2 8 2
erreur moyenne 8.7e-5 2.61e-5 6.29e-5
variance 2.62e-41 2.54e-12 7.20e-10
valeur de la statistique 124.10
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1994 (8813) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-3672 3673-7346 1-7346
ensemble de test 3672-8813 7346-8813 7347-8813
nombre d’unites cachees 2 3 2
erreur moyenne 1.30e-4 5.95e-5 1.48e-4
variance 1.07e-13 7.37e-11 1.05e-9
valeur de la statistique 247.84
1995 (11405) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-4752 4753-9506 1-9506
ensemble de test 4753-11405 9506-11405 9507-11405
nombre d’unites cachees 9 10 9
erreur moyenne 1.37e-4 5.03e-5 1.53e-4
variance 5.26e-10 5.97e-12 5.85e-11
valeur de la statistique 1365.96
1996 (13068) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-5445 5446-10890 1-10890
ensemble de test 5445-13068 10891-13068 10891-13068
nombre d’unites cachees 6 8 6
erreur moyenne 1.32e-4 9.10e-5 1.88e-4
variance 5.56e-11 6.44e-10 4.70e-9
valeur de la statistique 151.69
1997 (10998) niveau 0 niveau 1 temoin
ensemble d’apprentissage 1-4582 4583-9164 1-9164
ensemble de test 4583-10998 9165-10998 9165-10998
nombre d’unites cachees 9 7 9
erreur moyenne 1.94e-4 1.06e-4 2.13e-4
variance 1.95e-9 1.29e-10 1.24e-9
valeur de la statistique 303.28
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9 Interpretation des resultats et discussions
A la vue de ces resultats, plusieurs conclusions s’imposent :
{ Tout d’abord, on peut constater, me^me sans avoir recours a un test sta-
tistique, que l’algorithme de stacking ameliore l’erreur de generalisation.
Son ordre de grandeur chute en eet bien souvent de 10−4 dans le cas d’un
perceptron simple a 10−5 dans le cas du stacking.
{ S’il fallait d’autres arguments pour se convaincre de cette amelioration,
notre test statistique impose de rejeter l’hypothese nulle H0 : \s > 00t
au seuil 0.1% dans tous les cas.
{ Toutefois, ce test n’est pleinement valable que dans le cas de donnees
independantes et identiquement distribuees. Ce prerequis n’est certaine-
ment pas verie dans notre cas. De ce fait, les conclusions apportees par
notre test doivent e^tre prises avec precautions.
{ De plus, Garcia et Gencay obtiennent precisement une erreur de l’ordre de
10−5 avec un perceptron multicouche similaire, et sur le me^me ensemble
de donnees. Par consequent, il est possible que l’entra^nement du reseau
temoin ne soit pas optimal. La procedure d’ "early-stopping", si elle per-
met d’avoir une plus grande facilite a trouver l’erreur minimale, ne permet
toutefois pas d’eviter un minimum local \profond".
{ La remarque precedente en appelle une autre. Une interpretation alterna-
tive voudrait que le minimum trouve soit bien un minimum global mais que
la procedure d’entra^nement ne permette pas de l’atteindre. Une maniere
de verier cette hypothese et, le cas echeant, de remedier au probleme,
serait d’utiliser un gradient conjugue a la place du gradient stochastique
de nos experiences.
{ Finalement, toutes les simulations ont ete accomplies avec des perceptrons
multicouches. Il serait certainement interessant de comparer ces resultats
a ceux qui pourraient e^tre obtenus par des architectures completement
dierentes.
Ainsi, les conclusions qui ressortent de cette experimentation sont assez mitigees.
La procedure de stacking ameliore -dans notre cas- l’erreur de generalisation.
Mais il est possible que les procedures implementees ne conduisent pas a des
resultats optimaux.
Malgre ce constat, il n’a pas ete possible, par manque de temps, d’optimiser les
procedures et de reiterer les simulations. De ce fait, il n’est pas vraiment possible
d’apporter de conclusion denitive. Une seule idee semble a retenir : pour un
entra^nement similaire des dierents algorithmes, le stacking ameliore la perfor-
mance en generalisation du perceptron multicouche tel qu’il a ete implemente
ici.
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