We study the mean curvature flow of hypersurfaces in R n+1 , with initial surfaces sufficiently close to the standard n-dimensional sphere. The closeness is in the Sobolev norm with the index greater than n 2 + 1 and therefore it does not impose restrictions of the mean curvature of the initial surface. We show that the solution of such a flow collapses to a point, z * , in a finite time, t * , approaching exponentially fast the spheres of radii 2n(t * − t), centered at z(t), with the latter converging to z * .
Introduction
We study the behavior of mean curvature flow (MCF) of hypersurfaces in R n+1 with initial conditions close to spheres. Given an initial simple, closed hypersurface M 0 in R n+1 , the MCF determines a family {M t | t ≥ 0} of closed hypersurfaces in R n+1 , given by immersions X(·, t) : Ω → R n+1 , satisfying the following evolution equation:
where Ω ⊂ R n+1 is a fixed n−dimensional hypersurface, ν(X) and H(X) are the outward unit normal vector and mean curvature at X ∈ M t , respectively. We show that if M 0 is close to an Euclidean n-sphere in the norm H s , s > of surfaces and submanifolds ( [33] , see also [37] ). It is closely related to the Ricci and inverse mean curvature flow.
Mean curvature flow was first studied by Brakke [9] . Evans and Spruck [22] constructed a unique weak solution of the nonlinear PDE for certain functions whose zero level set evolves in time according to its mean curvature. Similar results were obtained by Chen, Giga and Goto [12] and by Ambrosio and Soner [4] . The short-time existence in Hölder spaces was proven in [9, 29, 18, 22, 34] . Sharp results on local regularity were established in [50] . Higher codimension mean curvature flows were studied by Mu-Tao Wang [46] (see also [40] ). For more results on the existence, uniqueness and regularity of the solution one can see [9, 23, 24, 36, 13] .
The question of the long time existence is, as usual, more subtle. Ecker and Huisken [19] showed longtime existence for mean curvature flow in the case of linearly growing graphs. Later they [18] proved that if the initial surface is a locally Lipschitz continuous entire graph over R n then the solution will exist for all times.
However, the most interesting aspect of the mean curvature flow is formation of singularities, with two canonical examples being Eucledian spheres or cylinders, collapsing to their center or axis, respectively, their radii evolving as 2n(t * − t) or 2(n − 1)(t * − t). These two cases suggest collapse to a round point or round line as two possible scenarios of formation of singularities. The former scenario, indeed, showed up in many works, starting with the result, due to Gage and Hamilton [26] , who showed that initial convex plane curves shrink to a 'round' point, i.e. approach asymptotically circles of radii 2(t * − t). Later, Grayson [28] showed that any embedded plane curves always shrink smoothly until they are convex, and then to points by the evolution theorem of convex curves. For higher dimensions the latter result does not hold. In a seminal work, [29] , Huisken showed that under mean curvature flow a convex hypersurface in R n , n ≥ 3, shrinks smoothly to a point, getting spherical in the limit. These result was extended in [30, 31, 32, 47, 49] .
It was conjectured by Huisken that starting at a generic smooth closed embedded surface in R 3 , the mean curvature flow remains smooth until it arrives at a singularity in a neighborhood of which the flow looks like concentric spheres or cylinders. A part of this conjecture was proved in [14] , where it was shown that the only singularities which cannot be perturbed away are spheres and cylinders. For more results see [15, 38, 39] . The present work shows that the collapsing sphere solutions are stable: Theorem 1. Let Ω = S n be the standard n-dimensional sphere and let a surface M 0 , defined by an immersion x 0 ∈ H s (Ω), for some s > n 2 + 1, be close to S n , in the sense that x 0 − 1 H s ≪ 1. Then there exist t * < ∞ and z * ∈ R n+1 , s.t.
(1) has the unique solution, M t , t < t * , and this solution contracts to the point z * , as t * → ∞. Moreover, M t is defined by an immersion x(·, t) ∈ H s (S n ), with the same s, of the form
with λ(t), a(t) and ξ(·, t) which satisfy
Note that our condition on the initial surface does not impose any restrictions of the mean curvature of this surface
In contrast to the above result, it was shown in [27] , that for an open set of initial conditions arbitrary close to an infinite cylinder, the mean curvature flow does not converge to a (round) line, but develops a singularity at a point in a finite time ('neck-pinching'), provided initial conditions have an arbitrary shallow neck. Thus, unlike spheres, the cylinders are not stable under the mean curvature flow. (For earlier results dealing with the neck-pinching for compact ( barbell shaped) or periodic (torus-like) surfaces see [2, 3, 7, 1, 8, 17, 22, 12, 16, 30, 44, 43] and references therein.)
The form of expression (2) above is a reflection of a large class of symmetries of the mean curvature flow:
• (1) is invariant under rigid motions of the surface, i.e. X → RX + a, where R ∈ O(n + 1), a ∈ R n+1 and X = X(u, t) is a parametrization of S t , is a symmetry of (1).
• (1) is invariant under the scaling X → λX and t → λ −2 t for any λ > 0.
Our approach utilizes these symmetries in an essential way. It uses the rescaling of the equation (1) by a parameter λ(t) whose behaviour is determined by the equation itself and a series of differential inequalities for a Lyapunov-type functions.
Remark 1.
If the initial condition x 0 is invariant under the transformation x i → −x i for any i = 1, · · · , n+ 1, then z(t) = 0 and the proof below simplifies considerately.
This paper is organized as follows. We rescale the equation (1) in Section 2 by introducing collapse variables, designed so that the new equation has global solutions and reformulate the main theorem in terms of the rescaled surfaces. In the same section we present the equation for the surface as a normal graph over a sphere. This equation is derived in Appendix A. In Section 3 we introduce a notion of the 'center' of a surface, close to a unit sphere in R n+1 and show that such a center exists. We will show in Section 8 that the centers z(t) of the solutions to (1) converge to the collapse point, z * , of Theorem 1. In Section 4 we reparametrize the solutions of the new equation by isolating the leading term and a perturbation. In Section 5 we use the Lyapunov-Schmidt type decomposition to derive equations for the parameters and perturbation. In Section 6 we discuss the spectrum of the linearized equation. In Section 7 we introduce certain Lyapunov functionals and derive differential inequalities for them. These inequalities are used in Section 8 to derive a priori bounds on Sobolev norms of the perturbation. In Section 8 we prove the main theorem.
Notation. The relation f g for positive functions f and g signifies that there is a numerical constant C, s.t. f ≤ Cg.
Rescaled equation
Instead of the surface M t , it is convenient to consider the new, rescaled surfaceM τ = λ −1 (t)(M t − z(t)), where λ(t) and z(t) are some differentiable functions to be determined later, and τ = t 0 λ −2 (s)ds. The new surface is described by y, which is, say, an immersion of some fixed n−dimensional hypersurface Ω ⊂ R n+1 , i.e. y(·, τ ) : Ω → R n+1 , (or a local parametrization ofM τ , i.e. y(·, τ ) : U → M t ). Thus the new collapse variables are given by 
In what follows we take Ω to be S n , the unit sphere centered at the origin. In this case, the equation (4) has static solutions (a = a positive constant, z = 0, y(ω) = n a ω). Standard results on the local well-posedness for the mean curvature flow (see e.g. [41] , Theorem 8.3, and also [20, 25] ) imply that for an initial condition y 0 ∈ C α , α > 1, and given functions a(τ ), 
, and λ(τ ) and z(τ ) satisfying λ(τ ) = λ 0 e In what follows g ij is the standard metric on S n (induced by the inner product in R n+1 ) and ∆ is the Laplace-Beltrami operator in this metric. Furthermore we define (Hess ρ) ij =
Here and in what follows the summation over the repeated indices is assumed. (Note that (Hess) ij = ∇ i ∇ j , where
In the appendix we prove the following
. ThenM τ satisfies (4) if and only if ρ and z satisfy the equation
Collapse center
In this section we introduce a notion of the 'center' of a surface, close to a unit sphere, S n , in R n+1 , and show that such a center exists. We will show in Section 8 that the centers z(t) of the solutions M t to (1) converge to the collapse point, z * , of Theorem 1. For a closed surface S, given by an immersion x : S n → R n+1 , we define the center, z, by the relations
The reason for this definition will become clear in Section 6. We have
Proof. By replacing x by x new , if necessary, we may assume thatz = 0 and λ = 1. Let
We notice that F (1, 0) = 0. We solve the equation F (x, z) = 0 near (1, 0), using the implicit function theorem. To this end we calculate the derivatives
The above relations allow us to apply implicit function theorem to show that for any x close to 1, there exists z, close to 0, such that F (x, z) = 0.
Assume we have a family, x(·, t) :
a unit sphere). Then Proposition 4 implies that there exists
Furthermore, if y(ω, τ ) :
is given in (3), then we conclude that
To apply the above result to the immersion x(·, t) : S n → R n+1 , solving (1), we pickz(t) to be a piecewise constant function constructed iteratively, starting withz(t) = 0 for 0 ≤ t ≤ δ for δ sufficiently small (this works due to our assumption on the initial conditions), andz(t) = z(δ) for δ ≤ t ≤ δ + δ ′ and so forth (see Section 8). This gives z(t) ∈ R n+1 , s.t. (7) holds. This is z(t) we use in (3).
Reparametrization of solutions
The next proposition will be used to reparamtrize the initial condition for (5).
Proof. The orthogonality conditions on the fluctuation can be written as F (ρ, a) = 0, where F :
). Note first that the mapping F is C 1 and F ( n a , a) = 0 ∀a. We compute the linear map ∂ a F (ρ, a):
Hence ∂ a F (ρ, a) is invertible. Thus, by implicit function theorem, the equation F (ρ, a) = 0 has a unique solution for a in a neighbourhood of the point (
To obtain estimates on the neighbourhood above we follow through the proof of the implicit function theorem. We expand the function F (ρ, a) in a around a # :
where R(ρ, a) is defined by this equation. Hence, by the standard remainder formula, it satisfies, for |a −
and
Using (11), we rewrite the equation F (ρ, a) = 0 as a fixed point problem a − a # = Φ ρ (a − a # ), where
Moreover, by (13)
we conclude that this fixed point problem has a unique solution satisfying the estimates |a−a
Unfortunately, we cannot apply Proposition 5 directly to solutions, ρ(ω, τ ), of the equation (5), since the parameter-function a(τ ) which would come out of Proposition 5 would have to be equal to the a(τ ) entering (5). To overcome this problem, we 'deconstruct' ρ(ω, τ ), using that it originates as ρ(ω, τ ) := λ(t) −1 R(ω, t), with R(ω, t) := (x(ω, t) − z(t)) · ω (see Equation (3) and Theorem 2) and τ = τ (t) given by (3), and we construct an orthogonal decomposition for R(ω, t).
For any time t 0 and constant δ > 0we define I t0,δ := [t 0 , t 0 + δ] and
Let λ(t) be positive, differentiable function and denote R λ (ω, t) := λ(t) −1 R(ω, t). For any function a ∈ A t0,δ and λ 0 > 0, we define the positive function
i.e. λ(a, λ 0 )(t) satisfies λ(t)∂ t λ(t) = a(t) and λ(t 0 ) = λ 0 . Suppose R is such that
for some a ∈ A t0,δ and λ 0 > 0. We define the set
In what follows, all inner products are the L 2 inner products.
Then there exists a unique C 1 map g : U t0,δ,λ0 → A t0,δ , such that for t ∈ I t0,δ , any R ∈ U t0,δ,λ0 can be uniquely represented in the form
with g(R)(t) = a(t), ξ(·, t) ⊥ 1 in L 2 (Ω), and λ(t) = λ(a, λ 0 ).
Proof. In this proof we write λ(a) instead of λ(a, λ 0 ) and R λ(a) (t) for the function ω → R λ (ω, t). Define the
The orthogonality condition on the fluctuation can be written as G(a, R) = 0. We solve this equation using the implicit function theorem. Note first that G(a, n a ) = 0, ∀a. Next, we compute
Proceeding as in the proof of Proposition 5, we obtain a quantative description of the neighbourhood , which implies the statement of Proposition 6.
Let an immersion x(·, t) : Ω → R n+1 satisfy (1) and let z(t) ∈ R n+1 be as in Section 3, i.e. such that (7) holds. We apply Proposition 6 to R(ω, t) = (x(ω, t) − z(t)) · ω to obtain a(τ ) and ξ(ω, τ ) s.t.
with ξ ⊥ 1. (Here in some functions we changed the time t to τ = τ (t), given in (3).) This together with (8) implies that Ω (ρ − n a )ω j = 0, j = 0, . . . , n + 1, where we use the notation ω 0 = 1, or
5 Lyapunov-Schmidt decomposition Let ρ solve (5) and assume it can be written as ρ(ω, τ ) = ρ a(τ ) + ξ(ω, τ ), with ρ a = n a and ξ ⊥ ω j , j = 0, . . . , n + 1. Plugging this into equation (5), we obtain the equation
where
Now, we project (18) onto span{ω j , j = 0, . . . , n + 1}. By
we have
where c := Ω (ω j ) 2 = 1 n+1 |Ω|. Indeed, this equation follows from
• L a ξ, ω j = ξ, L a ω j = 0, j = 0, . . . , n + 1;
Equations (21) and (22) give
Next, we estimate N (ξ). Using (19) , where, recall, ρ = ρ a + ξ, and assuming that |ξ| ≤
This together with (23) and (24) gives
and, provided that ξ
6 Linearized operator
The linearization of the map −G(ρ) at ρ a = n a is the operator L a := −∂J( n a ) = a n (−∆ − 2n). The spectrum of −∆ is well known (see [45] ): {l(l + n − 1)| l = 0, 1, · · · }. Let H l be the space of all the eigenfunctions corresponding to the eigenvalue l(l+n−1) of −∆. Then dim
Moreover, H 0 = span {1} and
Hence the spectrum of L a is { a n (l(l+n−1)−2n)| l = 0, 1, · · · } and L a ω j = −2aδ j0 , j = 0, . . . , n + 1.
The conclusions above imply that
Now, (29) is the reason why we need the conditions (17) .
Observe that the eigenfuctions ω j are related to the zero modes of the operator L α := ∂J(ρ α ), where α = (R, z), and ρ α is the map from Ω to R satisfying |ρ α (x)x − z| = R. Note that, if S R,z denotes the sphere in R n+1 of radius R, centered at z ∈ R n+1 and graph(ρ) := {ρ(ω)ω : ω ∈ S n } for ρ : S n → R + , then S α = graph(ρ α ). Hence J(ρ α ) = 0 for any α. Indeed, differentiating J(ρ α ) = 0 we find
On the other hand, the equation for ρ α implies implies that ρ α (x) 2 + |z| 2 − 2ρ α (x)z ·x = R 2 and therefore
where, recall,x = x |x| . Differentiating the former relation with respect to R and z j , we obtain
Hence we have that
Since L α = L a + O(|z|), these equations and (28) . This relates the zero modes (30) to the eigenfunctions in (28) . Finally, we note that ∂ α ρ α are tangent vectors of the manifold of spheres, {S R,z |R ∈ R + , z ∈ R n+1 }.
Lyapunov functional
Let a function ξ obey (18) and (20) . Using that (20) implies L a ξ, ξ ≥ 2a n ξ 2 , we derive in this section some differential inequalities for certain Sobolev norms of such a ξ. These inequalities allow us to prove a priori estimates for these Sobolev norms. For k ≥ 1, we define the functional
There exist constants c > 0 and C > 0 such that
Proof. By a standard computation, we see that there exists a
From the definition of L a we also have ξ, L a ξ = C 1 a ∇ξ 2 − C 2 a ξ 2 for some C 1 > 0 and C 2 > 0. These two inequalities imply that
n . For the general case, observe that L a is a self-adjoint operator and L k a has the same eigenfunctions as L a with eigenvalues {
On the other hand, we have as before ξ, L
. Then proceeding as above we find ξ, L 
Proof. We have
First, from (18)
We consider each term on the right hand side. We have by (29)
To estimate the next term we need the following inequality proven in Appendix B:
This estimate implies that
From (27) and Proposition 7 we obtain that
We have, by (28), (17) 
Finally, we have using (26)
Relations (33)- (40) yield (32).
Proof of Theorem 2
We begin with reparametrizing the initial condition. Applying Proposition 4, to the immersion x 0 (ω) and the number λ 0 = 1, we find z 0 ∈ R n+1 , s.t. Ω ρ 0 (ω)ω j = 0, j = 1, . . . , n + 1, where ρ 0 (ω) = (x 0 (ω) − z 0 ) · ω. Then we use Proposition 5 for ρ 0 (ω) to obtain a 0 and ξ 0 (ω), s.t. ρ 0 = ρ a0 + ξ 0 , with ξ 0 ⊥ 1. Here, recall, ρ a = n a . The last two statements imply that ξ 0 ⊥ ω j , j = 0, . . . , n + 1, where, recall, ω 0 = 1. If the initial condition, x 0 (ω), is sufficiently close to the identity, then a 0 and ξ 0 (ω) satisfy Λ k (ξ 0 ) Proposition 5) , where the constant C is the same as in Proposition 8. Now we use the local existence result for the mean curvature flow. For δ > 0 sufficiently small, the solution, x(ω, t), in the interval [0, δ], stays sufficiently close to the standard sphere Ω. Hence we can apply Proposition 4, withz(t) = 0, to this solution in order to find z(t), s.t.
. . , n + 1, and z(0) = z 0 .
By Proposition 3, y(ω, τ ) := λ(t) −1 (x(ω, t) − z(t)) = ρ(ω, τ )ω, with ρ(ω, τ ) = (x(ω, t) − z(t)) · ω and λ(t) satisfying (5). Finally we apply Proposition 6 to R(ω, t) := (x(ω, t) − z(t)) · ω = λ(t)ρ(ω, τ ) to obtain a(τ ) and ξ(ω, τ ) s.t. ρ(ω, τ ) = ρ a(τ ) + ξ(ω, τ ), with ξ ⊥ ω j , j = 0, . . . , n + 1. We repeat this procedure on the interval [δ, δ + δ ′ ] withz(t) := z(δ) and so forth. This gives
) and ρ(ω, τ ) = ρ a(τ ) + ξ(ω, τ ), with ρ and λ satisfying (5) and ξ ⊥ ω j , j = 0, · · · , n + 1.
By continuity, T > 0. Assume T < ∞. Then ∀τ ≤ T we have by Proposition 8 that
Moreover, by (26) ,
, and therefore proceeding as above we see that there exists δ > 0 such that
and by (27) 
Observe that λ and therefore e
. The latter inequality with k = s, together with estimates on a, z and λ obtained above and the relation R(ω, t) = λ(t)ρ(ω, t), proves Theorem 2.
Appendix A: Proof of Proposition 3
We rewrite (4) as ∂y ∂τ
Recall that in our representation y = ρ(ω, τ )ω, ω ∈ S n . We extend ρ to
|x| . Then y =ρ(x, τ )x and we can writeM τ = {x ∈ R n+1 : ϕ(x, τ ) = 0}, where ϕ(x, τ ) = |x| −ρ(x, τ ). Now, ν(y) = ∇xϕ |∇xϕ| andH := div x ( ∇xϕ |∇xϕ| ), where ∇ x is the standard gradient in x. Therefore ∂ρ ∂τ
whereG(ρ) = −H 1 + |∇ xρ | 2 .
Let Hess x be the operator-valued matrix with the entries (Hess x ) ij := ∂ xi ∂ xj . We computeH:
Sinceρ(λx) =ρ(x), we have that x · ∇ xρ = 0. Differentiating this equation with respect to x i we find that x · ∇ x ∂ xiρ = −∂ xiρ , and therefore x · ∇ x |∇ xρ | 2 = 2|∇ xρ | 2 . Plugging this into (45) gives
Let r = |x|. We note first that due to the well-known representation (see [11] )
we have that
Next, we need the following lemma which is proved below.
Lemma 9.
|∇
This lemma, together with equations H =H|M τ , (46) and (47) (5) - (6). Hence ifM τ , defined by the immersion y(ω, τ ) = ρ(ω, τ )ω of S n , satisfies (4) then ρ(τ ) satisfies (5) - (6) . Reversing the steps we see that if ρ satisfies (5) - (6), then the immersion y(ω, τ ) = ρ(ω, τ )ω satisfies (4).
Proof of Lemma 9. Recall the notation α(x) =x = x |x| . Let β : U → R n+1 be a local parametrization of Ω, and we denote ρ in the local coordinates, i.e. ρ • β, again as ρ : U → R. We writeρ :
where we use the convention of summing over repeated indices. We claim
Indeed, since β(σ(x)) = α(x), we have
Note that σ is homogeneous of degree 0, so x · ∇ x σ = 0. This together with (51) implies that 
(52) and (53) imply the equation (50 
This gives (48).
Now we prove (49) . We have
, where (57) give (49) . This finishes the proof of the lemma.
where C β is an analytic continuation of C β := G β (x)dx with Re(β) < n and G β (y) := e iy·k (|k| 2 +1) β/2 dk. Note that G β (y) ∼ |y| −n−β as |y| → 0 and is exponentially decaying at ∞. So
f Hβ , which proves the first embedding in (61).
For the second embedding, let ϕ = (−∆ + 1) 
This proves the second embedding in (61).
Using (61), we obtain 
where c 
where m = [k] − 1 and β = k − [k] ∈ (0, 1). ∇ m N (ξ) is treated as before to obtain
where t ≤ m + 2, r ≤ m + 2, 2 ≤ α j ≤ m − s + 3,
Note that β ′′ + r > n − n 2 = n 2 . Let β ′′ + r = j. As before, we estimate
Since k > n 2 + 1, we can take j = k − 1 and so
where, recall, f = ξ t (∇ξ) r . This inequality together with (64), (68) and (69) implies (67) also in this case. As was mentioned above (67) implies (58).
