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Abstract 
Lynge, W.C., A combined method for polynomial roots using modified Newton-Raphson with minimum 
searching, Journal of Computational and Applied Mathematics 42 (1992) 339-355. 
We derive a local geometric property of an analytic function f, and, in the case where f is polynomial, use it 
to construct a root-finding algorithm based on searching for minima of 1 f I. We then modify the Newton- 
Raphson method and combine it with this algorithm to yield a method which numerical experiments show to 
be significantly faster and more reliable than Newton-Raphson and other algorithms when finding roots to the 
same level of accuracy. It is also capable of greater accuracy. 
Keywords.- Polynomial root; analytic function; Newton-Raphson method; Laguer method; companion matrix. 
1. Introduction 
Let f be an analytic function. In Section 2 we prove a theorem which gives a local 
description of the shape of the graph of 1 f 1 in a sufficiently small neighborhood of any point 
V. Specifically, we describe qualitatively how 1 f 1 increases or decreases for sufficiently small 
distances along rays emanating from v (Theorem 1). The precise behavior depends on the 
number of derivatives of f which are zero at v. 
In Section 3 we construct an algorithm (MS) to search for a root of f which starts from any 
point and frlitially searches for a local minimum of I f I by moving along coordinate directions. 
Since this process can converge to a zero of the derivative of f as well as to a zero of f, we 
modify it by using the local property of Section 2 in order to ensure that it will always converge 
to a zero of f. 
In Section 4 we modify the Newton-Raphson (NR) algorithm roughly as follows. We 
construct a sequence by taking NR steps except when they are too long or the value of 1 f 1 
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would be too large at the next point. In these cases we step in the same direction as the NR 
step, but not as far. This modified NR algorithm (MNR) is significantly faster than NR and will 
not diverge to 00. However, it can still fail. On the other hand, MS is slow but always converges. 
Therefore in Section 5 we combine MNR and MS to get an algorithm (MNRMS) which has the 
advantages of both. 
We test MNRMS against routines implementing five other root-finding methods: Newton- 
Raphson, Laguer, companion matrix, and two routines from the IMSL library. The tests are 
run on equations with randomly selected coefficients or randomly selected roots of varying 
multiplicities. Error distributions are calculated. In addition, two other quantities useful in 
determining the reliability of the roots are described and calculated. MNRMS is found to be 
significantly faster and more reliable than the other routines when finding roots to the same 
accuracy. It is also capable of finding the roots more accurately. 
2. Local structure of the graph of 1 f 1 
We prove the following theorem, which describes the local structure of the surface defined 
by the modulus of an analytic function in a neighborhood of a nonzero point of the function. 
We will need the theorem only for the special case that the analytic function is a polynomial, 
but it is no more difikult to prove in general. 
Theorem 1. Let f be an analytic function in a region containing v and suppose f(v) f 0. Then the 
plane is the union of an even number of congruent closed sectors with vertices at v such that along 
all rays emanating from v and intersecting the interior of a given sector, 1 f ( z) 1 either increases as 
we move infinitesimally away from v or decreases as we move infinitesimally away from v. 
Moreover, for two adjacent sectors, if 1 f(z) 1 is increasing for one sector, it is decreasing for the 
other. The number of sectors is twice the order of the first of the derivatives off which are not zero 
at v. 
Proof. Let the power series representation of f about v be 
f(z)=ao+a,(z-v)+aJz-v)‘+..., (1) 
where a0 # 0. Let m be the smallest positive integer such that a, # 0. We say f is of order m 
at v. Write a, =A, eiQu with A, positive. Write a, = A, ei4m with A, positive. Let 
4 
4r4?l = 
m (2) 
and 
4(t)=&+ et. (3) 
Let z(s)=v+se d(f) We show that . 
s > 0. From ( l)-(3), we obtain 
7 for any fixed t in ( - 1, 11, 1 f( z(s)) 1 increase? fcr small 
f(z(s)) = (A,+A,s” eirf/2) ei+o+a,+,smfl ei(“+‘)4(‘)+ l --. 
(4) 
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Therefore 
If(z(s))I +I,+A,s” eirrri21 - (la,,, Is’“+l+ Ia,,+,l~“‘+~+ . ..). (5) 
Since A, and & are positive and t is in (- 1, 11, we have that A,,$” eiTrj2 is in the first or 
fourth quadrant. Consider the right triangle whose vertices are A, B, C where A is the origin, 
B is the point A, + A,/ eiTrti2 and C is the orthogonal projection of B onto the x-axis. Since 
2 AC, we have 
I A, + A,,$” eiarj2 1 2 A, + A,,$” cos( irrt). (6) 
From (5) and (6) we obtain 
If(z(s))I >,AO+s’“A,,cos(fvt)-(Ia,+,(s’“+‘+ Ia,p,+21s’“+2+ .=a). (7) 
Since A,, is positive and t is in ( - 1, l), A,, cos($rt ) is a positive number. Let s0 > 0 be small 
enough that 
la ,n+ll~g+ Ia,,,,Is:+ ... <$A, cos@t). (8) 
Then for all s > 0 smaller than sO, we have 
lf(z(s))l >,A,+ +?A,, cos( +rrt) > A, = 1 f( zO) I. (9) 
Now we observe that, for n = 0, 1, 2, . . . , m - 1, if we add the constant (2T/m) * n to 4 in 
(2), everything will go through as before. Thus we have the result that there are m open sectors 
S(n), n = 0, 1, 2,. . ., m - 1, at I/ which are defined by 
S,,(n) = (v +s e’&J’) Is>O, t in (-1, l)), (IO) 
where 4,(t) = 4 + (r/m) * 2n + (T/2m)t and 4 is given by (2), such that along any ray 
emanating from v and intersecting one of these sectors, I f(z) I is increasing for a sufficiently 
small distance. We will refer to these as up sectors. 
Now we claim that I f(z) 1 is decreasing along those rays intersecting the sectors defined by 
(10) where 4,(t) = C#J + (v/m) * (2n + 1) + (T/2m)t. These will be called down sectors. TO 
show this, we can expand l/f(z) in a power series about v and apply the above argument again 
to determine the rays along which 1 f(z) I- ’ increases. We omit the details. 0 
We will find the following notation convenient. For p < 1 denote by S&z) the subsector of 
S,(n) defined by 
S+(n) = (v +s e’&n(‘) I s > 0, t in (-p, p)). (II) 
If p = 0.5, we will call this the midsector of S,(n). Figure 1 shows the possible up and down 
sectors for an analytic function f with m = 6 at V. Some rotation of this figure about v would 
make it coincide with the actual sectors for any particular such f. 
Now let r0 be a fixed but arbitrary ray emanating from v. For any real number 8, let re be a 
ray from v such that the angle from r0 to rB is 6. (Positive angles indicate counterclockwise 
rotation.) We will need the following corollarie;;, of Theorem 1. 
Corollary 2. Suppose the order off at v is m. 
(a) If m is odd, then zt least one of the rays rO, ra, rv,2r r_T,2 lies in the midsector of a down 
sector. 
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Fig. 1. Possible sectors at u for an analytic function with m(v) = 6. 
(b) If m is erren, then at least one of the rays r,, r,+,,,, T~,~,,,, r_ P,2m lies in the midsector of a 
down sector. 
The result follows easily from Theorem 1, so we omit the proof. 
Corollary 3. Let f be a polynomial function on a region containing a compact set B and suppose f 
and f ’ are nowhere 0 on B. (Then by Theorem 1 there will be exactly one up sector and one down 
sector at each point of B.) Let 0 < /3 < 1. There exists a positiue number 6s such that if w is any 
point of B and r is any ray emanating from w which lies in the subsector SW&z) of an up 
( respectively down) sector SJ n), then 1 f 1 is increasing (respectively decreasing) along r from w 
for a distance of 6P. 
proof. For brevity, we prove only the up sector statement. Let f, expanded about w in B, be 
f(z)=a,+a,(z-w)+a,(z-w)‘+ 0-0 +a,(z-w)n. (12) 
In this case, the order m of f at every point of B is 1. Let C be a positive number which is less 
than the minimum of 1 f’(w) I for w in B. Let Y(p) > 0 be such that cos@rt) > Y(p) for t in 
[-p, @I. Let W be an upper bound for the absolute values of all derivatives of f on B. Then 
Ia,!s,+ )a,Is,t+ -0. +Ia,(s,“<W(s,Z+ l =* +s:), (13) 
independently of w in B. Let s0 > 0 be small enough that for t in [-p, ~1, 
w(s,+s,z+ l .* +sgn) < gY(P) < $4, cos($rrt). (14) 
From (131 and (14) we obtain (8) for the case of the polynomial f (m = 1) and we have 
established that it holds independently of w in E’. Then for all s > 0 smaller than so, we have 
(9) (with m = l), again independently of w in B. q 
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3. Minimum searching algorithm 
Suppose now that f is a polynomial function. We consider the following technique, which we 
will call the coordinate direction searching technique. It will find a sequence of points of 
decreasing modulus for f. Starting with any point zO, a positive D, a positive 7 < 1 and a 
coordinate direction (the positive x-direction, for example), we start checking the points D 
units away from z0 in the coordinate directions in counterclockwise cyclical order (+x, +y, 
-X9 -y, +x, etc.). If the modulus is less at one of these points than it is at zO, we move to that 
point and restart the cyclical coordinate direction searching with the same D and the direction 
in which we just moved. We maintain a flag to indicate the direction of the previous move so 
we can avoid checking D units in the coordinate direction opposite to that, which would be the 
point ?forn which we just moved. When it happens that all four directions have been checked 
and the modulus does not decrease in any of them, we replace D by qD and continue the 
bTclical checki ng. We have the following theorem. 
Theorem 4. If f is a polynomial function, the sequence (z,) constructed using the coordinate 
direction searching technique conuerges CO a point p such that at least one the following conditions 
t;,l?ds: 
(9 f(p) = 0; 
(ii) f’(p) = 0. 
Proof. We will use Corollary 3 for p = 0.5. Since f is a polynomial function, the sequence {z,) 
is bounded in absolute value and must therefore have a limit point p. If we show that (i) or (ii) 
is satisfied for f with respect to p, it will follow from the fact that the zeros of a polynomial are 
finite in number and the fact that the sequence { 1 f( z,) 1) is strictly decreasing that the 
sequence actua!!y conve=pc 16-uto p. Assume neither (i) nor (ii) is true. Let i3 be a compact set 
containing p such that 1 f(w) 1 > 0 and I f’(w) I > 0 for w in B. Let 6, be the number 
corresponding to B fdr p = 0.5 given by Corollary 3 (down sector case). Let {wI} be the 
subsequence of {z,} obtained by taking every point at which the distance; is yeplaced by 17 times 
the distance. By taking a further subsequence, if necessary, we may assume (wI} converges to p. 
By the construction of this sequence, there exists a sequence {a,} of positive numbers 
converging to 0 such that for each k the value of I f I at a distance of S, in any coordinate 
direction from wk is not less than its value at wk. On the other hand, for sufficiently large k, 
say k > M, the points wk all lie in B. But for k > M, f ‘( wk) # 0, and therefore by Corollary 2 at 
least one of the four points at a distance 6, from wk in the coordinate directions must lie in the 
midsector of a down sector with vertex wk. When S, < S,, we have a contradiction. 0 
From Theorems 1 and 4 we can theoretically find a root of f as follows. Starting from any 
point with any D, we use the coordinate direction searching technique to construct a sequence 
iz,). This sequence will converge to a point p. By Theorem 4, if p is not a root of fT it is a root 
of f ‘. Suppose it is a root of f ‘. Then by Theorem 1 we can calculate a direction such that if we 
step a sufficiently small distance in that direction, the value of I f I will decrease from its value 
at p. Hence we put D back to its original value and step a distance D in this direction. If I f I 
does not decrease, we continually halve D until it does. Once we are off of p, we put D back 
to its original value and use the coordinate direction searching technique again to construct a 
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sequence which will converge to a point 4. If 4 is not a zero of f, then it will be a zero of f’. 
However, 4 is distinct from p since 1 f 1 is decreasing along the points ( c the sequences 
constructed. Since f’ has only finitely many zeros, we eventually reach a zero of f. 
We now heuristically formulate this procedure in a way which can be implemented in a 
computer program. Assume a small E > 0 has been selected. We then construct the sequence 
(zJ by the coordinate direction searching technique until we reach a point zL where C < E and 
1 f 1 increases at a distance D from tL in all of the coordinate directions. If E is sufficiently 
small, then zL will be near a point p such that f(p) = 0 or f’(p) = 0. Suppose f(p) # 0. If we 
knew p exactly so that m(p) and f(“)(p) could be calculated, we could, as described above, use 
Theorem I to determine a direction from p such that a sufficiently small step in that direction 
would decrease I f I. Since tL is near p, it would be reasonable to then test steps in that 
direction from zt. Since we do not know p, we cannot do this. However, we can determine 
from Corollary 2 a set of directions depending only on the degree of the polynomial such that, 
regardless of what m(p) is, at least one of those directions will lie in the midsector of a down 
sector. Since the set of directions depends only on the degree of the polynomial, these 
directions (or, more usefully, their sines and cosines) may be calculated in advance and stored 
in an array. Moreover, one array DIR will serve for all polynomials of degrees up to a given M, 
and the order of the directions in DIR can be arranged so that if the degree of the polynomial 
is n, only the directions DIR(l), . . . , DIR(N) need be checked, where N is a function of n. 
There are infinitely many ways to construct an array DIR having these properties. We will do it 
as follows. 
Let b,, b,, b4,... be arbitrary numbers. Let A denote the ordered set of directions b,, 
6, + pi, 6, + $v, 6, - $r, and 6,,,, b, + r, b, + T/(2m), 61n - v/(2m) for m = 2,4,. . . , M for 
some large even A& Suppose the degree of the polynomial is tz. Let N = y1 if n is even and 
N = n - 1 if n is odd. From Corollary 2, it suffices to check the directions in the ordered set A 
up to the direction 6, - n/(2 N). Therefore, for j = 1, 2,. . . , we could define DIR(j) to be the 
jth element of the ordered set A. For the choice of the b,, one possibility is to take them to be 
the same direction for all k. If we did this, some of the elements in A would be redundant. We 
would then eliminate these redundancies in order before filling in the elements of DIR with 
the elements of A in order. It is possible to make a more felicitous choice of the b,, however, 
which will have the advantage of causing the directions to be spread out more widely around 
the circle. Moreover, the redundant entries in A will be the same ones which would have 
occurred if we had taken the 6, to all be the same. Therefore the number of directions that 
have to be checked for a given degree will be the same. 
To be specific, let 6, = 0 and 
6,=b,=6,= l ... 6,=6,*=624= l ... 
6 10 = bZo=6,,= . . . . 6,,=6,8=656= . . . . 
. 
. 
where 
6, = 0, 6, = +, 6 =7r 
6 ,8=62+ &, 622=66+ +rr, 6;=6,;+ frr ,... . 
6 14= 2 %r, 
Eliminating the redundant entries in A, we have that the elements of DIR (in order from the 
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Fig. 2. Radial directions in DIR for polynomials of degree G 25. 
first) will be 0, V, $P, - &r, +7~, - $T, $7~, - ia, $r + &T, $T - $r, &, - &T, w + &?r, 
w + $,P, v - &, $r -t- $r, ir - $r, $7~ + $P, $a + f~, $T - &P, etc. The number N of 
elements of DIR that need to be checked for a polynomial of degree n is determined as 
follows. First replace n by n - lifnisodd.SetN=6ifn=2andN=8ifn=4.Ifn>4, 
write n as n =6+k *4orn=8+k *4andset N=n+k+5.Forapolynomialofdegree25, 
the 33 directions are shown in Fig . 2. If this figure is placed anywhere on the complex plane in 
any orientation, then any polynomial of degree 25 or less will decrease in modulus for a small 
distance along one of these rays from its value at the initial point. Even more, one of these rays 
will lie in the middle part of a down sector of the polynomial. 
Given a polynomial f, we are now ready to formalize an algorithm (MS) and prove that it 
will construct a sequence { zl} converging to a root of f from any starting point. Let D’ > 0, 
0 < p < 1,O < 77 < 1, E > 0, o 2 0 and d, such that 0 < d, < E be given. Let z0 be any starting 
point. The algorithm can be described by the following pSeudO+ORTRAN code. 
1000 
2000 
3000 
4000 
5000 
z - 20 D:Dt 
Use the coordinate direction searching technique until a point z is reached such that 
1 f 1 does not decrease at a distance D in any coordinate direction from z. 
D=qD 
if D > E then go to 2000 
Set D = Maximum(d,, D) 
Successively check the value of 1 f 1 at distance D from z in the directions in array DIR 
If a point z1 is found such that 1 f( ZJ 1 < 1 f(z) 1 then set z = z1 and go to 2000. 
if D > CT then !stopping criterion: D < CT 
D=pD 
go to 4000 
endif 
root = z 
end 
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For brevity, we will refer to checking the value of I f 1 at some distance from a point in the 
directions in the array DIR as radial direction checking. 
Threm 5. Given a polynomial f, there exists d, and E sufficiently small such that if o is taken to 
be zero, any sequence constructed by the algorithm MS converges to a root off. 
To prove this, we need the following lemma. 
IHUU~ 6. Let q be a zero of the derivative off and @ be a fixed small number near but less than 
1. Then there exists a number A,(@ > 0 such that 1 _f 1 is decreasing along any ray from p lying in 
the subsector SrB( n) of any down sector S&n) for a distance A$ p). 
Proof. This follows unmediately from a slight variation of the proof of Theorem 1. Pick the s,, 
so that (8) is satisfied for all t in ( -p, p) instead of just for a fixed t in ( - 1, 1). Then sO is the 
required A,(@. 0 
tif of Theorem 5. If the sequence stops, the fact that it stops on a root follows immediately 
by contradiction from Theorem 1 and Corollary 2. Therefore assume the sequence has 
infinitely many points. Since f is a polynomial function and { I f ( zk) 1) is bounded, we nave that 
{ 1 zk 1) is bounded. Hence the sequence {zk} has a limit point p. By the same technique as used 
in the proof of Theorem 4, one may prove that either (i) f(p) = 0 or (ii) f’(p) = 0. Thus the 
sequence has at most finitely many limit points. If E is taken sufficiently small, it is evident that 
the sequence will in fact converge. For suppose it had more than one limit point, then we could 
take small open E balls about all the zeros of f and f ‘. Take E so small that these balls are 
mutually disjoint and the distance between any two of them is greater than E. Since eventually 
the distance between any two successive points of the sequence {zk} is less than E, there would 
be infinitely many points of the sequence in the complement of the union of these balls. Hence 
there would have to be another accumulation point which was not a zero of f or of f ‘, which 
contradicts what we have just shown. Therefore we may assume the sequence converges to p. 
Suppose p is not a zero of f. Let m > 1 then be order of f at p. Let {wk} be the 
subsequence of {zk) consisting of all points from which we check radial directions. This is an 
infinite subsequence and also converges to p. Fix /? near but less than 1. Let d, be a positive 
number which is smaller than one half of the minimum of the numbers {A,(P) 1 q a zero of f ‘}. 
Now we observe that if for some point wM the radial direction checking begins with a distance 
unit of d,, then this will also be the case for all subsequent points of the sequence {w,$ 
hKn+enwm= I.l”.w”.w#a, it will have to be the case that for some point wM the radial direction checking 
begins with a distance unit of d,. For otherwise the distance between successive points of the 
sequence {z,) would not be going to zero and this sequence would not be converging to p. 
Hence we can select a point wL of the sequence {wk} which will be arbitrarily close to p and 
such that the radial direction checking begins with a distance unit of d, for all points in the 
sequence from that point on. Let zN be the next point of the sequence {zk} following w,_ and 
suppose zN lies on a ray emanating from w,_ in direction 0, where 8 is one of the directions in 
the array DIR. Let r be the ray emanating from p in direction 8. Then r lies in the midsector 
of some clown sector S@. Let s be the point at a distance of d, from wL in the direction 6. 
Note that i f ( zN) I < i f(s) I. This is because the point s was checked during the radial 
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direction checking from wL, and if it was not taken as the point z,,, because the modulus of f 
was not smaller there than at wL, then at the point that eventually was taken f would have to 
have smaller modulus than it did at s. Let t be the translation of the plane which sends wL to 
p. Then t(s) lies on the ray r. Since r lies in $,O_s (n) it will be the case that if w, is taken 
sufficiently close to p, then s will lie in S,B(n) and the distance from p to s will be less than 
d, + 1 wL -p 1 (by the triangle inequality), which is less than A,(P) if w, is taken sufficiently 
close to p. This means that 1 f(s) I < 1 f(p) I. But, as noted above, we have that I f<z,> I G 
I f(s) I. Since the sequence { I f( zk 1 I} is decreasing, it follows that I f( wJ I is bounded away 
from 1 f(p) I for all k > L, which contradicts the fact that the sequence {w& converges to p. 
Hence b is a zero of J 0 
4. Modification of the Newton-Raphson method 
We next modify the Newton-Raphson (NR) algorithm. Starting from a point zI at which the 
derivative of f does not vanish, the next point computed by NR is zI+, = zl - f(zl)/f ‘< z!). We 
will call the step from zI to zI+, an NR step. In the language of Theorem 1, we have the 
following geometric interpretation of NR. The ray r from zI to zf + 1 is the bisector of the down 
sector (which in this case is a half plane) for f at zf. From a local point of view, the direction of 
the NR step is appropriate. However, as we will show, there is a better choice for the length of 
the step. In the modification of NR (denoted by MNR), we will take the step to zI+ 1 only if (1) 
the step is not too large or (2) I f(zl+ J I is not too large. The following pseudo-FORTRAN code 
constructs a sequence by MNR starting from any initial point zO. Let s, r, len and h be positive 
constant parameters with r < 1. MINMOD keeps track of the minimum of the values of I f I at 
all points of the sequence which have been constructed. MINSTP keeps track of the minimum 
of the lengths of the steps that are calculated. 
1000 
C 
2000 
3000 
MINMOD = 10ioo 
MINSTP = 10’O” 
Z = z. !z, is any starting point 
TMP= If(z)1 
if TMP < MINMOD then 
MINMOD = TMP 
go to 1000 !Point accepted 
endif 
if TMP <s * MINMOD then go to 2000 !Point accepted 
go to 5000 !Value of I f I was too large 
Calculate NR step from present point as next potential step: 
deriv =f ‘( z) 
if deriv = 0 then go to 6000 !Step is undefined 
stp = TMP/ lderiv I 
if stp < MINSTP then set MINSTP = maximum(stp, len) 
if stp > h * MINSTP then go to 5000 !Length of NR step is too long 
z,=z 
z = z - f( z)/deriv 
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if 1 Re( z - z,.,) I+ 1 Im( z - z,) 1 < 6 then go to 6000 !Stopping criterion 
go to 1000 
Shorten the potential step by a factor of T: 
stp=7(z-ZJ 
z=z,+T(z--z~) 
go to 1000 
end 
the sequence constructed by MNR, if the step from Zj to Zj+ , is not an NR step, we call 
it a modified NR step. A modified NR step is obtained by shortening a potential NR step by a 
factor of 7. In the next theorem we prove a property of MNR which is also true of NR. 
Theorem 7. If a sequence (zd constructed by MNR converges to a point p, then p is a zero off. 
proof. We may suppose that the sequence has infinitely many modified NR steps. Otherwise it 
is, from some point on, a sequence constructed by NR and p must be zero of f. Assume 
f(p) # 0. It is then easily seen that we must have f'(p) # 0. Choose a small closed disc B 
containing p such that f f 0 and f’ f 0 everywhere on B. Let 6, be the 6 corresponding to B 
and /3 = 0 given by Corollary 3. Let (wI} be the infinite subsequence of {zI} consisting of all 
points Zj with the property that the step from Zj to Zj+ 1 is a modified NR step. If Al= Zj, 
denote Zj+ I by yr. For all I > some N, w, is in B. For such I let pI denote the ray which is the 
bisector of the down sector (half plane) at w,. Then for I > N, y, is on pf. For I > N, let xf be 
the point on pf such that y, = wI + 7(x! - WI). That is, xI was the last point on pI to be tested 
before yr was chosen. Since x1 was not chosen, it must be the case that either I xl - wI I > 
h*MINSTP>,h*lenor If(x,)l>s*MINMOD. Since ~,=Iw,-x,I=IZ~+~-Z~I/~ goes 
to zero as 1 gets large, the former cannot be the case if I is sufficiently large. Therefore 
I f(xl> I > s * MINMOD. Since I f( wI) I < s * MINMOD, we have that I f ( wI) I < I fC xJ I. But 
again, 6, goes to zero as I gets large. When SI becomes less than 6,, we have a contradiction. 
Therefore we have f(p) = 0. q 
With appropriate choices of the parameters, tests show that MNR converges significantly 
faster than NR. Moreover, a sequence constructed by MNR cannot diverge to 00, as it can in 
iile case of NR. However, both methods can fail even when the sequence is bounded by virtue 
of its having more than one limit point. For both methods, if the sequence hits a point where 
the derivative is zero, the next step is undefined. 
5. Integration of MNR and MS algorithms and comparative tests 
Since MS is reliable but slow and MNR is fast but unreliable, we combine the two into an 
implementation (MNRMS) in order to take advantage of the best features of both. We denote 
the real and complex coefficient versions of MNRMS by MNRMSr and MNRMSc respectively, 
and use MNRMS to refer generically to both of them. To find all the roots of a polynomial we 
use the standard deflation and polish procedure. This consists of starting with the original 
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polynomial and, as each tentative root is found, dividing it out and using the resulting deflated 
polynomial to find the next root. The roots are then polished using the original polynomial. We 
will refer to the routine that does the deflation and calls MNR to find the tentative roots and to 
polish them as the main routine. MNRMS contains a number of para,seters which can be set to 
different values in the version of MNRMS used to find the tentative roots (the tentative 
version) and the version used for polishing (the polishing version). For purposes of tests to be 
described later, we set parameters in MNRMS to obtain an accuracy level only a little better 
than the best of all the routines tested against. However, it was possible to choose values of the 
parameters so as to achieve significantly greater accuracy. We also ran the tests on the real 
coefficient routine with this choice of values, which we will refer to as MNRMSrl. The 
parameters in MNRMSrl were set so as to achieve maximum accuracy to the point of 
diminishing returns with respect to running time. The values of all the parameters will be given 
below. How accuracy is measured will be explained later. 
In outline we integrate MNR .and MS as follows. We start by constructing a sequence in 
MNR. The starting point is arbitrary, but we used ( - 0.0501, 0.101). If MNR starts to fail, we 
switch over to MS and continue the sequence for a short time. Then we go back to MNR. If 
MNR starts to fail again, we switch to MS again and stay there until the root is found. We now 
describe the implementation of MNRMS and MNRMSrl in detail. 
Denote by E the standard upper bound [3] for the distance to the nearest root 
n * 1 f(q) I/ 1 f’(q) I, where 12 is the degree of f. The values of the parameters of MS were set 
as follows: p = 0.5, q = 0.5 and E = 0.000001. The parameter 0 was not used. Instead of the 
stopping criterion (line 5000) of MS we used another criterion ((B)(i) below) to determine when 
D is too small. In the mathematical proof of convergence (Theorem 5), we used the fact that 
the starting distance unit for radial direction checking was never smaller than a small positive 
d,. However, in an implementation on a finite-precision machine, the parameter 6, may be 
regarded as smaller than any number representable by the computer. Equivalently, it is 
disregarded and the starting distance for beginning radial direction checking is determined by 
the last distance unit used in the preceding coordinate direction searching. The values used for 
the parameters of MNR were s = 3, h = 3, r = 0.4 and len = 0.01. The parameter 6 (stopping 
criterion for MNR) was set as follows: 10s7 for MNRMSr, both tentative and polishing 
versions, 10e8 and lo- I7 for MNRMSc, tentative and polishing versions respectively, and lo- I7 
for MNRMSrl, both tentative and polishing versions. Other parameters will be given below. 
The following conditions apply to all versions unless otherwise specified. 
(A) The conditions to go from MNR to MS are: 
(i) The number of function evaluations (here we count only polynomial evaluations, not 
derivative evaluations) has exceeded some number teslim (30 in the tentative versions of all 
three routines, 4 in the polishing versions of MNRMS, and 5 in the polishing version of 
MNRMSrl). 
(ii) The next step is either undefined (because the derivative is zero) or larger than some 
large fixed parameter mx( = 10”) (except for the polishing versions of MNRMS and MN- 
RMSrl. See condition (D)(iv) below. 
Upon entering MS, the initial distance D for starting coordinate direction searching is set 
equal to fat * E (where fat ( = 0.I) is a constant parameter) unless condition (A)(ii) is satisfied. 
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In the latter case, it is set equal to 1. In the polishing version of MNRMSrl, these conditions 
are subject to the condition that D never be set larger than 0.01. 
(B) The conditions to return from MS to MNR with root found are: 
(i) We are at t0 =x0 + y0 * i and ready to start searching in coordinate directions or radial 
directions in DIR with a distance unit D and x0 + D =x0 or y, + D = y,. (This condition for D 
being small enough to stop is of course meaningful in an implementation on a finite-precision 
machine and is used in place of the stopping criterion (line 5000) of MS.) 
(ii) The stopping criterion of MNR (line 4000) is checked again each time we leave 
coordinate direction searching and enter radial direction checking. If this is satisfied, we return 
to MNR with root found. 
(iii) The number of function evaluations in MS has exceeded 80 (MNRMSrl polishing 
version only). 
(C) The conditions to return from MS to MNR with root not found are: 
(i) We are doing coordinate direction searching, it is time to shorten D, and the point has 
moved from its position at the start of the coordinate direction searching. 
(ii) The modulus of the polynomial has just decreased when checked at a distance D in one 
of the radial directions in DIR and we have not previously returned to MNR. 
(D) The conditions to return from MNR to the main routine with root found are: 
(i) The value of 1 f 1 is less than some small fixed parameter small ( = 10-50). 
(ii) The stopping criterion of MNR (line 4000) is met. 
(iii) E is less than some parameter rtdis (= 0.1) (except for the polishing version of 
MNRMSrl), 
(iv) The next step is either undefined (because the derivative is zero) or larger than some 
large fixed parameter ~PU (= 10”) (polishing versions of MNRMS and MNRMSrl only. We 
assume we are near a multiple root). 
(v) We have just returned from MS with root found. 
Finally, we have a condition for leaving coordinate direction searching and going to radial 
direction checking in addition to the one (D \< E) in MS. We have checked a distance D in all 
four coordinate directions from z. and found the value of 1 f 1 to be the same at all these 
points as it is at to. 
One may easily imagine many variations on this scheme for combining MNR and MS, and 
we experimented with some others. We do not claim that this particular one is optimal in any 
sense. As is the case with any routine implemented on a finite-precision machine, one can 
imagine situations where problems could arise due to the limitation in precision. For example, 
suppose we are at a zero w of the derivative of f and 1 f 1 is very flat in a neighborhood of w. 
To the computer, I f I may look constant in a neighborhood of w, in which case we will not be 
able to get off of w by checking the directions in DIR at successively smaller distances. One 
could add code to detect this situation when it is occurring and then handle it in some ad hoc 
manner such as checking the radial directions with a larger D or going back to MNR and 
beginning again with a new starting point. 
MNRMS and _MNRMSrl were implemented with the above parameter values in IJNIX 
FORTRAN (double precision) on the hp-835 computer. However, different values of the parame- 
ters may be assigned within the ranges specified earlier. In this way, the routines may be 
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“tuned” to give maximum speed for classes of equations having particular properties (such as 
certain distributions of the coefficients or roots). 
We did a limited amount of numerical testing to compare MNRMS with five other 
polynomial root-finding routines: Laguerre (LG), Companion Matrix (CM), Newton-Raphson 
(NR), and real and complex coefficient versions of a three-stage method from the IMSL library 
(IMSLr and IMSLc). We also ran the tests on the real-coefficient version of the routine MS by 
itself. This was implemented by modifying the implementation MNRMSrl to go directly to MS 
and not use MNR. The CM code works by calling the EISPACK routines (RG2, BLANC, 
ELMHES and HQR) [6] to find the eigenvalue of the companion matrix of the polynomial. The 
LG method is discussed and the source code is listed in [4]. The NR code i. from [7]. The 
methods for the IMSL routines are described in [1,2]. 
For the tests we used 3 sets of 1000 polynomials of degrees ranging between 12 and 24. Since 
the CM, NR and IMSLr routines were for the case of real coefficients only, we used 
real-coefficient polynomials in all the tests. We compared MNRMSc against LG and IMSLc 
and MNRMSr against the others. The three sets of polynomials were obtained as follows. 
(Sl) Coefficients were randomly selected in [ - 10, lo]. 
(S2) Sets of roots were randomly selected in [ - 10, lo] x [ - 10, lo], each set consisting of 
some combination of complex conjugate pairs and real roots. Coefficients of the polynomials 
having these sets of roots were calculated and the real part was taken. (Theoretically, of course, 
the imaginary part is zero.) 
(S3) Sets of roots were selected as in (S2) except that each set contained from one to six 
double or triple roots with at most two triple roots. Again, the coefficients were calculated and 
the real part taken. 
Two pertinent questions to ask about the calculated roots of a pulynomial are whether they 
are accurate and whether they are reliable. By saying the roots are accurate within l , we mean 
that each is within E of an actual root. We shall say the calculated roots of a polynomial are 
reliable (within e.) if they can be put into l-l correspondence with the actual roots (multiple 
actual roots and multiple calculated roots being counted as many times as their multiplicity) so 
that the distance between each calculated root and corresponding actual root is less than E. We 
note that if we are doing calculations to a given degree of precision, then, for numerical 
reasons, the higher the degree of the polynomial and the greater the presence of roots of high 
multiplicity, the larger ti will have to be taken in order for the roots to be reliable within e, 
independently of the method used to find the roots. 
To check the accuracy of each calculated root q, if the derivative was not zero at q, we 
computed an upper bound for the error by the standard formula mentioned earlier. We define 
the order of a nonzero error e to be n if e = a l 10” for some 0 < a < 10. We recall that if a 
calculated root r is near an actual multiple root or if there is more than one actual root near r, 
the standard error may be much larger than the actual error. Therefore no conclusion may be 
drawn about the accuracy of an individual root if the error is large. However, we may compare 
different routines for relative accuracy by looking at the distribution of the orders of the errors 
on all the roots of a large number of randomly chosen equations. 
We now consider two criteria which can be useful in judging the reliability of the roots, 
though we will not attempt to quantify exactly the relationship between each of these criteria 
and the degree of reliability. The first is a sufficient condition which can be used with any 
algorithm which works by deflation and poZnJlla1.6 U r;ch;nm and has the property of always converging to 
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a root. We compute a quantity POLDIS for each equation defined as follows. For each root, 
calculate the distance (Manhattan metric) it moved in getting polished, that is, the distance 
from the tentative root as found from the deflated polynomial and the polished root as found 
from the original polynomial. Let POLDIS be the maximum of these distances. Roughly 
speaking, it may be proven theoretically that if an algorithm has the property of always 
converging to a root (as MNRMS does) then POLDIS being small is a sufficient (but not 
necessary) condition for the roots having been found reliably. 
Although POLDIS being large does not necessarily imply the roots were not found reliably, 
it should be regarded as a danger signal in practice. One situation where it is useful is in 
detecting the following type of error. In deflating a real-coefficient polynomial we divide out a 
quadratic factor if the root has imagirrary part larger than some small amount 6 and a linear 
factor otherwise. If the root we are near is actually real and simple but the imaginary part is 
slightly larger than S due to roundoff errors, we will divide out a quadratic factor instead of a 
linear one and get the wrong deflated polynomial. The distance moved by the root found from 
this polynomial in getting polished will then likely be large. We can prevent this type of error by 
keeping track of the distance each root moves in getting polished ;Ind, if it is larger than some 
small amount, starting over using the complex coefficient version 0; the routine, which avoids 
this problem by dividing out one root at a time. 
The second criterion which can be useful in judging the reliability of the roots is independent 
of the solution method. After calculating the roots of an equation, we compute the coefficients 
of an equation having these calculated roots as its roots. Then we compare these coefficients to 
the coefficients of the original equation after normalizing both equations to have leading 
coefficient 1. Mathematically, the roots have been found exactly if and only if the two equations 
have the same coefficients. Numerically, however, the coefficients can be extremely close while 
the roots of the two equations are quite different, as is shown by the example of Wilson’s 
polynomial 141. However, if the roots of the two polynomials are nearly the same, the 
coefficients, which are the symmetric functions of the roots, will be close to each other, at least 
in some relative sense to be defined below. They may not be close in an absolute sense because 
the range of the absolute values of the coefficients of the normalized equations may be large. 
To usefully compare the coefficients of the two equations, we therefore calculate the 
following quantity COEFDIF. Suppose the coefficients of the original equation are ar(k) + 
ai * i, k = 1 , . . . , n + 1, and the coefficients of the equation calculated from its roots are 
br(k)+bi(k)*i, k=l,... , n + 1. Assume both are normalized with leading coefficient 1. 
Define N(k)= Iar(k)-br(k)l+Iai(k)-bi(k)I and D(k)= Iar(k)l+iai(k)l +Ibr(k)l 
+Ibi(k)J fork= 1 ,...,n+l.LetF(k)=N(k)/D(k)ifD(k)#OandF(k)=Ootherwise.Set 
COEFDIF = Zfr iF( kl Theoretically, COEFDIF = 0 if and only if the two equations have the 
same coefficients. Numerically, COEFDIF being small is a necessary but not a sufficient 
condition for the roots to have been found reliably. Thus we can use COEFDIF to detect some, 
though not necessarily all, of the cases where the roots were not found reliably. Namely, if 
COEFDIF is large, the roots were not found reliably. 
In order to compare the roots of an equation as found by two different routines, we first put 
the two sets of roots in l-l correspondence by ordering each set in the same way. Then we 
calculate the absolute values of the differences of the real parts and the absolute values of the 
differences of the imaginary parts of corresponding roots and denote the maximum of these 
numbers by RTDIF. 
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All the programs were run in double-precision UNIX FORTRAN on the hp-9000 computer. 
Since running time is dependent on a number of extraneous factors having to do with the 
computer system, the compilation of the program, etc., it should be regarded as only a very 
rough measure of efficiency. It has been suggested [5] that the number of function evaluations 
be used as a more objective measure of efficiency for routines in which all but a trivial amount 
of computing overhead is taken up in function evaluation, such as MNRMS, LG and NR. 
Instead of this, we computed an index FNEVAL for these routines as follows. Each time a 
polynomial was evaluated we summed to FNEVAL the degree of the polynomial. This should 
be better correlated with the actual time spent evaluating functions, since it would better take 
account of differences in relative time between finding tentative roots and polishing for 
different routines as well as differences in relative time spent evaluating polynomials, deriva- 
tives, and, in the case of LG, second derivatives. 
In CM, the machine-dependent parameters were set to the appropriate values for the 
computer as described in [6]. For LG and NR we did a number of runs with different values of 
the parameters determining the stopping conditions in order to find values which would give 
the best error distributions with the smalles? number of function evaluations in the following 
sense: changing the parameters from the ones found (1) would not significantly improve the 
accuracy and (2) would not significantly reduce FNEVAL without causing a significant 
deterioration in the accuracy or the reliability. The result of this was that the parameters for 
NR were left unchanged from the values used in [7]. The stopping criterion in this implementa- 
tion of NR is the same as that for MNR. The parameter S for this was set to lo-‘. Up to 5 
trials from different starting points were allowed with up to 500 iterations per trial. The starting 
point was ( - 0.100 10 1, - 0.050010 1). For LG, two parameters were given different values 
from those in [4]. Namely, we set EPS = 0.5 * 10s5 and EPSS = 10-17. The IMSL routines were 
used as received. As a comparison with MS, we also tested the possibility of finding the roots by 
calling a general tinction minimizing routine, the downhill simplex method implemented in the 
routine AMOEBA [4]. However, we did not complete these tests, since it quickly became 
evident hat this method was many times slower than MS. 
The results of the tests are as follows. All seven routines found essentially the same roots (to 
the extent hat when each was paired with MNRMS, RTDIF was less than 0.01) on all but 35 
equations. Of these 35 equations, all but one routine found the same roots as MNRMS on 28 
equations, all but two routines found the same roots on 7, and all but three found the same 
roots on one. An inspection of the roots as found by each routine showed that whenever more 
than one routine differed from the majority, those which differed also were not unanimous 
among themselves. Table 1 shows the distributions of RTDIF (in number of equations for 
Table 1 
RTDIF distributions (#) 
RTDIF > CM& NR& IMSLr & MNRMSr & LG& IMSLc & IMSLr & 
MNRMSr MNRMSr MNRMSr MNRMSc MNRMSc MNRMSc IMSLc 
0.01 1 8 14 0 11 11 17 
0.05 0 6 5 0 9 3 6 
0.10 0 6 3 0 9 2 5 
MaX 0.041 4.05 0.227 0.007 6.30 0.169 0.227 
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Tabie 2 
Error distributions (%) and rime ratio (real-coefficient routines) 
ord < CM NR IMSLr MNRMSr MNRMSrl 
-8 87 87 86 89 93 
-11 80 80 78 84 87 
- 13 64 67 59 74 82 
- 14 44 58 40 64 76 
- 15 16 43 21 46 57 
Time 4.69 1.85 35.07 1.0 7.44 
Table 3 
Error distributions (%I ;..d time ratio (complex-coeffi- 
cient routines) 
ord < IMSLc LG MNRMSc 
-8 86 91 91 
-11 78 85 85 
-13 57 77 77 
-14 38 68 68 
- 15 18 51 51 
Time 4.45 4.88 1.0 
which RTDIF was in various ranges) and the maximum value of RTDIF for each routine paired 
with MNRMS and also for MNRMSc paired with MNRMSr and IMSLr paired with IMSLc. 
Independently of the above comparisons, the routines MNRMSr and MNRMSc m?y be 
judged to have found the roots reliably by the fact that the maximum value of POLDIS over all 
the equations tested was small: 0.0104 for MNRMSc and 0.019 for MNRMSr. 
COEFDIF was larger than 0.1 only for the routines LG (on 10 equations) and NR (on 6 
equations). In all of these cases, RTDIF (in comparison to MNRMS) was greater than 0.1. The 
criterion COEFDIF > 0.1 picked out all equations where RTDIF was greater than 0.25, but not 
all cases where RTDIF was greater than 0.1. 
The ratios of th? running times (averages over three trials) of each routine to that of 
MNRMS are shown in Tables 2 and 3. The routine MS by itself (which does not appear in the 
tables) took about 3 times the running time of MNRMSrf in achieving approximately the same 
error distribution. For NR, the FNEVAL ratio (NR/MNRMSr) was 1.82, which is very close to 
the running time ratio. For LG, the ratio (LG/MNRMSc) was 1.15. The significantly longer 
running time than would be predicted by the FNEVAL ratio could be zttributed in part to the 
fact thai this routine makes use of complex arithmetic. l3y contrast, this was avoided in 
MNRMSc. The very long running time for IMSLr is attributable to the fact that it calls 
subroutines to do the calculations in higher precision. 
The error distributions (percentages) dre given in Table 2. Of the routines tested against 
MNRMS, the most accurate were NR and LG, but these were also the least reliable. The 
unreliability is reflected in the fact that the maximum RTDIF for these routines paired with 
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MNRMS was much greater than for the other routines. The mistakes made by LG and NR 
consisted of finding roots to the wrong multiplicity and/or missing roots entirely. The CM and 
IMSL routines did a better job of finding the correct number of roots, counting multiplicities, 
in a closely spaced root cluster, but were not as good at separating them out correctly, which 
means these routines were more reliable but less accurate. 
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