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RACT fCountinim? on it vwc*mry ma4 by bwik umbo' estandard lItiple u cealijbrtion procedure due to Sche e (1973) states that with probability 1 teproprtio of calculated confidence inte als containg the true unknowns is at least 1 -~in -the long run. The probability 1 reffers to the probability that the calibration eprent results in a 'good' outcome. In Scheffe's forimlat ion a good outcome involves bthcoverage of the true underlying regression curve and an upper confidence limit for~ the scale parameter. Scheffe's procedure is fairly difficult for practitioners to appry because it relies on tables that are not easy to use. A simpler notion of 'goodness' which only requires the calibration experiment to result in coverage of the underlying regression leads to easily calculated confidence intervals for the unknowns. In addition, these intervals are generally shorter than Scheffe' s. An application example is given to illustrate the technique. ...
Introduction
A calibration curve Is often used to relate instrument readings to established standards and thereby provide meaningful measurements. Accounting for the resulting uncertainty from calibration is of central Importance. A feature of critical interest is how often the calibration curve is to be used.
Most often, in our experience, the calibration curve will be used many times.
Consequently, the measurements will be correlated and this dependence must be accounted for. Calibration procedures that account for such dependence have been developed for the linear model by Lieberman, Miller, and Hamilton (1967 The calibration region or the set of x's of interest will be denoted by I.
There Is fairly broad agreement on what to do in the case that a single unknown x* is to be estimated based on y¥. A confidence interval for x* can be obtained as follows: For given x * let J(x) be a (1-a).100% prediction interval for the response y, I.e..
where tN-2 (l-a/ 2 ) is the 1-a/2 percentile of the Student t-distribution with N-2 degrees of freedom. For any given y, let K(y) be the set of x for which y Is "correctly" predicted In the sense of being in the prediction interval, i.e., K(y) a {xly s J(x)). Then we know that K(y*) is a valid 1-a confidence interval for x*. In symbols,
Difficulties arise when one wishes to estimate a sequence of unknowns where b and c 2 are chosen so that the probability that the experiment is good is 1-6 that is,
(here p=(pOpl)). The connection between b. c 2 and the c 1 , c 2 of (1.2) and a, 6 is spelled out in Scheffe (1973) and we do not repeat the details. The meaning of (1.3) and (1.4) is clear: 'good' refers to f covered and a bounded and the probability of 'good' outcomes is controlled to be at least 1-8.
The other level of uncertainty Involves the probability of covering the true x* when a new observation y* in made. Using the intervals defined at (1.2) Scheffe requires that. fiven a 'food' outcome the probability of covering Our approach is first define the 'good' set not by G S but, by
where c 2 is to be chosen to satisfy (1.8) below. This restricts attention to whether the true f Is covered; a Is auxiliary to that concern. In Section 2 we show how this modification leads to a substantial simplification in the calculation of confidence intervals for the unknown (xl).
In fact, we take the 2 ,x*&I, and z. Note that the choice c 1 , c 2 of (1.7), or any choice permitting (1.8) and (1.9) to hold, will differ from the c 1 , c 2 that satisfy (1.4) and (1.5).
In our experience in practical case we get narrower intervals by our method than by Scheffe's. This is borne out in the example in Section 3 below. Which is more appropriate. G or G. , (1.5) or (1.9), for uncertainty statements is not clear on prior grounds. Both formalize the long run conduct of postcalibration experiments in terms of the outcomes of the initial calibration -6-experiment. The simplicity of (1.1; and its consequences (1.8) and (1.9) appear to us to have a decided advantage -practitioners understand the role of the F and the t distributions and have immediate access to appropriate tables, the uncertainty statements of (1.8) and (1.9) have little added conceptual complications, and there are no extra computational difficulties in obtaining the needed c 1 . c 2 . Indeed, there is a simple graphical explanation in Figure I which shows how the confidence band on f and the error in y* combine to produce the desired interval for x*. In Figure 1 the (1-6) confidence band is given by the outer curves; on the y-axis there is a (1-a) interval with y* in the center. By reflecting the endpoints of the latter interval through the confidence band we get two points that surround x* and define the confidence interval for x*. For these reasons of simplicity and utility we are compelled to recommend use of G and the consequent easy and quick use of (1.7). 
Derivation of Results
Assume f follows a multiple regression model with p parameters. As noted in (1.6) of Section I we regard a good outcome of the calibration experiment as one that is in G. Our first step is to call on standard least squares theory and note that the requirement 
H(t) :5 P[a/c :S t] .
Hence the right side of (2.4) is at least as large as
Choose c I . tN-(1-x/2) and obtain the result: given Z. G the probability of covering the unknown x is at least 1-a.
Remark 1. The use of c 2 -(PFp,N-p(8)) 1 / 2 is only made for simplicity.
It is known (Wynn and Bloomfield, 1971; Knafl, Sacks, and Ylvisaker, 1985) that better choices of c 2 can be made to provide statements like (1.8). An immediate consequence of the arguments here is that such a c 2 combined with C, = tN-p(1-a/2) also provides useable confidence bounds and narrower ones than described above.
Remark 2. Examination of (2.4), especially going from the second to the third expression, reveals that improvement can be obtained by using the monotonicity properties of the t distribution to replace the third term by Finding c 1 to satisfy (2.5) requires knowledge of S(x). Since the x's are unknown, this is unrealistic but we can replace S(x) by sin S(x) -S (say) x and then use t-tables to find c so that
Unless S o -0. such a c 1 Is smaller than tN-p(1-a/2). A less precise but practical approach Is to replace S(x) by S(x) where x -f-(y) and treat
S(x)
In (2.5) as If it were non-random. This gives data-dependent c 1 but leads to nominal values of confidence that should be close to correct.
Remark 2 is a relatively simple computation and its Implementation can lead to substantial savings In the lengths of intervals. This is clearly indicated in the example presented In Section 3, see Table 2 . We do not over-emphasize Remarks 1 and 2 because our concern is to make clear the advantage of the quick and easy use of (1.7). Our recommendation overall would be to employ Remark 2 as well because it is relatively easy to carry out. Implementing Remark 1 Is unlikely to yield great benefits unless the degree p Is bigger than 1 or the problem is one where nonparametric calibration (see Remark 4 below) is needed.
In such cases It would be necessary to incorporate substantial computations (see Knafl, Sacks, Spiegelman, and Ylvisaker, 1984; Knafl, Sacks, and Ylvisaker, 1985) and would belie our use of the words "quick and~easy." Remark 4. ( Nonparametric calibration.) Knafl, et al. (1984) discuss calibration when the mean of the responses f(x) does not follow a strict linear model so that the use of a multiple regression as done above would be inappropriate. Examination of the details of arguments used In that paper shows that considerable simplification In computation can result by use of the 0 of (1.6). We forego elaboration of the necessary technicalities.
Example
A simple example arises In atomic absorption spectroscopy for which there are twelve data points as shown In Table 1 . Figure 2a is a plot of the data of Table 2 for selected values of y; these intervals provide numerical evidence of our claim that the Scheffe intervals are typically significantly longer. The difference In lengths Is due' to the difference between G and Gs In (1.6) and (1.3).
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x -amount of copper in a dilute acid solution measured In micrograms/milliliter. 
