Abstract-A novel algorithm to efficiently compute transient wave fields produced by known three-dimensional source constellations is proposed. The algorithm uses domain decomposition concepts and comprises two steps to be repeated for each subdomain considered. In the first step, delay-and amplitude-compensated fields, produced by sources residing inside each subdomain are computed at a sparse set of points surrounding the observation domain. In the second step, total fields in the observer domain are evaluated by interpolation, delay and amplitude restoration, and aggregation of subdomain fields. The proposed scheme is well-suited to accelerate the solution of time domain integral equations by marching on in time, to carry out time domain physical optics calculations, and to realize near-to far-field transformations of transients. Moreover, the scheme automatically adapts to, and takes advantage of, special geometrical features of the source-observer constellation studied, a key benefit when analyzing quasi-planar configurations. In addition, it realizes a seamless transition from the dynamic to the quasi-static regime, thus facilitating a unified treatment of electrically large and small problems. Last but not least, the scheme is remarkably simple to implement.
I. INTRODUCTION

C
OMPUTATIONAL schemes for solving time domain integral equations (TDIEs) aimed at analyzing linear acoustic and electromagnetic surface scattering phenomena have been studied for nearly four decades [1] , [2] . Almost invariably, the pertinent TDIEs relate scattered fields generated by surfacebound source densities to incident fields by enforcing boundary conditions on instantaneous total fields on the scattering surface. The scattered fields are expressed in terms of retarded time boundary integrals of the surface source densities. Following expansion of the surface source densities in sets of local space-time basis functions, these TDIEs can solved by marching on in time (MOT) [3] , [4] . Indeed, insertion of the source expansions into the TDIEs and application of appropriate testing procedures leads to linear systems of equations that can be solved recursively for the surface source densities' expansion coefficients; that is, given knowledge of these coefficients up to time , the MOT procedure permits their evaluation at time , with the time step size. The computationally dominant component of the MOT procedure is the evaluation of the instantaneous scattered field at time due to the surface source density active up to time . Assuming that the expansion of the surface source densities has spatial degrees of freedom, this evaluation requires operations if carried out by direct evaluation of retarded time boundary integrals. This high computational cost precludes the application of MOT-based TDIE solvers to many important problems. Recently, however, it was shown that this cost can be reduced to and by using twoand multilevel plane wave time domain (PWTD) algorithms, respectively [5] - [8] . PWTD schemes constitute extensions to the time domain of the frequency domain two-and multilevel fast multipole methods (FMMs) [9] , [10] and permit the fast evaluation of transient fields produced by known, temporally bandlimited source densities. The PWTD scheme has been shown remarkably successful in accelerating MOT-based TDIE solvers for analyzing scattering in both two and three dimensions. However, PWTD and FMM schemes rely on spectral field representations and as such require tuning when applied in different frequency regimes and to varying geometries [11] , [19] . As a result, their implementation is nontrivial, especially for low-frequency and beamforming variants [11] . The implementation of PWTD schemes that adapt to both the size and geometric details/features of the scatterer surface has yet to be accomplished but appears highly nontrivial. This paper introduces a novel and remarkably simple scheme with capabilities that mirror those of two-level PWTD methods, viz., a fast evaluation of transient wave fields produced by known bandlimited source constellations in approximately operations. The proposed scheme, further referred to as the two-level nonuniform (spherical) grid time domain (NGTD) interpolation algorithm, is devoid of some of the implementation difficulties of its PWTD counterpart. Preliminary NGTD studies were presented in [12] , [13] ; multilevel extensions of the two-level scheme described here are under development. The NGTD scheme is based on the observation that delay-and amplitude-compensated transient fields radiated by finite temporally bandlimited source constellations constitute locally essentially bandlimited functions of the observer spherical coordinates (angles and radial distance) measured in a coordinate system anchored to the source constellation center [14] . Furthermore, the local radial bandwidth of the delayand amplitude-compensated transient fields decreases rapidly with the observer's radial coordinate. It follows that transient fields radiated by finite source constellations can be interpolated from their samples on a sparse nonuniform spherical grid with decreasing radial density for increasing source-observer distances. It will be shown that exploitation of this field property in a two-level domain decomposition framework gives rise to a scheme for evaluating transient fields due to known bandlimited sources with the above-stated computational complexity. The NGTD approach is closely related to recently introduced frequency domain and static nonuniform grid (NG) schemes [15] - [18] . In fact, the implementation of all NG schemes is quite similar as they all rely on direct spatial field sampling.
The paper is organized as follows. The problem of computing the transient field due to a given source distribution is specified in Section II. The two-level NGTD algorithm is formulated in Section III. Numerical examples demonstrating the accuracy and efficiency of the method are presented in Section IV. The paper concludes by remarking on possible extensions of the proposed approach.
II. PROBLEM SPECIFICATION
Consider a time-dependent scalar source distribution residing on a surface , which is circumscribed by a sphere of radius (Fig. 1) . The temporal variation of is assumed (essentially) bandlimited to maximum frequency . The computational task at hand comprises the evaluation of the field produced by for observers on the same surface that is defined by the retarded time boundary integral
The integral in (1) extends over all of ; furthermore denotes the wave propagation speed in the background medium and is the distance between source and observation points and on , respectively. The above task is readily generalized to the case where the source and observation surfaces do not coincide (see Section IV). When solving a TDIE by MOT, is expanded in terms of a set of spatial and temporal basis functions. In general, depends on both the surface's dimensions and the frequency content of the excitation. Let denote the wavenumber at frequency . In the dynamic regime, i.e. when , is proportional to the scatterer surface's area (measured in (minimum) wavelengths squared), i.e.,
. In the quasi-static regime, i.e. when , is dictated by the scattering surface's geometric details rather than the excitation's frequency content. Following substitution of the expansion of into (1), the resulting integrals typically are evaluated using a total of source quadrature points, at observer points. Irrespective of the regime considered, this calculation requires operations if performed directly. This cost often hinders the application of MOT-based TDIE solvers to real-world problems. Indeed, the MOT solution of TDIEs requires the evaluation (1) for each and every time step; the complexity of solving a scattering problem spanning time steps by direct evaluation of (1) therefore scales as . (The specific quadrature rules used in this process, which is dictated by the accuracy requirements, determines the multiplicative constant implicit in this estimate; its effect is not discussed here).
III. THE NONUNIFORM GRID TIME DOMAIN ALGORITHM
This section describes a simple two-level domain decomposition scheme for evaluating (1) at a computational cost of per time step. The proposed two-level NGTD scheme subdivides surface into nonoverlapping subsurfaces , of roughly equal size with ( Fig. 1) . Next, it expresses the field as a sum of partial fields , as
where is the field due to the restriction of to . Let and denote the center and radius of the smallest sphere circumscribing subdomain , respectively. The partial field is evaluated in a manner that depends on the distance separating the observation point from the source subdomain center . For the th source subdomain, the near-zone part of is defined as where is a parameter determining the near-zone radius relative to that of the source domain. The far-zone part contains all points on not in , i.e., . For observers in the near-zone part , the partial field is obtained by direct integration:
Outside the near-zone, is obtained indirectly from the delay-and amplitude-compensated partial field defined as (Fig. 2 ) (4) In (4), the multiplication of the integral by the distance between the observation point and the source domain center, is meant to compensate for the amplitude decay of the field for changing . Likewise, the introduction of the retarded 
time
, with termed the modified distance between the observation point and the source domain center, is meant to take out the bulk of the delay experienced when observing the field for varying . The approximate field decay removal and delay compensation in (4) renders a smooth function (compared to ) in for a fixed and this for surfaces of arbitrary dimensions. As is shown in the Appendix, the somewhat counterintuitive definition of , which depends on the subdomain size , maximizes the smoothness of . Given these properties of the delay-and amplitude-compensated partial field , the two-level NGTD scheme computes the far-zone fields produced by each source subsurface as follows: (i) Compute on a nonuniform grid (NG). The delayand amplitude-compensated partial field is computed using (4) at a set of points surrounding the far-zone part of the observation surface and comprising a spherical nonuniform grid (NG) with center at (Fig. 1 ). (ii) Interpolate to surface. The NG is designed to comprise the least number of points that permits accurate local interpolation of to any observation point on . The angular and local radial NG sampling rates are proportional to the angular and local radial bandwidths of ; in the Appendix, these bandwidths are estimated and it is shown below that the total number of NG sampling points is of . In other words, samples of the delay-and amplitude-compensated partial field over the NG, , can be used to obtain the delay-and amplitude-compensated partial field at the observation points on by local interpolation:
Here, the denote local interpolation weights and is the neighborhood of containing the NG points used for local interpolation. For example, for linear interpolation in three dimensions, contains eight grid points and the interpolation weights are obtained using standard product rules. (iii) Restore . The interpolation step is followed by delay and amplitude restoration of the partial field ( Fig. 2 ) (6) Note that additional temporal interpolations are needed since discrete real and retarded times and are used in actual computations. Though discrete and both use the same time step , the difference between them given by can not be expected to be an integer multiple of the time step. Therefore in (6) , the field at a given time is computed by interpolation using at discrete values of surrounding . For example, for linear interpolation, two neighboring values and are used to compute as depicted in Fig. 2 . Higher order interpolation schemes require more sampling points in . As shown below, computational savings are achieved since the partial field in (4) is computed at points of the NG surrounding instead of directly evaluating fields at points on . The combined computational complexity of the NG field computation via (4), the local interpolation step (5) , and the delay and amplitude restoration (6) is substantially lower than that associated with the direct computation of via (1). To design an optimal NG comprising sampling points for , it is advantageous to consider the partial field as a function of the spherical coordinates , , and of a local coordinate system centered at . The angular and radial sampling rate requirements are substantially different making the distinction between the angular and radial coordinates very important. A frequency domain analysis of the integrand in (4) multiplied by the amplitude compensation factor is presented in Appendix. It is shown that accurate interpolation of from its NG samples is possible provided that the -and -sampling rates satisfy , where are angular oversampling ratios and is a constant of . The required local radial sampling rate is derived following the introduction of a new reciprocal radial variable . The uniform -sampling rate should satisfy , where is a radial oversampling ratio and is a constant of . The required uniform sampling versus in the far-zone of the th subdomain, namely, for or translates into a highly nonuniform sampling versus thereby justifying the notion of a nonuniform grid (NG). Clearly, the radial sampling becomes sparser as the distance between the observation and the source points increases.
To estimate a bound on the number of nonredundant samples of the delay-and amplitude-compensated partial field that needs to be computed for a given , it is stressed again that the NG is constructed in the coordinate system according to the above sampling criteria and comprises only points required to allow for its interpolation with a prescribed accuracy to all points on . For example, for linear interpolation in three dimensions, every observation point on should be located within a spherical grid cell with eight sampling points serving as its vertices as shown in Fig. 1 . Higher order interpolation schemes require a "fatter" layer of sampling points surrounding . To estimate a bound on it is assumed that is sufficiently "well-behaved". Specifically, it is assumed that the portion of beyond the near-field zone of the source subdomain, , can be split into "monotonic" surfaces. To define and explain this requirement, let denote the spherical coordinates of a point on in the reference frame centered at . Assuming that is defined implicitly by , we can define partial derivatives of the surface point coordinates with respect to each other. For example, the partial derivative of radial coordinate, , with respect to the azimuthal angle, , while is kept fixed, is given by
Over each monotonic surface all partial derivatives , and do not change sign and the surface does not cross the half-plane. These requirements are designed to avoid wiggly surfaces or surfaces spiraling around the -axis, thereby ensuring that the NG forms a sheath surrounding the (two-dimensional) surface without filling the three-dimensional space. We also assume that the number of monotonic surfaces, , is uniformly bounded for all sub-domains by . This requirement can be somewhat relaxed since excursions of smaller than the interpolation cell size are not important. We will not dwell on the precise minimum requirements on . Let the th monotonic surface extend over the ranges , , and versus , , and coordinates, respectively. A bound on the number of NG points can be expressed as (7) where summation over comprises three terms corresponding to three pairs of coordinates and is a positive constant determined by the interpolation rule used. Note that in (7), the bound for the th monotonic surface is obtained as a sum of bounds for three surfaces, each of which corresponds to one coordinate being kept constant while the other two vary over and . Noting that , , , and , and using explicit expressions for the sampling rates in Appendix, it follows that (8) where and are constants depending on the sampling criteria defined in Appendix. Equation (8) shows that in the dynamic regime, i.e. when , the number of NG points is proportional to the electrical size of the subdomain squared, or (for reasonably behaved surfaces) to the subdomain area normalized to the minimum wavelength squared. In the quasi-static regime, i.e. when , the number of NG points is a constant determined by the interpolation rule used. Finally, it is concluded that . To estimate the computational cost of evaluating the field at all observation points on , it is assumed that all subdomains are approximately equal in size, i.e.
for , thus comprising approximately basis/source functions and testing/field observation points. In addition, it is assumed that for each region, the NG contains points. Then, in the two-level NGTD scheme that ensues, the field for each subdomain is evaluated at grid points at a cost of , and subsequently interpolated via (5) and (6) 
operations with yet another constant. The number of subdomains for the surfaces considered is roughly proportional to the ratio . Thus, the computational burden of computing all near-zone fields and aggregating partial fields amounts to
The lowest possible asymptotic complexity of is obtained for . Note that in the dynamic regime the computational complexity associated with near-and far-zone field calculations scale identically, whereas in the quasi-static regime, the computational complexity is dominated by the nearzone field calculations. Additional parameter optimization can be performed to strike a balance between the complexity of the near-zone computations and that of the field evaluation over the NGs. As the near-zone radius is given by , the near-zone cost [constant in (9) ] is proportional to . On the other hand, the number of grid points, , for coincident source and observation surfaces behaves roughly as . Therefore, the optimal balance between the first two terms in (9) is achieved by tuning the near-zone parameter . The computational complexity of the NGTD scheme given in (9) compares favorably with the complexity of the straightforward field evaluation via (1). In the dynamic regime the obtained computational complexity is similar to that of the two-level PWTD scheme [7] . However, unlike the PWTD scheme [7] , the two-level NGTD scheme leads to the same computational complexity not only in the dynamic regime but also in the quasi-static regime and this without introducing any modifications to the scheme (provided that the sampling criteria in Appendix are satisfied). Finally, it is noted that actual values of , , and/or depend on particular problem geometry thus making the NGTD algorithm geometrically adaptive. For example, for quasi-planar geometries, viz. geometries whose extension in one dimension is much smaller than those in others, this leads to reduced actual values of the constants in (9) and hence reduced computational cost.
IV. NUMERICAL RESULTS
To validate the two-level NGTD algorithm, transient fields in the two-plate configuration depicted in Fig. 3 were studied. Sources were distributed on the right plate and the transient fields they radiate were computed over the left plate. The two square plates measure with and are separated by a distance of (Fig. 3) . A transient source with comprises equally spaced point sources distributed uniformly on the right plate; here determines the source duration and (inverse) bandwidth, and is a delay designed to render vanishingly small. The field was computed on the left plate (Fig. 3) at equally spaced points for time steps, where is the time step, and is the time oversampling ratio; the maximum frequency is chosen as , which renders . To accelerate the field computation, the source was pre-computed and stored in a table for time steps , . Temporal interpolation of this table's data (using variable order Lagrange interpolants) was used to compute the field on the surface via (1) . The accuracy of the fields computed via the NGTD scheme was assessed based on the maximum averaged error , where
Measures the local time-averaged error at . This source-observer configuration was chosen for two reasons. First, it does not call for near-field computations and hence permits an uncontaminated study of the speed-ups achieved by the scheme when carrying its principal objective, viz. far-field calculations. Second, it permits demonstrating that the NGTD algorithm automatically adapts to problem geometry. Indeed, by changing the angle from to , the structure changes from comprising two plates directly facing one-another to being planar. All simulations were performed on a Pentium IV 2 GHz desktop computer. Fig. 4 depicts the computational costs per time step of the fields calculated via direct integration in (1) and via the NGTD scheme, in function of the number of source and observation points , and for three values of the angle in the dynamic regime, i.e., for electrically large source and observer domains. For proper comparison, the number of source points was chosen as , where and was varied from 625 to 32400; this corresponds to normalized sizes of the computational domain, given by , in the range 2 to 16. Linear spatial and temporal interpolation was used with oversampling ratios . For these , the error was below 0.002 for all simulations. The optimal number of subdomains providing the fastest NGTD results was found to be . It was observed that the direct and NGTD field evaluations lead to computational complexities per time step of and , respectively, thus confirming all expected trends. The computational cost is lower for larger values of angle ; for instance it is the smallest for , i.e., for the planar structure. This behavior of the computational cost indicates that the NGTD scheme automatically adapts to, and takes advantage of, the problem geometry. For coincident source and observation surfaces the gains of the adaptive NGTD will be slightly less pronounced due to the remaining near-zone computations. In the case of planar geometries, the automatic mechanism designed to tune the near-zone size would tend to reduce to balance the reduction in the numbers of grid points. To further demonstrate the adaptive nature of the NGTD scheme, Fig. 5 depicts the average and maximum numbers of NG points over all subdomains as well as the computational cost, both as functions of the angle for the structure parameters in Fig. 4 where , , . All other structure parameters are as in Fig. 4 . It is seen that both and the computation cost decrease as increases; the smallest values are obtained for a planar structure . The accuracy of the field evaluation is studied using the error defined in (10). Fig. 6 shows the distribution of the error on the observer (right) plate for the same structure parameters as used in Fig. 5 . It is seen that the error distribution is rather smooth and the error is fairly small. To further study the error behavior, Fig. 7 shows the maximum error as a function of the oversampling ratios for the structure with parameters as in Fig. 5 but for single angle , and three different interpolation orders. It is observed that , as expected, exhibits second, forth, and sixth order decays for linear, cubic, and fifth order interpolations, respectively.
Simulations in the quasi-static regime repeating those of Fig. 4 are presented in Fig. 8 . Here the source and observation domains are electrically small. The pulse-width parameter was chosen to be fixed as , whereas the number of source and observation points varied independently; for these parameters, the electrical size of the computational domain was . The oversampling ratios were chosen as and the constants were set to . All other structure parameters were kept as in Fig. 4 . As expected, it is observed that the direct and NGTD field evaluations lead to the computational complexities per time step of and , respectively. This confirms that the NGTD algorithm performs well both in the dynamic and quasi-static regimes, and this without any modifications to the computational scheme. Again, the computational cost is observed to be lower for larger values of the angle , indicating that the NGTD algorithm self-adapts to the problem geometry. Finally, Fig. 9 depicts the error as a function of the oversampling ratios for three different interpolation orders and for the structure with parameters as in Fig. 8 but for a single value of the angle . It is observed that exhibits second, forth, and sixth order decays for linear, cubic, and fifth order interpolations, respectively, thus confirming the expected error behavior.
V. CONCLUSION
A novel NGTD algorithm that permits the fast computation of transient wave fields due to prescribed source distributions was presented. The scheme comprises multiple steps: sourcedomain decomposition, computation of delay-and amplitudecompensated fields over sparse nonuniform grids, interpolation followed by delay and amplitude restoration, and, finally, aggregation of the partial fields due to all source subdomains. The NGTD approach has a number of advantages compared to other time domain field calculation techniques. For instance, it automatically adapts to special geometrical features of the source domain, e.g. quasi-planarity. In addition, it allows for a seamless transition from the dynamic regime, where problem dimensions are large compared to the wavelength, all the way to the quasi-static regime, where problem dimensions are small compared to the wavelength. Finally, it is remarkably simple to implement.
The formulation presented assumed coincident source and observation domains, as is required when solving TDIEs by MOT. However, the NGTD algorithm can be immediately generalized to situations where the source and observation domains are distinct, such as in time domain physical optics analysis of propagation and scattering phenomena, or in near-to intermediate/far-field transformations. For widely spaced source and observation surfaces the scheme's computational savings introduced are more pronounced than those quoted above. The NGTD has been described here in the context of surface sources which can represent real or equivalent surface quantities in the time domain integral equation analysis of scattering from perfectly conducting or piecewise homogeneous scatterers. For finite-size general inhomogeneous bodies, the NGTD can be used to evaluate fields due to equivalent volume source distributions. We surmise that the NGTD can be extended to sources embedded in stratified media by approximating the far-zone behavior of the Green's function with a finite number of terms (representing, e.g., surface waves, complex images, and so on), applying (a slight modification of) the above presented NGTD kernel to each term separately, and summing the results.
Finally, it is noted that our focus on two-level NGTD schemes for computing scalar transient fields was meant solely to permit clear enunciation of the principal NGTD ideas. Research towards the development of multilevel implementations of vector (electromagnetic) NGTD schemes, and their incorporation into MOT-based TDIE solvers for the full wave analysis of electromagnetic scattering phenomena is being pursued.
APPENDIX
Consider the task of designing an optimal spatial grid for the partial field . The Fourier transform of the delay-and amplitude-compensated partial field can be written as
where the corresponding frequency domain quantities are denotes by caret. The task of designing a spatial grid for the transient field is reduced to the task of designing a spatial grid for the frequency domain field in (A1) valid for . The grid is constructed in the local spherical coordinate system centered at and the minimal sampling rates the angular and radial coordinates are determined below.
A. Angular Sampling Rate
Multipole field expansion: The field can be represented in terms of the multipole expansion [21] (A2)
Here, are expansion coefficients with denoting the source location in the local coordinate system associated with the th subdomain, is the wavenumber at frequency , are the spherical Bessel functions with argument , are the spherical Hankel functions of the second kind that represent the radial dependence of the Green function, and are the spherical harmonics representing the angular dependence of the Green function. The infinite summation over in the multipole expansion (A2) can be safely truncated to some . The number depends on the source domain size and the wavenumber . As a result, the field can be computed for any location on a sphere of radius by interpolating from its samples on a grid having and points versus and , respectively. For general local interpolation, the corresponding minimal angular sampling rates are given by and in and , respectively. The value of depends on the size of the source domain (normalized to the wavelength).
Quasi-static/low-frequency regime, : In the quasistatic regime, we have , where is the prescribed error of the field calculation [18] . Noting that is chosen to be of , it follows that . Dynamic/high-frequency regime, : In the dynamic regime, the number of terms in the outer sum in (A2) can be estimated as noting that the Bessel functions decay faster than exponentially for (large) orders higher than the argument [20] . As a result, the sampling rates for interpolation are found to be and in and , respectively. Note that these estimates agree with those obtained by Bucci based on a rigorous asymptotic field evaluation procedure [14] .
Arbitrary regime: To define robust criteria for the sampling rates that are valid for problems of any frequency regime, the sampling rates for the low-and high-frequency regimes can be summed up. In addition, when using the above frequency-domain sampling rates in the time-domain the wavenumber is replaced by the highest wavenumber . Finally, the sampling rates in and are chosen as
Here, is a constants of , while and are oversampling ratios in and , respectively.
B. Radial Sampling Rate
Field representation: The frequency domain delay-and amplitude-compensated partial field in (A1) can be further written as (A4) where and are functions that determine the rate of variation of the field as a function of . For simplicity, the coordinate system centered at can be rotated so that a given source point is located on the positive -axis. The behavior of and the relative importance of functions and in determining the radial sampling rates both depend on the frequency regime as will be discussed below.
Low-frequency/quasi-static regime, : In the low frequency regime, in (A4) can be considered a slowly varying function of the observation point position , and the variations of the field are mainly determined by the function . The function is identified as the amplitude compensated static Green function and the field can be considered approximately as a superposition of static fields, each representing a contribution of a single point source. Then, the function can be approximated as
Just like the summation in (A2), in the static limit, the summation in (A5) can be truncated to some terms. It is realized that the function as well as the field are given in terms of a polynomial of the degree with respect to the variable . Therefore, for a given angular direction, the field can be computed for any location along a radial line for by interpolating from its samples on a grid having points versus the variable . The corresponding sampling rate in is . Note that the uniform sampling versus is employed in the far field of the th subdomain, namely, for or . This translates into a highly nonuniform sampling versus thus creating the nonuniform grid (NG).
High-frequency/dynamic regime, : In the high-frequency, in (A4) is a relatively slowly varying function of , and the variations of are determined mainly by the function . In other words, the field can be considered approximately as a superposition of the exponential terms in the integrand of (A4), each representing a contribution of a single source point. The function can be approximated as (A6) Therefore, the dependence of on approximately is given by , where is bounded as . As a result, the -sampling rate should satisfy . Note that, the use of the modified distance rather than in the left-hand-side of (A6) produces a term in the definition of and reduces by a factor of two. Arbitrary Regime: Summing up the sampling rates for the low-and high-frequency regimes and replacing the wavenumber by the maximal wavenumber , a robust criterion for the sampling rate in that is valid for problems of any size can be chosen as
where is a constant of and is the oversampling ratio in .
