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Resumen
La electro´nica de potencia ocupa un lugar privilegiado en el campo de investigacio´n debido
a sus innumerables aplicaciones, desde elementos electro´nicos de uso personal como celulares
hasta el control de naves espaciales. Como dispositivos electro´nicos podemos destacar los
elevadores y reductores de voltaje, cada uno con su respectiva configuracio´n y necesidad de
uso. El disen˜o de estos conlleva a una modelacio´n representada por sistemas de ecuaciones
diferenciales suaves a tramos pero con discontinuidades en algunos puntos, generando por
lo tanto comportamientos muy complejos como cuasiperiodicidad y caos. Sin embargo, la
modelacio´n que se hace es ideal ya que no incluye pe´rdidas energe´ticas en algunos de los
elementos que componen el dispositivo y por lo tanto los resultados que se obtienen no siem-
pre corresponden a la realidad. Por lo anterior, para obtener resultados coherentes entre las
simulaciones del modelo y la implementacio´n que se haga del dispositivo, se hace necesario
la inclusio´n de ciertas resistencias internas en el circuito. En este trabajo se realizara´ un
estudio de la dina´mica de un convertidor boost cuando se incluyen resistencias internas.
El sistema sera controlado con ZAD (dina´mica de promediado cero) usando un PWM de
pulso al centro sime´trico. Se hara´ un ana´lisis de estabilidad de o´rbitas perio´dicas, existencia
de bifurcaciones y de comportamiento cao´tico.
Palabras clave:Control no-lineal deslizante ZAD, PWMC, convertidor Boost, caos, bi-
furcacio´n Flip.
Abstract
Dynamic Effects of a Boost Converter with Parasitic
Resistances
The power electronics occupies a privileged place in the field of research due to its countless
applications, from electronic items of personal use such as mobile phones until the space-
crafts control. As electronics devices we highlight the reducer and elevator voltage, each with
its respective configurations of use and need. The design of these entails to a modeling sys-
tems represented by differential equations piecewise smooth but with discontinuities at some
points, thus generating very complex behaviors like cuasiperiodicidad and chaos. However,
the modeling is done is ideal it does not include energy losses in some of the elements of
the device and therefore the results obtained do not always correspond to reality. Therefore,
to obtain consistent results between model simulations and implementation is made of the
device, it is necessary the inclusion of certain internal resistances in circuit. This paper pre-
sents a study of the dynamics of a boost converter when internal resistances are included.
The system will be controlled ZAD ( zero dynamics averaged ) using a PWM pulse to the
xsymmetrical center. There will be an analysis of stability of periodic orbits, existence of
bifurcations and chaotic behavior.
Keywords: Non-linear sliding control ZAD, PWMC, Boost converter, chaos, Flip bi-
furcation
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1 Introduccio´n
Resumen:
Este cap´ıtulo presenta el estado del arte acerca de los trabajos realizados sobre la
dina´mica de algunos convertidores de potencia, manejados con PWM y ZAD, la moti-
vacio´n y la organizacio´n general del documento.
1.1. Motivacio´n
El convertidor boost es un elevador de tensio´n con su implementacio´n relativamente sencilla.
En la mayor´ıa de los casos, las aplicaciones del convertidor boost esta´n orientadas a fuentes
de potencia o en sistemas de potencia fotovoltaicos como primeras etapas de acondiciona-
miento de potencia. Uno de los principales problemas que presenta este tipo de topolog´ıas
en su disen˜o es la estabilidad del sistema frente a perturbaciones de entrada y salida. Pa-
ra efectos de implementacio´n de un convertidor, se espera que, teo´ricamente, el interruptor
conmute so´lo un nu´mero finito de veces por per´ıodo.
En el 2001 se reporto´ por primera vez la te´cnica de control ZAD (Zero Average Dynamics)[15,
14], la cual consiste en definir una superficie de conmutacio´n y obligar a que el sistema
dina´mico que gobierna el convertidor evolucione en promedio sobre dicha superficie [16].
Esta te´cnica garantiza frecuencia fija de conmutacio´n. Se trata de un disen˜o en el que se fija
una salida auxiliar y con base en ella se define una accio´n de control digital que garantiza
promedio de cero de error en cada iteracio´n [5]. De manera nume´rica y experimental se ha
demostrado que esta te´cnica funciona bien con el esquema de control de pulso al lado [7, 29].
La superficie de conmutacio´n que usaremos en esta tesis se define como una combinacio´n
lineal del error en la tensio´n y el error en la corriente: en [9] y [23] se tomo´ este tipo de
convertidor sin incluir resistencias para´sitas, [9] tomo´ como superficie de conmutacio´n
s(x(t)) = k1(x1(t)− x1ref ) + k2(x2(t)− x2ref ) (1-1)
donde x1(t)− x1ref y x2(t)− x2ref representan el error en la tensio´n y corriente, respectiva-
mente.
En [20] se controlo´ un convertidor buck con ZAD-FPIC y se incluyeron resistencias internas
para el convertidor buck, obteniendo resultados experimentales muy semejante a los nume´ri-
cos.
2 1 Introduccio´n
Los exponentes de Lyapunov son una generalizacio´n de los multiplicadores caracter´ısticos.
Ellos miden el radio de separacio´n de dos o´rbitas cercanas en el estado espacial. [1]
2 Marco Teo´rico
Resumen:
En este cap´ıtulo se presenta el sistema de ecuaciones del convertidor boost cuando se
incluyen las pe´rdidas en la fuente, inductor, MOSFET y resistencia para medida de la
corriente. Tambie´n se describe la estrategia de control a usar con la cual se calcula el
ciclo de trabajo, la cual corresponde a un PWMC. Se hace un estudio de la dina´mica del
boost cuando permitimos que el sistema evolucione sobre una superficie de conmutacio´n
s(x(t)), con el fin de obtener relaciones entre las variables de estado.
2.1. El convertidor boost modelo ideal
La Figura 2-1 muestra el esquema de un convertidor boost en su forma ma´s simple, en esta
figura, E es la tensio´n de entrada, iL es la corriente en la inductancia del inductor L, S es
el MOSFET, D el diodo, C la capacidad del condensador y v0 es la tensio´n de salida.
L
C
iL
vC
D
−
+ v0S RE
+
+
−
−
Figura 2-1: Esquema de un Convertidor boost modelo ideal
El convertidor boost esta´ representado por el sistema de ecuaciones diferenciales [9]
x˙ = A1x+B + (A2 − A1)xu (2-1)
donde A1 =
−γ 0
0 0

A2 =
−γ 1
−1 0
 y B =
0
1

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La solucio´n de cada topolog´ıa viene dada por:
xi(t) = φi(t− t0)xi−1(t0) + ψi(t− t0) (2-2)
donde
φi(t− t0) = eAi(t−t0)
ψ1(t− t0) = B(t− t0)
ψ2(t− t0) = A−12 (eA2(t−t0) − I2)B
2.2. El convertidor boost con resistencias para´sitas
La Figura 2-2 muestra el esquema de un convertidor boost con la inclusio´n de resistencias
para´sitas.
Donde rS es la resistencia interna de la fuente, rL resistencia interna del inductor, rM resis-
tencia del MOSFET, rMed resistencia de medida de iL y vfd es el voltaje de polarizacio´n del
diodo.
El convertidor boost presenta dos modos de conduccio´n a saber [23]:
Modo de Conduccio´n Continua (MCC): si el MOSFET y el diodo esta´n en condiciones
complementaria ( S=ON, D =OFF o S =OFF, D =ON)
Modo de Conduccio´n Discontinua (MCD): si la corriente que atraviesa el diodo se hace
igual a cero cuando el convertidor esta´ operando con u = 0, el diodo dejara´ de conducir
(S =OFF, D =OFF)
En esta tesis se trabaja con MCC
L
C
+ −
iL
vC
D
−
+ v0S R
rL
E
+
+
−
−
vfd
rM
rS
rMed
Figura 2-2: Esquema de un Convertidor boost ampliado
2.2 El convertidor boost con resistencias para´sitas 5
Cuando el interruptor S esta´ cerrado (estado ON)[10], la bobina L almacena energ´ıa de la
fuente de tensio´n E, mientras que la carga (R) es alimentada por la energ´ıa almacenada en
el condensador (C).
En este caso, aplicamos las leyes de Kirchoff [12] para los voltajes en el primer circuito
cerrado y haciendo sumas de corrientes en el nodo 1 de la Figura 2-3
C
i
vC
−
+ v0S R
+vL−
E
+
+
−
−
NODO 1
malla 1
iC
iR
+vrL−
vrS
−vrMed+
vrM+
+
−
−
Figura 2-3: Convertidor boost Estado ON
Haciendo sumas de tensiones en la malla 1 el modelo queda:
E = vrs + vL + vrL + vrM + vrMed por estar conectados en serie.
E = irs + L
di
dt
+ irL + irM + irMed donde i = iL
E = L
di
dt
+ (rs + rL + rM + rMed)i despejando
di
dt
tenemos:
di
dt
=
E
L
− (rs + rL + rM + rMed)
L
i (2-3)
Haciendo sumas de corrientes en el NODO 1 se tiene:
iC + iR = 0 despejando iC se tiene
iC = −iR
C
dvC
dt
= −v0
R
despejando
dvC
dt
tenemos: donde vC = v0
dv0
dt
= − v0
RC
(2-4)
De (2-3) y (2-4) se tiene
di
dt
=
E
L
− (rs + rL + rM + rMed)
L
i
dv0
dt
= − v0
RC
(2-5)
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Cuando el interruptor esta´ abierto (estado OFF) [10], la corriente so´lo puede pasar a trave´s
del diodo D y alimenta al condensador C y a la carga. En este caso, aplicamos las leyes de
corrientes de Kirchoff en la malla 2 como se muestra en la Figura 2-4,
C
+ −
i
vC
D
−
+ v0R
iC
E
+
+
−
−
vfd
NODO 2
malla 2
iR
+vL−
vrS
+
−
−vrMed+
+vrL−
Figura 2-4: Convertidor boost Estado OFF
y obtenemos las siguientes ecuaciones
Para las tensiones en la malla 2:
E = vrs + vL + vrL + vrMed + vfd + vC
E = L
di
dt
+ (rs + rL + rMed)i+ +vfd + vC .
Para las corrientes en el NODO 2:
iC + iR = i despejando iC se tiene
iC = i− iR
C
dvC
dt
= i− v0
R
Despejando
di
dt
y
dvC
dt
tenemos: donde i = iL y vC = v0
di
dt
=
E
L
− (rs + rL + rMed)
L
i− vfd + vC
L
dv0
dt
=
1
C
i− v0
RC
(2-6)
Los sistema de ecuaciones (2-5) y (2-6) del convertidor boost con resistencias para´sitas los
podemos expresar como un solo sistema, si definimos el para´metro (1− u), donde u ∈ R es
la variable de control o entrada del sistema, la cual toma valores en {0, 1} asi:
di
dt
=
E
L
− (rs + rL + rMed)
L
i− rM
L
i(u)− v0 + vfd
L
(1− u)
dv0
dt
=
1
C
i(1− u)− v0
RC
(2-7)
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Realizando el cambio de variables x1 =
v0
E
, x2 =
√
L
C
i
E
, τ =
t√
LC
donde τ es la nueva variable respecto de la cual se van a tomar las derivadas tenemos:
√
LCτ = t⇒ √LCdτ = dt
x1 =
v0
E
⇒ dx1
dτ
=
dv0
Edτ
⇒ dx1
dτ
=
√
LC
E
dv0
dt
, as´ı
E√
LC
dx1
dτ
=
dv0
dt
x2 =
√
L
C
i
E
⇒ i = x2.E√
L
C
⇒ di
dt
=
E
L
dx2
dτ
sustituyendo en la ecuacio´n (2-7) tenemos:
di
dt
=
E
L
− (rs + rL + rMed)
L
i− rM
L
i(u)− v0 + vfd
L
(1− u)
E
L
dx2
dτ
=
E
L
− (rs + rL + rMed)
L
(
E√
L
C
x2)− Ex1 + vfd
L
(1− u)− rM
L
(
E√
L
C
x2)(u)
dx2
dτ
= 1− (rs + rL + rMed)√
L
C
x2 − Ex1 + vfd
E
(1− u)− rM√
L
C
x2(u)
dx2
dτ
= x1(u− 1)− rs + rL + rMed + rM(u)√
L
C
x2 − vfd
E
(1− u) + 1 (2-8)
Por otro lado, haciendo remplazo en la segunda ecuacio´n tenemos
dvC
dt
=
1
C
i(1− u)− vC
RC
E√
LC
dx1
dτ
=
1
C
(
x2.E√
L
C
)(1− u)− E
RC
x1
dx1
dτ
= x2(1− u)−
√
L
R2C
x1 ordenando un poco la ecuacio´n tenemos:
dx1
dτ
= −
√
L
R2C
x1 + x2(1− u) (2-9)
x˙1 = −
√
L
R2C
x1 + x2(1− u) (2-10)
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x˙2 = x1(u− 1)− rs + rL + rMed + rM(u)√
L
C
x2 − vfd
E
(1− u) + 1 (2-11)
Realizando el cambio de variables para adimensionalizar el sistema se tiene [17]
Req1 = rs + rL + rMed + rM cuando u = 1
ρ1 =
√
R2eq1C
L
(2-12)
Req2 = rs + rL + rMed cuando u = 0
ρ2 =
√
R2eq2C
L
γ =
√
L
R2C
ν =
vfd
E
(2-13)
tenemos que el sistema queda
x˙1 = −γx1 + x2(1− u)
x˙2 = x1(u− 1)− [ρ2(1− u) + ρ1(u)]x2 − ν(1− u) + 1
que se puede expresar matricialmente por:x˙1
x˙2
 =
 −γ (1− u)
(u− 1) −ρ2 + (ρ2 − ρ1)u
x1
x2
+
 0
1− ν(1− u)
 (2-14)
De forma compacta se expresa como x˙ = Aix+Bi, donde i toma los valores 1 y 2
Para i = 1 tomamos u = 1 y as´ı A1 =
−γ 0
0 −ρ1
 , B1 =
0
1

Para i = 2 tomamos u = 0 y as´ı A2 =
−γ 1
−1 −ρ2
 , B2 =
 0
1− ν

Nuestro marco de estudio se basa en los sistemas de ecuaciones diferenciales descrito por
dos configuraciones en el espacio de estados x = f(x, u, t) =
 A1x+B1 si u = 1A2x+B2 si u = 0 . Este
sistema de ecuaciones puede escribirse de forma compacta como:
x˙ = A2x+B2 + (A1 − A2)xu+ (B1 −B2)u (2-15)
2.3 El convertidor boost con resistencias para´sitas como sistema de estructura variable 9
La solucio´n de cada topolog´ıa dada es [11, 6]
xi(t) = φi(t− t0)xi−1(t0) + ψi(t− t0) (2-16)
donde
φi(t − t0) = eAi(t−t0) y ψi(t − t0) =
∫ t
t0
eAi(t−τ)Bidτ . Teniendo en cuenta cada topolog´ıa y
calculando las exponenciales matriciales , se tiene que
ψ1(t− t0) = A−11 (eA1(t−t0) − I2)B1 ψ2(t− t0) = A−12 (eA2(t−t0) − I2)B2 (2-17)
donde I2 es la matriz identidad de taman˜o 2 x 2.
2.3. El convertidor boost con resistencias para´sitas como
sistema de estructura variable
Un sistema de estructura variable (VSS) consiste en un conjunto de subsistemas continuos
junto con una lo´gica de conmutacio´n adecuada.
Los sistemas de estructura variable tienen la propiedad de posible existencia de modos des-
lizantes en la superficie de discontinuidad de la estructura.
Para que exista un modo deslizante en una superficie de discontinuidad entre dos estructuras,
las trayectorias a ambos lados de la superficie, deben dirigirse a la superficie.[8]
Espacio de estados
s(x) = 0
x = f1(x, t) = A1x+B1
x = f2(x, t) = A2x+B2
s(x) > 0
s(x) < 0
Figura 2-5: Trayectorias en el plano de fase de un sistema de estructura variable de segundo
orden
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Si la trayectoria evoluciona sobre la superficie de deslizamiento podemos decir que el sistema
se encuentra en modo deslizante. La Figura 2-5 muestra que existe un modo deslizante en la
superficie de discontinuidad, ya que las trayectorias a ambos lados de la superficie se dirigen
hacia la regio´n del deslizamiento.[24]
Para el convertidor boost con resistencias para´sitas tenemos la ecuacio´n (2-15), cuyos puntos
de discontinuidad corresponden con los cambios de estructura del convertidor, por lo tanto
el convertidor boost con resistencias para´sitas es un sistema de estructura variable.
En [18] define la siguiente ley de control de conmutacio´n:
u =
 1 si s(x) > 00 si s(x) < 0 (2-18)
donde s(x) se denomina superficie de conmutacio´n y determina la siguiente superficie de
dimensio´n n− 1
s = {x ∈ Rn : s(x) = 0} (2-19)
Si hay alguna regio´n donde existe un modo deslizante, esta es un subconjunto de s y se dice
que el convertidor esta´ en modo deslizante cuando se utiliza la ley de control (2-18)
2.4. Modulacio´n de anchura de pulso
La modulacio´n por ancho de pulso PWM (Pulse-Width Modulation) es una te´cnica que per-
mite variar el ciclo de trabajo de una sen˜al (definido como el tiempo en que el conmutador
se encuentra en la posicio´n ON, dividido por el periodo T) con el fin de controlar la tensio´n
de la carga, manteniendo fija el periodo, o de forma equivalente la frecuencia fija.
Para un modulador PWMC, en un periodo de tiempo T se realizan 2 conmutaciones, de
tal manera que un intervalo de tiempo [nT; (n + 1)T] queda dividido en tres subintervalos,
donde el primero y el u´ltimo tienen la misma longitud (Figura 2-6)
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u = 1
nT t
d
2
d
2
(n+ 1)T
Figura 2-6: Pulso al centro sime´trico
Las conmutaciones se realizan de acuerdo al esquema {1, 0, 1}. En general, el ciclo de trabajo
var´ıa periodo a periodo debido a la continua conmutacio´n ON-OFF. Lo anterior implica
que el sistema es T-perio´dicamente forzado y as´ı la aplicacio´n de Poincare´ refleja toda la
dina´mica del sistema.
2.5. Te´cnica de control ZAD
La te´cnica de control ZAD (dina´mica de promediado cero) nos permite calcular el ciclo de
trabajo, es decir, el tiempo en el cual el interruptor esta´ abierto o cerrado. Esta te´cnica
consiste en lo siguiente:
1. Definir una superficie de conmutacio´n s(x(t)) = 0 en la cual el sistema evolucionara´ en
promedio. En esta tesis se propone usar la superficie dada por la ecuacio´n (2-21), donde
x1(t) − x1ref y x2(t) − x2ref representan el error en la tensio´n y corriente, respectiva-
mente.
2. Fijar un periodo T
3. Imponer que s tenga media cero en cada ciclo:∫ (n+1)T
nT
s(x(t))dt = 0 (2-20)
s(x(t)) = k1(x1(t)− x1ref ) + k2(x2(t)− x2ref ) (2-21)
La u´ltima condicio´n nos garantiza que so´lo habra´ un nu´mero finito de conmutaciones por
periodo, puesto que hemos definido el control con esa intencio´n.
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2.6. Dina´mica ideal de deslizamiento
Se estudiara´ la dina´mica del boost sin control alguno, es decir, se permitira´ que el sistema
evolucione sobre la superficie de conmutacio´n dada por la ecuacio´n (1-1).
Este estudio nos dara´ una idea de co´mo escoger ciertas condiciones iniciales para cuando
trabajemos con el boost con la te´cnica ZAD. Tambie´n nos permitira´ encontrar regiones de
estabilidad del sistema a las que encontraremos con la te´cnica ZAD.
De la ecuacio´n
s(x(t)) = k1(x1(t)− x1ref ) + k2(x2(t)− x2ref ) (2-22)
tenemos que
s˙(x(t)) = k1x˙1(t) + k2x˙2(t) (2-23)
Reemplazando los valores de x˙1(t) y x˙2(t) obtenemos la siguiente ecuacio´n
s˙(x(t)) = k1(−γx1 + x2(1− u)) + k2(x1(u− 1)− [ρ2(1− u) + ρ1(u)]x2− ν(1− u) + 1) (2-24)
El control equivalente ueq se obtiene al igualar a cero la primera derivada temporal de la
superficie de conmutacio´n a lo largo de las trayectorias del sistema, y luego despejar u de la
ecuacio´n resultante.
Hallamos el control equivalente, igualando la ecuacio´n (2-24) a cero y despejando ueq
ueq = −k2 (ν + x1 + ρ2 x2 − 1)− k1 (x2 − γ x1)
k1 x2 − k2 (ν + x1 − x2 (ρ1 − ρ2)) (2-25)
Si k2 = 0 y k1 6= 0 tenemos que
ueq =
(x2 − γx1)
x2
(2-26)
Para encontrar las ecuaciones de la dina´mica ideal de deslizamiento, se debe sustituir el
control equivalente en las ecuaciones del sistema original, en nuestro caso (2-26) y asignar
las condiciones iniciales sobre la regio´n de deslizamiento.
Reemplazando la ecuacio´n (2-26) en el sistema (2-14) tenemos:x˙1
x˙2
 =
 −γ γx1x2
−γx1
x2
−ρ2 + (ρ2 − ρ1)( (x2−γx1)x2 )
x1
x2
+
 0
1− ν(γx1
x2
)
 (2-27)
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Igualando la ecuacio´n (2-27) a cero obtenemos los puntos de equilibrio (x1, x2)
T que satisfa-
cen esta relacio´n
x12 =
n+ (1 +
√
m)
2ρ1
(2-28)
siendo
m = 2γρ1x1 − 4γρ1x21 − 2γρ2x1 + γ2ρ21x21 + γ2ρ22x21 − 4νγρ1x1 − 2γ2ρ1ρ2x21 + 1
n = γx1(−ρ1 + ρ2)
el valor de x2 es
x22 =
n− (1 +√m)
2ρ1
(2-29)
siendo
m = 2γρ1x1 − 4γρ1x21 − 2γρ2x1 + γ2ρ21x21 + γ2ρ22x21 − 4νγρ1x1 − 2γ2ρ1ρ2x21 + 1
n = γx1(−ρ1 + ρ2)
Dados que estos puntos deben estar sobre la superficie de conmutacio´n s(x(t)) = k1(x1 −
x1ref ) = 0, se debe tener entonces que x1 = x1ref . Reemplazando as´ı en la ecuacio´n (2-28),
obtenemos dos puntos de equilibrio dados por:
P 1eq =
 x1refnref + (1 +√mref )
2ρ1
 (2-30)
P 2eq =
 x1refnref − (1 +√mref )
2ρ1
 (2-31)
con
mref = 2γρ1x1ref − 4γρ1x21ref − 2γρ2x1ref + γ2ρ21x21ref + γ2ρ22x21ref − 4νγρ1x1ref
− 2γ2ρ1ρ2x21ref + 1
nref = γx1ref (−ρ1 + ρ2)
Como x2 > 1, el punto P
2
eq no se tiene en cuenta. Como estamos trabajando en modo de
conduccio´n continuo, x2 6= 0, y as´ı el campo vectorial dado por el sistema (2-27) (escrito
como f) es diferenciable en una vecindad del punto de equilibrio Peq.
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f(x) ≈ f(Peq) + Jf (Peq) · (x− Peq)
y como f(Peq) = 0, entonces la dina´mica del sistema (2-27) en una vecindad del punto de
equilibrio Peq se puede estudiar con el sistema linealizadox˙1
x˙2
 = Jf (Peq) · (x− Peq)
x˙1
x˙2
 =
 0 0
R11 R21
 ·
x1 − x1ref
x2 − x2ref

donde
R11 = [(2νγρ1 + 4γρ1x1ref )(2γρ1x1ref − 4γρ1x21ref − 2γρ2x1ref + γ2ρ21x21ref
+ γ2ρ22x
2
1ref − 4νγρ1x1ref − 2γ2ρ1ρ2x21ref + 1]1/2 − (2νγρ1 + 4γρ1x1ref )
(γρ1x1ref − γρ2x1ref + 1))/(4γρ1x21ref + 4νγρ1x1ref ) + γ(ρ1 − ρ2)
y
R21 = −ρ1 − ((2γρ21x21ref + 2vγρ21x1ref )(2γρ1x21ref − 2γρ1x1ref + 2γρ2x1ref
− γ2ρ21x21ref − γ2ρ22x21ref + 2νγρ1x1ref + 2γ2ρ1ρ2x21ref − 1)
+ (2γρ21x
2
1ref + 2νγρ
2
1x1ref )(γρ1x1ref − γρ2x1ref + 1)
(2γρ1x1ref − 4γρ1x21ref − 2γρ2x1ref + γ2ρ21x21ref + γ2ρ22x21ref − 4νγρ1x1ref
− 2γ2ρ1ρ2x21ref + 1)(1/2))/(4ν2γ2ρ21x21ref + 8νγ2ρ21x31ref + 4γ2ρ21x41ref )
La estabilidad del punto de equilibrio Peq se puede ver analizando la estabilidad del origen.
Trasladando el punto de equilibrio al origen, el sistema (2-27 ) se puede escribir como
z˙ =
z˙1
z˙2
 = Jf (Peq) · z
La traza y el determinante de la matriz Jacobiana
Jf (Peq) =
 0 0
R12 R22

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son p = tr(Jf ) = R2
2 y q = det(Jf ) = 0. Sabemos que los valores propios de esta matriz
Jacobiana, vienen dados por
λ1, λ2 =
1
2
[
p± (p2 − 4q) 12
]
Se obtiene entonces que:
λ1 = 0, λ2 = R2
2
En particular, para los valores ρ1 = 0.2782, ρ2 = 0.2371, γ = 0.1860, ν = 0.0274 y x1ref = 2.1
se tiene que
R12 = −0.3178
R22 = −0.1358 (2-32)
As´ı
λ1 = 0, λ2 = −0.1358
En consecuencia, el punto de equilibrio Peq es un nodo degenerado o nodo impropio
Si k1 = 0 y k2 6= 0 tenemos que
ueq =
ν + x1 + ρ2x2 − 1
ν + x1 − x2(ρ1 − ρ2) (2-33)
Reemplazando la ecuacio´n (2-26) en el sistema (2-14) tenemos:x˙1
x˙2
 =
 −γ 1− ν+x1+ρ2x2−1ν+x1−x2(ρ1−ρ2)
ν+x1+ρ2x2−1
ν+x1−x2(ρ1−ρ2) − 1 −ρ2 + (ρ2 − ρ1)(
ν+x1+ρ2x2−1
ν+x1−x2(ρ1−ρ2))
x1
x2

+
 0
1− ν( ν+x1+ρ2x2−1
ν+x1−x2(ρ1−ρ2))
 (2-34)
Igualando esta u´ltima ecuacio´n al vector cero, obtenemos los puntos de equilibrio (x11, x
2
1)
T
que satisfacen la relacio´n
x11 =
n˜−√m˜
2γ
(2-35)
siendo
m˜ = γ(γν2 − 2γνρ1x2 + 2γνρ2x2 + γρ21x22 − 2γρ1ρ2x22 − 4ρ1x22 + γρ22x22 + 4x2)
n˜ = γρ1x2 − γρ2x2 − νγ
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x21 =
n˜+
√
m˜
2γ
(2-36)
siendo
m˜ = γ(γν2 − 2γνρ1x2 + 2γνρ2x2 + γρ21x22 − 2γρ1ρ2x22 − 4ρ1x22 + γρ22x22 + 4x2)
n˜ = γρ1x2 − γρ2x2 − νγ
Dados que estos puntos deben estar sobre la superficie de conmutacio´n
s(x(t)) = k2(x2 − x2ref ) = 0, se debe tener entonces que x2 = x2ref . Reemplazando as´ı en
la ecuacio´n (2-34), obtenemos dos puntos de equilibrio dados por:
P 1eq2 =
 n˜ref −
√
m˜ref
2ρ1
x2ref
 (2-37)
P 2eq2 =
 n˜ref +
√
m˜ref
2ρ1
x2ref
 (2-38)
con
m˜ref = γ(γν
2 − 2γνρ1x2ref + 2γνρ2x2ref + γρ21x22ref − 2γρ1ρ2x22ref − 4ρ1x22ref
+ γρ22x
2
2ref + 4x2ref )
n˜ref = γρ1x2ref − γρ2x2ref − νγ
Como x1 > 1, el punto P
1
eq2 no se tiene en cuenta. Entonces la dina´mica del sistema (2-34)
en una vecindad del punto de equilibrio Peq se puede estudiar con el sistema linealizado
x˙1
x˙2
 = Jf (Peq) · (x− Peq)
x˙1
x˙2
 =
R12 R22
0 0
 ·
x1 − x1ref
x2 − x2ref
 (2-39)
donde
R12 = −(2γ2(γν2 − 2γνρ1x2ref + 2γνρ2x2ref + γρ21x22ref − 2γρ1ρ2x22ref
− 4ρ1x22ref + γρ22x22ref + 4x2ref ) + 2γ2(γ(γν2 − 2γνρ1x2ref + 2γνρ2x2ref
+ γρ21x
2
2ref − 2γρ1ρ2x22ref − 4ρ1x22ref + γρ22x22ref + 4x2ref ))(1/2)
(ν − ρ1x2ref + ρ2x2ref ))/(νγ + (γ(γν2 − 2γνρ1x2ref + 2γνρ2x2ref + γρ21x22ref
− 2γρ1ρ2x22ref − 4ρ1x22ref + γρ22x22ref + 4x2ref ))(1/2)− γρ1x2ref + γρ2x2ref )2
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y
R22 = (ρ12x22ref + ρ2((x2ref (2ρ1x2ref − 1))/2− ρ1x22ref )− ν(ρ1x2ref − 1/2)
− (((γ(γν2 − 2γνρ1x2ref + 2γνρ2x2ref + γρ21x22ref − 2γρ1ρ2x22ref
− 4ρ1x22ref + γρ22x22ref + 4x2ref ))1/2 + γρ1x2ref )(2ρ1x2ref − 1))/(2γ))
/(ν − ρ1x2ref + ρ2x2ref − (νγ − (γ(γν2 − 2γνρ1x2ref + 2γνρ2x2ref
+ γρ21x
2
2ref − 2γρ1ρ2x22ref − 4ρ1x22ref + γρ22x22ref + 4x2ref ))1/2
− γρ1x2ref + γρ2x2ref )/(2γ))2
La estabilidad del punto de equilibrio Peq se puede ver analizando la estabilidad del origen.
Trasladando el punto de equilibrio al origen, el sistema (2-39 ) se puede escribir como
z˙ =
z˙1
z˙2
 = Jf (Peq) · z
La traza y el determinante de la matriz Jacobiana
Jf (Peq) =
R12 R22
0 0

son p = tr(Jf ) = R1
2 y q = det(Jf ) = 0. Sabemos que los valores propios de esta matriz
Jacobiana, vienen dados por
λ1, λ2 =
1
2
[
p± (p2 − 4q) 12
]
Obteniendo
λ1 = 0, λ2 = R1
2
En particular, para los valores ρ1 = 0.2782, ρ2 = 0.2371, γ = 0.1860, ν = 0.0274 y x1ref = 2.1
se tiene que:
R11 = −0.3786
R21 = −0.1618 (2-40)
As´ı
λ1 = 0, λ2 = −0.3786
En consecuencia, el punto de equilibrio Peq es un nodo degenerado o nodo impropio
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Si k1 6= 0 y k2 6= 0 tenemos que
ueq = −k2(ν + x1 + ρ2x2 − 1)− k1(x2 − γx1)
k1x2 − k2(ν + x1 − x2(ρ1 − ρ2)) (2-41)
Reemplazando la ecuacio´n (2-41) en el sistema (2-14) tenemos:x˙1
x˙2
 =
 −γ k2(ν+x1+ρ2x2−1)−k1(x2−γx1)k1x2−k2(ν+x1−x2(ρ1−ρ2)) + 1
−k2(ν+x1+ρ2x2−1)−k1(x2−γx1)
k1x2−k2(ν+x1−x2(ρ1−ρ2)) − 1
(k2(ν+x1+ρ2x2−1)−k1(x2−γx1))(ρ1−ρ2)
k1x2−k2(ν+x1−x2(ρ1−ρ2)) − ρ2

x1
x2
+
 0
1− ν(k2(ν+x1+ρ2x2−1)−k1(x2−γx1)
k1x2−k2(ν+x1−x2(ρ1−ρ2)) + 1)
 (2-42)
Igualando esta u´ltima ecuacio´n al vector cero para obtener los puntos de equilibrio (x112, x
2
12)
T
que satisfacen la relacio´n
x112 =
n˜−√m˜
2γ
siendo
m˜ = γ(γν2 − 2γνρ1x2 + 2γνρ2x2 + γρ21x22 − 2γρ1ρ2x22 − 4ρ1x22 + γρ22x22 + 4x2)
n˜ = γρ1x2 − γρ2x2 − νγ
x212 =
n˜+
√
m˜
2γ
(2-43)
siendo
m˜ = γ(γν2 − 2γνρ1x2 + 2γνρ2x2 + γρ21x22 − 2γρ1ρ2x22 − 4ρ1x22 + γρ22x22 + 4x2)
n˜ = γρ1x2 − γρ2x2 − νγ
Los puntos de equilibrio esta´n dados por:
P 1eq3 =
 n˜ref −
√
m˜ref
2ρ1
x2ref
 (2-44)
P 2eq3 =
 n˜ref +
√
m˜ref
2ρ1
x2ref
 (2-45)
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con
m˜ref = γ(γν
2 − 2γνρ1x2ref + 2γνρ2x2ref + γρ21x22ref − 2γρ1ρ2x22ref − 4ρ1x22ref
+ γρ22x
2
2ref + 4x2ref )
n˜ref = γρ1x2ref − γρ2x2ref − νγ
Es de notar que en los tres casos dados (k1 = 0, k2 = 0 y k1 6= 0 y k2 6= 0), se obtuvo
dos puntos de equilibrio, los primeros expresados en funcio´n de x1ref y los dos siguientes en
funcio´n de x2ref , en el resto de las cap´ıtulos se utilizara´ como valor de referencia (2-44).
La traza y el determinante de la matriz Jacobiana
Jf (Peq) =
R13 R23
R33 R43

son p = tr(Jf ) = R1
3 + R43 y q = det(Jf ) = (R1
3 · R43) − (R33 · R23). Sabemos que los
valores propios de esta matriz Jacobiana, vienen dados por
λ1, λ2 =
1
2
[
p± (p2 − 4q) 12
]
En particular, para los valores ρ1 = 0.2782, ρ2 = 0.2371, γ = 0.1860, ν = 0.0274, k1 = 0.5,
k2 = 0.5 y x1ref = 2.1 se tiene que:
R13 = 1.9802
R23 = 0.8462
R33 = −1.9802
R43 = −0.8462
(2-46)
As´ı
λ1 = 0, λ2 = 1.1340
En consecuencia, el punto de equilibrio P 2eq3 es un nodo degenerado o nodo impropio.
En todos los casos el valor ma´ximo que puede tener x1ref es 2.221706 . Para cuando k1 6= 0
y k2 6= 0 los valores que tome k1 y k2 afectan los valores de los valores propios.
3 Aplicacio´n de Poincare´
Resumen:
En este cap´ıtulo se hace discretizacio´n del sistema, el estudio del convertidor boost con
resistencias internas se maneja con PWMC. Se hace una aproximacio´n por rectas a
tramos de la superficie de conmutacio´n y se calcula el ciclo de trabajo, se muestran
resultados sobre el desempen˜o de la te´cnica ZAD.
3.1. Aproximacio´n por rectas a tramos de la superficie de
conmutacio´n
Ahora lo que haremos es el ca´lculo del ciclo del trabajo y de la aplicacio´n de Poincare´, cuando
se aplica PWM (este me´todo es conocido como modulacio´n por ancho de pulso o PWM por
sus siglas en ingle´s Pulse Width Modulation [25]) con centro simetrico [13]. La variable de
control u que se usara´ en el sistema se define de la siguiente forma:
u =

1 si nT ≤ t ≤ nT + d
2
0 si nT +
d
2
< t < (n+ 1)T − d
2
1 si (n+ 1)T − d
2
≤ t ≤ (n+ 1)T
(3-1)
3.1.1. Aproximacio´n de s(x(t)) por rectas a tramos
La aproximacio´n de s(x(t)) se hace bajo las siguientes suposiciones:
1. La dina´mica del error o superficie de conmutacio´n se comporta como una recta a
tramos.
2. Las pendientes de la dina´mica del error en cada tramo esta´n determinadas por las
pendientes calculadas al momento de la conmutacio´n. Esto incluye suponer que la
pendiente al inicio del periodo notada como s˙1 es la misma al final, es decir, en los
tramos comprendidos entre [nT, nT + d
2
] y [(n + 1)T − d
2
, (n + 1)T ]. La pendiente de
s(x(t)), s˙1, corresponde a la derivada con respecto al tiempo cunando u = 1, en el
tramo [nT + d
2
, (n+ 1)T − d
2
]; la pendiente s˙2 correponde a la derivada de la superficie
de conmutacio´n respecto al tiempo para el caso u = 0.
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La Figura 3-1 muestra esta aproximacio´n.
s(x(t))
s0
m = s˙1
m = s˙2
m = s˙1
(n+ 1)T
(n+ 1)T − d2
nT + d2nT t
Figura 3-1: Aproximacio´n por rectas a tramos de la superficie de conmutacio´n
De lo anterior tenemos que:
s(x(nT )) = k1(x1(nT )− x1ref ) + k2(x2(nT )− x2ref )
Como nuestra superficie de conmutacion esta dada por la ecuacio´n (2-24), tenemos que:
s˙(x(nT )) = k1(−γx1(nT ) + x2(nT )(1− u))
+ k2(x1(nT )(1− u)− [ρ2(1− u) + ρ1(u)]x2(nT ) (3-2)
− ν(1− u) + 1)
As´ı cuando u = 1 tenemos:
s˙1(x(nT )) = k1(−γx1(nT )) + k2(−ρ1x2(nT ) + 1) (3-3)
Cuando u = 0 tenemos:
s˙2(x(nT )) = k1(−γx1(nT ) + x2(nT )) + k2(−x1(nT )− ρ2x2(nT ) + 1− ν) (3-4)
Conociendo los puntos al principio de cada tramo y calculando las pendientes correspon-
dientes a ese punto, podemos hacer la aproximacio´n de la recta en cada tramo [31].
Partiendo con t = nT tenemos para cada uno de los tramos lo siguiente:
En el primer tramo t ∈ (nT, nT + d
2
) se tiene:
s(x(t)) = s˙1(x(nT ))(t− nT ) + s(x(nT ))
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En el segundo tramo t ∈ (nT + d
2
, (n+ 1)T − d
2
) se tiene:
s(x(t)) = s˙2(x(nT ))(t− (nT + d
2
)) + (
d
2
)s˙1(x(nT )) + s(x(nT ))
En el tercer tramo t ∈ ((n+ 1)T − d
2
, (n+ 1)T ) se tiene:
s(x(t)) = s˙1(x(nT ))(t− (n+ 1)T + d) + s˙2(x(nT ))(T − d) + s(x(nT ))
La Figura 3-2 muestra nume´ricamente que la aproximacio´n por rectas a tramos de la super-
ficie de conmutacio´n es buena
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Figura 3-2: Superficie original vs aproximacio´n por rectas a tramos
3.2. Ca´lculo del ciclo de trabajo
El ciclo de trabajo se calcula mediante la te´cnica ZAD, aproximando la superficie de conmu-
tacio´n mediante rectas a tramos y utilizando directamente la igualdad
∫ (n+1)T
nT
s(x(t))dt = 0
donde s(x(nT )) = k1(x1(nT )− x1ref ) + k2(x2(nT )− x2ref )
De esta manera:
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(n+1)T∫
nT
s(x(t)) ≈
nT+ d
2∫
nT
(s˙1(x(nT ))(t− nT ) + s(x(nT )))dt
+
(n+1)T− d
2∫
nT
(s˙2(x(nT ))(t− nT − d
2
) + S˙1(x(nT ))
d
2
+ s(x(nT )))dt
+
(n+1)T∫
(n+1)T− d
2
(s˙2(x(nT ))(T − d) + s˙1(x(nT ))d
2
+ s(x(nT ))
+ s˙1(x(nT ))(t+
d
2
− (n+ 1)T )dt (3-5)
Resolviendo la integral dada en (3-5), igualando a cero y resolviendo para d se obtiene que:
[4]
dT =
2s(x(nT )) + T s˙2(x(nT ))
s˙2(x(nT ))− s˙1(x(nT )) (3-6)
donde d es un nu´mero real entre 0 y T . Si se presenta el hecho que d < 0 o que d > T , se
redefine la expresio´n (3-6), diciendo que el sistema satura , en cuyo caso hacemos la siguiente
eleccio´n en cada periodo:
1. Si dT < 0, obligamos al sistema a que evolucione segu´n la topolog´ıa 1.
2. Si dT > T , obligamos al sistema a que evolucione segu´n la topolog´ıa 2.
3. El denominador de la ecuaco´n (3-6) es igual a k1x2(nT )− k2x1(nT ). Si esta expresio´n
es cero, le exigimos al sistema que evolucione segu´n la topolog´ıa 1 si el numerador
2s(x(nT )) + Ts2(x(nT )) > 0; y que evolucione segu´n la topolog´ıa 2 si 2s(x(nT )) +
Ts2(x(nT )) < 0.
3.3. Discretizacio´n del sistema
Para construir la aplicacio´n de poincare´ que utilizaremos para estudiar la dina´mica del con-
vertidor de boost con resistencias para´sitas, tomaremos un muestreo del sistema cada perio-
do, concatenando las soluciones en cada uno de los intervalos
[
nT, nT + d0
2
]
,
[
nT + d0
2
, (n+ 1)T − d0
2
]
,[
(n+ 1)T − d0
2
, (n+ 1)T
]
y usamos la relacio´n (2-16).
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Si x(nT ) es el estado del sistema en el tiempo nT , entonces al final del intervalo
[
nT ;nT + d0
2
]
y evaluamos la solucio´n del sistema, cuando u = 1 en el tiempo t = nT + d0
2
tenemos
x1
(
nT +
d0
2
)
= φ1
(
d0
2
)
x0(nT ) + ψ1
(
d0
2
)
(3-7)
Ahora, al final del segundo tramo
[
nT + d0
2
, (n+ 1)T − d0
2
]
, evaluamos la solucio´n del sistema
cuando u = 0 en el tiempo t =, (n+ 1)T − d0
2
y tenemos:
x2
(
(n+ 1)T − d0
2
)
= φ2 (T − d0)x1(nT + d0
2
) + ψ2 (T − d0) (3-8)
Sustituyendo (3-7) en (3-3) se tiene:
x2
(
(n+ 1)T − d0
2
)
= φ2 (T − d0)
[
φ1
(
d0
2
)
x0(nT ) + ψ1
(
d0
2
)]
+ ψ2 (T − d0)
x2
(
(n+ 1)T − d0
2
)
= φ2 (T − d0)φ1
(
d0
2
)
x0(nT ) + φ2 (T − d0)ψ1
(
d0
2
)
+ ψ2 (T − d0)
Para el tercer tramo
[
(n+ 1)T − d0
2
, (n+ 1)T
]
, evaluamos la solucio´n del sistema cuando
u = 1 en el tiempo t = (n+ 1)T y tenemos:
x3 ((n+ 1)T ) = φ1
(
d0
2
)
x2((n+ 1)T − d0
2
) + ψ1
(
d0
2
)
(3-9)
Sustituyendo (3-9) en (3-9) se tiene:
x3 ((n+ 1)T ) = φ1
(
d0
2
)
[
φ2 (T − d0)φ1
(
d0
2
)
x0(nT ) + φ2 (T − d0)ψ1
(
d0
2
)
+ ψ2 (T − d0)
]
+ ψ1
(
d0
2
)
donde se tiene que:
x3 ((n+ 1)T ) = φ1
(
d0
2
)
φ2 (T − d0)φ1
(
d0
2
)
x0(nT )
+ φ1
(
d0
2
)
φ2 (T − d0)ψ1
(
d0
2
)
+ φ1
(
d0
2
)
ψ2 (T − d0) + ψ1
(
d0
2
)
(3-10)
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Continuando con el proceso, se obtiene de esta forma una sucesio´n de puntos del plano
xn+1 = P (xn; dn), donde dn es el ciclo de trabajo definido en (3-10) y determinado con xn.
As´ı, la aplicacio´n de Poincare´, si dn ∈ (0, T ), queda definida como:
P (xn, dn) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x0(nT ) + φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
(3-11)
Cuando el ciclo de trabajo satura procedemos como sigue:
1. Si dn = 0, el mapa de Poincare´ corresponde a
P (x0(nT )) = φ2(T )x0(nT ) + ψ2(T ) (3-12)
2. Si dn = T , el mapa de Poincare´ corresponde a
P (x0(nT )) = φ1(T )x0(nT ) + ψ1(T ) (3-13)
Por lo tanto, las expresiones (3-11), (3-12) y (3-13) definen la aplicacio´n de Poincare´ para el
esquema {1, 0, 1}.
Un mapa de Poincare´ es un dibujo cla´sico para el ana´lisis de sistemas dina´micos. Es debido
a Henri Poincare´ y su principal idea es reemplazar el flujo de n-e´simo orden de un sistema de
tiempo continuo por un sistema de tiempo discreto de (n−1) orden . El es construido por una
vista del espacio de fase diagramado ostrobosco´picamente de tal forma que su movimiento
se pueda observar perio´dicamente. Gra´ficamente se muestra en la Figura 3-3
x1(nT + d/2) x2 ((n+ 1)T − d/2)
x(nT )
x3 ((n+ 1)T )
X˙ = A1X +B1 X˙ = A2X +B2 X˙ = A1X +B1
Figura 3-3: Construccio´n del mapa de Poincare´
3.3.1. Ciclo de trabajo en estado estacionario
En estado estacionario, la sen˜al de entrada en el sistema sigue la sen˜al de referencia. Para
este trabajo la sen˜al de referencia es constante e igual al vector
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x1ref
x2ref
 =

x1ref
(γx1ref )/2− (x1ref − (x21ref − 2x1ref − 2γρ1x21ref + 2γρ2x21ref
+ 2γρ1x1ref − 2γρ2x1ref + γ2ρ21x21ref + γ2ρ22x21ref − 4νγρ1x1ref
− 2γ2ρ1ρ2x21ref + 1)
1
2 + γρ2x1ref − 1)/(2ρ1)
 (3-14)
Remplazando (3-14) en (3-6), obtenemos la expresio´n para el ciclo de trabajo dE en estado
estacionario
dE =
T (N) + 2Tk2ρ1 − Tγk1ρ1x1ref − Tγk2ρ1ρ2x1ref
k2ρ1k2ρ1
√
M + γk1ρ1x1ref + γk2ρ12x1ref − 2γk2ρ1ρ2x1ref
siendo
M = 2γρ1x1ref − 4γρ1x1ref 2 − 2γρ2x1ref + γ2ρ12x1ref 2 + γ2ρ22x1ref 2
− 4νγρ1x1ref − 2γ2ρ1ρ2x1ref 2 + 1
N = k1 − k2ρ2 + k1
√
M − 2k2ρ1x1ref − k2ρ2
√
M − γk1ρ2x1ref
+ γk2ρ2
2x1ref
(3-15)
3.4. Desempen˜o de la estrategia ZAD con aproximacio´n
por rectas a tramos de la superficie de conmutacio´n
A continuacio´n se muestran algunos gra´ficos de la evolucio´n del ciclo de trabajo calculado
periodo a periodo.
El sistema se simula manteniendo fijos los para´metros k1 y k2. En cada una de las gra´ficas
se tomaron x1ref = 2, 1, T = 0, 18, γ = 0.1860, ρ1 = 0.2782, ρ2 = 0.2371 y ν = 0.0274. El
ciclo de trabajo se ha normalizado, en las figuras. Las l´ıneas rojas corresponden a los valores
de referencia de tensio´n y corriente.
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Figura 3-4: Evolucio´n del sistema
En la Figura 3-4 el sistema evoluciona al punto fijo estable (2.0998, 2.4157)T de la aplicacio´n
de Poincare´, que corresponde a una o´rbita 1T -perio´dica del sistema (2-14 ).
En la Figura 3-4 se ha escogido k1 = −0.38 y k2 = 0.5
|2.1− 2.0998| = 0.0002
|2.4159− 2.4157| = 0.0002
cuyos errores relativos son 0.0095 % para la tensio´n y 0.0082 % para la corriente , lo cual nos
permite decir que el sistema del convertidor boost con resistencias para´sitas tiene una buena
capacidad de seguir la sen˜al de referencia constante.
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Figura 3-5: Comportamiento de la regulacio´n
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Figura 3-6: Evolucio´n del ciclo de trabajo
La Figura 3-7 corresponde al atractor cao´tico, en esta gra´fica se ha tomado k1 = 0.375 y
k2 = 0.5
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Figura 3-7: Atractor cao´tico
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En la Figura 3-8 se observa que el sistema presenta una regulacio´n aceptable, tanto en ten-
sio´n como en corriente.
|2.1− 2.1290| = 0.029
|2.4159− 2.3905| = 0.0254
cuyos errores relativos son 1.38 % para la tensio´n y 1.051 % para la corriente.
0 500 1000 1500 2000 2500 3000
2
2.1
2.2
2.3
x 1
Periodos
Comportamiento de la regulacio´n
0 500 1000 1500 2000 2500 3000
2.3
2.4
2.5
2.6
 
x 2
Periodos
k1=0.375 , k2=0.5
Figura 3-8: Comportamiento de la regulacio´n
La Figura 3-9 nos muestra que el sistema esta´ operando en re´gimen cao´tico.
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Figura 3-9: Evolucio´n del ciclo de trabajo
La Figura 3-10 corresponde al atractor cao´tico, en esta gra´fica se ha tomado k1 = 0.375 y
k2 = 0.5
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Figura 3-10: Atractor cao´tico
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En la Figura 3-11 se observa que el sistema presenta una regulacio´n aceptable, tanto en
tensio´n pero no para la corriente .
|2.1− 2.1166| = 0.0166
|2.4159− 2.3760| = 0.0399
cuyos errores relativos son 0.79 % para la tensio´n y 1.65 % para la corriente.
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Figura 3-11: Comportamiento de la regulacio´n
La Figura 3-12 nos muestra que el sistema esta´ operando en re´gimen cao´tico.
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Figura 3-12: Evolucio´n del ciclo de trabajo
4 Existencia y Estabilidad de o´rbitas
Perio´dicas
Resumen:
En este cap´ıtulo se obtiene anal´ıticamente la estabilidad para o´rbitas 2T -perio´dicas ,
adema´s de la estabilidad de otras o´rbitas a trave´s de los valores propios de la matriz
Jacobiana de la aplicacio´n de Poincare´.
Para determinar las o´rbitas periodicas del sistema (2-14), haremos uso de las expresiones del
mapa de Poincae´ (3-11), (3-12) y (3-13), las cuales corresponde a sus puntos fijos.
4.1. Orbitas 1-TPerio´dicas
Hallaremos los puntos fijos de la aplicacion de poincare´ en el caso en que no hay saturacio´n
del ciclo de trabajo P (xn, dn) = x0(nT ) donde P (xn, dn) es la ecuacio´n dada en (3-11), e
igualando a x0(nT ):
x0(nT ) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x0(nT )
+ φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn)
+ ψ1
(
dn
2
)
(4-1)
As´ı,
x0(nT ) =
[
I2 − φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)]−1
+
[
φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)]
(4-2)
Haciendo A =
[
I2 − φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)]−1
la existencias de o´rbitas 1T-perio´dicas
se restringe a la invertibilidad de la matriz A, y esta es invertible si el radio espectral de
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φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
es menor que 1.
En la Figura 4-1 se ha fijado el periodo T = 0.18s y variado γ en el intervalo (0.1, 0.5) y se
aprecia que el radio espectral de la matriz φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
es menor que 1, por
tanto la matriz A es no singular.
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.955
0.96
0.965
0.97
0.975
0.98
0.985
0.99
0.995
1
γ
R
ad
io
 E
sp
ec
tra
l
Figura 4-1: Evolucio´n temporal de la tensio´n y de la corriente.
Cuando hay saturacio´n del ciclo de trabajo, obtenemos las siguientes condiciones suficientes
para la existencia de o´rbitas 1T-perio´dicas:
1. Si dn = 0,
x0(nT ) = [I2 − φ2(T )]−1 ψ2(T ) (4-3)
2. Si dn = T ,
x0(nT ) = [I2 − φ1(T )]−1 ψ1(T ) (4-4)
El radio espectral de la matriz φ1(T ) es justamente 1, as´ı que la fo´rmula dada en 2 no es
aplicable. No´tese que en el caso 1:, la existencia (condicio´n suficiente) de o´rbitas 1T-perio´dicas
depende u´nicamente del valor que tomen en T las funciones ψ2, φ2.
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Figura 4-2: O´rbita 1T-perio´dica en el esquema CPWM
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Figura 4-3: Evolucio´n temporal de la tensio´n y de la corriente.
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4.2. Orbitas 2T-perio´dicas
Las o´rbitas 2T-perio´dicas corresponden a dos ciclos de la aplicacio´n de Poincare´. Se pueden
presentar tres tipos de o´rbitas 2T-perio´dicas:
4.2.1. Orbitas 2T-perio´dicas no saturadas
Para este caso los ciclos de trabajo dn y d˜n no son saturadas, es decir pertenecen al intervalo
(0, T ), Supongamos que {x0, x1} son puntos de la o´rbita 2T-perio´dica no saturada, entonces
a partir de (3-11) se tiene que:
x1 ((n+ 1)T ) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x0(nT )
+ φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn)
+ ψ1
(
dn
2
)
(4-5)
Ahora bien,
x2 ((n+ 2)T ) = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
φ1
(
d˜n
2
)
x1 ((n+ 1)T )
+ φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
ψ1
(
d˜n
2
)
+ φ1
(
d˜n
2
)
ψ2
(
T − d˜n
)
+ ψ1
(
d˜n
2
)
(4-6)
Como no hay saturacio´n de los ciclos de trabajo, entonces dn ∈ (0, T ) y d˜n ∈ (0, T ).
Al ser un 2 ciclo se debe tener que x0(nT ) = x2((n+ 2)T ) por lo tanto
x0 ((n)T ) = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
φ1
(
d˜n
2
)
x1 ((n+ 1)T )
+ φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
ψ1
(
d˜n
2
)
+ φ1
(
d˜n
2
)
ψ2
(
T − d˜n
)
+ ψ1
(
d˜n
2
)
(4-7)
Sustituyendo (4-5) en (4-7) y despejando x0(nT ) tenemos
x0 ((n)T ) = [I2 − A]−1 · (B(C +D) + J) (4-8)
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siendo
A = B · φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
B = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
φ1
(
d˜n
2
)
C = φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
D = φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
J = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
ψ1
(
d˜n
2
)
+ φ1
(
d˜n
2
)
ψ2
(
T − d˜n
)
ψ1
(
d˜n
2
)
(4-9)
Nume´ricamente se tiene que la matriz I2 − A es invertible, ya que el radio espectral de la
matriz A es menor que 1. Esto nos muestra que existen o´rbitas 2T-perio´dicas no saturadas
4.2.2. Orbitas 2T-perio´dicas semi-saturadas
Estas se presentan cuando en la aplicacio´n de Poincare´ le corresponde dos ciclos el cual uno
pertenece al intervalo (0, T ) y el otro satura en T .
Supongamos que el 2-ciclo corresponde a {x0, x1} , si dn ∈ (0, T ) entonces
x1 ((n+ 1)T ) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x0(nT )
+ φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn)
+ ψ1
(
dn
2
)
(4-10)
Haciendo d˜n = T , entonces de la relacio´n (3-13) tenemos que
x2 ((n+ 2)T ) = φ1 (T )x1 ((n+ 1)T ) + ψ1 (T ) (4-11)
Hacemos x0 ((n)T ) = x2 ((n+ 2)T ) y obtenemos condiciones iniciales para la existencia de
o´rbitas 2T-perio´dicas semi-saturadas, de (4-11) tenemos:
x0 ((n)T ) = φ1 (T )x1 ((n+ 1)T ) + ψ1 (T ) (4-12)
Sustituyendo el valor de (4-10) en (4-12) se tiene
x0 ((n)T ) = [In − A]−1 · (B + C) (4-13)
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A = φ1 (T )φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
B = φ1 (T )φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
C = φ1 (T )
(
φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
))
+ ψ1 (T )
(4-14)
El radio espectral de A es menor que 1 por tanto (I2 − A) es invertible
4.2.3. Orbitas 2T-perio´dicas saturadas
Estas o´rbitas corresponden a los ciclos de orden 2 de la aplicacio´n de Poincare´ cuyos ciclos
de trabajo son saturados en 0 y en T . Supongamos nuevamente que los puntos a los cuales
corresponde el 2-ciclo son {x0, x1}. De (3-12) y (3-13) se sigue que
x1 ((n+ 1)T ) = φ2(T )x0(nT ) + ψ2(T ) (4-15)
y
x2 ((n+ 2)T ) = φ1(T )x1 ((n+ 1)T ) + ψ1(T ) (4-16)
Haciendo x0(nT ) = x2 ((n+ 2)T ) se tiene
x0(nT ) = φ1(T )x1 ((n+ 1)T ) + ψ1(T )
x0(nT ) = φ1(T ) [φ2(T )x0(nT ) + ψ2(T )] + ψ1(T )
x0(nT ) = φ1(T )φ2(T )x0(nT ) + φ1(T )ψ2(T ) + ψ1(T )
x0(nT )− φ1(T )φ2(T )x0(nT ) = φ1(T )ψ2(T ) + ψ1(T )
[I2 − φ1(T )φ2(T )]x0(nT ) = φ1(T )ψ2(T ) + ψ1(T )
con lo que finalmente obtenemos
x0(nT ) = [I2 − φ1(T )φ2(T )]−1 [φ1(T )ψ2(T ) + ψ1(T )] (4-17)
esta condicio´n inicial depende u´nicamente del periodo T
4.3. Estabilidad de las o´rbitas perio´dicas
En esta seccio´n se hace un ana´lisis detallado de la estabilidad de las o´rbitas 1T-perio´dicas
haciendo uso de los multiplicadores caracter´ısticos. La idea es hallar la matriz Jacobiana de
la aplicacio´n de Poincare´ y evaluarla en los puntos fijos de dicha aplicacio´n. Es conocido
que si los valores propios de la Jacobiana evaluada en los puntos de equilibrio, esta´n dentro
del c´ırculo unidad (frontera de estabilidad), entonces la o´rbita 1T-perio´dica es estable, y si
existe un valor propio fuera del c´ırculo unidad, entonces la o´rbita 1T-perio´dica es inestable
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4.3.1. Jacobiano de la aplicacio´n de Poincare´
Para hallar la matriz Jacobiana de la aplicacio´n de Poincare´, debemos tener en cuenta que
esta se encuentra definida por tres casos:
1. Vamos a suponer que dn ∈ (0, T ), es decir el ciclo de trabajo no satura, para este caso
la aplicaco´n de Poincare´ viene dada por la expresio´n ( 3-11). Aplicando la regla de la
cadena tenemos:
JP =
∂P
∂xn
+
∂P
∂dn
· ∂dn
∂xn
(4-18)
De (3-11) se tiene que
∂P
∂xn
= φ1
(
dn
2
)
φ2(T − dn)φ1
(
dn
2
)
(4-19)
Teniendo en cuenta las expresiones (2-16) y (2-17) tenemos:
∂φ1(
dn
2
)
∂dn
=
1
2
A1e
A1(
dn
2
) =
1
2
A1φ1
(
dn
2
)
∂φ2(T − dn)
∂dn
= −A2eA2(T−dn) = −A2φ2(T − dn)
∂ψ1(
dn
2
)
∂dn
=
1
2
· eA1( dn2 ) ·B1 = 1
2
φ1
(
dn
2
)
·B1
∂ψ2(T − dn)
∂dn
= −eA2(T−dn) ·B2 = −φ2(T − dn) ·B2 (4-20)
Definimos
M = φ1
(
dn
2
)
φ2(T − dn)φ1
(
dn
2
)
N = φ1
(
dn
2
)
φ2(T − dn)ψ1
(
dn
2
)
Q = φ1
(
dn
2
)
ψ2(T − dn) + ψ1
(
dn
2
)
(4-21)
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Tomando las derivadas parciales respecto a dn tenemos:
∂M
∂dn
=
∂φ1(
dn
2
)
∂dn
φ2(T − dn)φ1
(
dn
2
)
+ φ1
(
dn
2
)
∂φ2(T − dn)
∂dn
φ1
(
dn
2
)
+ φ1
(
dn
2
)
φ2(T − dn)
∂φ1(
dn
2
)
∂dn
∂N
∂dn
=
∂φ1(
dn
2
)
∂dn
φ2(T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
∂φ2(T − dn)
∂dn
ψ1
(
dn
2
)
+ φ1
(
dn
2
)
φ2(T − dn)
∂ψ1(
dn
2
)
∂dn
∂Q
∂dn
=
∂φ1(
dn
2
)
∂dn
ψ2(T − dn) + φ1
(
dn
2
)
∂ψ2(T − dn)
∂dn
+
∂ψ1(
dn
2
)
∂dn
(4-22)
Sustituyendo (4-20) en (4-22) se tiene
∂M
∂dn
=
[
1
2
A1φ1
(
dn
2
)]
φ2(T − dn)φ1
(
dn
2
)
+ φ1
(
dn
2
)
[−A2φ2(T − dn)]φ1
(
dn
2
)
+ φ1
(
dn
2
)
φ2(T − dn)
[
1
2
A1φ1
(
dn
2
)]
∂N
∂dn
=
[
1
2
A1φ1
(
dn
2
)]
φ2(T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
[−A2φ2(T − dn)]ψ1
(
dn
2
)
+ φ1
(
dn
2
)
φ2(T − dn)
[
1
2
φ1
(
dn
2
)
·B1
]
∂Q
∂dn
=
[
1
2
A1φ1
(
dn
2
)]
ψ2(T − dn) + φ1
(
dn
2
)
[−φ2(T − dn) ·B2]
+
[
1
2
φ1
(
dn
2
)
·B1
]
(4-23)
Tenemos asi que:
∂P
∂dn
=
∂M
∂dn
· xn + ∂N
∂dn
+
∂Q
∂dn
(4-24)
Sea ahora xn = (x
n
1 , x
n
2 )
T . Tenemos asi que:
∂dn
∂xn
= [
∂dn
∂xn1
,
∂dn
∂xn2
] (4-25)
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De las expresiones (3-6) y (1-1) se tiene
∂dn
∂xni
=
(2 ∂s
∂xni
+ T ∂s˙2
∂xni
)(s˙2 − s˙1)− (2s+ T s˙2)( ∂s˙2∂xni −
∂s˙1
∂xni
)
(s˙2 − s˙1)2 (4-26)
De (1-1) Tenemos
s = k1(x
n
1 − x1ref ) + k2(xn2 − x2ref )
∂s
∂xni
= ki
∂s
∂xn1
= k1
∂s
∂xn2
= k2 (4-27)
De (3-3) y (3-4) Se tiene:
s˙2 = k1(x
n
2 − γxn1 )− k2(ν + xn1 + ρ2xn2 − 1)
s˙1 = −k2(ρ1xn2 − 1)− γk1xn1 (4-28)
Para simplificar llamaremos D = s˙2 − s˙1 y F = 2s+ T s˙2, as´ı
D = s˙2 − s˙1 = k1xn2 − k2(xn1 − ρ1xn2 + ρ2xn2 + ν)
F = 2s+ T s˙2
F = 2k1(x
n
1 − x1ref ) + k2(xn2 − x2ref ) + T (k1(xn2 − γxn1 )
− k2(ν + xn1 + ρ2xn2 − 1))
∂s˙2
∂xn1
= −γk1 − k2 ∂s˙2
∂xn2
= k1 − k2ρ2 ∂s˙1
∂xn1
= −γk1 ∂s˙1
∂xn2
= −k2
Remplazando en (4-26) Obtenemos:
∂dn
∂xn1
=
(2k1 − T (γk1 + k2))D + Fk2
(D)2
(4-29)
y
∂dn
∂xn2
=
(2k2 − T (ρ2k2 − k1))D − F (k1 − k2(ρ2 + ρ1))
D2
(4-30)
As´ı se tiene
∂dn
∂xn2
=
1
D2
 (2k1 − T (γk1 + k2))D + Fk2
(2k2 − T (ρ2k2 − k1))D − F (k1 − k2(ρ2 + ρ1))
 (4-31)
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2. Si dn = 0, la aplicacio´n de Poincare´ viene dada por la relacio´n (3-12) y la matriz
Jacobiana viene dada por
JP = φ2(T ) (4-32)
3. Si dn = T , la aplicaci´ın de Poincare´ esta´ dada por la relacio´n ( 3-13) y en este caso la
matriz Jacobiana viene dada por
JP = φ1(T ) (4-33)
5 Bifurcaciones
Resumen:
En este cap´ıtulo se presenta el ana´lisis del cambio cualitativo del convertidor boost, al
variar los para´metros asociados a la superficie de conmutacio´n. En el cap´ıtulo anterior
se establecieron unos valores espec´ıficos para los para´metros a partir de los cuales el
sistema experimenta un cambio en la estabilidad de sus o´rbitas perio´dicas, estos cambios
son cualitativos, por lo tanto, se dice que el sistema experimenta una bifurcacio´n justo
en el valor de dicho para´metro.
Para caracterizar el tipo de bifurcacio´n presente, haremos uso de los diagramas de
bifurcacio´n,el cual se obtiene de la aplicacio´n de Poincare´ dada por las relaciones (3-
11), (3-12) y (3-13), y de los valores propios de la matriz Jacobiana evaluada en los
puntos de equilibrio del sistema.
5.1. Bifurcaciones
Una bifurcacio´n es un cambio cualitativo de un sistema dina´mico, ocurrido al variar uno
de los para´metros del sistema[27, 26]. Al revisar los valores propios de la matriz jacobiana
asociados a la aplicacio´n de Poincare´, observamos que se obtiene una bifurcacio´n tipo Flip
[21], dado que uno de estos valores pasa de ser estable a inestable para un valor del para´metro
k1 ≈ 0, 097. Este tipo de bifurcacio´n pasa por un doblamiento de per´ıodo, es decir que el
sistema pasa de tener una o´rbita 1-per´ıodica a o´rbitas 2-per´ıodicas. En las figuras 5-1, 5-2
y 5-3 se ha escogido γ = 0.186, T = 0.18s, ρ1 = 0.2782, ρ2 = 0.2371 y ν = 0.0274. Como
condicio´n inicial se tomo´ (2.1, 2.4159)T .
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(a) k1 ∈ [0.05, 0.4] (b) k1 ∈ [1.2, 1.215]
Figura 5-1: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = 0.5
La curva en color cyan de la Figura 5-1 corresponde a la o´rbita 1T -perio´dica que se ha
inestabilizado
(a) k1 ∈ [0.05, 0.4] (b) k1 ∈ [1.2, 1.215]
Figura 5-2: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, k2 = 0.5
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(a) k1 ∈ [0.05, 0.4] (b) k1 ∈ [1.2, 1.215]
Figura 5-3: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = 0.5
k1 λ1 λ2 ρ
0.09 0.9231 -0.9986 0.9986
0.094 0.9225 -0.9993 0.9993
0.098 0.9218 -1.0000 1.0000
0.102 0.9212 -1.0008 1.0008
0.106 0.9205 -1.0015 1.0015
0.11 0.9198 -1.0023 1.0023
Tabla 5-1: Valores propios asociados a la variacio´n de k1, k2 = 0.5
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k1 λ1 λ2 ρ
1.2155 -0.9195 -1.0000 1.0000
1.2157 -0.9195 -1.0000 1.0000
1.2159 -0.9196 -1.0000 1.0000
0.102 0.9196 -1.0000 1.0000
1.2164 -0.9196 0.9999 0.9999
1.2166 -0.9196 0.9999 0.9999
Tabla 5-2: Valores propios asociados a la variacio´n de k1, k2 = 0.5
(a) k1 ∈ [0.09, 0.11]
1.201 1.202 1.203 1.204 1.205 1.206 1.207
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(b) k1 ∈ [1.2156, 1.12166]
Figura 5-4: Variacio´n del radio espectral en funcio´n de k1, k2 = 0.5
La variacio´n de los valores propios de la matriz Jacobiana de la aplicacio´n de Poincare´ se
muestran en la Figura 5-5. En ella vemos que inicialmente los valores propios esta´n dentro
del c´ırculo unidad, lo que muestra la estabilidad de la o´rbita 1T -perio´dica. Al incrementarse
el valor de k1 los valores propios salen del c´ırculo unidad por −1
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(a) k1 ∈ [0.09, 0.11]
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(b) k1 ∈ [1.2156, 1.2166]
Figura 5-5: Variacio´n de los valores propios en funcio´n de k1, k2 = 0.5
En las figuras 5-6, 5-7, 5-8, 5-9 y 5-10 se escogio´ γ = 0.186, T = 0.18s, ρ1 = 0.2782,
ρ2 = 0.2371 y ν = 0.0274. Como condicio´n inicial se tomo´ (2.1, 2.4159)
T y k2 = −0.5.
En estas figuras se observa la inestabilidad de las o´rbitas 1T-perio´dicas para valores de k1
menores que −0.097, despue´s de este valor, la o´rbita 1T-perio´dica se hace estable como lo
muestra la Tabla 5-4.
(a) k1 ∈ [−0.4,−0.005] (b) k1 ∈ [−1.215,−1.195]
Figura 5-6: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = −0.5
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(a) k1 ∈ [−0.4,−0.005] (b) k1 ∈ [−1.215,−1.195]
Figura 5-7: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, k2 = −0.5
(a) k1 ∈ [−0.4,−0.005] (b) k1 ∈ [−1.215,−1.195]
Figura 5-8: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = −0.5
La Figura 5-9 muestra que inicialmente los valores propios menores a -1 y que ingresan al
circulo unidad por -1, justo cuando k1 = −0.097, esta bifurcacio´n es de tipo Flip.
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k1 λ1 λ2 ρ
-0.1100 0.9198 -1.0023 1.0023
-0.1050 0.9206 -1.0013 1.0013
-0.1000 0.9215 -1.0004 1.0004
-0.0950 0.9223 -0.9995 0.9995
-0.0900 0.9231 -0.9986 0.9986
-0.0850 0.9239 -0.9978 0.9978
Tabla 5-3: Valores propios asociados a la variacio´n de k1, k2 = −0.5
k1 λ1 λ2 ρ
-1.2166 -0.9196 0.9999 0.9999
-1.2164 -0.9196 0,9999 0.9999
-1.2162 -0.9196 1.0000 1.0000
-1.2159 -0.9196 1.0000 1.0000
-1.2157 -0.9195 1.0000 1.0000
-1.2155 -0.9195 1.0000 1.0000
Tabla 5-4: Valores propios asociados a la variacio´n de k1, k2 = −0.5
(a) k1 ∈ [−0.11,−0.09] (b) k1 ∈ [−1.2166,−1.2156]
Figura 5-9: Variacio´n de los valores propios en funcio´n de k1, k2 = −0.5
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(a) k1 ∈ [−0.11,−0.09]
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(b) k1 ∈ [−1.2166,−1.2156]
Figura 5-10: Variacio´n del radio espectral en funcio´n de k1, k2 = −0.5
5.2. Simulacio´n del sistema con retardo de tiempo
En algunas plataformas de programacio´n en tiempo real, tales como microcontroladores,
DSPs, DSpics, es muy factible que se presenten retardos de tiempo a la hora de hacer con-
trol en tiempo real. Y ma´s aun si el con PWM centrado ya que para realizar el muestreo en
la mitad del periodo muchas veces hay que recurrir a interrupciones que hacen que el sistema
tenga retardo de tiempo.
A continuacio´n se realiza un estudio al convertidor de boost con resistencias para´sitas con un
per´ıodo de atraso, para ello debemos considerar el ciclo de trabajo en el estado t = (1−n)T
y no en t = nT ([9]). Por tanto el ciclo de trabajo que debemos usar viene dado por
dc =
2s(x(n− 1)T )) + T s˙2(x((n− 1)T ))
s˙2(x((n− 1)T ))− s˙1(x((n− 1)T )) (5-1)
Como incorporamos un periodo de atraso al sistema, debemos cambiar t por t−T , donde T
es el periodo de conmutacio´n. La simulacio´n del sistema con retardo de tiempo se muestra
en las figuras 5-11, 5-12 y 5-13.
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Figura 5-11: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = 0.5, cuando
se introduce un periodo de atraso.
Figura 5-12: Diagrama de bifurcacio´n de la tension en funcio´n de k1, k2 = 0.5, cuando se
introduce un periodo de atraso
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Figura 5-13: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = 0.5, cuando se
introduce un periodo de atraso
Se escogieron las condiciones γ = 0.1860, ρ1 = 0.2782, ρ2 = 0.2371, T = 0.18, ν = 0.0274 y
k2 = 2.5 y como condicio´n inicial (2.1, 2.4159)
T . Se ha usado el ciclo de trabajo dado por la
relacio´n (6-2).
Si comparamos con los diagramas de bifurcacio´n de las figuras 5.1(a), 5.2(a) y 5.3(a) se
observa que la o´rbita 1T -perio´dica pierde su estabilidad en ciertos rangos en los que antes era
estable, por tanto al introducir un retardo de tiempo en el convertidor boost con resistencias
para´sitas, la regio´n de estabilidad es ma´s pequen˜a.
6 Existencia y Control de Caos
Resumen:
En este cap´ıtulo se hace un estudio de caos en el convertidor boost con resistencias
internas, donde se muestra nume´ricamente la presencia de caos utilizando el ca´lculo
de los exponentes de Lyapunov. Luego se hace control de caos mediante las te´cnicas
FPIC y TDAS.
6.1. Definicio´n de caos.
El Caos es una palabra que originalmente denotaba la completa falta de forma o de orga-
nizacio´n sistema´tica, pero que ahora suele utilizarse para indicar la ausencia de un cierto
orden que deber´ıa estar presente. [19].
Una definicio´n ma´s aceptada es la de un comportamiento aperio´dico a largo plazo en un
sistema determin´ıstico, comportamiento que exhibe dependencia sensible a las condiciones
iniciales.
Es decir, se trata de un comportamiento irregular, en el que cualquier variacio´n en alguna
condicio´n inicial, puede ocasionar un cambio dra´stico en la evolucio´n del sistema [31].
Para el estudio del caos utilizamos la siguiente definicio´n [9].
Definicio´n 1
Un sistema es cao´tico si satisface las siguientes condiciones:
1. Posee exponentes de Lyapunov positivos
2. Tiene dependencia sensible sobre condiciones iniciales en su dominio
3. Es acotado
Los exponentes de Lyapunov son una herramienta matema´tica por medio de la cual se
puede determinar la velocidad de convergencia o divergencia de dos o´rbitas de una ecuacio´n
diferencial, cuyas condiciones iniciales difieren infinitesimalmente una de la otra.[3]
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Definicio´n 2
Sea DF(x) la matriz Jacobiana de la aplicacio´n de Poincare´ y λi(DF(x)) el i-e´simo valor
propio de DF(x). El exponente de Lyapunov Li para cada valor propio viene dado por
Li = l´ım
n→∞
(
1
n
n∑
k=0
log|λi(DF(x))|
)
(6-1)
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Figura 6-1: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = 0, 5
En la Figura 6-1 se confirma la existencia de caos en el convertidor boost con resistencias
para´sitas, esto es debido a la presencia de exponentes de Lyapunov positivos, En 6.1(a) nos
muestra que el caos para la variacio´n del para´metro k1 se encuentra entre k1 = 0, 09796 y
k1 = 0, 3744, las condiciones iniciales escogidas fueron las mismas utilizadas en los diagramas
de bifurcacio´n 5.1(a), 5.2(a) y 5.3(a). En 6.1(b) se tiene que el caos para la variacio´n del
para´metro k1 se encuentra entre k1 = 1, 2019 y k1 = 1, 21, las condiciones iniciales escogidas
fueron las mismas utilizadas en los diagramas de bifurcacio´n 5.1(b), 5.2(b) y 5.3(b).
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Figura 6-2: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = −0, 5
En la Figura 6-2 se confirma la existencia de caos en el convertidor boost con resistencias
para´sitas, esto es debido a la presencia de exponentes de Lyapunov positivos. En 6.2(a) nos
muestra que el caos para la variacio´n del para´metro k1 se encuentra entre k1 = −0, 3744
y k1 = −0, 09796, las condiciones iniciales escogidas fueron las mismas utilizadas en los
diagramas de bifurcacio´n 5.6(a), 5.7(a) y 5.8(a). En 6.2(b) nos muestra que el caos para la
variacio´n del para´metro k1 se encuentra entre k1 = −1, 21 y k1 = −1, 2019, las condiciones
iniciales escogidas fueron las mismas utilizadas en los diagramas de bifurcacio´n 5.6(b), 5.7(b)
y 5.8(b).
6.2. Control de caos con FPIC
El sistema estudiado es no auto´nomo, es decir, esta´ excitado con una sen˜al externa u.
Para controlar el caos que presenta el convertidor boost cuando se le introducen resistencias
para´sitas con ZAD, en esta seccio´n utilizaremos la te´cnica FPIC (fixed Point Induced Con-
trol).
Teorema 6.2.1 FPIC[4] Consideremos un sistema dina´mico discreto descrito por un con-
junto de ecuaciones
xk+1 = f(xk, u(xk))
donde xk ∈ Rn, u : Rn → R, f : Rn+1 → Rn, supongamos que el sistema posee un punto fijo
(x∗, u(x∗)) := (x∗, u∗)
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Al calcular el jacbiano del sistema en este punto fijo obtenemos J = Jx + Ju donde
Jx =
(
∂f
∂x
)
(x∗,u∗)
y Ju =
(
∂f
∂u
∂u
∂x
)
(x∗,u∗)
Supongamos que el radio espectral de Jx es menor que uno (ρ(Jx) < 1), entonces existe una
sen˜al de control
uˆ(k) =
u(x(k)) +Nu∗
N + 1
que garantiza la estabilidad del punto fijo (x∗, u∗) para algu´n N ∈ R+.
Considerando el ciclo de trabajo del sistema como la variable a controlar, modificamos el
ciclo de trabajo as´ı:
d(k) =
dT +NdE
N + 1
donde d(k) es el ciclo de trabajo que se va a aplicar, dT es el ciclo de trabajo obtenido en
(3-6), dE es el ciclo de trabajo en estado estacionario (3-15) y N una constante arbitraria
positiva.
Para poder aplicar la te´cnica FPIC, primero se debe encontrar el radio espectral de la matriz
∂p
∂xn
= φ1(
dn
2
)φ2(T − dn)φ1(dn
2
) (6-2)
evaluada en el punto fijo y∗ de la aplicacio´n de poincare´ y ver si es menor que 1.
58 6 Existencia y Control de Caos
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.96
0.965
0.97
0.975
0.98
0.985
0.99
0.995
1
Ciclo de trabajo
R
ad
io
 E
sp
ec
tra
l
γ=0.06
γ=0.09
γ=0.14
γ=0.18
Figura 6-3: Radio espectral en funcio´n de γ.
La Figura 6-3 muestra la variacio´n del radio espectral de la matriz
∂p
∂xn
para varios valores
de γ. Por lo tanto la te´cnica de control FPIC es aplicable al esquema {1, 0, 1}. La te´cnica
de control garantiza la existencia de un nu´mero real positivo.
Las figuras 6-4 , 6-5 y 6-6 muestran 3 diagramas de bifurcacio´n, donde se ve que al escoger
N = 0.06 , disminuye la zona en la que el sistema presenta comportamiento cao´tico.
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Figura 6-4: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 con N = 0.06.
Figura 6-5: Diagrama de bifurcacio´n de la Tensio´n en funcio´n de k1 con N = 0.06.
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Figura 6-6: Diagrama de bifurcacio´n de la corriente en funcio´n de k1 con N = 0.06.
La Figura 6-9 nos muestra que el sistema mejora su capacidad de regulacio´n cuando aplica-
mos el control FPIC.
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Figura 6-7: Atractor del sistema en el espacio de estados aplicando FPIC con N = 0.06.
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Figura 6-8: Evolucio´n del ciclo de trabajo aplicando FPIC con N = 0.06.
Figura 6-9: Regulacio´n del sistema aplicando FPIC con N = 0.06.
Las figuras 6-10 , 6-11 y 6-12 muestran 3 diagramas de bifurcacio´n, donde se ve´ que
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al escoger N = 0.08 , disminuye considerablemente la zona en la que el sistema presenta
comportamiento cao´tico.
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Figura 6-10: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 con N = 0.08.
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Figura 6-11: Diagrama de bifurcacio´n de la Tensio´n en funcio´n de k1 con N = 0.08.
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Figura 6-12: Diagrama de bifurcacio´n de la corriente en funcio´n de k1 con N = 0.08.
Las figuras 6-13 , 6-14 y 6-15 muestran 3 diagramas de bifurcacio´n, donde se ve que al
escoger N = 0.1 , pra´cticamente ha desaparecido la zona en la que el sistema presentaba
caos.
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Figura 6-13: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 con N = 0.1.
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Figura 6-14: Diagrama de bifurcacio´n de la Tensio´n en funcio´n de k1 con N = 0.1.
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Figura 6-15: Diagrama de bifurcacio´n de la corriente en funcio´n de k1 con N = 0.1.
Las figuras 6-16 y 6-17 nos da las cotas en las que la te´cnica FPIC controla el caos del
sistema, la parte de color azul corresponde a la zona donde el caos se controla y la roja a la
presencia de caos.
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Figura 6-16: Cotas para la constante N de control FPIC
Figura 6-17: Cotas para la constante N de control FPIC
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6.3. Te´cnica de control TDAS
La te´cnica se basa en aplicar realimentacio´n de la variable retardada en el tiempo [28]. Al
aplicar la te´cnica TDAS podemos escribir
dn = dT + η(dn − dn−1) (6-3)
donde dn es el ciclo de trabajo que vamos a trabajar, dT es el ciclo de trabajo dada en la rela-
cio´n (3-6), dn−1 es el ciclo de trabajo en la anterior iteracio´n y η es el factor de realimentacio´n.
Definimos una nueva sen˜al de control con un per´ıodo de retardo
dn =
dT − ηdn−1
1− η (6-4)
Para encontrar anal´ıticamente, aquellos valores de η que estabilizan la o´rbita 1-perio´dica,
calcularemos el Jacobiano del nuevo sistema. La aplicacio´n de Poincare´ del nuevo sistema
viene dada por:
X(n+ 1) = P (X(n), d(X(n), X(n− 1)))
Haciendo
Z1 = X(n) Z2 = X(n− 1)
obteniendo asi una nueva sen˜al de control dependiente de las variables Z1 y Z2:
d(n+ 1) =
Z1(n)− ηd(Z2(n))
1− η (6-5)
obteniendo as´ı el siguiente sistema:
Z1(n+ 1) = P (Z1(n), d(Z1(n), Z2(n))), Z2(n+ 1) = Z1(n) (6-6)
El Jacobiano del nuevo sistema (6-6) viene dado por:
J =
 ∂P∂Z1 + ∂P∂d ∂d∂Z1 ∂P∂d ∂d∂Z2
I 0
 (6-7)
donde I y O son las matrices identidad y nula de taman˜o 2× 2, respectivamente.
Con la expresio´n 6-7 analizaremos nume´ricamente la estabilidad de la o´rbita 1-perio´dica
asociada al sistema cuando es controlada con TDAS.
Las figuras 6-18 y 6-19 nos muestran la evolucio´n del sistema para el ciclo de trabajo y
la tensio´n en funcio´n de k1, cuando se elige η = 0, 01. Al comparar este resultado con el
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obtenido en 5.1(a) y 5.2(a) vemos que la zona de comportamiento cao´tico es ma´s grande.
Esto nos lleva a tomar valores negativos para el factor de realimentacio´n η.
Figura 6-18: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 para η = 0.01.
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Figura 6-19: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 para η = 0.01.
En las figuras 6-20 y 6-21 se escogio´ η = −0, 01 y se tiene una disminucio´n de la regio´n
donde hay presencia de caos.
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Figura 6-20: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 para η = −0.01.
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Figura 6-21: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 para η = −0.01.
En las figuras 6-22 y 6-23 se escogio´ η = −0, 1 y se tiene una disminucio´n significativa de
la regio´n donde hay presencia de caos.
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Figura 6-22: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 para η = −0.1.
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Figura 6-23: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 para η = −0.1.
La Figura 6-24 nos da cotas para la constante η en la que se obtiene control de caos para
un valor aproximado de η = −0.02
Figura 6-24: Cotas para la constante η de control TDAS.
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El control con FPIC puede estabilizar o´rbitas de periodo uno y superior en sistemas inestables
y/o cao´ticos de una manera simple y sin medicio´n de las variables de estado, como s´ı requiere
la te´cnica TDAS, la te´cnica FPIC lo que hace es obligar al sistema a que evolucione al punto
fijo. En este sentido se parte del conocimiento previo del punto fijo o el valor de estado
estacionario de la sen˜al de control, bien sea de manera anal´ıtica o nume´rica y con base en e´l
se disen˜a la estrategia de control. [30]
7 Feno´meno de adicio´n de periodo en el
boost con resistencias para´sitas
Resumen:
En este cap´ıtulo se muestra que en el convertidor boost con resistencias para´sitas se
presenta el feno´meno de adicio´n de periodo. De manera nume´rica y anal´ıtica se muestra
que, bajo la variacio´n de un para´metro asociado a la superficie de conmutacio´n, entre
dos o´rbitas perio´dicas existe una cantidad enumerable de o´rbitas perio´dicas.
7.1. Adicio´n de periodo
En esta seccio´n mostraremos el feno´meno de adicio´n de per´ıodo en el convertidor boost con
resistencias para´sitas.
En la Figura 7-1 se tomo´ k2 = 0.5, donde se aprecia que entre una o´rbita de periodo 5 y
una de per´ıodo 4 hay una de o´rbita de per´ıodo 9, lo que muestra que entre una o´rbita de
per´ıodo n y una o´rbita de per´ıodo m existe una o´rbita de per´ıodo n+m [9] y (7-2)
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Figura 7-1: Feno´meno de adicio´n de periodo para la tensio´n.
En el rango de valores del para´metro k1 de la Figura 7-1, se observa que existe una cantidad
enumerable de o´rbitas, para este caso se resaltaron que entre una o´rbita de periodo 3 y una
o´rbita de periodo 10, hay una de periodo 5, que entre una o´rbita de periodo 3 y una de
periodo 7 hay una o´rbita de periodo 10, y as´ı sucesivamente.
Podemos ver las o´rbitas de periodo 3,4,5,7,10,11,13,14,· · · Vemos as´ı que existe una cantidad
enumerable (infinita) de secuencia de o´rbitas.
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Figura 7-2: Feno´meno de adicio´n de periodo para la corriente.
Para mostrar el feno´meno de adicio´n de periodo, en primer lugar damos la siguiente defini-
cio´n.
Definicio´n Sea n ∈ N, I = {0, 1, · · · , n− 1} y k1, k2 ∈ R tales que el conjunto On = {xi ∈
R2 : i ∈ I} es un ciclo limite de periodo n.
1. On es no saturado si 0 < d(xi, k1, k2) < T para todo i ∈ I
2. On es semi-saturado si existe J ⊂ I, J 6= 0 tal que 0 < d(xi, k1, k2) < T para todo
i ∈ I − J y d(xj, k1, k2) ≤ 0 o´ d(xj, k1, k2) ≥ T para todo j ∈ J
3. On es saturado si d(xi, k1, k2) ≤ 0 o´ d(xi, k1, k2) ≥ T para todo i ∈ I
En [9] y [2] se demostro´ que dado n ∈ N, n ≥ 3 y OZn−1T 1 = {x0, x1, x2, ..., xn−1} un ciclo
saturado, donde d(θ, x0) ≥ T y d(θ, xi) ≤ 0 para todo i = 1, 2, 3, 4, ...., n− 1, entonces
xi =

(
I2 − φn−12 (T )φ21(T )
)−1(
φn−12 [φ1(T )ψ1(T ) + ψ1(T )] +
n−2∑
j=0
φj2(T )ψ2(T )
)
, i = 0
φ1(T )x0 + ψ1(T ), i = 1
φi−12 (T )φ
1
1(T )x0 + φ
i−1
2 (T ) [φ1(T )ψ1(T ) + ψ1(T )] +
i−2∑
j=0
φj2(T )ψ2(T ), i = 2, 3, 4, ..., n− 1
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(7-1)
donde φ02(T ) = I2.
Continuando con este estudio se presenta el siguiente teorema.
Teorema 7.1.1 Sean n ∈ N, n ≥ 4 y OZn−2T 2 = {x0, x1, x2, ..., xn−1} un ciclo saturado,
donde d(θ, xj) ≥ T ,para todo j = 0, 1 y d(θ, xi) ≤ 0 para todo i = 2, 3, 4, ...., n− 1, entonces
xi =

(
I2 − φn−22 (T )φ21(T )
)−1(
φn−22 [φ1(T )ψ1(T ) + ψ1(T )] +
n−3∑
j=0
φj2(T )ψ2(T )
)
, i = 0
φ1(T )x0 + ψ1(T ), i = 1
φ21(T )x0 + φ1(T )ψ1(T ) + ψ1(T ), i = 2
φi−22 (T )φ
2
1(T )x0 + φ
i−2
2 (T ) [φ1(T )ψ1(T ) + ψ1(T )] +
i−3∑
j=0
φj2(T )ψ2(T ), i = 3, 4, ..., n− 1
(7-2)
donde φ02(T ) = I2
Demostracio´n
x1 = φ1(T )x0 + ψ1(T )
x2 = φ1(T )x1 + ψ1(T ) = φ1(T )(φ1(T )x0 + ψ1(T )) + ψ1(T )
x3 = φ2(T )[φ
2
1(T )x0 +
1∑
k=0
φk1(T )ψ1(T )] + ψ2(T )
x4 = φ
2
2(T )[φ
2
1(T )x0 +
1∑
k=0
φk1(T )ψ1(T )] +
1∑
j=0
φj2(T )ψ2(T )
continuando sucesivamente obtenemos para un valor i:
xi = φ
i−2
2 (T )[φ
2
1(T )x0 +
1∑
k=0
φk1(T )ψ1(T )] +
i−3∑
j=0
φj2(T )ψ2(T ) (7-3)
Cuando i = n tenemos que xi = x0 con esto la ecuacio´n (7-3) se puede escribir como:
x0 = φ
n−2
2 (T )[φ
2
1(T )x0 +
1∑
k=0
φk1(T )ψ1(T )] +
n−3∑
j=0
φj2(T )ψ2(T )
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de donde
(I2 − φn−22 (T )φ21(T ))x0 = φn−22 (T )
1∑
k=0
φk1(T )ψ1(T ) +
n−3∑
j=0
φj2(T )ψ2(T )
Despejando x0 obtenemos:
x0 =
(
I2 − φn−22 (T )φ21(T )
)−1(
φn−22 (T )
1∑
k=0
φk1(T )ψ1(T ) +
n−3∑
j=0
φj2(T )ψ2(T )
)
por lo tanto obtenemos la siguiente expresio´n
xi =

(
In − φn−22 (T )φ21(T )
)−1(
φn−22 [φ1(T )ψ1(T ) + ψ1(T )] +
n−3∑
j=0
φj2(T )ψ2(T )
)
, i = 0
φi1(T )x0 +
i−1∑
k=0
φk1(T )ψ1(T ), i = 1, 2
φi−22 (T )φ
2
1(T )x0 + φ
i−2
2 (T ) [φ1(T )ψ1(T ) + ψ1(T )] +
i−3∑
j=0
φj2(T )ψ2(T ), i = 3, 4, ..., n− 1
(7-4)
El valor de x0 se da´ so´lo si la matriz I2 − φn−22 (T )φ21(T ) es no singular.
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Figura 7-3: No singularidad de la matriz I2 − φn−22 (T )φ21(T ).
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De la Figura 7-3 vemos que la norma de la matriz φn−22 (T )φ
2
1(T ) es menor que 1 y en
consecuencia el radio espectral de la matriz φn−22 (T )φ
2
1(T ) es menor que 1, por tanto la
matriz I2 − φn−22 (T )φ21(T ) tiene inversa.
Teorema 7.1.2 Sean n,m ∈ N,m < n, n ≥ m+2 y OZn−mTm = {x0, x1, x2, ...xn, ..., xn−1}un
ciclo saturado, donde d(θ, xj) ≥ T , para todo j = 0, 1, 2,m − 1 y d(θ, xi) ≤ 0 para todo
i = m,m+ 1, ..., n− 1, Entonces
xi =

(
I2 − φn−m2 (T )φm1 (T )
)−1φn−m2 (T )m−1∑
k=0
φk1(T )ψ1(T ) +
n−(m+1)∑
j=0
φj2(T )ψ2(T )
 , i = 0
φi1(T )x0 +
i−1∑
k=0
φk1(T )ψ1(T ), i = 1, 2, ..,m
φi−m2 (T )
(
φm1 (T )x0 +
m−1∑
k=0
φk1(T )ψ1(T )
)
+
i−(m+1)∑
j=0
φj2(T )ψ2(T ), i = m+ 1, ..., n− 1
(7-5)
Demostracio´n Las expresiones para los xi se obtienen directamente de las relaciones (3-12)
y (3-13). El valor de x0 se da´ so´lo si la matriz I2 − φn−m2 (T )φm1 (T ) es invertible.
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Figura 7-4: No singularidad de la matriz I2 − φn−102 (T )φ101 (T ).
De la Figura 7-4 vemos que la norma de la matriz φn−102 (T )φ
10
1 (T ) es menor que 1 y en
consecuencia el radio espectral de la matriz φn−102 (T )φ
10
1 (T ) es menor que 1, por tanto la
matriz I2 − φn−102 (T )φ101 (T ) tiene inversa.
8 Convertidor boost modelo ideal vs
convertidor boost con resistencias
para´sitas
Resumen:
En este cap´ıtulo se hacen comparaciones del modelo de convertidor boost con resisten-
cias para´sitas y el convertidor boost en su modelo ideal.
8.1. Descripcio´n de ambos modelos
El convertidor boost en su forma ma´s simple se muestra en la Figura 8.1(a). Esta´ formado
por la fuente E, un inductor L, un interruptor S que realiza la conmutacio´n, un diodo D, el
filtro C y la carga a alimentar, que para este caso es una carga resistiva R.
En el convertidor boost con resistencias internas, se incluyen las pe´rdidas por efecto jou-
le (cuando una corriente ele´ctrica atraviesa un conductor, se disipa energ´ıa en forma de
calor[22]), pe´rdidas resistivas de la fuente (rS), en el inductor (rL), la del MOSFET (rM) y
la resistencia para medida de la corriente (rMed), como se muestra en la Figura 8.1(b).
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(b) Con resistencias para´sitas
Figura 8-1: Convertidor boost con y sin resistencias para´sitas
En el convertidor boost en su forma ma´s simple, la sen˜al de referencia es constante e igual
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a (x1ref , γx
2
1ref )
T , y el ciclo de trabajo en estado estacionario viene dado por:
dE = T
(
1− 1
x1ref
)
Las ecuaciones para el modelo donde se incluyen resistencias para´sitas (2-14), sen˜al de refe-
rencia y el ciclo de trabajo en estado estacionarios(3-15) ya fueron estudiados en los cap´ıtulos
2 y 3 respectivamente.
8.2. Convertidor boost modelo ideal vs boost con
resistencias para´sitas, con distintos x2ref e igual valor
de x1ref .
Cuando k2 = −0.5 tenemos en las figuras 8.2(a) y 8.2(b) muestra la existencia de caos en el
convertidor boost con resistencias para´sitas y sin ellas.
Para el rango del para´metro k1 notamos que la presencia de caos es mayor para el convertidor
en modo ideal (sin resistencias para´sitas) que el rango k1 para el convertidor con resistencias
para´sitas. En ambos casos se escogieron las mismas condiciones iniciales, pero el valor de
x2ref es diferente.
Para el convertidor boost en modelo ideal x2ref = γx
2
1ref
Para el convertidor boost con resistencias para´rasitas
Tambie´n se aprecia que en el convertidor boost de forma simple, hay presencia de caos para
valores del para´metro k1 positivos, mientras que en el otro modelo no.
Para k2 = 0.5 el caos se presenta para valores positivos del para´metro k1 en el convertidor
con resistencias internas como lo muestra la Figura 8.8(b), en el convertidor en la forma ma´s
simple se nota la presencia de caos para valores negativos del para´metro k1, como lo muestra
la Figura 8.3(a).
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Figura 8-2: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = −0.5
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Figura 8-3: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = 0.5
En la Figura 8-4 se muestra el comportamiento del sistema, con la sen˜al de referencia
x1ref = 2.1 donde se puede apreciar que los diagramas de bifurcacio´n nume´ricos para el
convertidor boost con resistencias internas es de rango menor para el para´metro k1, que el
diagrama de bifurcacio´n del convertidor boost en modelo ideal. Esto muestra que incluyendo
las pe´rdidas en el modelo, se obtiene mayor rango de estabilidad en el para´metro k1.
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(a) modelo ideal (b) Con resistencias para´sitas
Figura 8-4: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = 0.5
Las Figura 8-5 muestran los diagramas de bifurcacio´n del paraa´metro k1 vs la tensio´n, donde
se aprecia que el convertidor boost con la inclusio´n de resistencias para´sitas es ma´s estable
que el convertidor en su forma simple.
(a) modelo ideal (b) Con resistencias para´sitas
Figura 8-5: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, k2 = 0.5
La Figura 8-6 muestran los diagramas de bifurcacio´n del para´metro k1 vs la corriente, donde
se aprecia que el convertidor boost con la inclusio´n de resistencias para´sitas es ma´s estable
que el convertidor en modelo ideal.
82 8 Convertidor boost modelo ideal vs convertidor boost con resistencias para´sitas
(a) modelo ideal (b) Con resistencias para´sitas
Figura 8-6: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = 0.5
8.3. Convertidor boost modelo ideal vs boost con
resistencias para´sitas, con igual punto de equilibrio
.
A continuacio´n se hace el estudio tomando el mismo punto de equilibrio (x1ref , γx
2
1ref )
T .
Cuando k2 = −0.5 tenemos en las figuras 8.7(a) y 8.7(b) la existencia de caos en el conver-
tidor boost con resistencias para´sitas y en el convertidor boost de modelo ideal.
Para igual rango del para´metro k1 en ambos convertidores se puede ver que la presencia de
caos es mayor en modo ideal que el estudiado en esta tesis.
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Figura 8-7: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = −0, 5
Para k2 = 0.5 se presenta el mismo caso, donde la presencia de caos es mayor en el convertidor
boost dado en el modelo ideal que el convertidor boost con la inclusio´n de las resistencias
para´sitas.
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Figura 8-8: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = −0, 5
En las figuras 8.9(a) y 8.9(b) se muestra el comportamiento simulado, con la sen˜al de re-
ferencia x1ref = 2.5 donde se puede apreciar que los diagramas de bifurcacio´n nume´ricos
para el convertidor boost con resistencias internas es de rango menor para el para´metro k1,
que el diagrama de bifurcacio´n del convertidor boost en su forma simple. Esto muestra que
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incluyendo las pe´rdidas en el modelo, se obtiene mayor estabilidad.
(a) Modelo ideal (b) Con resistencias para´sitas
Figura 8-9: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = 0.5
Las figuras 8.10(a) y 8.10(b) muestran los diagramas de bifurcacio´n del para´metro k1 vs la
tensio´n, donde se aprecia que el convertidor boost con la inclusio´n de resistencias internas
es ma´s estable que el convertidor en su forma simple.
(a) Modelo ideal (b) Con resistencias para´sitas
Figura 8-10: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, k2 = 0.5
Las figuras 8.11(a) y 8.11(b) muestran los diagramas de bifurcacio´n del para´metro k1 vs la
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corriente, donde se aprecia que el convertidor boost con la inclusio´n de resistencias internas
es ma´s estable que el convertidor en su forma simple.
(a) Modelo ideal (b) Con resistencias para´sitas
Figura 8-11: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = 0.5
9 Conclusiones, trabajos futuros y
difusio´n de resultados
Resumen:
En este cap´ıtulo se presentan los principales resultados obtenidos en este estudio de
tesis de maestr´ıa y se plantean posibles estudios futuros utilizando la te´cnica ZAD y el
convertidor boost con distintas superficies de conmutacio´n y otras pe´rdidas.
9.1. Conclusiones
Se hizo un estudio de la dina´mica del convertidor boost cuando se le incluyen resisten-
cias para´sitas, usando la superficie de conmutacio´n
s(x(t)) = k1(x1(t)− x1ref ) + k2(x2(t)− x2ref )
Se determino´ la estabilidad de la o´rbita 1T -perio´dica para el convertidor boost cuando
se le incluyen resistencias internas mediante los exponentes de Lyapunov.
Se implementaron las te´cnicas de FPIC y TDAS en el esquema de pulso al centro.
Se mostro´ la presencia del feno´meno de adicio´n de periodo en el convertidor boost con
resistencias internas cuando es controlado con ZAD.
Se mostro´ que al incluir las resistencias internas rS, rL, rM y rMed el sistema se hace
ma´s estable.
9.2. Trabajos Futuros
Implementar experimentalmente la te´cnica ZAD en el convertidor boost con resisten-
cias internas y comparar los resultados experimentales con los obtenidos mediante
simulacio´n.
Realizar un estudio al convertidor boost teniendo en cuenta la pe´rdida en el filtro.
9.3 Difusio´n de resultados 87
Realizar el estudio del convertidor boost con resistencias internas utilizando la super-
ficie de conmutacio´n.
s(x(t)) = (x1(t)− x1ref ) + k1(x2(t)− x2ref ) + k2
∫ (K+1)T
KT
(x1(t)− x1ref )dt
para determinar si el sistema es robusto ante perturbaciones de entrada.
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