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Résumé :
Nous présentons une étude de la classe des quasi-
extensions de Lovász (c’est-à-dire des fonctions obtenues
en composant une extension de Lovász avec une function
non décroissante qui s’annule à l’origine) et de celle de
leur version symétrique. Ces fonctions apparaissent natu-
rellement dans le cadre de l’aide à la décision dans l’in-
certain car elles contiennent les fonctionnelles de préfé-
rence globales associées respectivement à des intégrales
de Choquet discrètes et à des intégrales de Choquet dis-
crètes symétriques dont les variables sont transformées
par une fonction d’utilité donnée.
Mots-clés :
Fonction d’agrégation, intégrale de Choquet discrète,
extension de Lovász, modularité comonotone, invariance
par différences horizontales.
Abstract:
We present a study of the class of quasi-Lovász exten-
sions (i.e. functions which are a composition of a Lovász
extension with a nondecreasing function vanishing at the
origin) as well as that of their symmetric variants. These
functions appear naturally within the scope of decision
making under uncertainty since they subsume overall pre-
ference functionals associated with discrete Choquet in-
tegrals and symmetric discrete Choquet integrals, respec-
tively, whose variables are transformed by a given utility
function.
Keywords:
Aggregation function, discrete Choquet integral,
Lovász extension, comonotonic modularity, invariance
under horizontal differences.
1 Introduction
Les fonctions d’agrégation apparaissent chaque
fois qu’une fusion d’informations est néces-
saire : en mathématiques pures et appliquées
(théorie des probabilités, statistique, théorie de
la décision, équations fonctionnelles), en re-
cherche opérationnelle, en informatique, ainsi
que dans beaucoup d’autres domaines appli-
qués (économie et finance, reconnaissance de
formes, traitement d’images, fusion de données,
etc.). Pour des références récentes, voir Belia-
kov et col. [1] et Grabisch et col. [7].
L’intégrale de Choquet discrète a été largement
étudiée en théorie de l’agrégation en raison
de ses nombreuses applications, par exemple,
en aide à la décision (voir le livre édité [8]).
Une manière commode d’introduire l’intégrale
de Choquet discrète consiste à considérer le
concept d’extension de Lovász. Une extension
de Lovász à n variables est une fonction conti-
nue L : Rn ! R dont la restriction à chacun des
n! sous-domaines
Rn = fx = (x1; : : : ; xn) 2 Rn :
x(1) 6    6 x(n)g;  2 Sn;
est une fonction affine, où Sn représente l’en-
semble des permutations sur [n] = f1; : : : ; ng.
Une intégrale de Choquet à n variables est sim-
plement une extension de Lovász non décrois-
sante (sur chaque variable) qui s’annule à l’ori-
gine. Pour un cadre général, voir [7, §5.4].
La classe des extensions de Lovász à n va-
riables a été axiomatisée par les auteurs [4]
au moyen de deux propriétés remarquables de
l’agrégation, à savoir l’additivité comonotone et
la min-additivité horizontale (pour des axioma-
tizations antérieures des intégrales de Choquet à
n variables, voir par exemple [2, 6]). Rappelons
qu’une fonction f : Rn ! R est dite comono-
tonement additive si, pour tout  2 Sn et tous
x;x0 2 Rn, nous avons
f(x+ x0) = f(x) + f(x0):
La fonction f est dite horizontalement min-
additive si, pour tout x 2 Rn et tout c 2 R,
nous avons
f(x) = f(x ^ c) + f(x  (x ^ c));
où x^c représente le n-uple dont la i-ième com-
posante est xi ^ c = min(xi; c).
Dans cet article, nous considérons une généra-
lisation des extensions de Lovász que nous ap-
pelons quasi-extensions de Lovász et qui est dé-
crite par l’équation
f(x1; : : : ; xn) = L('(x1); : : : ; '(xn));
où L est une extension de Lovász et ' est une
fonction non décroissante telle que '(0) = 0.
Une telle fonction d’agrégation est utilisée en
aide à la décision dans l’incertain, où ' est une
fonction d’utilité et f est une fonctionnelle de
préférence globale. Elle est aussi utilisée en aide
multicritère à la décision où les critères sont
commensurables (i.e., exprimés sur une même
échelle). Pour une référence récente sur ce su-
jet, voir Bouyssou et col. [3].
Pour axiomatiser la classe des quasi-extensions
de Lovász, nous proposons les généralisations
suivantes de l’additivité comonotone et de la
min-additivité horizontale, à savoir la modula-
rité comonotone et l’invariance par rapport aux
min-différences horizontales (ainsi que sa ver-
sion duale), que nous allons maintenant briè-
vement décrire. Nous disons qu’une fonction
f : Rn ! R is comonotonement modulaire si,
pour tout  2 Sn et tous x;x0 2 Rn, nous avons
f(x) + f(x0) = f(x ^ x0) + f(x _ x0);
où x^x0 (resp. x_x0) représente le n-uple dont
la i-ième composante est xi ^ x0i = min(xi; x0i)
(resp. xi _ x0i = max(xi; x0i)). Nous disons que
f est invariant par rapport aux min-différences
horizontales si, pour tout x 2 Rn et tout c 2 R,
nous avons
f(x)  f(x ^ c) = f([x]c)  f([x]c ^ c);
où [x]c représente le n-uple dont la i-ième com-
posante est 0, si xi 6 c, et xi, sinon.
La structure de l’article est la suivante. À la
section 2, nous rappelons les définitions des
extensions de Lovász, des intégrales de Cho-
quet discrètes et de leur version symétrique.
Nous présentons aussi des représentations de
ces fonctions. À la section 3, nous définissons
le concept de quasi-extension de Lovász et ce-
lui de sa version symétrique, nous introdui-
sons des relaxations naturelles de l’homogé-
néité, à savoir l’homogénéité faible et l’homo-
généité impaire, et nous présentons des caracté-
risations des quasi-extensions de Lovász (resp.
des quasi-extensions de Lovász symétriques)
qui sont faiblement homogènes (resp. impaire-
ment homogènes). À la section 4, nous définis-
sons les concepts de modularité comonotone,
d’invariances par rapport aux min-différences
horizontales et aux max-différences horizon-
tales, et nous présentons une description com-
plète des classes de fonctions axiomatisées par
chacune de ces propriétés. À la section 5, nous
donnons des axiomatisations des classes des
quasi-extensions de Lovász au moyen des pro-
priétés ci-dessus et donnons toutes les factorisa-
tions possibles des quasi-extensions de Lovász
en des compositions d’extensions de Lovász
avec des fonctions à une variable. Finalement, à
la section 6, nous présentons des résultats ana-
logues pour les quasi-extensions de Lovász sy-
métriques.
Nous utilisons les notations suivantes. Soient
B = f0; 1g, R+ = [0;+1[, et R  = ] 1; 0].
Le symbole I représente un intervalle réel non
vide, éventuellement non borné, contenant 0.
Nous introduisons aussi les notations I+ = I \
R+, I  = I\R  et In = In\Rn. Une fonction
f : In ! R, où I est centré en 0, est dite im-
paire si f( x) =  f(x). Pour toute fonction
f : In ! R, nous définissons f0 = f   f(0).
Pour tout A  [n], le symbole 1A représente
le n-uple dont la i-ième composante est 1, si
i 2 A, et 0, sinon. Soient aussi 1 = 1[n] et
0 = 1?. Les symboles ^ et _ représentent res-
pectivement les fonctions minimum and maxi-
mum. Pour tout x 2 Rn, soient x+ = x _ 0 et
x  = ( x)+. Pour tout x 2 Rn et tout c 2 R+
(resp. c 2 R ) nous notons [x]c (resp. [x]c) le n-
uple dont la i-ième composante est 0, si xi 6 c
(resp. xi > c), et xi, sinon.
Pour ne pas restreindre notre cadre aux seules
fonctions définies sur R, nous considérons des
fonctions définies sur des intervalles I conte-
nant 0, en particulier des intervalles de la forme
I+, I , et ceux centrés en 0.
Une version complète de cet article a été publiée
dans [5].
2 Extensions de Lovász et exten-
sions de Lovász symétriques
Rappelons les concepts d’extension de Lovász
et d’extension de Lovász symétrique.
Considérons une fonction pseudo-booléenne de
n variables, c’est-à-dire une fonction  : Bn !
R, et définissons la fonction d’ensemble
v : 2
[n] ! R par v (A) =  (1A) pour tout
A  [n]. Hammer et Rudeanu [9] ont montré
qu’une telle fonction possède une représenta-
tion unique en tant que polynôme multilinéaire
de n variables
 (x) =
X
A[n]
a (A)
Y
i2A
xi ;
où la fonction d’ensemble a : 2[n] ! R, appe-
lée la transformée de Möbius de v , est définie
par
a (A) =
X
BA
( 1)jAj jBj v (B):
L’extension de Lovász d’une fonction pseudo-
booléenne  : Bn ! R est la fonction
L : Rn ! R dont la restriction à chaque sous-
domaine Rn ( 2 Sn) est l’unique fonction
affine qui prend les mêmes valeurs que  aux
n+1 sommets du n-simplexe [0; 1]n \Rn (voir
[10, 12]). Nous avons donc L jBn =  .
On peut montrer (voir [7, §5.4.2]) que l’ex-
tension de Lovász d’une fonction pseudo-
booléenne  : Bn ! R est la fonction continue
L (x) =
X
A[n]
a (A)
^
i2A
xi ; x 2 Rn:
Sa restriction à Rn est la fonction affine
L (x) =  (0) +
X
i2[n]
x(i)
 
v (A
"
(i))
  v (A"(i+ 1))

; (1)
ou, de façon équivalente,
L (x) =  (0) +
X
i2[n]
x(i)
 
L (1A"(i))
  L (1A"(i+1))

; (2)
où A"(i) = f(i); : : : ; (n)g, avec la conven-
tion que A"(n + 1) = ?. En effet, pour tout
k 2 [n + 1], les deux membres de chacune des
équations (1) et (2) prennent les mêmes valeurs
aux points x = 1A"(k). Notons que L peut
aussi être représenté par
L (x) =  (0) +
X
i2[n]
x(i)
 
L ( 1A#(i 1))
  L ( 1A#(i))

;
où A#(i) = f(1); : : : ; (i)g, avec la conven-
tion que A#(0) = ?. De fait, pour tout k 2
[n + 1], par (2) nous avons L ( 1A#(k 1)) =
 (0) + L (1A"(k))  L (1A"(1)):
Soit  d le dual de  , c’est-à-dire la fonction
 d : Bn ! R définie par
 d(x) =  (0) +  (1)   (1  x):
Le résultat suivant fournit des représentations
alternatives de L .
Proposition 1. L’extension de Lovász d’une
fonction pseudo-booléenne  : Bn ! R est
donnée par
L (x) =  (0) +
X
A[n]
a d(A)
_
i2A
xi ;
et
L (x) =  (0) + L (x
+)  L d(x ):
Une fonction f : Rn ! R est une exten-
sion de Lovász s’il existe une fonction pseudo-
Booléenne  : Bn ! R telle que f = L .
Une intégrale de Choquet à n variables est
une extension de Lovász non décroissante
L : Rn ! R telle que L (0) = 0. Il est aisé de
voir qu’une extension de Lovász L : Rn ! R
est une intégrale de Choquet à n variables si
et seulement si la fonction pseudo-booléenne
sous-jacente  = LjBn est non décroissante et
s’annule à l’origine (voir [7, §5.4]).
L’extension de Lovász symétrique d’une fonc-
tion pseudo-booléenne  : Bn ! R est la fonc-
tion L : Rn ! R définie par (voir [4])
L (x) =  (0) + L (x
+)  L (x ) :
En particulier, nous voyons que L   L (0) =
L    (0) est une fonction impaire.
Il est aisé de voir que la restriction de L à Rn
est la fonction
L (x) =  (0)
+
X
16i6p
x(i)
 
L (1A#(i))  L (1A#(i 1))

+
X
p<i6n
x(i)
 
L (1A"(i))  L (1A"(i+1))

;
où l’entier p 2 f0; : : : ; ng est tel que x(p) <
0 6 x(p+1).
Une fonction f : Rn ! R est une extension
de Lovász symétrique s’il existe une fonction
pseudo-Booléenne  : Bn ! R telle que f =
L . Les extensions de Lovász symétriques qui
s’annulent à l’origine, aussi appelées intégrales
de Choquet discrètes symétriques, ont été intro-
duites par Šipoš [13] (voir aussi [7, §5.4]).
3 Quasi-extensions de Lovász et
leur version symétrique
Dans cette section, nous introduisons les
concepts de quasi-extension de Lovász et de
quasi-extension de Lovász symétrique. Nous
introduisons également des relaxations natu-
relles de l’homogénéité, à savoir l’homogénéité
faible et l’homogénéité impaire, et nous présen-
tons une caractérisation des quasi-extensions
de Lovász (resp. quasi-extensions de Lovász
symétriques) qui sont faiblement homogènes
(resp. impairement homogènes). Rappelons que
I est un intervalle réel contenant 0.
Une quasi-extension de Lovász est une fonction
f : In ! R définie par
f = L  ('; : : : ; ');
que l’on écrit aussi f = L  ', où L : Rn ! R
est une extension de Lovász et ' : I ! R est
une fonction non décroissante vérifiant '(0) =
0. Nous observons qu’une fonction f : In ! R
est une quasi-extension de Lovász si et seule-
ment si f0 = L0  ', où f0 = f   f(0) et
L0 = L  L(0).
Lemme 2. Supposons que I  R+. Pour toute
quasi-extension de Lovász f : In ! R, f = L 
', nous avons
f0(x1A) = '(x)L0(1A); (3)
pour tous x 2 I et A  [n].
Nous observons que si [0; 1]  I  R+ et
'(1) = 1, alors l’équation (3) devient
f0(x1A) = '(x)f0(1A):
Ceci motive la définition suivante. Nous disons
qu’une fonction f : In ! R, où I  R+, est
faiblement homogène s’il existe une fonction
non décroissante ' : I ! R vérifiant '(0) = 0
telle que
f(x1A) = '(x)f(1A);
pour tout x 2 I et tout A  [n].
Il est clair que toute fonction faiblement homo-
gène f vérifie f(0) = 0 (prendre x = 0 dans la
définition).
Proposition 3. Supposons [0; 1]  I  R+.
Soit f : In ! R une quasi-extension de Lovász
non constante, f = L  '. Alors, les assertions
suivantes sont équivalentes :
(i) f0 est faiblement homogène.
(ii) Il existe A  [n] tel que f0(1A) 6= 0.
(iii) '(1) 6= 0.
Dans ce cas, nous avons f0(x1A) =
'(x)
'(1)
f0(1A)
pour tout x 2 I et tout A  [n].
Remarque 1. (a) Si [0; 1]  I  R+, alors la
quasi-extension de Lovász f : In ! R dé-
finie par f(x) =
V
i2[n] '(xi), où '(x) =
0_(x 1), n’est pas faiblement homogène.
(b) Lorsque I = [0; 1], l’hypothèse que f est
non constant implique immédiatement que
'(1) 6= 0. Nous voyons alors par la Propo-
sition 3 que f0 est faiblement homogène.
Notons aussi que, si f est constant, alors
f0  0 est clairement faiblement homo-
gène. Ainsi, pour toute quasi-extension de
Lovász f : [0; 1]n ! R, la fonction f0 est
faiblement homogène.
Supposons à présent que  x 2 I chaque fois
que x 2 I , c’est-à-dire que I est centré en 0.
Une quasi-extension de Lovász symétrique est
une fonction f : In ! R définie par f = L  ';
où L : Rn ! R est une extension de Lovász sy-
métrique et ' : I ! R est une fonction impaire
non décroissante.
Nous disons qu’une fonction f : In ! R, où I
est centré en 0, est impairement homogène s’il
existe une fonction impaire non décroissante
' : I ! R telle que f(x1A) = '(x)f(1A) pour
tout x 2 I et tout A  [n].
Il est clair que, pour toute fonction impairement
homogène f , les fonctions f jIn+ et f jIn  sont fai-
blement homogènes.
Proposition 4. Supposons que I soit centré en
0 et que [ 1; 1]  I . Soit f : In ! R une quasi-
extension de Lovász symétrique, f = L', telle
que f jIn+ ou f jIn  est non constant. Alors, les as-
sertions suivantes sont équivalentes :
(i) f0 est impairement homogène.
(ii) Il existe A  [n] tel que f0(1A) 6= 0.
(iii) '(1) 6= 0.
Dans ce cas, nous avons f0(x1A) =
'(x)
'(1)
f0(1A)
pour tout x 2 I et tout A  [n].
Remarque 2. Tout comme dans la Re-
marque 1(b), nous voyons que, pour toute
quasi-extension de Lovász symétrique
f : [ 1; 1]n ! R, la fonction f0 est im-
pairement homogène.
4 Modularité comonotone
Rappelons qu’une fonction f : In ! R est dite
modulaire (ou une valuation) si
f(x) + f(x0) = f(x ^ x0) + f(x _ x0) (4)
pour tous x;x0 2 In. Il a été démontré (voir
Topkis [14, Thm 3.3]) qu’une fonction f : In !
R est modulaire si et seulement si elle est sé-
parable, c’est-à-dire qu’il existe n fonctions
fi : I ! R, i 2 [n], telles que f =
P
i2[n] fi.
En particulier, toute fonction f : I ! R d’une
seule variable est modulaire.
Deux n-uples x;x0 2 In sont dits comonotone
s’il existe  2 Sn tel que x;x0 2 In . Une fonc-
tion f : In ! R est dite comonotonement mo-
dulaire (ou une valuation comonotone) si (4) est
vrai pour tous n-uples comonotones x;x0 2 In.
Cette notion a été considérée dans [11] dans le
cas spécial où I = [0; 1]. Nous remarquons que,
pour toute fonction f : In ! R, la condition
(4) est valide pour tous x;x0 2 In de la forme
x = x1A et x0 = x01A, où x; x0 2 I et A  [n].
Nous remarquons aussi que, pour tout x 2 Rn+
et tout c 2 R+, nous avons
x  x ^ c = [x]c   [x]c ^ c:
Ceci motive la définition suivante. Nous disons
qu’une fonction f : In ! R, où I  R+, est
invariante par rapport aux min-différences ho-
rizontales si, pour tout x 2 In et tout c 2 I ,
nous avons
f(x)  f(x ^ c) = f([x]c)  f([x]c ^ c): (5)
Dualement, nous disons qu’une fonction
f : In ! R, où I  R , est invariante par
rapport aux max-différences horizontales si,
pour tout x 2 In et tout c 2 I , nous avons
f(x)  f(x _ c) = f([x]c)  f([x]c _ c): (6)
Nous observons que, pour toute fonction
f : In ! R, où I  R+, la condition (5) est va-
lide pour tous les x 2 In de la forme x = x1A,
où x 2 I et A  [n]. Dualement, pour toute
fonction f : In ! R, où I  R , la condi-
tion (6) est valide pour tout x 2 In de la forme
x = x1A, où x 2 I et A  [n].
Nous observons aussi qu’une fonction f est co-
monotonement modulaire (resp. invariante par
rapport aux min-différences horizontales, inva-
riante par rapport aux max-différences horizon-
tales) si et seulement si la fonction f0 l’est aussi.
Théorème 5. Supposons que I  R+ et soit
f : In ! R une fonction. Alors, les assertions
suivantes sont équivalentes :
(i) f est comonotonement modulaire.
(ii) f est invariant par rapport aux min-
différences horizontales.
(iii) Il existe une fonction g : In ! R telle que,
pour tout  2 Sn et tout x 2 In , nous
avons
f(x) = g(0) +
X
i2[n]
 
g(x(i)1A"(i))
  g(x(i)1A"(i+1))

:
Dans ce cas, nous pouvons choisir g = f .
Remarque 3. L’équivalence entre (i) and (iii)
dans le Théorème 5 généralise le Théorème 1
de l’article [11] qui décrit la classe des fonc-
tions comonotonement modulaires f : [0; 1]n !
[0; 1] sous les conditions additionnelles de sy-
métrie et d’idempotence.
Nous remarquons que, si f : In ! R est como-
notonement modulaire alors nécessairement
f0(x) = f0(x
+) + f0( x )
(prendre simplement x0 = 0 dans (4)).
Nous pouvons maintenant présenter une carac-
térisation de la classe des fonctions comonoto-
nement modulaires sur un intervalle arbitraire I
contenant 0.
Théorème 6. Pour toute fonction f : In ! R,
les assertions suivantes sont équivalentes :
(i) f est comonotonement modulaire.
(ii) Il existe g : In+ ! R comonotonement mo-
dulaire (ou invariant par rapport aux min-
différences horizontales) et h : In  ! R
comonotonement modulaire (ou invariant
par rapport aux max-différences horizon-
tales) tels que f0(x) = g0(x+) + h0( x )
pour tout x 2 In. Dans ce cas, nous pou-
vons choisir g = f jIn+ et h = f jIn  .
(iii) Il existe g : In+ ! R et h : In  ! R tels que,
pour tous  2 Sn et x 2 In ,
f0(x) =X
16i6p
 
h(x(i)1A#(i))  h(x(i)1A#(i 1))

+
X
p<i6n
 
g(x(i)1A"(i))  g(x(i)1A"(i+1))

;
où p 2 f0; : : : ; ng est tel que x(p) < 0 6
x(p+1). Dans ce cas, nous pouvons choisir
g = f jIn+ et h = f jIn  .
Remarque 4. En utilisant la condition (iii) des
Théorèmes 5 et 6, nous pouvons aisément dé-
duire de nouvelles caractérisations des inté-
grales de Choquet et des intégrales de Choquet
symétriques en termes de modularité comono-
tone. De fait, nous devons simplement supposer
que f : In ! R est non décroissant, que
f(x1A) = xf(1A);
pour tout x 2 I et tout A  [n], et que
[0; 1]  I  R+ (dans le Théorème 5) ou que
I est centré en 0 avec [ 1; 1]  I  R (dans le
Théorème 6).
Du Théorème 6 nous obtenons l’analogue “co-
monotone” de la caractérisation de Topkis [14]
des fonctions modulaires en tant que fonctions
séparables, ce qui fournit une description al-
ternative des fonctions comonotonement modu-
laires.
Corollaire 7. Soit J un intervalle réel non
vide, éventuellement non borné. Une fonction
f : Jn ! R est comonotonement modulaire si
et seulement si elle est comonotonement sépa-
rable ; c’est-à-dire, pour tout  2 Sn, il existe
des fonctions fi : J ! R, i 2 [n], telles que
pour tout x 2 Jn \ Rn,
f(x) =
nX
i=1
fi (x(i)) =
nX
i=1
f 1(i)(xi):
5 Axiomatisation et représentation
des quasi-extensions de Lovász et
de leur version symétrique
Nous présentons maintenant une axiomatisation
de la classe des quasi-extensions de Lovász et
décrivons toutes les factorisations possibles de
ces fonctions en une composition d’extension
de Lovász avec une fonction non décroissante à
une variable.
Théorème 8. Supposons que [0; 1]  I 
R+ et soit f : In ! R une fonction non
constante. Alors, les assertions suivantes sont
équivalentes :
(i) f est une quasi-extension de Lovász et il
existe A  [n] tel que f0(1A) 6= 0.
(ii) f est comonotonement modulaire (ou inva-
riant par rapport aux min-différences hori-
zontales) et f0 est faiblement homogène.
(iii) Il existe une fonction non décroissante
'f : I ! R vérifiant 'f (0) = 0 et 'f (1) =
1 telle que f = Lf jBn  'f .
Soit f : In ! R une quasi-extension de Lovász,
où [0; 1]  I  R+, pour laquelle il existe
A  [n] tel que f0(1A) 6= 0. Alors la fonction
interne 'f introduite au Théorème 8 est unique.
De fait, par la Proposition 3, nous avons
f0(x1A) = 'f (x)f0(1A)
pour tout x 2 I et tout A  [n]. La fonction 'f
est alors définie par
'f (x) =
f0(x1A)
f0(1A)
;
pour tout x 2 I:
Théorème 9. Supposons que [0; 1]  I  R+
et soit f : In ! R une quasi-extension de
Lovász, f = L  '. Alors, il existe A  [n]
tel que f0(1A) 6= 0 si et seulement s’il existe
a > 0 tel que ' = a'f et L0 = 1a(Lf jBn )0.
Nous présentons maintenant une axiomatisa-
tion de la classe des quasi-extensions de Lovász
symétriques et décrivons toutes les factorisa-
tions possibles de ces fonctions en une com-
position d’extension de Lovász symétrique avec
une fonction impaire non décroissante à une va-
riable.
Théorème 10. Supposons que I soit centré
en 0 avec [ 1; 1]  I et soit f : In ! R
une fonction telle que f jIn+ ou f jIn  est non
constant. Alors, les assertions suivantes sont
équivalentes :
(i) f est une quasi-extension de Lovász symé-
trique et il existe A  [n] tel que f0(1A) 6=
0.
(ii) f est comonotonement modulaire et f0 est
impairement homogène.
(iii) Il existe une fonction impaire non décrois-
sante 'f : I ! R vérifiant 'f (1) = 1 telle
que f = Lf jBn  'f .
Supposons à nouveau que I soit centré en 0
avec [ 1; 1]  I et soit f : In ! R une quasi-
extension de Lovász symétrique pour laquelle il
existe A  [n] tel que f0(1A) 6= 0. Alors la
fonction interne 'f introduite au Théorème 10
est unique. De fait, par la Proposition 4, nous
avons
f0(x1A) = 'f (x)f0(1A)
pour tout x 2 I et tout A  [n]. La fonction 'f
est alors définie par
'f (x) =
f0(x1A)
f0(1A)
;
pour tout x 2 I:
Théorème 11. Supposons que I soit centré en 0
avec [ 1; 1]  I et soit f : In ! R une quasi-
extension de Lovász symétrique, f = L  '.
Alors, il existe A  [n] tel que f0(1A) 6= 0 si
et seulement s’il existe a > 0 tel que ' = a'f
et L0 = 1a(
Lf jBn )0.
Remarque 5. Si I = [ 1; 1], alors l’hypothèse
“non constant” ainsi que la seconde condition
de l’assertion (i) du Théorème 10 peuvent être
ignorées.
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