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Abstract
In this paper, we propose the first continuous optimization algorithms that achieve a constant fac-
tor approximation guarantee for the problem of monotone continuous submodular maximization subject
to a linear constraint. We first prove that a simple variant of the vanilla coordinate ascent, called
Coordinate-Ascent+, achieves a ( e−1
2e−1
− ε)-approximation guarantee while performing O(n/ε) itera-
tions, where the computational complexity of each iteration is roughly O(n/
√
ε+n log n) (here, n denotes
the dimension of the optimization problem). We then propose Coordinate-Ascent++, that achieves
the tight (1− 1/e− ε)-approximation guarantee while performing the same number of iterations, but at
a higher computational complexity of roughly O(n3/ε2.5 + n3 log n/ε2) per iteration. However, the com-
putation of each round of Coordinate-Ascent++ can be easily parallelized so that the computational
cost per machine scales as O(n/
√
ε+ n log n).
1 Introduction
Submodularity is a fundamental concept in combinatorial optimization, usually associated with discrete set
functions [22]. As submodular functions formalize the intuitive notion of diminishing returns, and thus
provide a useful structure, they appear in a wide range of modern machine learning applications including
various forms of data summarization [35, 37], influence maximization [33], sparse and deep representations
[2, 44], fairness [9, 32], experimental design [27], neural network interpretability [18], human-brain mapping
[45], adversarial robustness [34], crowd teaching [46], to name a few. Moreover, submodularity ensures the
tractability of the underlying combinatorial optimization problems as minimization of submodular functions
can be done exactly and (constrained) maximization of submodular functions can be done approximately.
To capture an even larger set of applications, while providing rigorous guarantees, the discrete notion of
submodularity has been generalized in various directions, including adaptive and interactive submodualar-
ity for sequential decision making problems [24, 26], weak submodularity for general set functions with a
bounded submodularity distance [16] and sequence submodularity for time series analysis [49, 38], among
other variants.
Very recently, a surge of new applications in machine learning and statistics motivated researchers to
study continuous submodular functions [1, 50], a large class of non-convex/non-concave functions, which
may be optimized efficiently. In particular, it has been shown that continuous submodular minimization
can be done exactly [1]. In contrast, for continuous submodular maximization, it is usually assumed that
the continuous function is not only submodular, but also has the extra condition of diminishing returns.
Such functions are usually called continuous DR-submodular [5]. We should highlight that even though in
the discrete domain, submodularity and diminishing returns are equivalent; in the continuous domain, the
diminishing returns condition implies continuous submodularity, but not vice versa.
In this paper, we propose the first algorithms that achieve constant factor approximation guarantees
for the maximization of a monotone continuous submodular function subject to a linear constraint. More
specifically, our contributions can be summarized as follows:
• We develop a variant of the coordinate ascent algorithm, called Coordinate-Ascent+, that achieves
a ( e−12e−1 − ε)-approximation guarantee while performing O(n/ǫ) iterations, where the computational
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complexity of each iteration is O(n
√
B/ε + n logn). Here, n and B denote the dimension of the
optimization problem and the ℓ1 radius of the constraint set, respectively.
• We then develop Coordinate-Ascent++, that achieves the tight (1− 1/e− ε) approximation guar-
antee while performing O(n/ǫ) iterations, where the computational complexity of each iteration is
O(n3
√
B/ε2.5 + n3 logn/ε2). Moreover, Coordinate-Ascent++ can be easily parallelized so that
the computational complexity per machine in each round scales as O(n
√
B/ǫ+ n logn).
Notably, to establish these results, we do not assume that the continuous submodular function satisfies the
diminishing returns condition.
1.1 Related Work
Continuous submodular functions naturally arise in many machine learning applications such as Adwords
for e-commerce and advertising [36, 17], influence and revenue maximization [5], robust budget allocation
[48], multi-resolution data summarization [5], learning assignments [25], experimental design [13], and MAP
inference for determinantal point processes [23, 28]. Continuous submodular functions have also been studied
in statistics as negative log-densities of probability distributions. These distributions are referred to as
multivariate totally positive of order 2 (MTP2) [20] and classical examples are the multivariate logistic,
Gamma and F distributions, as well as characteristic roots of random Wishart matrices [31].
The focus of the current work is to study continuous submodular maximization. Almost all the exist-
ing works in this area consider a proper subclass of continuous submodular functions, called continuous
DR-submodular, which satisfy diminishing returns conditions. In particular, when first order information
(i.e., exact or stochastic gradients) is available [29] showed that (stochastic) gradient ascent achieves 1/2-
approximation guarantee for monotone continuous DR-submodular functions subject to a general convex
body constraint. Interestingly, one can achieve the tight approximation guarantee of 1− 1/e by using condi-
tional gradient methods [5] or its efficient stochastic variants [39, 30, 54]. A simple variant of the conditional
gradient methods can also be applied to non-monotone DR-submodular functions, which results in a 1/e-
approximation guarantee [4, 41, 28]. The only work, we are aware of, that goes beyond the above line of
work, and considers also non-DR continuous submodular functions is a recent work by Niazadeh et al. [42],
which developed a polynomial time algorithm with a tight 1/2-approximation guarantee for the problem of
continuous submodular maximization subject to a box constraint.
Discrete and continuous submodular maximization problems are inherently related to one another through
the multilinear extension [7]. Indeed, maximization of the multilinear extension (along with a subsequent
rounding) has led to the best theoretical results in many settings, including submodular maximization subject
to various complex constraints [21, 11, 6], online and bandit submodular maximization [53, 12], decentralized
solution [40, 52], and algorithms with low adaptivity complexity [10, 3, 14, 19].
2 Preliminaries and Problem Formulation
We first recall a few standard definitions regarding submodular functions. Even though submodularity is
mostly considered in the discrete domain, the notion can be naturally extended to arbitrary lattices [22]. To
this end, let us consider a subset of Rd+ of the form X =
∏d
i=1 Xi where each Xi is a compact subset of R+.
A function F : X → R+ is submodular [51] if for all (x,y) ∈ X × X , we have
F (x) + F (y) ≥ F (x ∨ y) + F (x ∧ y) ,
where x∨y .= max(x,y) (component-wise) and x∧y .= min(x,y) (component-wise). A submodular function
is monotone if for any x,y ∈ X such that x ≤ y, we have F (x) ≤ F (y) (here, by x ≤ y we mean that every
element of x is less than that of y). The above definition includes the discrete notion of submodularity over
a set by restricting each Xi to {0, 1}. In this paper, we mainly consider continuous submodular functions,
where each Xi is a closed interval in R+. When F is twice differentiable, a continuous function is submodular
if and only if all cross-second-derivatives are non-positive [1], i.e.,
∀i 6= j, ∀x ∈ X , ∂
2F (x)
∂xi∂xj
≤ 0 .
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Thus, continuous submodular functions can be convex (e.g., F (x) =
∑
i,j φi,j(xi − xj) for φi,j convex),
concave (e.g., F (x) = g(
∑n
i=1 λixi) for g concave and λi’s non-negative), and neither (e.g., quadratic program
F (x) = xTQx where all off-diagonal elements of Q are non-positive).
A proper subclass of continuous submodular functions are called DR-submodular [5, 47] if for all x,y ∈ X
such that x ≤ y, standard basis vector ei ∈ Rn+ and a non-negative number z ∈ R+ such that zei + x ∈ X
and zei + y ∈ X , it holds that F (zei + x) − F (x) ≥ F (zei + y) − F (y). One can easily verify that for a
differentiable DR-submodular function the gradient is an antitone mapping, i.e., for all x,y ∈ X such that
x ≤ y we have ∇F (x) ≥ ∇F (y) [5]. An important example of a DR-submodular function is the multilinear
extension [8].
In this paper, we consider the following fundamental optimization problem
max
x∈X
F (x) subject to ‖x‖1 ≤ B , (1)
where F is a non-negative monotone continuous submodular function. Without loss of generality, we assume
that each closed interval Xi is of the form [0, ui] since otherwise for Xi = [ai, ai + ui] we can always define
a corresponding continuous submodular function G(x) = F (x + a), where a = [a1, . . . , an]. Similarly, we
assume w.l.o.g., that ui ≤ B for every coordinate i. We also assume that F is L-smooth, meaning that
‖∇F (x) −∇F (y)‖2 ≤ L‖x− y‖2 for some L ≥ 0 and for all x,y ∈ X . Finally, note that replacing a linear
constraint of the form
∑n
i=1 wixi ≤ B (where wi > 0) with ‖x‖1 ≤ B does not change the nature of the
problem. In this case, we can simply define a corresponding function G(x) = F (
∑n
i=1 xiei/wi) and solve
Problem (1). This change of course changes L by a factor of W = min1≤i≤n wi. Prior to our work, no
constant approximation guarantee was known for Problem (1).
3 Plain Coordinate Ascent
In this section we present our plain coordinate ascent algorithm and analyze its guarantee. Our algorithm
uses as a black box an algorithm for a one dimensional optimization problem whose properties are summarized
by the following proposition. We include the proof of this proposition in Appendix A.
Proposition 3.1. Given a point x ∈ [0,u], a coordinate i ∈ [n], bounds 0 < a ≤ b ≤ ui − xi and a positive
parameter ε ∈ (0, 1) there is a polynomial time algorithm that runs in O(
√
B/ε+ log(ε/a)) time and returns
a value y ∈ [a, b] maximizing the ratio F (x+ yei)/y up to an additive error of εL.
Using the algorithm whose existence is guaranteed by the last proposition, we can now formally state our
coordinate ascent algorithm as Algorithm 1. This algorithm gets a quality control parameter ε ∈ (0, 1/4).
Algorithm 1: Coordinate-Ascent (ε)
1 Let x← 0 and δ ← εB/n.
2 while ‖x‖1 ≤ B do
3 Let C ⊆ [n] be the set of coordinates i ∈ [n] for which xi < ui (i.e., these coordinates can be
increased in x to some positive extent without violating feasibility).
4 for every i ∈ C do
5 Let d′i be the maximum amount by which xi can be increased without violating feasibility.
Formally, d′i = min{ui − xi, B − ‖x‖1}.
6 Use the algorithm suggested by Proposition 3.1 to find a value di ∈ [min{d′i, δ}, d′i] maximizing
F (x+diei)−F (x)
di
up to an additive error of εL.
7 Let j be the coordinate of C maximizing
F (x+djej)−F (x)
dj
, and update x← x+ djej.
8 return x.
We begin the analysis of Algorithm 1 with the following observation that bounds its time complexity.
Observation 3.2. The main loop of Algorithm 1 makes at most O(n/ε) iterations, and each iteration runs
in O(n
√
B/ε+ n logn) time. Thus, the entire algorithm runs in O(n2
√
B/ε1.5 + n2 logn/ε) time.
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Proof. We note that the way in which the algorithm assigns a value to dj implies that in any iteration of
the main loop of Algorithm 1 one of the following must happen.
1. One option is that dj = uj − xj . When this happens, the value of xj becomes equal to uj , and thus,
this is the last iteration in which the coordinate j belongs to the set C.
2. Another option is that dj = B − ‖x‖1. In this case, ‖x‖1 becomes equal to B following the iteration,
and thus, the algorithm terminates following this iteration.
3. If neither of the previous options happens, then the value ‖x‖1 increases by at least δ following the
iteration.
There can be at most n iterations in which Option 1 happens since there are only n coordinates, at most
a single iteration in which Option 2 happens and at most B/δ = n/ε iterations in which Option 3 happens
(since the value of ‖x‖1 cannot exceed B). Thus, the total number of iterations is at most
n+ 1 +
n
ε
= O(ε−1n) .
We now note that every single iteration of the main loop of Algorithm 1 requires O(n) time plus the
time required for up to n executions of the algorithm whose existence is guaranteed by Proposition 3.1.
Furthermore, we can assume that each execution of the last algorithm gets a = δ because we always look for
di either inside a range containing a single value or a range whose lower bound is δ. Thus, the time required
for each such execution is upper bounded by
O
(√
B
ε
+ log
(ε
δ
))
= O
(√
B
ε
+ log
( n
B
))
= O(B/ε0.5 + log n) ,
and the space required for the entire iteration of the main loop of Algorithm 1 is at most
n · O(B/ε0.5 + logn) +O(n) = O(nB/ε0.5 + n logn) .
Fix now some feasible solution y ∈ [0,u]. Intuitively, we say that an iteration of the main loop of
Algorithm 1 is good (with respect to y) if, at the beginning of the iteration, the algorithm still has the option
to increase each coordinate of x to be equal to the corresponding coordinate of y, and this does not violate
the constraint. Formally, an iteration is good if the inequality yi−xi ≤ d′i was true in this iteration for every
coordinate i ∈ C (before the vector x was updated at the end of the iteration). Let ℓ denote the number of
good iterations of the main loop of Algorithm 1, and let us denote by x(h) the value of x after h iterations
for every 0 ≤ h ≤ ℓ. Using this notation, we can now state and prove the following lemma, which provides
a lower bound on the value of x after any number of (good) iterations of Algorithm 1.
Lemma 3.3. For every vector y ∈ [0,u] and integer 0 ≤ h ≤ ℓ, F (x(h)) ≥ (1− e−‖x(h)‖1/(‖y‖1+εB)) ·F (y)−
‖x(h)‖1 · εL.
Proof. We prove the lemma by induction on h. For h = 0, ‖x(h)‖1 = 0, and the lemma follows from the
non-negativity of F . Thus, it remains to prove the lemma for some h > 0 given that it holds for h − 1.
From this point on we restrict our attention to iteration number h of Algorithm 1, and thus, when we refer
to variables such as C and di, these variables should be understood as taking the values they are assigned
in this iteration. Given this assumption, for every i ∈ C, let us now define a value oi that is closest to
yi − x(h−1)i among all the values in the range to which di can belong. Formally,
oi = min{max{yi − x(h−1)i ,min{δ, d′i}}, d′i} = max{yi − x(h−1)i ,min{δ, d′i}} ∀ i ∈ C ,
where the equality holds since the fact that the iteration we consider is a good iteration implies yi−x(h−1)i ≤
d′i. Since oi is a valid choice for di, we get by the definition of di that
F (x(h−1) + diei)− F (x(h−1))
di
≥ F (x
(h−1) + oiei)− F (x(h−1))
oi
− εL .
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Using the definition of j and the submodularity of F , the last inequality implies
F (x(h−1) + djej)− F (x(h−1))
dj
≥
∑
i∈C oi · F (x
(h−1)+diei)−F (x
(h−1))
di∑
i∈C oi
(2)
≥
∑
i∈C oi ·
(
F (x(h−1)+oiei)−F (x
(h−1))
oi
− εL
)
∑
i∈C oi
=
∑
i∈C [F (x
(h−1) + oiei)− F (x(h−1))]∑
i∈C oi
− εL
≥ F (x
(h−1) +
∑
i∈C oiei)− F (x(h−1))]∑
i∈C oi
− εL .
To understand the rightmost side of the last inequality, we need the following two bounds.∑
i∈C
oi ≤
∑
i∈C
max{yi, δ} ≤
∑
i∈C
yi + nδ ≤ ‖y‖1 + εB ,
and
x(h−1) +
∑
i∈C
oiei ≥ x(h−1) +
∑
i∈C
(yi − x(h−1)i )ei ≥ y .
Plugging these bounds into Inequality (2), and using the monotonicity of F , we get
F (x(h−1) + djej)− F (x(h−1))
dj
≥ F (y)− F (x
(h−1))]
‖y‖1 + εB − εL .
Since x(h) = x(h−1) + djej, the last inequality now yields the following lower bound on F (x
(h)).
F (x(h)) = F (x(h−1)) + [F (x(h))− F (x(h−1))]
≥ F (x(h−1)) + dj‖y‖1 + εB · [F (y)− F (x
(h−1))]− εLdj
≥
(
1− dj‖y‖1 + εB
)
· F (x(h−1)) + dj‖y‖1 + εB · F (y)− εLdj .
Finally, plugging into the last inequality the lower bound on F (x(h−1)) given by the induction hypothesis,
we get
F (x(h)) ≥
(
1− dj‖y‖1 + εB
)
·
{
(1− e−‖x(h−1)‖1/(‖y‖1+εB)) · F (y) − ‖x(h−1)‖1 · εL
}
+
dj
‖y‖1 + εB · F (y) − εLdj
≥
(
1−
(
1− dj‖y‖1 + εB
)
· e−‖x(h−1)‖1/(‖y‖1+εB)
)
· F (y)− (‖x(h−1)‖1 + dj) · εL
≥
(
1− e−(‖x(h−1)‖1+dj)/(‖y‖1+εB)
)
· F (y) − (‖x(h−1)‖1 + dj) · εL
=
(
1− e−‖x(h)‖1/(‖y‖1+εB)
)
· F (y)− ‖x(h)‖1 · εL .
Our next objective is to get an approximation guarantee for Algorithm 1 based on the last lemma. Such a
guarantee appears below as Corollary 3.5. However, to prove it we also need the following observation, which
shows that lower bounding the value of F (x) at some point during the execution of Algorithm 1 implies the
same bound also for the value of the final solution of the algorithm.
Observation 3.4. The value of F (x) only increases during the execution of Algorithm 1.
Proof. The observation follows from the monotonicity of F since dj is always non-negative.
Let opt be some optimal solution vector.
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Corollary 3.5. Let xCA be the vector outputted by Algorithm 1, then F (xCA) ≥ (1−1/e−B−1 ·maxi∈[n] ui−
ε) · F (opt)− εBL.
Proof. By Observation 3.4, it suffices to argue that
F (x(ℓ)) ≥ (1 − 1/e−B−1 ·maxi∈[n] ui − ε) · F (opt)− εBL .
Thus, in the rest of the proof we prove this inequality.
Plugging y = opt into Lemma 3.3, we get
F (x(ℓ)) ≥ (1− e−‖x(ℓ)‖1/(‖y‖1+εB)) · F (opt)− ‖x(ℓ)‖1 · εL ≥ (1 − e−(1−ε)‖x
(ℓ)‖1/B) · F (opt)− εBL , (3)
where the second inequality holds since ‖y‖1 and ‖x(ℓ)‖1 are both upper bounded by B. If iteration number
ℓ is not the last iteration of Algorithm 1, then the fact that iteration number ℓ+ 1 was not a good iteration
implies the existence of a coordinate i ∈ [n] such that yi − x(ℓ)i > d′i = B − ‖x(ℓ)‖1 (the last equality holds
since the inequalities yi − x(ℓ)i > d′j and ui ≥ yi exclude the possibility of d′i = ui − x(ℓ)i ). Thus, we get in
this case
‖x(ℓ)‖1 > B − yi + x(ℓ)i ≥ B − ui ≥ B −maxi∈[n] ui .
Moreover, the last inequality holds also in the case in which iteration number ℓ is the last iteration of
Algorithm 1 because in this case ‖x(ℓ)‖1 = B. Plugging this into Inequality (3), we get
F (x(ℓ)) ≥ (1− e(1−ε)(maxi∈[n] ui/B−1)) · F (opt)− εBL
≥ (1− eε+maxi∈[n] ui/B−1) · F (opt)− εBL ≥ (1− e−1 −B−1 ·maxi∈[n] ui − ε) · F (opt)− εBL ,
where the last inequality holds since ex−1 ≤ e−1 + x for x ∈ [0, 1.5].
The guarantee of Corollary 3.5 is close to an approximation ratio of 1 − 1/e when the upper bound ui
is small compared to B for every i ∈ [n]. In the next two sections we describe enhanced versions of our
coordinate ascent algorithm that give an approximation guarantee which is independent of this assumption.
We note that, formally, the analyses of these enhanced versions are independent of Corollary 3.5. However,
the machinery used to prove this corollary is reused in these analyses.
4 Fast Enhanced Coordinate Ascent
In this section we describe one simple and fast way to enhance the plain coordinate ascent algorithm from
Section 3, leading to the algorithm that we name Coordinate-Ascent+. Before describing Coordinate-
Ascent+ itself, let us give a different formulation for the guarantee of Algorithm 1.
Lemma 4.1. There is a coordinate j ∈ [n] such that the output xCA of Algorithm 1 has a value of at least
(1− 1/e− 2ε) · F (opt− optjej)− εBL.
Proof. In this proof we use the notation from Section 3, and consider the last iteration ℓ′ during this execution
in which there is no coordinate i ∈ [n] such that opti − xi > d′i (where xi represents here its value at the
beginning of the iteration). If ℓ′ is the last iteration of Algorithm 1, then all the iterations of Algorithm 1
are good when we choose y = opt. Thus, for this choice of y we get ‖x(ℓ′)‖1 = B, and by Lemma 3.3 the
value of the output xCA = x
(ℓ′) of Algorithm 1 is at least
(1 − e−B/(‖opt‖1+εB)) · F (opt)− εBL ≥ (1− eε−1) · F (opt)− εBL ≥ (1− e−1 − ε) · F (opt)− εBL ,
where the second inequality holds since ‖opt‖1 ≤ B. This guarantee is stronger than the guarantee of the
lemma (because of the monotonicity of F ), and thus, completes the proof for the current case.
Consider now the case in which iteration ℓ′ is not the last iteration of Algorithm 1. In this case we set
j to be some coordinate in [n] for which the inequality optj − x(ℓ
′)
j > d
′
j holds. Choosing y = opt− optjej ,
we get that Algorithm 1 has at least ℓ′ good iterations. There are now two cases to consider based on the
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relationship between ‖y‖1 and B. If ‖y‖1 ≥ B/2, then Lemma 3.3 and Observation 3.4 imply together that
the value of xCA is at least
F (xCA) ≥ F (x(ℓ
′)) ≥ (1− e−‖x(ℓ
′)‖1/(‖y‖1+εB)) · F (opt− optjej)− ‖x(ℓ
′)‖1 · εL
≥ (1 − e−(B−optj)‖1/(B+εB−optj)) · F (opt− optjej)− εBL
≥ (1 − e2ε−1) · F (opt− optjej)− εBL ≥ (1− e−1 − 2ε) · F (opt− optjej)− εBL ,
where the third inequality holds since ‖x(ℓ′)| ≤ B, but optj − x(ℓ
′)
j > d
′
j = B − ‖x(ℓ
′)‖1 (like in the proof
of Corollary 3.5, the last equality holds since the inequalities optj − x(ℓ
′)
j > d
′
j and uj ≥ optj exclude the
possibility of d′j = uj−x(ℓ
′)
j ). The penultimate inequality holds since, by our assumption, B−optj ≥ ‖y‖1 ≥
B/2.
It remains to consider the caes in which ‖y‖1 ≤ B/2. In this case, for every coordinate i ∈ [n] we have
yi−xi ≤ yi ≤ B/2 ≤ B−‖x‖1 as long as ‖x‖1 ≤ B/2. Thus, all the iterations of Algorithm 1 are good until
‖x‖1 gets to a size lager than B/2; which implies ‖x(ℓ)‖1 ≥ B/2. Hence, Lemma 3.3 and Observation 3.4
allow us to lower bound F (xCA) also by
F (xCA) ≥ F (x(ℓ)) ≥ (1− e−‖x
(ℓ)‖1/(‖y‖1+εB)) · F (opt− optjej)− ‖x(ℓ)‖1 · εL
≥ (1 − e−(B/2)/(B/2+εB)) · F (opt− optjej)− εBL
≥ (1 − e2ε−1) · F (opt− optjej)− εBL ≥ (1− e−1 − 2ε) · F (opt− optjej)− εBL ,
where the third inequality follows from the above discussion and the inequality ‖x(ℓ)| ≤ B which holds since
x(ℓ) is a feasible solution.
We are now ready to present the enhanced algorithm Coordinate-Ascent+, which appears as Algo-
rithm 2. The enhancement done in this algorithm, and its analysis, is related to an algorithm of Cohen and
Katzir [15] obtaining the same approximation guarantee for the special case of discrete monotone submodular
functions.
Algorithm 2: Coordinate-Ascent+ (ε)
1 Let xCA be the solution produced by Algorithm 1 when run with ε.
2 Let xCA+ be the best solution among the n+ 1 solutions xCA and {ui · ei}i∈[n].
3 return xCA+.
It is clear that the time complexity of Algorithm 2 is dominated by the time complexity of Algorithm 1.
Thus, we only need to analyze the approximation ratio of Algorithm 2. This is done by the next theorem,
whose proofs relies on the fact that one of the solutions checked by Algorithm 2 is ujej for the coordinate j
whose existence is guaranteed by Lemma 4.1.
Theorem 4.2. Algorithm 2 outputs a solution of value at least
(
e−1
2e−1 − 2ε
) · F (OPT ) − εBL ≥ (0.387 −
2ε) · F (OPT ) − εBL. It has O(n/ε) iterations, each running in O(n
√
B/ε + n logn) time, which yields a
time complexity of O(n2
√
B/ε1.5 + n2 logn/ε).
Proof. By Lemma 4.1, there exists a coordinate j ∈ [n] such that
F (g) ≥ (1− e−1 − 2ε) · F (opt− optjej)− εBL .
Since Algorithm 2 picks a solution xCA+ that is at least as good as both xCA and ujej , the last inequality
and the monotonicity of F imply together that
F (xCA+) ≥ 1
2− e−1 − 2ε · F (g) +
1− e−1 − 2ε
2− e−1 − 2ε · F (ujej)
≥ 1
2− e−1 − 2ε ·
[
(1 − e−1 − 2ε) · F (opt− optjej)− εBL
]
+
1− e−1 − 2ε
2− e−1 − 2ε · F (optjej)
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≥ 1− e
−1 − 2ε
2− e−1 − 2ε ·
[
F (opt− optjej) + F (optjej)
]− εBL
≥ 1− e
−1 − 2ε
2− e−1 − 2ε · F (opt)− εBL ≥
(
1− e−1
2− e−1 − 2ε
)
· F (opt)− εBL
=
(
e− 1
2e− 1 − 2ε
)
· F (opt)− εBL ,
where the penultimate inequality holds by the submodularity of F .
5 Optimal Approximation Ratio
In this section we describe a more involved way to enhance the plain coordinate ascent algorithm from
Section 3, which leads to the algorithm that we name Coordinate-Ascent++ and achieves the optimal
approximation ratio of 1 - 1/e (up to some error term). This enhancement uses as a black box an algorithm
for a one dimensional optimization problem whose properties are summarized by the following proposition.
We include the proof of this proposition in Appendix B.
Proposition 5.1. Given a point x ∈ [0,u], a coordinate i ∈ [n], a target value F (x) ≤ v ≤ F (x ∨ uiei)
and a positive parameter ε ∈ (0, 1), there is a polynomial time algorithm that runs in O(log(B/ε)) time and
returns a value 0 ≤ y ≤ ui − xi such that
• F (x+ yei) ≥ v − εL.
• There is no value 0 ≤ y′ < y such that F (x+ y′ei) ≥ v.
We can now give a simplified version of Coordinate-Ascent++, which appears as Algorithm 3. For
simplicity, we assume in the description and analysis of this algorithm that n ≥ 3. If this is not the case,
one can simulate it by adding dummy coordinates that do not affect the value of the objective function.
Algorithm 3 starts by guessing two coordinates h1 and h2 that contribute a lot of value to opt. Then
it constructs a solution x with a small support using two executions of the algorithm whose existence is
guaranteed by Proposition 5.1, one execution for each one of the coordinates h1 and h2. It then completes
the solution x into a full solution by executing Algorithm 1 after “contracting” the coordinates h1 and h2,
i.e., modifying the objective function so that it implicitly assumes that these coordinates take the values
they take in x.
Algorithm 3: Coordinate-Ascent++ (Simplified) (ε)
1 Guess the coordinate h1 ∈ [n] maximizing F (opth1 · eh1) and the coordinate h2 ∈ [n] \ {h1} other than
h1 maximizing F (
∑
i∈{h1,h2}
opti · ei).
2 Let x← 0.
3 for i = 1 to 2 do
4 Guess a value vi obeying
max{F (x), F (x + opthiehi)− ε · F (opt)} ≤ vi ≤ F (x+ opthiehi) .
5 Let yi be the value returned by the algorithm whose existence is guaranteed by Proposition 5.1
given x as the input vector, the coordinate hi and the target value vi.
6 Update x← x+ yiehi .
7 Execute Algorithm 1 on the instance obtained by removing the coordinates h1 and h2, replacing the
objective function with F ′(x′) = F (x′ + x)−F (x) and decreasing B by ‖x‖1. Let xCA be the output
of Algorithm 1.
8 Return x+ xCA (we denote this sum by xCA++ in the analysis).
We begin the analysis of Algorithm 3 by bounding its time complexity.
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Observation 5.2. Assuming the guesses made by Algorithm 3 do not require any time, Algorithm 3 has
O(n/ε) iterations, each running in O(n
√
B/ε+ n logn) time, yielding a time complexity of O(n2
√
B/ε1.5+
n2 logn/ε).
Proof. Besides the two executions of the algorithm whose existence is guaranteed by Proposition 5.1 and the
execution of Algorithm 1, Algorithm 3 uses only constant time. Thus, the time complexity of Algorithm 3 is
upper bounded by the sum of the time complexities of the two other algorithms mentioned. Furthermore, by
Proposition 5.1, the total time complexity of the algorithm whose existence is guaranteed by this proposition
is only
O
(
log
(
B
ε
))
,
which is upper bounded by the time complexity of a single iteration of Algorithm 1 as given by Observa-
tion 3.2. Hence, both the number of iterations and the time per iteration of Algorithm 3 are asymptotically
identical to the corresponding values for Algorithm 1.
The next step in the analysis of Algorithm 3 is proving some properties of the vector x =
∑
i∈{h1,h2}
yi ·ei
produced by the first part of the algorithm. In a nutshell, these properties holds since the definition of vj
and the properties of Proposition 5.1 show together that the value chosen for xhj by the algorithm of
Proposition 5.1 gives almost as much value as choosing opthj , but it never overestimates opthj .
Lemma 5.3. F (x) ≥ F (∑2j=1 opthj · ehj )− 2ε · F (OPT )− 2εL and x ≤∑2j=1 opthj · ehj .
Proof. Recall that the support of x contains only the coordinates h1 and h2. Thus, to prove the lemma, it
suffices to argue that for every i ∈ {1, 2}
F

 i∑
j=1
xhj · ehj

− F

i−1∑
j=1
xhj · ehj

 (4)
≥ F

 i∑
j=1
opthj · ehj

− F

i−1∑
j=1
opthj · ehj

 − ε · F (opt)− εL
and
xi ≤ opti . (5)
We prove this by induction on i. In other words, we prove that the two above inequalities hold for i ∈ {1, 2}
given that they holds for every i′ < i that belongs to {1, 2} (if there is such an i′).
The value of xi is determined by an execution of the algorithm whose existence is guaranteed by Proposi-
tion 5.1. Thus, to prove the above inequalities, we need to use the guarantees of this proposition. Moreover,
we notice that this is possible since the target value vi passed to the algorithm of this proposition clearly
falls within the allowed range because opthi ≤ uhi . Hence, by the first guarantee of Proposition 5.1,
F

 i∑
j=1
xhj · ej

 ≥ vi − εL ≥ F

i−1∑
j=1
xhj · ehj + opthiehi

− ε · F (opt)− εL .
Inequality (4) now follows from the last inequality by subtracting F
(∑i−1
j=1 xhj · ehj
)
from both its sides
and observing that, by the submodularity of F and the induction hypothesis,
F

i−1∑
j=1
xhj · ej + opthiehi

− F

i−1∑
j=1
xhj · ej

≥ F

 i∑
j=1
opthj · ehj

− F

i−1∑
j=1
opthj · ehj

 .
To prove Inequality (5), we note that the second guarantee of Proposition 5.1 implies that for every
0 ≤ y < xhj we have
F

i−1∑
j=1
xhj · ej + yehi

 < vi ≤ F

i−1∑
j=1
xhj · ej + optjehi

 ,
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and therefore, opthj cannot fall in the range [0, xhj ).
We now ready to prove the approximation guarantee of Algorithm 3. Intuitively, this proof is based on
simply adding up the lower bound on F (x) given by Lemma 5.3 and the lower bound on F ′(xCA) given
by Lemma 4.1. Some of the ideas used in the proof can be traced back to a recent result by Nutov [43],
who described an algorithm achieving (1 − 1/e)-approximation for the discrete version of the problem we
consider (namely, maximizing a non-negative monontone discrete submodular function subject to a knapsack
constraint) using O(n4) function evaluations.
Lemma 5.4. Algorithm 3 outputs a vector xCA++ whose value is at least (1−1/e−4ε) ·F (opt)−ε(B+2)L.
Proof. Since x ≤∑2j=1 opthj · ehj by Lemma 5.3, the submodularity of F guarantees that
F ′

opt− 2∑
j=1
opthj · ehj

 = F

opt+ 2∑
j=1
(xhj − opthj ) · ehj

− F (x)
≥ F (opt)− F

 2∑
j=1
opthj · ehj

 .
Therefore, since opt−∑2j=1 opthj ·ehj is one feasible solution for the instance received by Algorithm 4.1,
we get by Lemma 4.1 that there exists a coordinate i ∈ [n] \ {h1, h2} such that1
F ′(xCA) ≥ (1− 1/e− 2ε) · F ′

opt− 2∑
j=1
opthj · ehj − optiei

− εBL
≥ (1− 1/e− 2ε) ·

F ′

opt− 2∑
j=1
opthj · ehj

− F ′(optiei)

− εBL
≥ (1− 1/e− 2ε) ·

F (opt)− F

 2∑
j=1
opthj · ehj

− F ′(optiei)

− εBL
≥ (1− 1/e− 2ε) ·

F (opt)− 3
2
· F

 2∑
j=1
opthj · ehj



− εBL ,
where the second inequality follows from the submodularity of F , and the last inequality holds since the
submodularity of F and the definitions of h1 and h2 imply
F ′(optiei) = F

 2∑
j=1
opthj · ehj + optiei

− F

 2∑
j=1
opthj · ehj


≤ 1
2
[
F (optiei)− F (0) + F (opth1 + optiei)− F (opth1eh1)
]
≤ 1
2
[
F (opth1eh1)− F (0) + F (opth1 + opth2eh2)− F (opth1eh1)
]
=
1
2
[
F (opth1eh1 + opth2eh2)− F (0)
] ≤ F (opth1eh1 + opth2eh2)
2
.
1As stated, Lemma 4.1 applies only to the optimal solution, not to every feasible solution. However, one can verify that its
proof does not use the optimality of the solution.
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We are now ready to calculate the value of xCA++ = x+xCA. By the above calculation and Lemma 5.3,
F (x+ xCA) = F
′(xCA) + F (x)
≥ (1 − 1/e− 2ε) ·

F (opt)− 3
2
· F

 2∑
j=1
opthj · ehj



− εBL
+ F

 2∑
j=1
opthj · ehj

− 2ε · F (OPT )− 2εL
≥ (1 − 1/e− 4ε) · F (opt)− ε(B + 2)L .
To get our final Coordinate-Ascent++ algorithm, we need to explain how to implement the guesses
of Algorithm 3. The coordinates h1 and h2 can be guessed by simply iterating over all the possible pairs of
two coordinates. Similarly, by the next observation, to get vi it suffices to try all the possible values in the
set {F (x) + εj · F (uhiehi) | j is a non-negative integer and F (x) + εj · F (uhiehi) ≤ F (x + uhiehi)}. In the
following, we refer to this set as J (x, hi).
Observation 5.5. Consider the vector x at the point in which Algorithm 3 guesses the value vi. Then, there
exists a value in the set J (x, hi) obeying the requirements from vi.
Proof. Let j be the maximal integer for which F (x) + εj · F (uhiehi) ≤ F (x + opthiehi) ≤ F (x + uhiehi).
Since F (x) ≤ F (x+ opthiehi) by the monotonicity of F , j is non-negative, and thus, F (x) + εj · F (uhiehi)
belongs to J (x, hi) and F (x) + εj · F (uhiehi) ≥ F (x). Furthermore, by the definition of j,
F (x) + εj · F (uhiehi) ≥ F (x+ opthiehi)− ε · F (uhiehi) ≥ F (x+ opthiehi)− ε · F (opt) ,
where the second inequality holds since uhiehi is a feasible solution. Thus, F (x) + εj · F (uhiehi) obeys the
requirements from vi.
Our final Coordinate-Ascent++ algorithm appears as Algorithm 4. By the above discussion, the
number of iterations it makes exceeds the number of iterations given by Observation 5.2 only by a factor of
n2 ·
2∏
i=1
|J (x, hi)| ≤ n2 ·
2∏
i=1
(
1 +
F (x+ uhiehi)− F (x)
ε · F (uhiehi)
)
= O(ε−2n2) ,
where the equality holds since the submodulrity and non-negativity of f imply F (x + uhiehi) − F (x) ≤
F (uhiehi).
The next theorem summarizes the result we have proved in this section.
Theorem 5.6. For every ε ∈ (0, 1), Algorithm 4 is an algorithm for our problem which produces a solution of
value at least (1−1/e−4ε)·F (opt)−ε(B+2)L. It has O(n3/ε3) iterations, each running in O(n
√
B/ε+n logn)
time, which yields a time complexity of O(n4
√
B/ε2.5 + n4 logn/ε3).
In all the loops of Algorithm 4, the iterations are independent, and thus, can be done in parallel instead of
sequentially. Thus, the parallel time required for Algorithm 4 is equal to the time complexity of Algorithm 3,
which by Observation 5.2 is only O(n2
√
B/ε1.5 + n2 log n/ε).
6 Conclusion
In this paper, we provided the first constant factor approximation guarantees for the problem of maximizing
a monotone continuous submodular function subject to a linear constraint. Crucially, our results did not
rely on DR-submodularity.
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Algorithm 4: Coordinate-Ascent++ (ε)
1 for every pair of distinct coordinates h1, h2 ∈ [n] do
2 Let x(0) ← 0.
3 for every v1 ∈ J (x(0), h1) do
4 Let y1 be the value returned by the algorithm guaranteed by Proposition 5.1 given x
(0) as the
input vector, the coordinate h1 and the target value v1.
5 Set x(1) ← x(0) + y1eh1 .
6 for every v2 ∈ J (x(1), h2) do
7 Let y2 be the value returned by the algorithm guaranteed by Proposition 5.1 given x
(1) as
the input vector, the coordinate h2 and the target value v2.
8 Update x← x(1) + y2eh2 .
9 Execute Algorithm 1 on the instance obtained by removing the coordinates h1 and h2,
replacing the objective function with F ′(x′) = F (x′ + x)− F (x) and decreasing B by
‖x‖1. Let xCA be the output of Algorithm 1.
10 Mark x+ xCA as a candidate solution.
11 Return the solution maximizing F among all the solutions marked above as candidate solutions.
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A Proof of Proposition 3.1
In this section we prove Proposition 3.1. Let us begin by restating this proposition.
Proposition 3.1. Given a point x ∈ [0,u], a coordinate i ∈ [n], bounds 0 < a ≤ b ≤ ui − xi and a positive
parameter ε ∈ (0, 1) there is a polynomial time algorithm that runs in O(
√
B/ε+ log(ε/a)) time and returns
a value y ∈ [a, b] maximizing the ratio F (x+ yei)/y up to an additive error of εL.
As might be expected, the algorithm we use to prove Proposition 3.1 tries a relatively small set of possible
options for y, and then outputs the value yielding the maximum F (x + yei)/y ratio. To define the set of
values which the algorithm checks, we first need to define the following recursive series.
z0 = a and zi = zi−1 +
√
εzi−1 .
Using this definition, we can now formally state the algorithm used to prove Proposition 3.1 as Algo-
rithm 5.
Algorithm 5: One Coordinate Ratio Maximizer
1 Let M = {b} ∪ {zi | i is a non-negative integer and zi ∈ [a, b]}.
2 Return y ∈ argmaxy∈M F (x + yei)/y.
Before analyzing the quality of the solution returned by Algorithm 5, let us prove that it indeed has the
required time complexity.
Lemma A.1. The time complexity of Algorithm 5 is O(
√
B/ε+ log(ε/a)).
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Proof. Let ℓ be the smallest non-negative integer such that zℓ ≥ B. Clearly, the size of M is upper bounded
by ℓ+3 since b ≤ ui ≤ B, and thus, the time complexity of Algorithm 5 is O(ℓ). Hence, to prove the lemma,
it suffices to argue that there exists a positive integer i′ = O(
√
B/ε+ log(ε/a)) such that zi′ ≥ B, and thus,
O(ℓ) = O(i′) = O(
√
B/ε+ log(ε/a)).
Observe that if zi ≤ ε, then zi+1 ≥ 2zi. Thus, for i0 = ⌈log2(ε/a)⌉ we already get zi0 ≥ ε. Consider now
the function f(x) = ε(x2 + 16)/16. We would like to prove by induction that for every non-negative integer
i ≥ 0 we have f(i) ≤ zi+i0 . For i = 0 this holds since f(0) = ε ≤ zi0 . Assume now that this claim holds
for some integer i− 1 ≥ 0, and let us prove it for i. Since zi−1+i0 ≥ f(i− 1) by the induction hypothesis, it
suffices to argue that f(i)− f(i− 1) ≤ zi+i0 − zi−1+i0 = √εzi−1+i0 . By the definition of f ,
f(i)− f(i− 1) = ε(i
2 + 16)
16
− ε[(i− 1)
2 + 16]
16
=
ε(2i− 1)
16
≤ ε · 4
√
(i− 1)2 + 16
16
=
√
ε · ε[(i− 1)
2 + 16]
16
=
√
ε · f(i− 1) ≤ √ε · zi−1+i0 ,
where the second inequality follows from the induction hypothesis, and the first inequality holds since for
i ≥ 1
2i− 1 ≤ 4
√
(i− 1)2 + 16 ⇐⇒ (2i− 1)2 ≤ 16[(i− 1)2 + 16]
⇐⇒ 4i2 − 4i+ 1 ≤ 16i2 − 32i+ 272 ⇐⇒ 0 ≤ 12i2 − 28i+ 271 ,
and the last inequality holds for every i.
To complete the proof, it remains to observe that for i′ = ⌈log2(ε/a)⌉ + ⌈4
√
B/ε⌉ = i0 + ⌈4
√
B/ε⌉ we
have
zi′ ≥ f(i′ − i0) = ε((i
′ − i0)2 + 16)
16
≥ ε(16B/ε+ 16)
16
≥ B .
Our next objective is to show that the solution produced by Algorithm 5 approximately maximizes the
ratio F (x+yei)/y within the range [a, b]. Let y
∗ be a value within this range that truly maximizes this ratio,
and let yM be the largest value in the set M which is not larger than y
∗ (possibly y∗ = yM if y
∗ ∈M). We
argue below that F (x+y∗ei)/y
∗ ≤ F (x+yMei)/yM+εL, which completes the proof of Proposition 3.1 since
the membership of yM in M implies that the ratio F (x+ yei)/y for the value y returned by Algorithm 5 is
at least as good as F (x + yMei)/yM .
The next lemma gives us a simple upper bound on the ratio F (x+ y∗ei)/y
∗.
Lemma A.2.
F (x+ y∗ei)
y∗
≤ F (x+ yMei)
yM
+
(y∗ − yM )2L
2yM
.
Proof. The derivative of F (x+ yei)/y by y is
dF
dy (x+ yei) · y − F (x+ yei)
y2
.
Since y∗ is a maximizer of this ratio, the above derivative must be zero in y∗, i.e., we get
dF
dy
(x+ y∗ei) · y∗ − F (x+ y∗ei) = 0⇒ dF
dy
(x+ y∗ei) =
F (x+ y∗ei)
y∗
.
This allows us to use the smoothness of F to upper bound the difference between F (x+y∗ei) and F (x+yMei)
by
F (x+ y∗ei)− F (x+ yMei) =
∫ y∗
yM
dF
dy
(x+ yei)dy ≤
∫ y∗
yM
[
dF
dy
(x+ y∗ei) + (y
∗ − y)L
]
dy
=
∫ y∗
yM
[
F (x+ y∗ei)
y∗
+ (y∗ − y)L
]
dy =
y∗ − yM
y∗
· F (x+ y∗ei) + (y
∗ − yM )2L
2
.
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Rearranging the last inequality, we get
yM
y∗
· F (x+ y∗ei) ≤ F (x+ yMei) + (y
∗ − yM )2L
2
,
and the observation follows by dividing the last inequality by yM .
Given the above discussion, the last lemma implies that to prove Proposition 3.1 we only need to argue
that (y
∗−yM)
2L
2yM
is always upper bounded by εL. The following observation shows that this is indeed the case.
Observation A.3.
(y∗−yM )
2
2yM
≤ ε.
Proof. By the definition of the set M , the value of y∗ must be at most yM +
√
εyM . Thus,
(y∗ − yM )2
2yM
≤ (
√
εyM )
2
2yM
=
εyM
2yM
=
ε
2
< ε .
B Proof of Proposition 5.1
In this section we prove Proposition 5.1. Let us begin by restating this proposition.
Proposition 5.1. Given a point x ∈ [0,u], a coordinate i ∈ [n], a target value F (x) ≤ v ≤ F (x ∨ uiei)
and a positive parameter ε ∈ (0, 1), there is a polynomial time algorithm that runs in O(log(B/ε)) time and
returns a value 0 ≤ y ≤ ui − xi such that
• F (x+ yei) ≥ v − εL.
• There is no value 0 ≤ y′ < y such that F (x+ y′ei) ≥ v.
The algorithm we use to prove Proposition 5.1 has two phases. In the first phase, the algorithm uses binary
search to zoom in on a small range of y values which includes the lowest y value for which F (x + yei) = v.
Then, in the second phase, the algorithm uses linear interpolation to pick a value y from this range for which
F (x + yei) is close to v. The linear interpolation parameters have to be selected with care to make sure
that the value picked obeys the second guarantee of the proposition. A formal statement of the algorithm
appears as Algorithm 6.
Algorithm 6: One Coordinate Getting Target Value
1 Let a = 0 and b = ui − xi.
2 while b− a ≥ ε do
3 Let m = (b− a)/2.
4 if F (x+mei) ≥ v then Update b← m.
5 else Update a← m.
6 Let d← F (x+bei)−F (x+aei)b−a + εL2 , and r ← v−F (x+aei)d .
7 Return a+ r.
We begin the analysis of Algorithm 6 by showing that has the time complexity guaranteed by Proposi-
tion 5.1.
Observation B.1. The time complexity of Algorithm 6 is at most O(log(B/ε)).
Proof. The time complexity of Algorithm 6 is proportional to the number of iterations made by the binary
search in the first phase of the algorithm. Since this binary search starts with a range of size ui−xi ≤ ui ≤ B,
and ends when its range shrinks to a size of ε or less, the number of iterations it performs is upper bounded
by ⌈log(B/ε)⌉.
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Let us denote now by a0 and b0 the values of the variables a and b when the binary search phase of
Algorithm 6 terminates. By the design of the binary search, it is clear that F (x+ a0ei) ≤ v. Furthermore,
this inequality can hold as an equality only when a0 = 0. Let us now get bounds on the derivative of
F (x+ yei) as a function of y within the range [a0, b0].
Lemma B.2. For every y′ ∈ [a0, b0], dFdy (x + yei) ∈ [d− εL, d].
Proof. By the smoothness of the function F
F (x+ b0ei)− F (x+ a0ei) =
∫ b0
a0
dF
dy
(x+ yei)dy ≤
∫ b0
a0
[
dF
dy
(x+ y′ei) + |y − y′|L
]
dy
≤ (b0 − a0) · dF
dy
(x+ y′ei) +
(b0 − a0)2L
2
≤ (b0 − a0) · dF
dy
(x+ y′ei) +
(b0 − a0)εL
2
.
Dividing the last inequality by b0 − a0, we get
d− εL
2
≤ dF
dy
(x+ y′ei) +
εL
2
=⇒ d− εL ≤ dF
dy
(x+ y′ei) .
Similarly, the smoothness of F also implies
F (x+ b0ei)− F (x+ a0ei) =
∫ b0
a0
dF
dy
(x+ yei)dy ≥
∫ b0
a0
[
dF
dy
(x+ y′ei)− |y − y′|L
]
dy
≥ (b0 − a0) · dF
dy
(x+ y′ei)− (b0 − a0)
2L
2
≥ (b0 − a0) · dF
dy
(x+ y′ei)− (b0 − a0)εL
2
,
and this time dividing the last inequality by b0 − a0 yields
d− εL
2
≥ dF
dy
(x+ y′ei)− εL
2
=⇒ d ≥ dF
dy
(x+ y′ei) .
The following corollary now completes the proof of Proposition 5.1 since the output of Algorithm 6 is
a0 + r.
Corollary B.3. F (x+ (a0 + r)ei) ≥ v − εL, and furthermore, F (x+ y′ei) < v for every 0 ≤ y′ < a0 + r.
Proof. Using Lemma B.2, we get
F (x+ (a0 + r)ei) = F (x+ a0ei) +
∫ a0+r
a0
dF
dy
F (x+ yei)dy
≥ F (x+ a0ei) +
∫ a0+r
a0
(d− εL)dy = F (x+ a0ei) + r(d − εL)
= F (x+ a0ei) + [v − F (x+ a0ei)]− rεL ≥ F (x+ a0ei) + [v − F (x+ a0ei)]− εL ,
where the third equality holds by plugging in the definition of r, and the last inequality holds since
r =
v − F (x+ aei)
d
≤ F (x+ bei)− F (x+ aei)
d
≤ b− a ≤ ε < 1 .
Similarly, Lemma B.2 also implies for every a0 ≤ y′ < a0 + r
F (x+ y′ei) = F (x+ a0ei) +
∫ y′
a0
dF
dy
F (x+ yei)dy
≤ F (x+ a0ei) +
∫ y′
a0
d dy = F (x+ a0ei) + (y
′ − a0)d
< F (x+ a0ei) + rd = F (x+ a0ei) + [v − F (x+ a0ei)] = v .
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If r > 0, then the last inequality completes the proof of the corollary because the monotonicity of F
guarantees F (x + y′ei) ≤ F (x + a0ei) < v for every 0 ≤ y′ < a0. Thus, it remains to consider the case of
r = 0. This case happens only when F (x + a0ei) = v, which implies by the discussion before Lemma B.2
that a0 = 0 as well. Hence, the requirement F (x + y
′ei) < v for every 0 ≤ y′ < a0 + r is trivial in this
case.
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