For a decade swarm Intelligence deals with the design of intelligent multi-agent systems by taking inspiration from the collective behaviors of social insects and other animal societies. They are characterized by a decentralized way of working that mimics the behavior of the swarm. Swarm Intelligence is a successful paradigm for the algorithm with complex problems. The aim of this review paper is to analyze and compare various swarm intelligence evolutionary techniques of load balancing and conclude the best optimum technique among them. A brief introduction of load balancing and its various evolutionary techniques are presented and summarized.
INTRODUCTION
Load balancing is a technique to distribute workload evenly across two or more computers, network links, CPU's or other resources in order to get optimal resource utilization, maximum throughput, minimum response time, minimum communication delays, minimum execution time and avoiding overload [1] [2]. Load balancing is useful when dealing with redundant communications links. For example, a bank may have multiple Internet connections ensuring network access even if one of the connections fails, a failover arrangement means that one link is designated for normal use, while the second link is used only if the first one fails. With load balancing, both links can be in use all the time. Load balancing attempts to improve the performance of a distributed heterogeneous system by using the processing power of the entire system to smooth out the periods of high congestion at individual nodes [3] [4].This is achieved by transferring some of the workload of heavily loaded nodes to other nodes for processing. The decisions to balance loads among the nodes are either static or dynamic [5] [6] . A static decision is independent of the current system state. The static load balancing is simple and easy to analyze with queuing models, but its potential benefit is limited [7] [8] . On the other hand, a dynamic decision is dependent on the system state. When a dynamic load balancing is used, an over loaded node may transfer its jobs to other nodes using the information on the current system state [9] [10] .Static methods are like putting a round robin DNS, using virtual servers and also using evolutionary techniques of optimization. Traditional methods used in optimization are deterministic, fast and give exact answers but often tends to get stuck on local optima. [11] .The rest of the paper is organized as follows: Section 2 presents the review of literature, Section 3 comprises of comparative analysis of various evolutionary techniques, conclusion and future work are given in section 4.
REVIEW OF LITERATURE
Substantial work has been done on load balancing in the past years. Various researchers and scientists all over the world has been presented their articles and papers on load balancing techniques which are described below:
Genetic Algorithm
A Genetic Algorithm (GA) is a search algorithm technique based on the principles of evolution and natural genetics. It was initially proposed by John Holland in 1970's [12] . GA reflects some of the innovative flair of a human search by using the survival of fittest techniques combined with a structured yet randomized information exchange [13] . GA technique is randomized and efficiently exploit historical information to speculate on new search points with expected improvement [14] [15] . GA technique work from a database of points simultaneously, climbing many peaks in parallel.
The probability of finding a false peak is reduced involving nothing more complex than copying strings and swapping partial strings.The two main attraction of GA technique that are point to point are simplicity of operation and power of effect [16] .
Ant Colony Optimization
Ant colony optimization (ACO) is a Swarm Intelligence technique which is inspired from the foraging behaviour of real ant colonies [17] . The ants deposit pheromone on the ground in order to mark the route from the nest to food that is followed by other members of the colony. ACO exploits an optimization mechanism for solving discrete optimization problems in various engineering domain [18] .The ACO differs from the classical ant system in the sense that here the pheromone trails are updated in two ways. Firstly, when ants construct a tour they locally change the amount of pheromone on the visited edges by a local updating role. Secondly, after all the ants have built their individual tours, a global updating rule is applied to modify the pheromone level on the edges that belong to the best ant tour found so far. An artificial Ant Colony System (ACS) is an agent-based system, which simulates the natural behavior of ants and develops mechanisms of cooperation and learning. ACS was proposed by Dorigo et al. in 1997 as a new heuristic technique to solve combinatorial optimization problems. It is found to be both robust and versatile in handling a wide range of combinatorial optimization problems [19] [20].
Diffusion Algorithm
This load balancing technique was introduced by Cybenko and Boillat [21] .It also balance the load among the nodes in a system. The idea behind this technique is that in each round, the overloaded node exchanges its excess load with their neighbors individually. The advantage of DA technique lies in the collection of information from the nodes in a system. The information policies will have higher impact on earlier completion of load balancing algorithm. The objective of the diffusion load balancing technique in both static load situations and in dynamic load situations is to keep the nodes to contain an equal number of loads as quickly as possible. Lots of work has been already done under the assumption that every edge is allowed only to forward one load unit per round or a constant number of loads can be passed by each node 
Tabu Search
Tabu search (TS) technique was introduced by Glover in 1986 [24] . It is based on the premise that problem solving must incorporate adaptive memory and responsive exploration. The adaptive memory feature of TS allows the implementation of procedures that are capable of searching the solution space economically and effectively. TS contrasts with memory less designs that heavily rely on semirandom processes that implement a form of sampling [25] . The emphasis on responsive exploration in TS technique in a deterministic or probabilistic implementation, derives from the supposition that a bad strategic choice can often yield more information than a good random choice. It may be directly applied to virtually any kind of optimization problem. It is a meta-heuristic that guides a local heuristic search procedure to explore the solution space beyond local optimality [26] .
Artificial Bee Colony
Artificial Bee Colony (ABC) technique is a swarm based metaheuristic technique. It was introduced by Karaboga in 2005 [27] . It simulates the foraging behaviour of honey bees. The technique has three phases namely employee bee, onlooker bee and scout bee. In the employed bee and the onlooker bee phases, bees exploit the sources by local searchers in the neighbourhood of the solutions selected based on deterministic selection . Scout bee phase is an analogy of abandoning exhausted food sources in the foraging process, solutions that are not beneficial anymore for search progress are abandoned and new solutions are inserted instead of them to explore new regions in the search space. The technique has a wellbalanced exploration and exploitation ability [28] .
Intelligent Water Drop
Intelligent Water drop (IWD) technique for load balancing is swarm based optimization technique. It is inspired by natural rivers and how they find almost optimal paths to their destination. These near optimal or optimal paths follow from actions and reactions occuring among the water drops and the water drops with their riverbed [29] . In the IWD technique , several artificial water drops cooperate to change their environment in such a way that the optimal path is revealed as the one with the lowest soil on its links.IWD has two important properties. Firstly, soil i.e the amount of soil it carries. Secondly, velocity i.e the velocity with which it is moving [30] . The IWD soil is increased by removing some soil of the path joining the two locations. The amount of soil added to the IWD is inversely proportional to the time needed for the IWD to pass from its current location to the next location. This duration of time is calculated by the simple laws of physics for linear motion. Thus, the time taken is proportional to the velocity of the IWD and inversely proportional to the distance between the two locations. Another mechanism that exists in the behavior of an IWD is that it prefers the paths with low soils on its beds to the paths with higher soils on its beds. Uniform random distribution is used to implement the behavior of path choosing among the available paths of soil. The lower the soil of the path, the more chance it has for being selected by the IWD [31] .
Particle Swarm Optimization
The Particle swarm optimization(PSO) is a stochastic, population-based computer algorithm modelled on swarm intelligence that finds a solution of optimization problem in a search space or model. It is based on socialpsychological principles and provides insights into social behavior, as well as contributing to engineering applications [20] .
The particle swarm optimization technique is described in 1995 by James Kennedy and Russell C. Eberhart [32] . A communication structure or social network is defined for each individual to interact. These individuals are also known as the particle.
An iterative process to improve these candidate solutions is set in motion. The particles iteratively evaluate the fitness of the candidate solutions and remember the location where they had their best success. The individual's best solution is called the particle best or the local best. Each particle makes this information available to their neighbors according to the local best solution [33] .
Hybrid Particle Swarm Optimization
Hybrid particle swarm optimization (HPSO) is proposed by making use of PSO and some other techniques such as simulated annealing technique, Hill Climbing technique etc and it has been claimed that the hybridization yields a better result than normal PSO [34] . This paper uses the hybridization of PSO and the Simulated Annealing Algorithm. PSO has a strong ability to find the most optimistic result. The PSO technique may be combined with some other evolutionary optimization technique to yield an even better performance. Simulated Annealing (SA) may find the global optimum using stochastic search technology from the means of probability.SA technique has a strong ability to find the local optimistic result. Combining PSO and SA leads to the combined effect of the good global search algorithm and the good local search algorithm, which yields a promising result [35] .
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Max-Min Particle Swarm Optimization
Max-Min particle swarm optimization (Max-Min PSO) is based on the task scheduling in grid environment. Grid Scheduling is a critical design issue of grid computing [36] . The major objective of grid scheduling is to reduce the makespan, cost and increase the number of tasks completed within deadline. The algorithm is developed based on PSO to find a proper resource allocation to jobs in Grid Environment. When the load on the resources are balanced with Max-Min PSO better makespan is achieved [37] .
COMPARATIVE ANALYSIS OF VARIOUS EVOLUTIONARY TECHNIQUES
Comparative analysis of evolutionary techniques of load balancing is summarized in Table 1 . In particular, advantages, limitations, issues etc are analyzed and compared to the other techniques. 
