Let p be an odd prime, q = p m , R = F q + uF q with u 2 = 1, and S = F q + uF q + vF q + uvF q with u 2 = 1, v 2 = 1, uv = vu. In this paper, F q RS-cyclic codes over F q RS are studied. As an application, we present a construction of quantum error-correcting codes (QECCs) from the F q RS-cyclic codes over F q RS, which provides new QECCs. We also consider linear complementary dual (LCD) codes from the F q RS-cyclic codes over F q RS. Among others, we construct a Gray map over F q RS and discuss the Gray images of F q RS-cyclic codes over F q .
I. INTRODUCTION
The family of cyclic codes is one of the most important families of codes which was introduced by Prange [41] and Sloane and Thompson [47] in 1954. Due to their rich algebraic structure and ease in implementation, these codes are widely used. The study of cyclic codes over finite rings has seen rapid growth after the work of Hammons et al. [27] . The properties of cyclic codes and their constructions over various finite rings are well explored in the literature.
Since the last two decades, researchers have started studying codes over mixed alphabets. The study of linear codes over mixed alphabets was initiated by Brouwer et al. [17] in 1998. In [17] , the authors studied mixed alphabet codes as Z 2 -submodule over Z r 2 Z s 3 . However, thereafter not much work has been done on mixed alphabet codes. Recently, codes over mixed alphabets have caught attention of the researchers. In 2010, Borges et al. [15] studied Z 2 Z 4 -additive codes and the corresponding Z 2 Z 4 -linear codes. In this work, they discussed the standard form for generator matrices, parity-check matrices of Z 2 Z 4 -additive codes and established the relation between them. They also talked about the automorphism groups of these codes. In 2013, Aydogdu and The associate editor coordinating the review of this manuscript and approving it for publication was Xueqin Jiang .
Siap [10] studied the structure of Z 2 Z 2 s -additive codes, which generalize Z 2 Z 4 -additive codes. In that paper, the authors presented some fundamental parameters, standard form of generator and parity-check matrices of Z 2 Z 4 -additive codes. Furthermore, they also provided two bounds on the minimum distance of Z 2 Z 4 -additive codes. In a similar line, Aydogdu et al. [8] generalized these results of [10] , [15] over Z p r Z p s . In 2014, Abualrub et al. [1] studied Z 2 Z 4 -additive cyclic codes. They showed that dual of a Z 2 Z 4 -cyclic code is also a Z 2 Z 4 -cyclic code, and studied infinite family of MDS codes. Then Borges et al. [16] obtained some important properties of Z 2 Z 4 -additive cyclic codes, and introduced generator polynomials of Z 2 Z 4 -additive cyclic and dual Z 2 Z 4 -additive cyclic codes. They also presented the parameters of Z 2 Z 4 -additive cyclic codes in terms of the degrees of the generator polynomials of these codes.
Then in [5] , Aydogdu et al. studied MacWilliams identity over Z 2 Z 2 [u]-additive codes, and constructed some optimal binary codes from this study. Srinivasulu and Bhaintwal [44] studied Z 2 (Z 2 + uZ 2 )-additive cyclic codes and presented their generators and minimal spanning sets. They also determined the generators of duals Z 2 (Z 2 + uZ 2 )-additive cyclic codes for odd code-lengths. After that, Aydogdu et al. [6] studied Z 2 Z 2 [u]-cyclic and constacyclic codes. They presented the generator polynomials, minimal spanning sets, their sizes and binary images of Z 2 Z 2 [u]-cyclic and constacyclic codes under a Gray map. Recently, there are several papers on mixed alphabets such as Z 2 Z 2 [u 3 ] [9] ; Z 2 Z 2 [u] [31] .
Using these concepts of mixed alphabet codes, Borges et al. [14] studied double cyclic codes over Z 2 . Then Gao et al. [21] generalized that to consider double cyclic codes over Z 4 . After that, extending this double cyclic code structure, Mostafanasab [39] introduced the triple cyclic codes over Z 2 . Recently, Wu et al. [47] and Aydogdu and Gursoy [7] independently studied Z 2 Z 2 Z 4 -additive cyclic codes and Z 2 Z 4 Z 8 -cyclic codes, respectively.
In all of the aforementioned works, researchers mainly focused on exploring the structural properties of mixed alphabet codes such as generator matrices, parity check matrices, generating polynomials, minimal generating sets, generating polynomials for dual codes etc. There are hardly any papers on the applications of mixed alphabets codes. In this work, our main goal is to study mixed alphabet F q RS-cyclic codes as well as finding the tools to apply them in some of the recent topics of research like construction of quantum error-correcting codes (QECC) and linear complementary dual (LCD) codes. To do that, in the first part of our article, we study the properties of F q RS-cyclic codes, and in the later part (Sections 6 and 7), we discuss the construction of QECCs and LCD codes from F q RS-cyclic codes.
In this article, we first study linear codes and then cyclic codes over F q RS, where R = F q + uF q , u 2 = 1 and S = F q + uF q + vF q + uvF q , u 2 = 1, v 2 = 1, uv = vu and q = p m for odd prime p and positive integer m. As an application of this work, using the structure of cyclic codes over F q RS, we construct QECCs and also LCD codes over F q . The paper is organized as follows: In Section 2, we describe the basic terminology to understand cyclic codes over F q RS and their properties. In Section 3, a construction of linear codes over R and S have been discussed. In Section 4, we define a Gray map, through which we discuss some properties of codes over F q RS. In Section 5, cyclic codes over R, S and F q RS are studied. As an application of this study, in Section 6 and Section 7, we construct QECCs and LCD codes, respectively, with worked out examples. All the computations are done using Magma Computing Software.
II. PRELIMINARIES
Let F q denote the finite field of characteristic p with q elements, where q = p m for odd prime p and positive integer m. The set F n q of all ordered n-tuples over F q forms a vector space with the usual component-wise addition and scalar multiplication of vectors. A non-empty subset C of F n q is called a code of length n over F q , and it is called a linear code if C is a subspace of F n q . An element of C is called a codeword. Throughout this article we use the word code to refer a linear code. By w H (C), we denote the Hamming weight of a code C, which is defined as the smallest Hamming weight of all of its non-zero codewords. Let x = (x 0 , x 1 , . . . , x n−1 ), y = (y 0 , y 1 , . . . , y n−1 ) ∈ F n q , then the Hamming distance between
x and y is defined as d H (x, y) = |{i | x i = y i }|, i.e., d H (x, y) = w H (x − y). The Hamming distance of a code C is defined as d H (C) = min{d H (x, y)| x, y ∈ C, x = y}. The Euclidean inner product of x and y in F n q is defined as x · y = x 0 y 0 + x 1 y 1 + · · · + x n−1 y n−1 . The dual code C ⊥ of C is defined as
x n −1 . By this identification, it can be easily shown that a linear code C of length n over F q is a cyclic code if and only if it is an ideal of the ring
x n −1 . We can extend these concepts to linear code, dual code, cyclic code over finite commutative rings depending upon the structure of the rings. Let R be any finite commutative ring. Then we refer a nonempty subset C as a linear code of length n over R if it forms an R-submodule of R n .
Continuing our discussion we extend previous discussion to codes over product of finite commutative rings.
From now onward, we denote R = F q + uF q , with u 2 = 1 and S = F q + uF q + vF q + uvF q , with u 2 = 1, v 2 = 1, uv = vu, where q = p m for odd prime p and positive integer m. Let s = a + ub + vc + uvd be an element of S. Then we define two maps η and τ as follows: It is clear that the maps η and τ are ring homomorphisms. Now for any s ∈ S and (x, y, z) ∈ F q RS we define the following S-scalar multiplication on F q RS as
This is a well-defined multiplication. It can be extended component-wise over F α q × R β × S γ as follows:
Let C be a F q RS-linear code of length (α, β, γ ). Then the dual code of C is defined as
Proposition 3: Let C be a F q RS-cyclic code of length (α, β, γ ). Then C ⊥ is also a F q RS-cyclic code of length (α, β, γ ).
Proof: Let C be a F q RS-cyclic code of length (α, β, γ ) and t = (x 0 , x 1 , . . . ,
As C is a F q RS-cyclic code and lcm(α, β, γ ) = l, ℘ l−1 (t) ∈ C, where ℘ l−1 (t) = (x 1 , x 2 , . . . , x α−1 , x 0 , y 1 , y 2 , . . . , y β−1 , y 0 , z 1 , z 2 . . . , z γ −1 , z 0 ). Taking the inner product of ℘ l−1 (t) and t , we get ℘ l−1 (t) · t = 0, where
Comparing the coefficients from both sides we get,
Then f can be identified by an element in S α,β,γ as
which gives the one-to-one identification between
and (a(x), b(x), c(x)) ∈ S α,β,γ . Then the above defined S-scalar multiplication induces the multiplication in S α,β,γ as follows,
where η(s(x)) = η(s 0 ) + η(s 1 )x + · · · + η(s δ )x δ and τ (s(x)) = τ (s 0 ) + τ (s 1 )x + · · · + τ (s δ )x δ . It is easy to show that, with respect to the multiplication , S α,β,γ forms an S[x]-module.
Proof: Suppose C is a F q RS-cyclic code of length (α, β, γ ). Let f = (a 0 , a 1 , . . . , a α−1 , r 0 , r 1 , . . . , r β−1 , s 0 , . . . , s γ −1 ) ∈ C and the corresponding element of f be f (x) = (a(x), r(x), s(x)). Note that
The other side is trivial by the definition.
III. DECOMPOSITION OF LINEAR CODES OVER R AND S
Recall that R = F q + uF q , where u 2 = 1 and S = F q + uF q + vF q + uvF q , where u 2 = 1, v 2 = 1, uv = vu. For a, b ∈ F q , any r ∈ R is of the form r = a + ub = η 1â + η 2b , wherê a,b ∈ F q such thatâ = (a − b),b = (a + b) and
It is easy to check that η 2 i = η i , η i η j = 0 and η 1 +η 2 = 1, for i, j = 1, 2; i = j. Therefore, R = η 1 R ⊕ η 2 R and any r ∈ R can be expressed as r = η 1 r 1 + η 2 r 2 , where r 1 , r 2 ∈ F q .
We define a Gray map ψ R : R → F 2 q given as ψ R (r) = (r 1 , r 2 ). This map can be extended R β → F 2β q component wise as (r 0 , r 1 , . . . , r β−1 ) → (r 0,1 , r 1,1 , . . . , r β−1,1 , r 0,2 , r 1,2 , . . . , r β−1,2 ), where r = (r 0 , r 1 , . . . , r β−1 ) ∈ R β and r i = η 1 r i,1 + η 2 r i,2 for i = 0, 1, . . . , β − 1. Then for r i = η 1 r i,1 + η 2 r i,2 ∈ R, we define the Lee weight of r i as w L (r i ) = w H (ψ R (r i )), where w H denotes the Hamming weight over F q . The Lee distance between r i and r i ∈ R is defined as
Then it is easy to show that, the Gray map ψ R is a distance preserving F q -linear map from R β (Lee distance) to F 2β q (Hamming distance).
Let B β be a linear code of length β over R. Then we define 
Similarly, for x, y, w, z ∈ F q , any s = x +uy+vw+uvz ∈ S can be expressed as below
It is easy to see that
We define a Gray map over S as
where s = (s 0 , s 1 , . . . , s γ −1 ) ∈ S γ and s j = ζ 1 s j,1 + ζ 2 s j,2 + ζ 3 s j,3 + ζ 4 s j,4 for j = 0, 1, . . . , γ − 1. As above, for
Then we can easily show that the Gray map ψ S is a distance preserving F q -linear map from S γ (Lee distance) to F 4γ q (Hamming distance). Let C γ be a linear code of length γ over S, then we define
Arguing as above, any linear code C γ of length γ over S can be written as
Similarly using the facts ψ S is a distance preserving map and ψ S (
IV. GRAY MAP OVER F q RS
Any arbitrary element of F q RS can be written as (a, r, s) = (a,
This is also a F q -linear map and can be extended component-wise in the following way:
Similar to [47] , for any element (a , r , s ) ∈ F α q × R β × S γ we define the Lee weight of (a , r , s ) as w L (a , r , s ) = w H (a ) + w L (r ) + w L (s ), where w H denote the Hamming weight and w L denote the Lee weight. The Lee distance between
Proposition 5: Let be the Gray map defined above. Then,
such that for i = 1, 2 and j = 1, 2, 3, 4
Then (x + x )
For the other part, using the fact that is a F q -linear map we get,
). Hence, the result follows.
(2.) It is not difficult to show upon noticing that is a F q -linear distance preserving and bijective map.
Based on Definition 6, we have the following result. Proposition 7: Let χ g and be the maps defined above, and ℘ be the cyclic shift over F q RS. Then ℘ = χ g .
Proof: Let c = (a 0 , a 1 , . . . , a α−1 , r 0 , r 1 , . . . , r β−1 , s 0 ,
On the other hand, χ g (c)
= (a α−1 , a 0 , a 1 , . . . , a α−2 , r β−1,1 , r 0,1 , r 1,1 , . . . , r β−2,1 , r β−1,2 , r 0,2 , r 1,2 , . . . , r β−2,2 , s γ −1,1 , s 0,1 , s 1,1 , . . . ,
Using Proposition 7, we have the following result.
In this section, we study cyclic codes of length α, β and γ over the rings F q , R and S, respectively. Then using the structure of the cyclic codes over F q , R and S, we discuss the cyclic codes of length (α, β, γ ) over F q RS.
A. CYCLIC CODES OVER F q Theorem 9 [28, Theorem 12.9] : Let A be a cyclic code of length α over F q . Then there exists a unique monic polyno-
Therefore, by the direct sum decomposition of the linear code B β we get (x β−1 , x 0 , . . . , x β−2 ) ∈ B β,1 and (y β−1 , y 0 , . . . , y β−2 ) ∈ B β,2 . Hence, B β,i are cyclic codes of length β over F q , for i = 1, 2.
Therefore, B β is a cyclic code of length β over R.
Using the direct sum decomposition of dual linear code B ⊥ β over R, and arguing as above we can show the direct sum decomposition of the dual cyclic code over R as follows. In Theorem 10, we have presented the direct sum decomposition of a cyclic code B β over R. Here we give the generator polynomial for such codes.
Theorem 12: Let B β = η 1 B β,1 ⊕ η 2 B β,2 be a cyclic code of length β over R and r i (x) be the generator monic polynomial of the cyclic code B β,i , for i = 1, 2. Then
Proof: (1.) Suppose B β is a cyclic code of length β over R. Then by Theorem 10, we get that B β,i are cyclic codes
For the other part, note that |B β | = |B β,1 ||B β,2 |. Therefore,
= q 2β−(deg(r 1 )+deg(r 2 )) . (2.) Let r i (x) be the generator monic polynomial of the cyclic code B β,i , for i = 1, 2. By the first part,
As r i (x) is the monic generator polynomial of the cyclic 
We demonstrate our results, presenting the following examples.
Example 14: Let β = 5 and R = F 49 + uF 49 , where
x 2 +6x+3 and w is a zero of the polynomial x 2 + 6x + 3 in F 49 , then
Let r 1 (x) = x 2 + w 27 x + 1 and r 2 (x) = x 2 + w 45 x + 1. Then B β,1 = r 1 (x) and B β,2 = r 2 (x) are cyclic codes of length 5 over F 49 . Therefore,
By direct computation, we get
Thus, r(x) | (x 5 − 1). Also | B β |= 49 10−4 = 49 6 . For the dual code of B β , note that
Then, we get
Thus, B ⊥ β,i = f * i (x) are dual cyclic codes of length 5 over F 49 , for i = 1, 2. Therefore,
Also | B ⊥ β |= 49 4 . Using similar arguments as in the case of cyclic codes over R, we obtain the following results on cyclic codes over S.
Theorem 15: Let C γ = ζ 1 C γ ,1 ⊕ζ 2 C γ ,2 ⊕ζ 3 C γ ,3 ⊕ζ 4 C γ ,4 be a linear code of length γ over S. Then C γ is a cyclic code of length γ over S if and only if C γ ,j are cyclic codes of length γ over F q , where j = 1, 2, 3, 4.
Corollary 16: 4 be a cyclic code of length γ over S. Then the dual
is a cyclic code of length γ over S if and only if C ⊥ γ ,j are cyclic codes of length γ over F q , for j = 1, 2, 3, 4.
Theorem 17: Let C γ = ζ 1 C γ ,1 ⊕ζ 2 C γ ,2 ⊕ζ 3 C γ ,3 ⊕ζ 4 C γ ,4 be a cyclic code of length γ over S and s j (x) be generator monic polynomial of C γ ,j , for j = 1, 2, 3, 4. Then 4 be a cyclic code of length γ over S. Suppose s j (x) are the generator monic polynomials of C γ ,j and g * j (x) are the reciprocal polynomials of g j (x) such that x γ − 1 = g j (x)s j (x), for j = 1, 2, 3, 4. Then
. Similar to Example 14, here we present an example to illustrate the above results of cyclic codes over S.
Example 19: Let γ = 4 and S = F 9 + uF 9 + vF 9 + uvF 9 , where u 2 = 1, v 2 = 1, uv = vu. Clearly x 2 + 2x + 2 is irreducible in F 3 , fix w to be a zero of the polynomial
x 2 +2x+2 , then
Then C γ ,j (x) = s j (x) are cyclic codes of length 4 over F 9 , for j = 1, 2, 3, 4. Therefore, 4 is a cyclic code of length 4 over S, where ζ j ; j = 1, 2, 3, 4 are as above.
.
By direct computation we get,
).
Thus, s(x) | (x 4 − 1). Also | C γ |= 9 32−8 = 9 24 . For the dual code of C γ , note that
Then the reciprocal polynomials are as follows,
are dual cyclic codes of length 4 over F 9 , for j = 1, 2, 3, 4 and
In Theorem 9, Theorem 12 and Theorem 17, we have discussed the generator polynomials for cyclic codes over F q , R and S respectively. Now we present the generator polynomials for F q RS-cyclic codes as follows.
. Then the proof follows from Theorem 3.1 of [47] .
A F q RS-linear code C of length (α, β, γ ) is called a separable code if C = A α ⊗ B β ⊗ C γ , while considering A α , B β , and C γ as punctured codes of C by deleting the coordinates outside the α, β and γ components, respectively.
Lemma 21: Let C = (a(x)|0|0), (0|r(x)|0), (l 1 (x)|l 2 (x)| s(x)) be a F q RS-cyclic code. Then 1) deg(l 1 (x)) ≤ deg(a(x)), deg(l 2 (x)) ≤ deg(r(x)) and a(x)|r 2 (x)l 1 (x), r(x)|s 4 (x)l 2 (x); 2) A α = gcd(a(x), l 1 (x)) , B β = gcd(r(x), l 2 (x)) , and C γ = s(x) . Proof: Proof is parallel to that of Lemmas 3.2, 3.3 and 3.4 of [47] . Proof: Let C be a F q RS-cyclic code of length (α, β, γ ) and (a 0 , a 1 , . . . , a α−1 , b 0 , b 1 , . . . , b β−1 , c 0 , c 1 , . . . , c 1 , c 0 , c 1 , . . . , c γ −2 ) ∈ C γ . Therefore, A α , B β and C γ are cyclic codes of length α, β and γ over F q , R and S, respectively.
Conversely, suppose A α , B β and C γ are cyclic codes of length α, β and γ over F q , R and S. Let (a 0 , a 1 , . . . ,
Hence, C is a F q RS-cyclic code of length (α, β, γ ).
By Theorems 10, 15 and 24, we have the following corollary. In Theorem 20, we have studied the generator polynomial for a F q RS-cyclic code of length (α, β, γ ). Now here we study the generator polynomial for a separable F q RS-cyclic code of length (α, β, γ ) as follows.
Theorem 26:
x 4 +2x 3 +2 and w is a zero of the polynomial x 4 + 2x 3 + 2 in F 81 , then
. Let a(x) = (x + 2)(x + w 20 ). Then A α = a(x) is a cyclic code of length 4 over F 81 . (1 − u)(x 2 + w 46 x + w 32 ) 15 ).
Let
Then C γ ,j (x) = s j (x) are cyclic codes of length 8 over F 81 , for j = 1, 2, 3, 4. Therefore, C γ = s(x) is a cyclic code of length 8 over S, where Thus, C = (a(x)|0|0), (0|r(x)|0), (0|0|s(x)) = a(x) ⊗ r(x) ⊗ s(x) is a separable F q RS-cyclic code of length (4, 5, 8) , where a(x), r(x) and s(x) are as above.
VI. APPLICATION
Properties of mixed alphabet cyclic codes has been studied in [47] . In the next two sections we mainly focus on the applications of separable F q RS-cyclic codes.
A. QUANTUM ERROR-CORRECTING CODES (QECCS) FROM F q RS-CYCLIC CODES By [3] , let H be a Hilbert space of dimension q over the complex numbers C. Define H ⊗n to be n-fold tensor product of the Hilbert space H , that is, H ⊗n = H ⊗ H ⊗ · · · ⊗ H (n-times). Then H ⊗n is a Hilbert space of dimension q n . A QECC of length n and dimension k over F q is defined to be a Hilbert subspace of H ⊗n having dimension q k . A QECC with length n, dimension k and minimum distance d over F q is denoted by [[n, k, d]] q .
One of the important advancements in the construction of codes is the construction of QECCs from classical error-correcting codes. Errors prompted by inevitable interaction with environments -such as decoherence, quantum noise and other inaccuracies are among the prominent impediments leading to erroneous in quantum information. QECCs secures the quantum information from being exploited by such inaccuracy. Chronologically speaking, the first QECC was studied independently by Steane [44] and Shor [45] . However the construction of QECCs from classical codes, their existence proofs, and correction methods were given by Calderbank et al. [18] . Later many QECCs have been constructed using ideas of [18] over finite fields and finite rings (See [2] , [3] , [11] , [13] , [24] - [26] , [29] , [30] , [32] , [33] , [41] ).
Theorem 28 [18] Here we recall the dual containing property for cyclic codes from [18] .
Lemma 29 [18] : Let C be a cyclic code of length n with generator polynomial m(x) over F q . Then C contains its dual code if and only if x n −1 ≡ 0 (mod m(x)m * (x)), where m * (x) is the reciprocal polynomial of m(x).
Now we present the -image of F q RS-linear codes, which will take a crucial role in our construction of QECCs from F q RS-cyclic codes.
Proposition 30: Let C be a F q RS-linear code of length (α, β, γ ). 4 is a linear code of length (α + 2β + 4γ ) over F q , where A α , B β,i and C γ ,j are codes of length α, β and γ over F q , for i = 1, 2; j = 1, 2, 3, 4. Moreover, | (C)| = |A α ||B β,1 ||B β,2 ||C γ ,1 ||C γ ,2 ||C γ ,3 ||C γ ,4 | and d H ( (C)) = min{d H (A α ), d H (B β,i ), d H (C γ ,j )}, where i = 1, 2; j = 1, 2, 3, 4.
Proof: Follows from the definition of ⊗ and (C). Now we give our main result to construct QECCs from F q RS-cyclic codes.
Theorem 31:
where d H denotes the Hamming distance and k denotes the dimension of the code (C), respectively.
Proof: 
x 20 −1 , where R = F 5 + uF 5 (u 2 = 1) and S = F 5 + uF 5 + vF 5 + uvF 5 (u 2 = 1, v 2 = 1, uv = vu).
Let a(x) = (x + 1) 2 (x + 4). Then A α = a(x) is a cyclic code of length 10 over F 5 with parameters [10, 7, 3] .
Let r 1 (x) = (x + 4) 2 (x 2 + x + 1) and r 2 (x) = (x 2 + x + 1) 2 . Then B β,1 (x) = r 1 (x) and B β,2 (x) = r 2 (x) are cyclic codes having same parameters [15, 12, 3] . Therefore, B β = η 1 r 1 (x), η 2 r 2 (x) is a cyclic code of length 15 over R.
are cyclic codes of length 20 with same parameters [20, 17, 3] , where i = 1, 2 and j = 3, 4. Therefore, 
x 21 −1 , where R = F 7 + uF 7 (u 2 = 1) and S = F 7 + uF 7 + vF 7 + uvF 7 (u 2 = 1, v 2 = 1, uv = vu).
Let a(x) = (x + 6) 2 . Then A α = a(x) is a cyclic code of length 7 over F 7 with parameters [7, 5, 3] .
Let r 1 (x) = (x + 1) 2 (x + 6) and r 2 (x) = (x + 1)(x + 6) 2 . Then B β,i (x) = r i (x) are cyclic codes of length 14 having same parameters [14, 11, 3] , where i = 1, 2. Therefore, B β = η 1 r 1 (x), η 2 r 2 (x) is a cyclic code of length 14 over R. 25 (u 2 = 1), and S = F 25 + uF 25 + vF 25 + uvF 25 
x 2 +4x+2 and w is a zero of the polynomial x 2 + 4x + 2 in F 25 , then
. Let a(x) = (x + w 4 )(x + w 8 )(x + w 10 ). Then A α = a(x) is a cyclic code of length 12 over F 25 with parameters [12, 9, 3 ]. [15, 12, 3] . Therefore, B β = η 1 r 1 (x), η 2 r 2 (x) is a cyclic code of length 15 over R.
and s 4 (x) = (x + w 20 ) 2 (x + w 4 )(x + 1). Then C γ ,j (x) = s j (x) are cyclic codes of length 30 having same parameters [30, 26, 3] for j = 1, 2, 3, 4. Therefore, 25 .
In TABLEs 1, 2, 3, and 4, we present some new QECCs with better parameters from our study of cyclic codes over F p , R, S and F p R, respectively. We denote A, B, C, D, E, F and G, to represent the numbers 10, 11, 12, 13, 14, 15 and 16, respectively. For simpicity in calculation, in TABLEs 2 and 4, we take the generator r 1 (x) = r 2 (x) for the corresponding cyclic codes B β,i for i = 1, 2. Similarly, in TABLE 3, we take the generator s 1 (x) = s 2 (x) = s 3 (x) = s 4 (x) for the corresponding cyclic codes C γ ,j for j = 1, 2, 3, 4. We write the coefficients of the generator polynomials in decreasing order, for example, we write 120C4F to represent the polynomial In TABLE 4 , the fifth column presents parameters of Gray images over F p R, which is the restriction on over F p R.
B. LINEAR COMPLEMENTARY DUAL CODES
A linear code C is called LCD or linear complementary dual code if C ∩ C ⊥ = {0}. LCD codes were first introduced by Massey [38] . This family of codes have shown effectiveness against side-channel attacks(SCA) and fault injection attacks(FIA) to improve the security related information on sensitive devices [19] . Authors have explored properties of LCD codes with various conditions and structures in [34] , [35] , [48] . 
Hence, B β is a LCD code over R.
Using similar arguments we can prove the following result over S.
Proposition 37: Let C γ = ζ 1 s 1 (x), ζ 2 s 2 (x), ζ 3 s 3 (x), ζ 4 s 4 (x) be a cyclic code over S. Then C γ is a LCD code over S if and only if s j (x) are self-reciprocal polynomials over F q , for j = 1, 2, 3, 4.
Proposition 38: Let C be a F q RS-cyclic code of length (α, β, γ ). 4 is a LCD code of length (α + 2β + 4γ ) over F q if and only if A α , B β,i and C γ ,j are LCD codes of length α, β and γ over F q , for i = 1, 2; j = 1, 2, 3, 4. 
. Let a(x) = (x + 1)(x 2 + 1). As a(x) is self-reciprocal, A α = a(x) is a LCD code over F 3 .
. Let r 1 (x) = r 2 (x) = (x 6 + x 5 + x 4 + x 3 + x 2 + x + 1). As r i (x) are self-reciprocal, B β,i = b i (x) are LCD codes over F 3 , for i = 1, 2.
x 12 − 1 = (x + 1) 3 (x + 2) 3 (x 2 + 1) 3 ∈ F 3 [x]. Let s 1 (x) = (x + 1), s 2 (x) = (x 2 + 1), s 3 (x) = (x 2 + 1) 2 and s 4 (x) = (x 2 + 1) 3 . As s j (x) are self reciprocal, C γ ,j = s j (x) are LCD codes over F 3 , for j = 1, 2, 3, 4. Hence, (C) is a LCD code of length 66 over F 3 .
Example 41: Let R = F 9 + uF 9 , where u 2 = 1 and S = F 9 + uF 9 + vF 9 + uvF 9 where u 2 = 1, v 2 = 1, uv = vu.
Let α = 4, β = 7 and γ = 16. Take F 9 = F 3 [x] x 2 +2x+2 and w is a zero of the polynomial x 2 + 2x + 2 in F 9 , then x 4 − 1 = (x + 1)(x + 2)(x + w 2 )(x + w 6 ) ∈ F 9 [x], x 7 − 1 = (x + 2)(x 3 + wx 2 + w 7 x + 2)
×(x 3 + w 3 x 2 + w 5 x + 2) ∈ F 9 [x], x 16 − 1 = (x + 1)(x + 2)(x + w)(x + w 2 )(x + w 3 )(x + w 5 )
×(x + w 6 )(x + w 7 )(x 2 + w)(x 2 + w 3 )
×(x + w 5 )(x + w 7 ) ∈ F 9 [x].
Let a(x) = (x + w 2 )(x + w 6 ), r i (x) = (x 3 + wx 2 + w 7 x + 2)(x 3 + w 3 x 2 + w 5 x + 2) and s j (x) = (x 2 + w 7 )(x 2 + w 5 )(x 2 + w)(x 2 +w 3 ). Note that a(x), r i (x) and s j (x) are self-reciprocal, for i = 1, 2; j = 1, 2, 3, 4. Thus, arguing as above, we get that A α , B β,i and C γ ,j are LCD codes over F 9 , for i = 1, 2; j = 1, 2, 3, 4. Hence, (C) is a LCD code of length 82 over F 9 .
VII. CONCLUSION
In this paper, we first discussed the cyclic codes over R and S, then using these structures we studied the concatenated structure of F q RS-cyclic codes. We defined a Gray map over F q RS and discussed some properties of F q RS-cyclic codes.
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