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Using communication signals for radar applications has been a major area of
research in radar engineering. In the recent years, due to the widely available
wireless signals, a new area of research called commensal radars has emerged.
Commensal radars use available wireless Radio Frequency (RF) signals to detect
and track targets of interest. This is achieved by placing two antennas, one
towards the transmitting base station and the other towards the surveillance
area. The signal received by these two antennas are correlated to determine the
location and velocity of the target.
When a signal passes through a channel, it reflects off the obstacles within its
path. These reflections usually degrade quality of the signal and cause interfer-
ence to the telecommunication systems. To mitigate the effects of the channel
on a signal these systems transmit a known bit sequence within each frame.
Our goal, with this thesis, is to design and implement a working prototype of a
novel architecture for the commensal radar system, which uses these known bit
sequences to extract the channel information and determine events of interest.
The major novelties of the system are as follows. Firstly, this system will be
built upon existing communication systems using Software Defined Radio (SDR)
technology. Secondly, this design eliminates the need for a reference antenna,
which reduces the cost of the system and creates an opportunity to make the
system portable. We name this system Communication-Sensing (CommSense).
Since, our plan is to use Global System for Mobile Communication (GSM) as
the parent system for the prototype development, we decide to update the name
to GSM based Communication-Sensing (GSM-CommSense) system.
iii
This thesis begins with theoretical analysis of the feasibility of the GSM-CommSense
system. First of all, we perform a link budget analysis to determine the power
requirements for the system. Then we calculate the ambiguity function and
Cramér-Rao Lower Bound (CRLB) for a two-path received signal model. With
encouraging theoretical results, we design a prototype of the system that can
capture real GSM base station broadcast signals. After the design of the GSM-
CommSense system, we capture channel data from multiple locations with vary-
ing environmental conditions. The aim for this set of experiment is to be able
to distinguish between different environmental conditions. Then, we performed
statistical analysis on the data by means of Probability Density Function (PDF)
fitting, a goodness-of-fit test called chi-square test and a clustering algorithm
called Principal Components Analysis (PCA). We have presented the results
from each analysis and discussed them in detail. Upon, receiving positive re-
sults in each step we have decided to move towards using learning algorithms
to categorise the data captured by the system. We have compared two widely
accepted supervised learning algorithms, called Support Vector Machines (SVM)
and Multi-Layer Perceptron (MLP). The results showed that with the current
hardware capabilities of the system and the amount of data available per GSM
frame, the performance of SVM is better than MLP. Thus, we have used SVM
to classify two events of detection and classification across a wall. We have
presented our findings and discussed the results in detail.
We conclude our current work and provide scope for future work in development
and analysis of the GSM-CommSense system.
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Radar systems rely on the principle that a signal propagating through a channel is
affected by the properties of the medium and the obstacles in its path. In typical
radar systems, a transmit signal is passed through a wireless channel. This
signal, when received at the receiver is used to identify and classify the targets
of interest in the channel. This, is achieved by correlating the received signal,
also known as surveillance signal, with the reference signal and determining the
differences. The field of radar system is ever growing and new types of radars are
being introduced of late, such as passive radars [2, 3, 4] also known as commensal
radars [5, 6, 7], cognitive radars [8, 9], Continuous Wave (CW) radars [10, 11],
etc..
Since, radar systems were initially designed for military specific applications
which were built as a stand-alone system, consisting of a dedicated transmitter
and a receiver. In the recent times, with the increase in the demand of mobile
communication systems, wireless signals are available all around us. This has
led to a specific field of radar research, known as commensal radar [12, 13].
Commensal is a name borrowed from biology that means co-existence of two
species out of which one is benefited and the other remains unaffected. This
type of radar system is also known as Passive Bistatic Radar (PBR) [14, 15, 16].
In this document we will use the term commensal radar to describe such a system.
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Commensal radars use wireless Radio Frequency (RF) signals transmitted by
surrounding base stations to detect and track targets. These transmitters in the
scope of commensal radar systems are known as illuminators-of-opportunity. In
the recent years, with the abundance of wireless signal available in the environ-
ment, the popularity of research in the field of commensal radar has increased.
In this thesis, we aim to introduce a novel architecture of a commensal radar,
which we call Communication-Sensing (CommSense). It uses channel estimation
processing of telecommunication systems to estimate the changes in the envi-
ronment. This system is built upon Software Defined Radio (SDR) platform
[17, 18, 19, 20]. Here, the components that are traditionally built on hardware,
such as mixers, filters, amplifiers, modulators, etc. are implemented using soft-
ware on any processing device.
The major novelties of the system are as follows. First of all, this system is built
upon existing communication systems using SDR hardware and software. The
cost of implementation of such a system is considerably low. Secondly, unlike
commensal radars, it does not process the information using correlation. Rather,
it uses the known bit-sequences transmitted by communication systems to esti-
mate the changes in the environment. This, eliminates the need for a reference
antenna pointing towards the transmitter. We have used Global System for Mo-
bile Communication (GSM) as the parent system, to implement CommSense.
Thereby it has been updated to GSM based Communication-Sensing (GSM-
CommSense). From here on, we will refer to this system as GSM-CommSense.
In this chapter, we present the motivation behind the design of GSM-CommSense
system and reflect upon the reason for implementing the system on GSM stan-
dards. Next, we elaborate on the scope of our research and present in details our




The GSM coverage data from some of the most prominent network service
providers in South Africa are given in Figure 1.1. The data is obtained from
the official website of the service providers [21, 22, 23, 24].
(a) CellC GSM coverage (b) MTN GSM coverage
(c) Telkom GSM coverage (d) Vodacom GSM coverage
Figure 1.1: GSM coverage region for some of the most prominent communication
service providers in South Africa, obtained from the official websites of individual
service provider in December 2014.
From Figure 1.1, we can infer that the GSM standard provides wireless coverage
to almost the entire Republic of South Africa. Since, we have been develop-
ing GSM-CommSense in South Africa, GSM has been the most suitable parent
communication system.
A signal travelling through a wireless channel, reflects off multiple obstacles
within its path as shown in Figure 1.2. These reflections, considered as in-
terference, are eliminated by a method known as channel equalization, in case
of communication systems. In order to equalize, the channel effects, wireless
































Figure 1.2: Concept diagram showing the system architecture for CommSense
system.
purpose of these sequences is to estimate the effects of the channel from the re-
ceived signal and extract the part with maximum Signal-to-Noise Ratio (SNR)
and minimum interference. In case of GSM these are known as training sequence
[25].
The GSM-CommSense system is designed to extract the channel information
using the training sequence transmitted within each GSM frame. This extracted
information then can be analysed statistically in order to characterise different
environmental conditions.
1.2 Problem Description
Telecommunication systems estimate and equalize the effects of channel on a sig-
nal at the receiver. Designing a system that can extract the channel information
from these blocks and characterise the environment accordingly can revolutionise
the field of commensal radar. With this idea as a starting point, we started our





The research hypothesis for this thesis is as follows:
GSM based channel equalization modules and algorithms can be used
to design and implement a commensal radar system to monitor the
environment in real-time.
It is suggested that the following questions shall be answered in order to prove
this hypothesis:
Q1: Is it possible to use the known bit-sequences transmitted by communication
systems to visualize changes in the environment? Is there any other way
to observe the channel effects (e.g. Viterbi decoder’s trellis)?
– Survey different open source tools available.
– Find out the limitations of the system.
– Calculate and simulate various analytical tools to check feasibility of
the system
Q2: Can the system be implemented in a hand-held portable system?
– Check accessibility of physical layer information in the possible im-
plementation platforms such as SDR.
– Perform a user requirement analysis for all the equipment needed.
– Implement the system to receive data in real-time.
– Minimize the size of the system and make it portable.
Q3: What does the data capture from the system represent? Can it be used
successfully to find difference amongst different environmental conditions?




– Statistically analyse the data and attempt to characterise it depending
on the capture conditions.
– Check if there is separability of the data and comment on possible
applications.
Q4: What is the possible application for the proposed system? How effective
will the system be in real world applications?
– Determine possible applications of the designed system.
– Attempt to characterise the captured data using advanced machine
learning algorithms.
– Find out solutions to improve the detection and classification accuracy
of the system.
1.2.1.2 Justification
One of the early works in using radar systems for limited data communication has
been done in 1969 by Ritterbach [26]. Since then, a lot of effort has been made
to integrate the two systems [7, 27]. The hypothesis presented above proposes
a novel commensal radar system which will be based on current communication
system. Communication systems transmits a known bit-sequence to help the
receiver in mitigating the channel effects and extracting the signal. The process
of mitigating the channel impairments, known as channel equalization, involves
estimation of the channel information and to remove it from the received data.
The purpose of this proposed work is to extract the channel information and
analyse it in order to monitor the environmental parameters such as wind speed,
humidity, land terrain etc.. In this proposed work linear estimation techniques
are to be used for estimating the channel values, as they are computationally
simple, efficient and easily implementable in real-time [28, 29]. After channel
estimation, the captured data needs to be analysed in order to determine the
differences between them. This can be done by implementing a statistical pattern
recognition algorithms such as Principal Components Analysis (PCA) [30, 31,
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32]. When, the clustering of the data is distinguishable between different types
of channel that would validate the concept.
Once, the concept is validated the next challenge is to implement it on hand-held
systems. For the proposed hypothesis to be tested on hand-held systems it is
advisable to implement it on microprocessor based boards such as a Raspberry
Pi or BeagleBone Black that can perform all the real-time processing. The
receiver unit for this kind of implementation can be implemented using any open
source SDR hardware such as Airspy, BladeRF or RTL-SDR and the software
implementation can be done on open source SDR software platform known as
GNU Radio.
It can also be noted here that there are two major challenges in implementing
the system. First, the concept of resolution for conventional radar systems is not
valid here because the available bandwidth is very narrow. This makes the mea-
surement system an ill-posed inverse problem. Secondly, it is a forward-looking
non-coherent radar system, extracting the information from part of the received
data. This, theoretically limits the amount of information that it can capture.
To overcome these challenges we will base the system on Application Specific
INstrumentation (ASIN) principle [33, 34, 35] where, the system is trained to
detect only a particular kind of event.
The solution to all the questions above and implementation of the system to
operate in real-time producing the desired result, will prove the hypothesis.
1.2.2 Statement of Originality
The candidate believes that the following part of this work constitute original
contributions to the field of commensal radars.
• Theoretical analysis of the GSM-CommSense system along with calcula-
tions and simulations for analytical tools such as link budget analysis, am-
biguity function and Cramér-Rao Lower Bound (CRLB).
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• Design of a hand-held prototype of the system that can receive and extract
the channel information from GSM frames in real-time.
• Analysis of the captured data to classify different environmental conditions
using GSM-CommSense.
• Possible real-time application of the system with test results.
• Provide insight into ASIN.
1.3 Thesis Contribution
In this research, we hypothesised a novel architecture to sense the environment
using available RF bands [36]. A system that we named GSM-CommSense, is
a special type of commensal radar. This thesis aims to prove the hypothesis by
building a system that works in real-time and analyses the data captured with
it. In the following, we summarise our contribution in this thesis.
1.3.1 Analytical tools to understand the feasibility of the
system
Here we started with the link budget calculations to check the power requirements
for the GSM-CommSense system and if the available GSM base stations were
sufficient to implement the system. With the conclusion that there was enough
power we moved on to calculate the ambiguity function.
We plotted the ambiguity function for a two path ground reflection model by
passing different types of transmit waveforms. Figure 1.3 contains an example
of the ambiguity function obtained by passing a GSM training sequence. We
observed separable differences in the ambiguity function and concluded that a
system extracting the channel information from the training sequence of a GSM
system can be feasible.
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(a) a1 = 0.11 V and τ1 = 0.012 µs





























(b) a1 = 0.38 V and τ1 = 0.017 µs
Figure 1.3: Normalized ambiguity function for training sequence based transmit
signal in linear scale. The direct signal parameters are a0 = 0.5 V, τ0 = 0.01 µs.
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Figure 1.4: CRLB simulation to show the minimum variance of time delay for
the scattered path in the presence of direct path with respect to the distance of
the reflection point from the receiver.
We then, calculated the minimum variance in time of the received signal due
to the scattered path in the presence of direct path signal. The simulation
results proved that the delay in the received signal due to the scattered path was
proportional to the distance of the point of reflection with respect to the receiver
as shown in Figure 1.4. Although in the figure the variation was of the order of
µs, the calculations were for very idealistic conditions. We believed, the signal
would vary much more in real applications. With this belief we moved forward
to designing the system.
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1.3.2 Design and real-time implementation of the pro-
posed system
We designed the GSM-CommSense system to receive data in real-time. We
started with a top-level system architecture showing the multipath interference
and used the GSM channel estimation blocks to extract the channel values from
GSM broadcast signals transmitted by nearby base stations. Then, we moved
to build a prototype where we used a SDR hardware called BladeRF to receive
the GSM signals and performed the channel estimation on a laptop. At this
point, we could plot and visualise the estimated channel values in real-time. The
time-domain captured result is shown in Figure 1.5.















Time Domain Absolute Channel Impulse Response
(a) Absolute channel value.















Time Domain IQ Channel Impulse Response
(b) The I and the Q components.
Figure 1.5: Estimated normal channel values in terms of the In-Phase (I) and
Quadrature (Q) components.
With the success of this design, we built a hand-held system that we could carry
to different locations and capture data. The final system was built on a Raspberry
Pi 3 running raspbian operating system and the BladeRF receiver. The software
used for this implementation was GNU radio, which is an open-source SDR
software. As a power source, we used individual off-the-shelf power banks to
power each of the devices. At this point, we could capture data using the GSM-
CommSense system. Next step was to analyse the data in order to understand
the differences in the channel due to change in environmental parameters.
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1.3.3 Statistical analysis of the captured data
In order to perform statistical analysis of GSM-CommSense data, we captured
multiple sets of data in various locations as well as changing a few parameters
within a location, such as location of a vehicle, humidity, etc.. We performed the
analysis in three steps. First, we generated the histograms of the captured data
and fitted it with known distributions, such as log-normal, Gaussian, Rayleigh,
etc.. We observed visually that log-normal distribution provided the most con-
sistent fit on all the datasets. To verify the visually observed information we
performed a goodness-of-fit test, called chi-square test, on the empirical and
fitted distributions. This reconfirmed the visually observed distribution fitting.
At this point, we decided to visualise if the data was separable within its com-
ponents. Thus, we passed this through a clustering algorithm, called PCA, and
observed the clusters formed due to the different environmental conditions. Fig-
ure 1.6 contains the plot showing one example of the separation between the
datasets. Here, we plotted the first two Principal Component (PC) against each
other and the data shows separation due to different humidity conditions.
Figure 1.6: PCA of different climatic conditions at a single location. The condi-
tions include high humidity without rain, heavy rain and Hot day with very low
humidity.
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1.3.4 Application of the designed system
With positive results in each step, we moved forward towards applying the sys-
tem in real-time environment. In the process of applying the designed system,
we decided to implement supervised learning algorithms and classify the environ-
ment. We compared two well-known algorithms, called Support Vector Machines
(SVM) and Multi-Layer Perceptron (MLP) and presented the results. During
this comparison we found that SVM was by far a better classifier and predictor
as compared to MLP with the current system capabilities. Therefore, we decided
to implement SVM for real-time applications.
We investigated the operation of the GSM-CommSense system with SVM clas-
sifier to identify events across a wall. We conducted two different sets of ex-
periments. First one is detecting a person across a wall and the second one is
detecting a person carrying a weapon across a wall. We obtained encouraging
results with a minimum average classification for detecting of a person across a
wall as 77.458% and detecting of a person carrying a weapon across a wall as
95.208%.
In the future, we can investigate different applications of the GSM-CommSense
system and also find ways to increase the prediction accuracy. A video providing
brief introduction of the system along with a short demonstration in real-time is
available at [37].
1.4 List of Publications
The research detailed in this thesis has contributed to the following publications:
1.4.1 Journal
1. A. Bhatta and A. K. Mishra, GSM-based CommSense system to measure
and estimate environmental changes, in IEEE AESS Magazine, Special
Edition, Feb 2017. [29]
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2. A. Bhatta and A. K. Mishra, GSM−CommSense-based through-the-wall
sensing, in Taylor and Francis Remote Sensing Letters, 2018. [38]
3. A. Bhatta and A. K. Mishra, Ambiguity Function and Cramér-Rao Lower
Bound calculation for CommSense system, in IEEE Transactions on Aerospace
and Electronic Systems, (Accepted)[39]
1.4.2 Conference
1. A. Bhatta and A. K. Mishra, Implementation of GSM channel estimation
using open-source SDR environment, in ICMOCE, 2015 International Con-
ference (pp. 322-325), IEEE, 2015. [28]
2. A. Bhatta and A. K. Mishra, GSM based Hand-held CommSense for En-
vironment Monitoring, in ICIIS, 2016 International Conference (pp. 360-
364), IEEE, 2016. [40]
3. A. Bhatta, A. K. Mishra and J. Pidanic, Classification of CommSense data
using learning algorithms, in International Conference on Radar Systems,
IET, 2017. [41]
1.5 Outline of the Thesis
The rest of the thesis is organised as follows. We first review some basic concepts
of commensal radars, GSM and SDR in Chapter 2. In Chapter 3, we present
some analytic tools that will help in the design of the GSM-CommSense system.
Then, in Chapter 4, we present the design and implementation of the system to
receive information in real-time. The data captured using the GSM-CommSense
system is then analysed and presented in Chapter 5. At this point the system
is designed and the data is analysed. In Chapter 6, we present some potential
applications proving the capabilities of the GSM-CommSense system to work
in real life. Finally, in Chapter 7, we summarise our contributions and discuss




In this chapter, we provided a brief introduction to the GSM-CommSense system
along with the motivation that led to the conception of the idea. We formulated
a research hypothesis and presented with four questions to prove the hypothe-
sis. These questions act as the foundation of this research. We then presented
parts of our findings, which we believed were original contribution to the field
of commensal radars. We presented a list of publications in peer reviewed jour-
nals and reputed conferences that arose from this research. Lastly, we presented
the outline of this thesis. Overall, in this chapter we provided a comprehensive





The goal of this chapter is to familiarise the reader with the basic theoretical
background which is necessary to understand the underlying concepts of GSM-
CommSense system. Here, we present a brief overview of commensal radars,
mobile communication system focussing on GSM technology and discuss SDR.
We introduce the basic theory and provide a review of the current literature on
commensal radars and its implementation on GSM signals.
2.2 Commensal Radar
Commensal radar is a class of radar systems, that can detect and track objects
utilising the reflection of the signal transmitted by illuminators-of-opportunity.
Some examples of such transmitters are, Frequency Modulation (FM) radio,
telecommunication base stations, digital audio broadcasting, digital video broad-
casting, etc..
Implementation of a commensal radar is dependent on the wireless transmit-
ter available in a region. This technology requires two antennas as shown in
15
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Figure 2.1. Here, the transmit antenna is an illuminators-of-opportunity. A ref-
erence antenna is pointed towards the transmitter and receives the line of sight
signal. The information received by this antenna is used as the reference sig-
nal. A surveillance antenna is pointed towards the region under study. The
target echo signal is the signal that is reflected off a target. The reference signal
is correlated with the surveillance signal to extract the range and the Doppler









Figure 2.1: Commensal Radar description.
2.3 Mobile Communication System
The invention of telephones gave rise to a new field of research which, combined
with the study of wireless data transfer, has created mobile communication sys-
tems. Over the years, there have been many versions of this system, also referred
to as generations, which are developed and maintained by European Telecommu-
nications Standards Institute (ETSI) [42]. ETSI is a standardisation institution
that provides globally applicable standards for information and communications
technologies. Out of all the communication protocols, the one of interest for this
research is GSM [43, 44].
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Figure 2.2: Overview of mobile communication system.
A generic mobile communication system is shown in Figure 2.2. Here, when the
Base Transceiver Station (BTS) transmits a signal, it passes through a wireless
channel and reflects off any obstacles in its path. This effect is commonly known
as multipath effect [45, 46, 47]. Multipath effect causes constructive or destruc-
tive interference and phase shifting in a signal. Constructive interference causes
the signal to gain power whereas destructive interference causes fading. Phase
shifting changes the phase of the received signal which in case of phase coded
signals is considered data loss. The effect of multipath on a signal is dependent
on multiple factors like the modulation technique, distance between transmitter
and receiver, the bandwidth of the signal, the medium of communication, etc..
Multipath effect is unwanted in telecommunication systems as it diminishes
the overall quality of communication. In order to reduce the multipath effect,
telecommunication systems use a technique called channel equalization [25, 48].
Channel equalization is a two-step process. Firstly the channel parameters are
estimated [49, 50, 51] and secondly the signal is equalized to reduce the multipath
effect and increases the SNR.
Since, this work is based on GSM signals, we present a brief overview of the
protocol.
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2.3.1 Global System for Mobile Communications
GSM is a standard for wireless telephonic communication. It is also referred
to as Second Generation (2G) digital cellular networks. GSM was developed as
a replacement of analogue communication systems and originally comprised of
digital, circuit switched network with the capability of full duplex voice transfer.
In course of time, it expands to incorporate data communication over circuit
switched network, then by packet data via General Packet Radio Service (GPRS)
[44, 52] and Enhanced Data Rates for GSM Evolution (EDGE) [53, 54].
GSM operates in multiple different carrier frequency ranges, which are separated
by location. In general most of the GSM bands lie in the range of 900 MHz
or 1800 MHz. At places where these frequencies are already allocated for some
other purpose, the bands 850 MHz and 1900 MHz are allocated.
Regardless of the frequency of operation GSM uses Time Division Multiple Ac-
cess (TDMA) [55, 56] and Frequency Division Multiple Access (FDMA) [57] in
order to incorporate multiple users and multiple network providers. In order
to operate in full duplex mode GSM uses different frequency bands for uplink
and downlink. For example, GSM900 (GSM working in the frequency band of
900 MHz) uses 880 − 915 MHz for uplink and 925 − 960 MHz for downlink.
These bands are further divided into 200 kHz bands each containing a single RF
carrier and is referenced by a number called Absolute Radio Frequency Number
(ARFCN). This division of frequency pools is called FDMA.
Each of the wireless carriers denoted by an ARFCN is further divided into TDMA
frames. The frame structure establishes a schedule and pre-determines the use
of each timeslot. Figure 2.3 contains a general orientation of frames in GSM.
The GSM frame structure is designated as hyperframe, superframe, multiframe
and frame.
The basic building block for a GSM frame is called a burst period, which lasts
for approximately 0.577 ms. A group of 8 of these bursts is known as a TDMA
frame. The duration of a frame is 4.615 ms and forms a basic unit which is used
to define the logical channels. One burst period allocated in each TDMA frame
18
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1 hyperframe = 2048 superframes = 2715648 TDMA frames (3 h 28 min 53 sec 760 ms)
1 superframe = 1326 TDMA frames (6.12 sec)
(= 51 (26 frame) multiframes or 26 (51 frame) multiframes)
1 (26 frame) multiframe = 26 TDMA frames (120ms)
1 (51 frame) multiframe = 51 TDMA frames (3060/13 ms)
1 TDMA frame = 8 time slots (120/26 or 4.615 ms)
1 time slot = 156.25 symbol durations (15/26 or 0.577 ms)
1 symbol duration = 48/13 or 3.69 us
GMSK = 1 bit per symbol
Figure 2.3: GSM frame structure.
19
2.4. SOFTWARE DEFINED RADIO
is the definition of one physical channel. A GSM base station transmits two
types of channels, named traffic and control. A set of GSM frames are grouped
together to form a multiframe depending on the type of channel.
• Traffic multiframe: The traffic channel is used to transmit the communi-
cation information. It consists of multiframes with 26 frames and takes a
total time of 120 ms.
• Control multiframe: The control channel is used to transmit control signal
or broadcast signal. It consists of multiframes with 51 frames and takes a
total time of 235.4 ms. The control channel is further divided into multiple
logical channels. More details on each of these logical channels is presented
in [58]
The multiframes are then packed together to form superframes taking 6.12 s.
These consist of 51 traffic multiframes or 26 control multiframes. Since, the
traffic and the control multiframes are of different durations, that brings them
back in line taking the same time interval for all superframes.
A group of these superframes is called as a hyperframe. There are 2048 super-
frames grouped together creating a hyperframe. Each hyperframe lasts for 3 h
28 min 53 s 760 ms. This is the largest interval within a GSM frame structure.
More details on the GSM standard can be found in [59, 60, 58, 52]. Some details
on the Gaussian Minimum Shift Key (GMSK) modulation scheme used in GSM
along with channel characteristics is given in Appendix A.
2.4 Software Defined Radio
The basic concept of SDR is to build a completely configurable radio, so that
a common hardware platform can be used in different wireless domains [18,
19, 20, 17]. It is a radio communication system, where the components that
are traditionally designed using hardware, such as mixers, filters, amplifiers,
20
















































Figure 2.4: SDR block diagram (Image source [1]).
modulators/demodulators, etc. are built using software on a processing device. A
traditional SDR contains a processing unit connected to an Analogue-to-Digital
Converter (ADC), which is connected to an RF front end. The major part of
signal processing is performed on a general purpose hardware. This, produces a
design of a radio that can receive a wide variety of waveforms depending on the
implemented software.
Figure 2.4 contains a block diagram representation of the concept of SDR. It
shows an ideal receiver scheme, where an ADC is connected to an RF front end.
The information from the ADC is read by a digital signal processor and then
the software implementation processes the data according to the application.
In case of a transmitter the signal is generated on a processing unit and this
information is transmitted through the Digital-to-Analogue Converter (DAC),
which is connected to the antenna.
Lately, with the growing market of SDR applications multiple SDR hardware are
available in the market. Some such hardwares are, a Universal Software Radio
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Peripheral (USRP) board developed by Ettus Research, a BladeRF developed by
Nuand, a Digital Video Broadcasting − Terrestrial (DVB-T) dongle commonly
known as the RTL-SDR, an Airspy, etc.. All of these devices work with a free
SDR toolkit called GNU Radio [61, 62].
2.4.1 GNU Radio
One of the most widely used toolkit for implementation of SDR is called GNU
Radio. It is a free toolkit that provides signal processing blocks to implement
SDR and signal processing applications. Almost all SDR hardware drivers are
available to be connected with this toolkit. It also provides support to create
a simulation based SDR environment that does not require any RF devices to
be connected. It has a wide community that provides support to anyone who
is interested in the field of SDR. It contains multiple libraries to perform signal
processing applications and also provides the ability to write out-of-tree mod-
ules. An out-of-tree module is a custom module that can perform any task
programmed by the user.
It contains an easy to use GUI (Graphical User Interface) with a flowgraph type
structure to connect different blocks, called GNU Radio Companion (GRC). A
flowgraph on GNU Radio can be implemented either using c++ or python as the
programming language and the graphical element for each of the defined blocks
is created using Extensible Markup Language (XML).
The final implementation of the GSM-CommSense is based on the GNU Radio
platform.
2.5 Literature Review
Having presented an overview of the commensal radar, mobile communication
systems and SDR, we now review the existing work in the field of commensal
radars. To determine the type of effort, we attempt to refer to the characteristic
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of the publication whether they are Master of Science (MSc), Doctor of Philoso-
phy (PhD) theses, series of papers or isolated articles. To facilitate the reading
we sort them according to topics and chronologically within each topic.
2.5.1 Commensal Radars, Passive Bistatic Radars or Pas-
sive Coherent Location Radar
In this section, we present details about the existing work in the field of com-
mensal radars. The term commensal was introduced by Professor Michael Inggs
to the field of radar systems, in the year 2012. Commensal was a name bor-
rowed from biology that meant co-existence of two species out of which one was
benefited and the other remained unaffected. Some other commonly used names
for this type of radar system are PBR and Passive Coherent Location (PCL).
All these names are used interchangeably in this section as per mentioned in the
original published document.
1974 A patent was granted to the United States Navy, detailing a system, they
named “Bistatic Passive Radar” [63]. It is pointed out that in the active
radar systems an RF transmitter is an integral part. Since, transmitting a
signal could give away the location of the radar system, They proposed a
system which could receive the wireless signals from uncontrollable, unco-
operative transmitters to detect and track targets.
1997 A PBR for observation of the upper atmosphere was designed at University
of Washington. This system was named “The Manastash Ridge radar” [64].
This relied on commercial FM broadcast signals in 100 MHz frequency
range.
1998 The Manastash Ridge radar, mentioned above, was built and used to ob-
serve the auroral E-region irregularities [65].
1999 An analysis of the waveform to check the viability of a passive radar system
was presented in [66]. It was mentioned here that with additional process-
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ing, such as adaptive beamforming and application of temporal tracking to
consecutive scans, it can act as an alternate surveillance system.
2002 In [67], a demonstrator developed by Dynetics Inc., was presented. It was a
PCL radar system that used commercially available FM broadcast signals
as illuminator-of-opportunity.
2003 An analysis of ambiguity function due to the waveform characteristics of
off-air signals for a PCL was presented in [68].
2005 The performance of a PCL system due to different waveforms, such as
FM signals, cellular phone base stations and digital audio broadcast, was
analysed in [69]. This was a two part paper and in the second part different
waveform properties were analysed [70].
2006 A multiband passive radar system demonstrator was introduced in [71].
2007 An improvement to the above mentioned multiband passive radar system
was presented along with the results from trials in detection of a civil
aircraft were discussed in [72].
In another publication, a detailed analysis of the different available trans-
mitters that could be used as an illuminator-of-opportunity was presented
[73]. In this, the authors had considered the type of signals and the in-
terference environment to check the feasibility of using these signals for
passive radar applications. The signals that have been studied are with
different modulation schemes and ranges from 10 MHz to 2 GHz.
2008 A passive radar was used to detect and track targets with low SNR with a
lot of false detections [74]. It was shown that tracking a target in this type
of environment was also possible using passive radars. The system was not
perfect then, there were multiple false tracks detected which needed to be
minimised.
Another passive radar was built using Digital Audio Broadcast (DAB)
signals as mentioned in [75]. It was proved that the system had a potential
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to detect targets to a distance of 30 km with an experimental campaign
using the radar.
Meanwhile, a passive radar demonstrator, called PaRaDe, was being devel-
oped at Warsaw University of Technology [76]. This system was based on
the FM radio signals as illuminator-of-opportunity. The concept of digital
beamforming in a PCL system was studied as part of a passive system
development using an array of antennas in [77].
2009 A multistage processing algorithm was proposed to address the issue of
canceling the direct signal, multipath and clutter echoes in [78]. The ef-
fectiveness of the algorithm was presented in simulation as well as on data
acquired from an experimental Very High Frequency (VHF) PBR.
2010 The SDR technology, with an USRP, was used to design a multiband pas-
sive radar system [79].
The performance of an airborne PBR was analysed, depending on the ge-
ometrical configuration, to detect targets, in [80].
2012 High range resolution was obtained using a multichannel passive radar
[81, 82]. Theoretical analysis was performed by means of ambiguity func-
tion and practical results were obtained using SDR technology to exploit
multichannel DVB-T signals and were published.
The term commensal radar was introduced to describe an FM broadcast
based air traffic control radar designed at University of Cape Town (UCT).
This defined a prototype system which used certain FM transmitters with a
power rating of 1.3 kW to yield a monostatic range in the order of 100 km.
The system was being expanded into a multistatic configuration with the
aim to position and track targets using multilateration, including multiple
transmitters at diverse frequencies.
A commensal radar was proposed [7], where the reference and the surveil-
lance channels were widely separated. This separation reduced the direct
path interference by means of terrain shielding, allowing the reference and
surveillance antennas to be placed far apart. The time synchronization for
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this system was maintained by means of Global Positioning System (GPS)
clocks.
Modelling and simulation of a multistatic, multi-frequency commensal radar
was presented in [13]. This system consisted of multiple spatially dis-
tributed receivers. The direct signal was not processed at the receivers,
instead it was shared through the network. Simulation results were pre-
sented for a multi-site radar with multistatic Radar Cross Section (RCS).
2013 Details of an FM based airborne passive radar system demonstrator was
presented in [83].
Simulation and measurement results in target classification using commen-
sal radar were presented in [84]. The authors provided proof of an appli-
cation of commensal radars to classify the rotation rate of a Cessna 172
aircraft from different aspect angles.
An alternative method of using fourier transform for Doppler processing to
compute Amplitude-Range-Doppler (ARD) data was presented in [12]. The
work proposed the use of a recursive Fourier technique which allowed select
channels to be computed. This introduced significant memory savings, and
offered very fine time frequency decomposition.
2014 A plan for a commensal multistatic radar was developed and published in
[6]. This radar was dependent on commercial FM broadcast bands. Here,
the reason for choosing the term commensal to describe passive bistatic
radars is explained in detail.
Details investigating theoretical placement of receivers for a commensal
radar, that performs Doppler only tracking with a single transmitter and
multiple receivers was presented in [85]. Here, theoretical concepts such as
Shannon entropy and Cramér-Rao analysis were explained and used in the
selection process of receiver positions. The developed theory was analysed
by means of simulation to select the receivers that will minimise the error
performance of a Doppler only tracking system.
In another research [86], the capabilities of commensal radar to adopt the
standards of white space communication was investigated.
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2015 Some trials were conducted to detect the performance of an FM radio band
based commensal radar against smaller aircraft [87]. The detection range
was presented along with the accuracy to detect the rotation rate of the
aircraft’s propellers.
Commensal radars were initially proposed to address the spectrum con-
gestion issue. The current communication waveforms were not optimum
for radar detection. The idea of designing communication waveforms that
fulfils its primary purpose along with providing properties were in some
sense optimised for radar signals were explored in [5].
2016 Another application of using commensal radars as ground based sensors
to detect targets of interest in low earth orbit was investigated in [88]. A
planning tool was developed to assess and simulate passes of objects such
as the International Space Station. The results were analysed in detail.
2.5.1.1 GSM based commensal radars
In this section, we present some details about the existing work in using GSM
signals for commensal radar applications.
2003 Analysis of feasibility and suitability of using the GSM downlink signals
from the commercial base station as the ’illuminator-of-opportunity’ for
passive radar system was presented in [89]. It was proved by means of
simulation and preliminary results that GSM signals could be used for
radar application in detection of ground moving targets.
2005 Complete theoretical analysis with implementation of a prototype system
using GSM signals for passive radar operation was presented in [90]. The
results gathered by conducting numerous measurements to investigate the
detection capability of such a system for various ground moving targets
were presented. It was concluded from the preliminary processing results
that GSM signals had the capability to be used as a radar waveform in
order to detect and track ground moving targets.
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2008 After proving the feasibility of using GSM broadcast signals for the purpose
of passive radar, more data was analysed to detect aircrafts and presented
in [91]. Here, based on the signals received by passive radar, the target RCS
was estimated and the prediction performance of the system was analysed
for different operating conditions.
2011 Another feasibility study was conducted at Warsaw University of Technol-
ogy, about using GSM base station broadcast signals as passive radars [4].
Real life signals were recorded in measurement campaigns to extract traffic
parameters such as average speed of vehicles and road capacity.
2012 A concept of determining the velocity of ground vehicles, such as passenger
cars, trucks, buses, etc. was presented in [3, 92]. Detailed algorithm de-
scription with a full signal processing scheme dedicated for an experimental
GSM based PBR was presented here along with real velocity measurements
and tracking of ground moving vehicles. The system was able to simultane-
ously distinguish between different-sized objects, for example a truck and
a cyclist.
2016 A train monitoring technology using passive radars was investigated in
[93]. This system was based on the GSM-Railway radio communication
technology and had the capability to determine the position and velocity
of trains over any section of the railways with GSM coverage. A theoretical
ambiguity function analysis on real measured waveforms suggested a range
resolutions of approximately 850 m, and velocities down to less than 1 mile
per hour (mph). The proof of concept was demonstrated using software
defined passive radar system.
2.6 Summary
In this chapter, we present basic theoretical concepts necessary in understanding
the GSM-CommSense system. The concept of commensal radars along with
some details about mobile communication systems is explained here. Since the
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GSM-CommSense system is based on GSM signals, a brief introduction of the
GSM protocol is also presented here along with an explanation of the GSM frame
structure. The hardware and software implementation of the GSM-CommSense
system is done on SDR platform. Therefore, some theoretical background of the
technology is presented here along with an introduction to GNU Radio.
In the literature review section, we present a chronological list of the relevant
literature in the field of commensal radar. Here, we list the GSM based com-






Using communication systems for radar applications have been an active topic of
research for a long time [14, 7, 27, 2, 3]. This type of radar system, also known as
commensal or passive radar, usually contains two antennas. One of the antennas
is pointed towards the transmitter and the other towards the surveillance region.
The signals from each of these antennas are correlated in order to isolate the
targets under observation as shown in [3, 4].
In the quest to design a more optimized radar system, we decided to check the
feasibility of extracting the environmental parameters from the known bit stream
transmitted by communication system. Communication systems transmit these
sequences for the purpose of equalizing the channel effects [36]. The proposed
system should be capable of using the data captured by a single antenna to
extract the information about the environment. Since we have been planning to
implement the system on GSM standards, we have been deciding to name this
system GSM-CommSense.
1 Based on Abhishek Bhatta and Amit Kumar Mishra, “Ambiguity function and Cramér-Rao
Lower Bound calculation for CommSense system,” in IEEE Transactions on Aerospace and
Electronic Systems (Accepted).
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In this chapter, we present a set of analytical tools that will act as a basic
guideline for the design of a GSM-CommSense system. Our contribution here,
is a study of feasibility to implement such a system.
3.2 Link Budget Analysis
Link budget analysis of a system includes calculation of all the gains and losses
between the transmitter and the receiver. This provides a general introduction to
the various parameters of the system such as the power requirement or in this case
whether the transmitted power is enough to implement a GSM-CommSense sys-
tem, range of operation of the system, etc.. The various parameters of link budget
are explained along with a sample calculation in [94], detailing the importance
of the analysis. Since the proposed GSM-CommSense system is a receive-only
system, there is no control on the transmit power of the parent communication
system. Thus, an analysis of the available power and overall effectiveness of such
an implementation is necessary.
The simple link budget equation, in the logarithm scale, is given as:
Prx = Ptx +Gtx − Ltx − Lfs − Lm +Grx − Lrx . (3.1)
Here, Prx, represents the received power and is measured in dBm. Ptx, is the
power transmitted by the communication system in dBm. The gain of the trans-
mitting antenna is represented by Gtx and the gain of the receiving antenna is
represented as Grx with a unit of dBi. Various losses are mentioned such as losses
in the transmitter, Ltx, due to connectors, cables, etc.. Similarly, the losses in
the receiver is represented by, Lrx. Free space path loss is represented by, Lfs,
and some miscellaneous losses, Lm are caused due to fading margin, body loss,
etc.. All the losses are measured in dB.
Definitions of some terms used for link budget analysis are explained in Ap-
pendix B.
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3.2.1 Path loss calculations
In order to calculate the link budget for the GSM-CommSense system, each of
the individual parameters needs to be calculated. One such parameter is the
free space path loss, also known as path loss or propagation loss, between the
transmitter and the receiver. The path loss is dependent on the path taken by
the signal to reach the receiver and the type of environment through which the
signal is transmitted. For example the path loss for a signal being transmitted
over a rural region will be different from the path loss over an urban region.
From literature, it can clearly be stated that the path loss shows logarithmic
behaviour to the distance between the transmitter and the receiver. Multiple
statistical analysis on empirical data for different propagation conditions are
available as reference in [95, 96, 97, 98]. Out of all the available literature,
Okumura’s report [95] is still considered the most practical, as it arranges field
strength and service area. Hata took Okumura’s prediction methods and created
an empirical formula for propagation loss as shown in [96]. The empirical formula
created by Hata, also known as Hata model, is used in this work to calculate the
path loss.
Hata model provides a formula for calculating the path loss between a transmitter
and a receiver placed at certain heights. The standard formula for path loss is
given as:
Lp(dB) =69.55 + 26.16 log10(fc)− 13.82 log10(ht)−
a(hm) + (44.9− 6.55 log10(ht)) log10(D) .
(3.2)
Here, Lp, represents the path loss, calculated in dB. fc, is the frequency of
operation, calculated in MHz. The height of base station is given by ht, in m.
The distance between the transmitter and the receiver antenna is given as D, in
km. The correction factor for the mobile station antenna of height, hm, in m, is
given by a(hm), in dB. Range of variables for the model, as presented in [96] are:
fc = 150− 1500 MHz
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ht = 30− 200 m
D = 1− 20 km
a(hm) = 0 dB for hm = 1.5 m
The correction factor value changes according to the size and structure of the
cities.
• Correction factors in a medium-small city and is represented as:
a(hm) = (1.1 log10(fc)− 0.7)hm − (1.56 log10(fc)− 0.8) . (3.3)
Here:
hm = 1− 10 m
fc = 150− 1500 MHz.
• Correction factor in large city is given as:
a(hm) = 8.29(log10(1.54hm))
2 − 1.10(dB) for fc ≤ 200 MHz
a(hm) = 3.2(log10(11.75hm))
2 − 4.97(dB) for fc ≥ 400 MHz
(3.4)







• Open area correction factor, represented by Qr(dB), is given as:
Qr(dB) = 4.78(log10(fc))
2 − 18.33 log10(fc) + 40.94 (3.6)
Path loss for suburban area is calculated as:
Lps = Lpu(dB)−Kr (3.7)
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Here, Lpu(dB), is obtained from Equation 3.2 with the correction factor of urban
area.
3.2.1.1 Implementation
The Lp(dB) is dependent on the distance between the transmitter and the re-
ceiver. The total path is split into two separate transmit channels, to simplify
calculations, and the values are added in the end to reveal the total path loss.
Figure 3.1 contains a diagram showing the paths for which the losses are being
calculated here. It can be identified that the two different paths are named d1
and d2. Thus, the total path loss will be:
Lp = Lpd1(dB) + Lpd2(dB) . (3.8)
Here, Lpd1(dB), is the calculated loss for the path d1, ranging from the base
station (assumed to be at the point of origin for this calculation) to the point x.












Figure 3.1: Diagrammatic representation of the path loss calculations.
3.2.1.1.1 Path loss calculations for “d1”
Received power, Pr1(dBm), at the point x is a function of received power
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density, Pu(dBm/m
2), and is given as:
Pr1(dBm) = Pu(dBm/m
2) . (3.9)
Here, the effective aperture of the antenna is not included which will be included





Here, λ is the wavelength of the signal calculated in m.
The received power density is given as:
Pu(dBm/m
2) = E(dBµV/m)− 10 log10(120π)− 90 . (3.11)
Since the propagation loss is the difference between the radiated power and the
received power, using Equation 3.9 the loss Lp1 for path d1 is given by:
Lp1 = Pt − Pr1
= Pt(dBW )− E(dBµV/m) + 145.8 .
(3.12)
The propagation loss, Lp1(dB), between two isotropic antennas is given by the
Okumura’s prediction curves in [95] and is represented as:





− E(dBµV/m) . (3.13)
The field strength as obtained from [96] as a function of distance, D, measured
in km, is:
E(dBµV/m) = γ + β log10D . (3.14)
Here, γ and β are constants determined by the height of base station (ht in m)
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and the frequency (f in MHz). The general equation of path loss is given by:
Lp(dB) = A+B log10D . (3.15)
Substituting Equation 3.13 and 3.14 in Equation 3.15 we get:
A = 178− γ + a(hm1) (3.16)
B = −β (3.17)
Here, a(hm1) is the correction factor for the mobile antenna height.
Introducing the empirical formula from the tables in [96] we get:
A = α− 13.82 log10(ht)− a(hm1) (3.18)
B = 44.9− 6.55 log10(ht) (3.19)
Here,
α = 31 + 46.16 log10(fc) .
Loss in signal strength for the path d1 is given as:
Lp1 =31 + 46.16 log10(fc)− 13.82 log10(ht)−
a(hm1) + (44.9− 6.55 log10(ht)) log10(d1)
(3.20)
3.2.1.1.2 Path loss calculations for “d2”
Considering d2 as a complete new path the whole formula for Lp2 is derived.
Received power, Pr2, is similar to the Pr1 along with the effective aperture of the
receiver antenna given as:
Pr2(dBm) = Pu2(dBm/m
2) + 10 log10(Aeff ) . (3.21)
The formula for effective aperture of the antenna is shown in Equation 3.10. The
received power density is given in Equation 3.11.
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The transmit power in this case will be a factor of the RCS of the reflecting
surface as:
Pt2(dBm) = Pt2(dBW ) + σ(dBm) + 30 . (3.22)
Here, σ is the RCS measured in dBm. Path loss Lp2 is given by:
Lp2 =Pt2 − Pr2
=Pt2(dBW )− E2(dBµV/m)− 10 log10(120π)
+ σ(dBm) + 145.8 .
(3.23)
Using the Hata model from [96] and calculating the path loss for d2 we get:
Lp2 =69.55 + 26.16 log10(fc)− 13.82 log10(hb2)−
a(hm2)− σ(dBm) + (44.9− 6.55 log10(hb2)) log10(d2) .
(3.24)
Since in this case the height of the base station is non-existent we can assume it
to be a minimal value (as log10(0) is not defined let it be 10
−3).
3.2.1.1.3 Final Path Loss “(Lp)”
The final path loss can be given as the sum of the loss in each path. This
can be obtained by adding Equation 3.20 and 3.24 as shown in Equation 3.8.
Substituting all the values and deriving the equation for path loss we get the
final equation as:
Lp =141.95 + 72.32 log10(fc)− 13.82 log10(ht)+
(44.9− 6.55 log10(ht)) log10(d1) + 64.5 log10(d2)
− a(hm)− σ(dBm) .
(3.25)
3.2.1.1.4 Calculation considering the correction factor for suburban
region
In case of a suburban region, the correction factor is calculated as shown in
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Equation 3.7. The value of correction factor is calculated as:
a(hm) = a(hm1) + a(hm2) , (3.26)
a(hm) = (1.1 log10(fc)− 0.7)(hm + 10−3)− (3.12 log10(fc)− 1.6) . (3.27)
In this particular case the value of Kr is given by:





+ 10.8 . (3.28)
Substituting the values of Equation 3.25, 3.27 and 3.28 in Equation 3.7 provides
the final value of the signal strength lost in the channel and is given as:
Lps =141.95 + 72.32 log10(fc)− 13.82 log10(ht) + (44.9− 6.55 log10(ht)) log10(d1)












Equation 3.29 is dependent on the frequency of operation, fc, height of the
transmitter, ht, the height of the receiver, hm, the RCS of the point of reflection
σ and the path taken by the signal to reach the receiver. The path is divided
into two parts d1 and d2. The derived equation shows the relationship of the





A sample link budget analysis calculation is presented here. This calculation is
based on a particular set of parameters obtained from [99].
Table 3.1: Parameters used for the link budget analysis calculations.
The transmit power 50 Watts (47 dBm) Downlink and 1 Watts (30
dBm) Uplink
Bandwidth 20 MHz at a frequency of 2300 MHz
Bit Rate 100 Mbps Downlink and 50 Mbps Uplink for a 20
MHz channel
Symbol Rate 50 Msps Downlink and 25 Msps Uplink for
Quadrature Phase Shift Key (QPSK) modulation
Noise Temperature 300 K
Io/No −2.2 dB
Receiver Sensitivity −104 dBm
BTS Antenna Gain 0 dBi
User Equipment (UE) An-
tenna Gain
10 dBi
BTS Antenna Height 15 m
UE Antenna Height 2 m
Transmission Loss 2 dB
Fading Margin 9.8 dBm
Reception Losses 14 dBm
3.3 Signal Model
The link budget analysis provides a basic understanding of the gains and losses
of the wireless communication system. Although it should be noted that the
concept of GSM-CommSense system is to design a non-radiating, receive-only
system. An understanding of the link budget provides us with an idea of the
range of operation.
Since the idea of GSM-CommSense is to extract the channel information from
the received signal it is conceived to work on the principle of finding the time
difference between the direct path signal and the scattered path signal. In this
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Figure 3.2: Link Budget calculation summary.
section, we outline a basic signal model that can be used to better understand
the GSM-CommSense system.
3.3.1 Transmit signal model
The closed form representation of a narrow bandpass signal is given as:
s(t) = g(t) cos(ωct+ φ) . (3.30)
Here, s(t) represents the transmit signal, g(t) is the natural envelope of s(t).
ωc = 2πfc is the angular frequency and φ is the instantaneous phase.
The geometry of a two path ground reflection model used for performing the
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Figure 3.3: Representation of a two path ground reflection model.
The complex envelope of the signal s(t) is given as:
u(t) = g(t)ejφ . (3.31)
Using the complex envelope another form of the transmit signal model is devised
as given as:
s(t) = <{u(t)ejωct} . (3.32)









Here, u∗(.) is the complex conjugate of the complex envelope u(t). This repre-
sentation will be used to calculate the matched filter response of the system.
3.3.2 Receive signal model
A signal, transmitted over a channel, passes through multiple obstacles in its
path. These obstacles introduce scattering also known as multipath effect as
well as some noise which in this case is assumed to be Additive White Gaussian
Noise (AWGN) and is denoted by w(t). The scattering introduces two main
factors in the signal namely attenuation factor, an, and propagation delay, τn.
The subscript n represents the corresponding path number considering the signal
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scatters through more than one path. The received bandpass signal, passing





Substituting Equation 3.30 in Equation 3.34 and expanding it gives the received




ang(t− τn) cos(ωc(t− τn) + φ) + w(t) . (3.35)








u(t− τn)ejωc(t−τn) + u∗(t− τn)e−jωc(t−τn)
]
+ w(t) . (3.36)
3.4 Matched Filter
A matched filter is obtained by correlation of a known signal with an unknown
signal. The objective of this filter is to increase the SNR and thereby detect
the presence of the known signal within the unknown signal. In this section, we
calculate the matched filter for the signal representations in Section 3.3, for the





The matched filter calculations shown in [101] for a complex transmit signal,
s(t), derives a time domain filter response, h(t), as:
h(t) = Ks∗(to − t) . (3.37)
The arbitrary constant K has a dimension of (Vs)−1 and to is a predetermined
delay which is greater than or equal to the period of the signal.
Output of a matched filter so(t) in time domain is calculated as the convolution
of the received signal with the matched filter response as:




x(α)s∗(to − (t− α))dα . (3.39)
Expanding the convolution in Equation 3.39, substituting the received signal
model Equation 3.35 and the matched filter response Equation 3.37 provides the










u(α− τn(α))ejωc(α−τn) + u∗(α− τn(α))e−jωc(α−τn)
]
[























u(α− τn(α))u(to − (t− α))ejωc(α−τn+to−(t−α))dα∫ ∞
−∞

































Using the formula (a+ jb) + (a− jb) = 2a = 2<{a+ jb} in Equation 3.42 gives




















The second integral in Equation 3.43 is the Fourier transform of u∗(α−τn)u∗(to−
(t − α)) at ω = ωc and if this signal is narrow bandpass around ωc then the
44
3.4. MATCHED FILTER


















The complex envelope uo(t) of the matched filter output signal so(t) can be
represented as Equation 3.45. Here Ku is a constant for a particular path as












Using Equation 3.44,Equation 3.45 and Equation 3.46 the matched filter output







To calculate the value of the complex envelope of the signal a simple rectangular
natural envelope g(t) was chosen with the length of the rectangular function







In order to calculate the matched filter output with zero Doppler shift, a constant










Ambiguity function is a two-dimensional function of time delay and the Doppler
shift showing the changes in the received signal due to the matched filter.
3.5.1 Calculation
The ambiguity function χ(t, ν) of a basic radar system in terms of its complex
envelope is given as:






Here, ut,ν(t) gives the complex envelope of the signal as shown in Equation 3.51
with a Doppler shift, ν.
ut,ν(t) = uo(t)e
j2πνt (3.51)
Calculating the value of ut,ν(t) for the GSM-CommSense system using Equa-










The Ambiguity function for different types of transmit waveform is presented
in this section. Each of these waveform is simulated when the received signal
contains a direct path and one scattered path. Here a0, τ0 represent the amplitude
and time delay of the direct path signal and a1, τ1 represent the amplitude
and time delay of one scattered path signal with respect to the transmit signal
respectively. No noise component is considered in this simulation.
Each set of plots is simulated using a specific modulation scheme. This serves
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the purpose of proving the concept that the ambiguity function gets affected
if multipath components are available in the received signal irrespective of the
modulation or the type of signal. It must be noted that the ambiguity function
is not symmetrical along the zero delay line which occurs due to the presence of
an added scattered path in the received signal waveform.
Time domain representation of one pulse of the transmit signal is shown in Figure
3.4. The cosine wave is passed directly without any pulse shaping filter, the
barker code is passed through a sinc filter and the training sequence is passed
through a Gaussian filter. The pulse shaping filters constrain the bandwidth of
the signals and provide higher fidelity results.




BPSK Barker code 13




















Figure 3.4: Normalized time domain model of the transmit signals used for the
simulation results presented here.
3.5.2.1 Sinusoidal signal
This set of simulation results use a cosine wave without any modulation. The
transmit waveform is represented as:
Tx = <{ejωct} . (3.53)
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An unmodulated cosine wave is used to show that there is difference in the
received signal due to the presence of a scattered path component but not as a
result of the modulation scheme used. For the purpose of this simulation the
signal strength and time delay of the direct path signal are kept constant at
a0 = 0.5 V and τ0 = 0.1 µs respectively.
Figure 3.5 contains the ambiguity function plots showing different signal strength
and delay conditions for the scattered signal.
Figure 3.5a shows the behaviour of the ambiguity function when the scattered
path delay, τ1, is 0.12 µs with a considerably low signal strength, a1 when com-
pared to the direct signal strength, a0. The signal is mostly focused at the center
of the plot and the edges are not very distinguishable.
Figure 3.5b shows the plot where the delay τ1 is 0.14 µs and a1 is close to half
of a0. The ambiguity function in this case has started spreading more, which is
due to the presence of scattered signal.
Figure 3.5c shows the plot where the delay τ1 is 0.15 µs and a1 is a little more
than half of a0. Since the time variation between Figure 3.5b and 3.5c is 0.01 µs
the plots are similar despite the change in the scattered signal strength. This
means that the ambiguity function gets affected significantly by a minor change
in the delay parameter as opposed to the signal strength.
Figure 3.5d shows the plot where the delay τ1 is 0.17 µs and a1 is very almost sim-
ilar to a0. Here the spread of the ambiguity function is similar to the Figure 3.5b
but the differences in the signal can be better resolved.
Figure 3.5e shows the plot where the delay τ1 is 0.18 µs and a1 is further closer
to a0. Here the Doppler spread of the ambiguity function is clearly visible and
the differences in the signal can be resolved much finer.
Figure 3.5f shows the plot where the τ1 is 0.19 µs and a1 is exactly same as
a0. Here the fine Doppler spread is visible but the separation due to the signal
strength of each path is not possible as the values are same.
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(a) a1 = 0.11 V and τ1 = 0.12 µs





























(b) a1 = 0.22 V and τ1 = 0.14 µs





























(c) a1 = 0.27 V and τ1 = 0.15 µs





























(d) a1 = 0.38 V and τ1 = 0.17 µs





























(e) a1 = 0.44 V and τ1 = 0.18 µs





























(f) a1 = 0.5 V and τ1 = 0.19 µs
Figure 3.5: Normalized ambiguity function for cosine wave transmit signal in




This simulation is to show the effect on the signal when the transmit waveform
is a 13−bit Barker code with Binary Phase Shift Key (BPSK) modulation. The
13−bit barker code used here is [1, 1, 1, 1, 1, 0, 0, 1, 1, 0, 1, 0, 1] and the constant
direct path signal parameters are a0 = 0.5 V and τ0 = 0.01 µs.
Figure 3.6 contains the ambiguity function plots showing different signal strength
and delay conditions for the scattered signal.
Figure 3.6a shows the behaviour of the ambiguity function when the scattered
path delay, τ1 is 0.012 µs and the scattered signal strength, a1 is very low com-
pared to the direct signal strength, a0. The signal is mostly focused at the center
of the plot and the edges are not very distinguishable.
Figure 3.6b shows the plot where the delay τ1 is 0.014 µs and a1 is close to half
of a0. The ambiguity function in this case has started spreading more which is
due to the presence of scattered signal.
Figure 3.6c shows the plot where the delay τ1 is 0.015 µs and a1 is a little over
half of a0. Even though the difference between τ0 and τ1 is incredibly low the
ambiguity function changes significantly which means that BPSK modulated
Barker code can resolve the signals at a very low difference in time. This mostly
happens due to the correlation properties of the Barker code.
Figure 3.6d shows the plot where the delay τ1 is 0.017 µs and a1 is very close to
a0. Here the difference in the direct path and the scattered path is visible.
Figure 3.6e shows the plot where the delay τ1 is 0.018 µs and a1 is further closer
to a0. Here the difference in the direct path and the scattered path is still visible.
Figure 3.6f shows the plot where the delay τ1 is 0.019 µs and a1 is exactly same as
a0. Here the difference due to the amplitude of the direct path and the scattered
path is not visible but the Doppler spread is clearly observable.
50
3.5. AMBIGUITY FUNCTION





























(a) a1 = 0.11 V and τ1 = 0.012 µs





























(b) a1 = 0.22 V and τ1 = 0.014 µs





























(c) a1 = 0.27 V and τ1 = 0.015 µs





























(d) a1 = 0.38 V and τ1 = 0.017 µs





























(e) a1 = 0.44 V and τ1 = 0.018 µs





























(f) a1 = 0.5 V and τ1 = 0.019 µs
Figure 3.6: Normalized ambiguity function for 13 bit Barker code based transmit
signal in linear scale. The direct signal parameters are a0 = 0.5 V, τ0 = 0.01 µs
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3.5.2.3 GSM training sequence
This simulation is performed on one of the training sequences transmitted by
GSM system. The transmit signal is modulated based on GMSK as it is im-
plemented in GSM systems. The training sequence used in this simulation is
[0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1] and the constant di-
rect path parameters are a0 = 0.5 V and τ0 = 0.01 µs.
Figure 3.7 contains the ambiguity function plots varying the signal strength and
the delay of the scattered signal.
Figure 3.7a shows behaviour of the ambiguity function when the scattered signal
delay, τ1 is 0.012 µs and the scattered signal strength, a1 is very low as compared
to the direct signal strength, a0. The signal is mostly focused on the zero delay
line of the plot and the edges are not very distinguishable.
Figure 3.7b shows the plot where the delay τ1 is 0.014 µs and a1 is close to half
of a0. The ambiguity function in this case has started spreading more which is
due to the changes of signal strength and delay of the scattered signal.
Figure 3.7c shows the plot where the delay τ1 is 0.015 µs and a1 is a little over
half of a0. Even though the difference between τ0 and τ1 is low, the ambiguity
function spreads in Doppler. It should be noted here, that in this specific case
the ambiguity function is symmetrical across the zero delay line as opposed to
all the other cases. Also, the ambiguity function is spread to show two peaks in
the same region which means that the contribution of the direct signal and the
scattered signal is separated in this particular case, creating the symmetry and
the peaks.
Figure 3.7d shows the plot where the delay τ1 is 0.017 µs and a1 is very close
to a0. The symmetry from Figure 3.7c is no more visible and only one peak is
visible.
Figure 3.7e shows the plot where the delay τ1 is 0.018 µs and a1 is even closer to
a0. The signal strength is not clearly separable, although the difference due to
the delay is visible.
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(a) a1 = 0.11 V and τ1 = 0.012 µs





























(b) a1 = 0.22 V and τ1 = 0.014 µs





























(c) a1 = 0.27 V and τ1 = 0.015 µs





























(d) a1 = 0.38 V and τ1 = 0.017 µs





























(e) a1 = 0.44 V and τ1 = 0.018 µs





























(f) a1 = 0.5 V and τ1 = 0.019 µs
Figure 3.7: Normalized ambiguity function for training sequence based transmit
signal in linear scale. The direct signal parameters are a0 = 0.5 V, τ0 = 0.01 µs.
53
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Figure 3.7f shows the plot where the delay τ1 is 0.019 µs and a1 is exactly same
as a0. The separation due to the signal strength is not visible, but the difference
due to delay is visible if observed closely.
Here, we presented the ambiguity function calculations for a two path received
signal model along with the simulation results. Three different input signal
types with different modulation schemes are used to show that the ambiguity
function of a signal changes when a scattered path information is introduced
in the received signal model. An unmodulated sinusoidal signal proves that
the change in the ambiguity function is not due to the modulation scheme. The
modulated signals show the effect of the scattered path in the ambiguity function
for the respective modulation schemes.
Figures 3.5, 3.6 and 3.7 contain the necessary plots to conclude that the delay
of the scattered signal plays a more significant role in the ambiguity function as
compared to the signal strength.
3.6 Cramér-Rao Lower Bound
CRLB gives the minimum estimated variance for an unbiased estimator by cal-
culating the inverse of the Fisher information. In this case, we calculate the
minimum variance of the time delay in a scattered path in the presence of direct
path within the signal. The final calculated CRLB is simulated and the results
are discussed.
3.6.1 Calculation
Using the received signal model from Equation 3.35, we shall now calculate the
CRLB [102] for n = 0, 1. This includes the direct path and one scattered path
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signal, respectively. The modified receive signal model is given as:
x(t) =a0g(t− τ0) cos(ωc(t− τ0) + φ)+
a1g(t− τ1) cos(ωc(t− τ1) + φ) + w(t) .
(3.54)
To perform the CRLB calculations a two path model is used where a0 is the
direct path attenuation factor, τ0 the direct path delay, a1 is the first scattered
path attenuation factor and τ1 the first scattered path delay.
In calculating the CRLB for τn we assume that τ is the only unknown parameter
and w(t) is zero mean (µ = 0) and variance of σ2. Length of the sampled data
is given by N and the natural envelope g(t) of the signal is considered constant
for the entire duration of sampling (thus g(t) = 1).
The likelihood function of x(t) with respect to τ1 is given in Equation 3.55.
The term exp{.} represents e{.}, it is used to avoid fraction in superscript. The















a0 cos(ωc(m− τ0) + φ)
+ a1 cos(ωc(m− τ1) + φ)
)]2} (3.55)
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Differentiating the log-likelihood function with respect to the scattered path τ1
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gives:








x[m] sin(ωc(m− τ1) + φ)−
a1
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To calculate the CRLB the log-likelihood function needs to be differentiated
twice with respect to the time parameter, in this case τ1. The second order
differentiation provides:

















To obtain the expected value E(.) of Equation 3.58, x[m] should be substituted
by a0 cos(ωc(m− τ0) + φ) + a1 cos(ωc(m− τ1) + φ) as shown below.
−E
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(a0 cos(ωc(m− τ0) + φ)
+ a1 cos(ωc(m− τ1) + φ)) cos(ωc(m− τ1)
+ φ)− a1 cos(2ωc(m− τ1) + 2φ)−
a0
2(
cos(ωc(τ0 − τ1)) + cos(ωc(m− τ1)+
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−E
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2(ωc(m− τ1) + φ)
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1 + cos(2ωc(m− τ1)
+ 2φ)
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− a1 cos(2ωc(m− τ1) + 2φ)
] (3.61)
Upon simplification of Equation 3.61 we get:
−E
[











1− cos(2ωc(m− τ1) + 2φ)
]
(3.62)
The negative of the expectation value, also known as the fisher information, is
given in Equation 3.62. In this case, since the signal is periodic and the sum is
zero, the expectation value after performing the summation is given as:
−E
[








= I(τ̂1) . (3.63)
In Equation 3.63, I(.) is the Fisher information and τ̂1 is the estimated value of
the parameter τ1. The CRLB, also is represented by the variance var(τ̂1) of the
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scattered path and is given as the inverse of the Fisher information as:







The CRLB calculated in Equation 3.64 shows that the var(τ̂1) depends on the
amplitude a1 of the scattered signal. The amplitude can be calculated based
on the two path model from Figure 3.3 in terms of height of the transmitter
ht, height of the receiver hr. Separation between the transmitter and receiver is






t + (D − d)2)
(3.65)
The value of CRLB depends on a21 which is represented in terms of the distance
from the receiver d as shown in Equation 3.65. Here, Z is a constant dependent
on transmit power per unit area of the transmitter, Pt, gain of the transmitter,
Gt, the receiver gain, Gr, and the reflectivity of the surface from which the signal
reflects, ρ, using the formula in linear scale Z = PtGtGrρ.
We can consider a case where the transmit power of a GSM base station is
10 Watts (40 dBm) and the receiver antenna gain is 3 dB. The ground surface
RCS for a farmland and a dessert as given in [103] is in the range of −15 dB
to −45 dB. Calculating the range of Z from the above mentioned values yields
0.63 mW < Z < 630 mW approximately.
For the purpose of this calculation the value of Z is assumed to be unity for the
ease of calculations as this will act as a scaling factor for the CRLB and will not
affect the overall performance.
The simulated CRLB is presented in Figure 3.8. This contains the variance of
time τ1 with respect to the distance of the target from the receiver. It shows the
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×10−9 CRLB of τ1 vs d
Figure 3.8: CRLB simulation is to show the minimum variance of time delay for
the scattered path in the presence of direct path with respect to the distance of
the reflection point from the receiver.
variance of a scattered path time in the presence of the direct path signal. The
plot contains peaks which occur when the signals are out of phase and there is a
phase difference in the direct path signal and the scattered path signal and the
troughs occur when the signals are in phase.
The parameters used for this particular simulation are given in Table 3.2. The
height of transmitter ht is chosen to match a generic base station height, the
height of receiver hr is set as all the captures using the designed system based on
this technology is taken keeping the receiver at a height of 1.12 m. Maximum cell
size of a base station is about 35 km thus the separation D is kept at that value,
d is a variable as the plot is based on the distance and time. The value of N
changes the scale of the CRLB thus it is kept at a value of 100. The variance of
noise is set to 1 as this also acts as a scaling factor for the CRLB and changing
the noise variance does not affect the overall structure of the graph. GSM in
South Africa works on 900 MHz. Therefore, for the purpose of this calculation
the operating frequency is set at 900 MHz.
The purpose of these simulations is to show the trend of the performance of
GSM-CommSense system with respect to distance of the point of reflection from
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Table 3.2: Parameters used to simulate CRLB.
Parameter Value
Transmitter Height (ht) 30 m
Receiver height (hr) 1.12 m
Separation between transmitter and receiver (D) 35 km
Distance of reflection point from receiver (d) 0 to D km
Length of sampled data (N) 100
Variance of noise (σ2) 1
Frequency (fc) 900 MHz
the receiver. GSM-CommSense is an under-determined system. This means
that the amount of data received by the system will not be enough to provide
an overview of the surroundings. Thus, the conventional resolution, as defined
for the radar systems, is not applicable. The trend shown in Figure 3.8 can be
used to calculate the trend of degradation of the sensitivity of GSM-CommSense
system with range. It is observed that the minimum variance, τ̂1, is of order
10−9 µs which is due to the presence of one scattered path and a direct path
information, with the constrains at the beginning of this section. The variance of
time shown here is purely analytical and the events that can be distinguished will
be dependent on factors such as the type of signal under test, the surroundings
of the receiver, the sensitivity of the actual hardware system, to name a few.
3.7 Summary
The analysis presented in this chapter includes the study of the link budget
analysis. This helps in understanding the power received at any point within
the entire system, thereby getting us a step closer for identifying the range of
operation. Next, we present an analysis of the ambiguity function and CRLB for
a two path reflection model with direct path and one scattered path for forward
scattering geometry.
The GSM-CommSense system is inherently under-determined, which means only
a part of a communication frame is used to extract the channel information. The
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details presented here will provide us with an analytical tool that will aid in un-
derstanding the system performance before it is used for a particular application.
The calculations are provided and the relevant simulation results are shown.
The ambiguity function is simulated for multiple input signal type, each with
a different modulation scheme, to show that different signals get affected in a
similar way when a particular geometry is used. The simulation results provide
insight into the ambiguity function for GSM-CommSense system where three
different input signal types are used in the presence of a time delayed and atten-
uated scattered path information. The different types of input signals that used,
are unmodulated sinusoidal signal, BPSK modulated Barker code and GMSK
modulated GSM training sequence. The variations in the ambiguity functions
are observed and discussed. The information presented here shows, that the re-
ceived signal changes, if there is one scattered path information along with the
direct path information in the received data. The change in the received signal
is due to the time delay as well as the signal strength but the simulation results
prove that the effect of the time delay of the scattered path is dominant.
The CRLB simulation result is also shown, which provides an analysis of the
variance of time parameter for the scattered path with respect to the distance
from the receiver. The parameters used for the CRLB simulation are mentioned
and the variance of time for one scattered path in the presence of the direct path
is shown. From the CRLB we came to a conclusion that the variance of the time
of the scattered path is dependent on the distance of the point of reflection from
the receiver.
There are few limitations of the current work. The work presented here, is limited
to a single scattered path analysis in the presence of a direct path signal at the
receiver. The calculations can be extended to multiple scattered paths using the
work here as reference as, the matched filter is already calculated for n-paths.
Since at this point the system is completely analytical and designed to portray
the idea of the system. Thus the values, used for the simulations, are idealistic.
GSM-CommSense system can not be compared to traditional radar systems as
the amount of information is non coherent and limited, although it can be used
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as an ASIN [33] system and steered for specific applications. The traditional
definition of resolution of a radar system also does not apply to this system.






To verify the validity of the hypothesis of using the GSM based channel equaliza-
tion modules to monitor the environment, a working prototype of the proposed
system is necessary. At this point, looking at the analytical results the imple-
mentation of the system appears to be feasible. With the help of the results
presented in Chapter 3, we will implement a commensal radar system that we
have named GSM-CommSense.
In this chapter, we introduce the design parameters of the GSM-CommSense
system and the implementation of the system in real-time. The system will be
implemented to receive the GSM base station broadcast signals with an attempt
2 Based on Abhishek Bhatta and Amit Kumar Mishra, “GSM-based CommSense system to
measure and estimate environmental changes,” in IEEE Aerospace and Electronic Systems
Magazine 32, no. 2 (2017): 54-67; Abhishek Bhatta and Amit Kumar Mishra, “GSM based
hand-held CommSense-Sensor for environment monitoring,” in IEEE 11th International Con-
ference on Industrial and Information Systems (ICIIS), 2016, pp. 360-364, IEEE, 2016 and
Abhishek Bhatta and Amit Kumar Mishra “Implementation of GSM channel estimation us-
ing open-source SDR environment,” in International Conference on Microwave, Optical and
Communication Engineering (ICMOCE), 2015 , pp. 322-325, IEEE, 2015.
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Figure 4.1: Concept diagram showing the system architecture for GSM-
CommSense system.
to sense the immediate environment near the receiver.
4.2 CommSense System Architecture
An idea that originated by studying a wireless communication system now needs
to be realized in the real world. The proposed GSM-CommSense system is
mainly based on estimating the multipath channel parameters from the received
signal with the help of the digital frame structure transmitted by the parent
system. In this section, we introduce the system blocks necessary to design the
GSM-CommSense system.
Figure 4.1 contains all the system level blocks that are planned for the imple-
mentation of GSM-CommSense system. A wireless signal transmitted by a base
station gets reflected off all the objects in its path carrying information about
the path it travelled until it reaches the receiver. At the receiver this information
is digitally sampled and converted to its equivalent I and Q components. This is
done in the SDR receiver block. The sampled IQ data is then used as the digital
representation of the analogue data received by the antenna and processed to
extract the channel information.
The method by which the channel information is extracted is named channel
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estimation in communication system. The estimated channel information is then
used by the communication system to equalize the effects of channel that helps
in increasing the SNR, decreasing Intersymbol Interference (ISI), mitigating the
multipath effect, etc.. The GSM-CommSense system is designed to utilize these
estimated channel values and perform statistical analysis on it without affecting
the parent system.
Since the current plan is to implement the GSM-CommSense system to extract
the channel information from GSM frames, a brief introduction to the GSM
system is necessary.
4.3 Characteristics of GSM
GSM is a communication protocol that acts as a host to the current system. It
uses FDMA and TDMA in order to accommodate multiple users. The major
frequency bands used for operation of this technology are 800 MHz, 900 MHz,
1800 MHz and 1900 MHz. GSM works in frequency duplex mode thus a different
band of frequency is used for uplink and downlink.
The 900 MHz GSM band is used here to implement the GSM-CommSense system
and collect data. It is also referred to as GSM900 . It uses 880 − 915 MHz for
uplink and 925 − 960 MHz for downlink operations. These bands are further
divided into 200 kHz bands and separated by a number called ARFCN.
The wireless channel is divided into TDMA frames of 8 time slots of 577 µs each.
Each time slot can be used either by the mobile or the base station to transmit
a burst. There are many logical channels piggybacked on the physical channels,
described in [59]. A normal burst of GSM carries information along with 26 bits
of training sequence as shown in Figure 4.3. There are 114 bits of information
transmitted in each burst separated with tail bits and a flag. The guard period
is added to provide a window of error against distortions that occur due to the
rise and fall time of the signal. More details about GSM system can be found in
[60].
65
4.4. GSM CHANNEL EQUALIZATION
4.4 GSM Channel Equalization
Each frame in the GSM system transmits a known bit sequence called training
sequence. This training sequence is used by the receiver to detect and reduce the
possibility of transmission error. In this section, we show the calculations are
necessary to understand the channel estimation technique and explain in detail
about the algorithm that will be implemented to extract the channel information
from the received signal.
Figure 4.2 contains a block representation of the proposed implementation. The
dark shaded region belongs to the communication system and will not be affected
by the GSM-CommSense system operation. This section focuses only on the
region under the dotted box.
4.4.1 Channel equalization filter
4.4.1.1 Calculation
The received GSM signal can be mathematically represented as:
y(t) = h(t) ∗ x(t) + n(t) . (4.1)
Here, the received signal, y(t), is represented as a convolution of the transmitted
signal, x(t), and the Channel Impulse Response (CIR), h(t), in the presence of
AWGN, n(t). The transmitter sends a known training sequence in each frame
as shown in Figure 4.3, which is divided into reference length of P and guard
period of L bits [51]. This equation can be represented in the matrix form and
is shown in:
y = Mh + n . (4.2)
Here, M represents a Toeplitz like matrix structure of the given training sequence
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m0 0 0 · · · 0
m1 m0 0 · · · 0






mP mP−1 mP−2 · · · m0
0 mP mP−1 · · · m1






0 0 0 0 mP

. (4.3)
Here, M is a P +Cl− 1×Cl matrix where, P is the reference length of training
sequence and Cl is the length of the CIR. This matrix is made of the m array
that is shown in Equation 4.4, which is actually the oversampled information
from each received frame after filtering out the Gaussian noise.
m = [m0 m1 · · · mP+L−1]T (4.4)
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Figure 4.3: GSM normal channel frame structure.
h = [h0 h1 h2 · · · hn]T (4.5)
Equation 4.5 shows the CIR array. Here, each value of the array represents the
channel parameters of a single scattered path. Thus, the length of the array
determines the number of multipath signal under analysis. The least squares
algorithm is used to find the CIR by minimizing the squared error quantity
which in the presence of white Gaussian noise is given as:
hest = (M
HM)−1MHy (4.6)
Here, MH denotes Hermitian transpose matrix and ()−1 denotes matrix inverse.
It can be observed here that the received signal matrix y is multiplied to a matrix
also known as the pseudo inverse matrix of M.
4.4.1.2 Simulation
The calculated channel estimation algorithm is simulated to check the accuracy
of the calculations. One of the known training sequence in GSM standard is
used to perform the current simulation. The training sequence used here is
[0 0 1 0 0 1 0 1 1 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1 1] [59]. The CIR used as
interference is [0.0007, 0.2605, 0.9268, 0.2605, 0.0007]. The received signal will be
a convolution of transmitted training sequence and the CIR along with AWGN,
as shown in Equation 4.1. Since the central 16 bits of the training sequence is
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used to estimate the channel effects the matrix, M, is represented as:
M20×5 =

1 0 0 0 0
0 1 0 0 0
1 0 1 0 0
1 1 0 1 0
1 1 1 0 1
0 1 1 1 0
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 1
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0

(4.7)
Figure 4.4 contains the simulated I and Q data which are used to check the
channel equalization filter as shown above. Since GSM uses GMSK modulation
scheme, the modulated transmit signal is simulated as shown in Figure 4.4a. The
received signal with the channel impairments is shown in Figure 4.4b.
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(a) (b)
Figure 4.4: Simulated IQ data for GMSK modulated GSM training sequence. (a)
contains the transmitted signal without impairments. (b) contains the received
signal with channel impairments and AWGN.
Filter Taps
















Figure 4.5: Simulated least square channel estimation in presence of AWGN.
The simulation result showing the least square estimated channel information is
shown in Figure 4.5. This result is for a single GSM training sequence being
transmitted over a known channel of length 5 taps. The estimated value is very
similar to the original CIR value which means the algorithm working as intended
and can be implemented in real time to obtain actual channel values.
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4.4.2 Implemented algorithm description
The above mentioned calculations provided expected results in simulations. The
next step here is to implement it on real data to extract the channel information
from actual GSM frames. The details of the algorithm implemented in real time
is presented here.
When a signal is received it consists of unknown noise components. A low pass
filter cleans up the noise and the ADC samples a relatively less noisy signal. The
signal is oversampled with an Oversampling Ratio (OSR) of 4. The oversampled
signal is then available at the receiver to perform channel estimation.
Algorithm 1 Pseudo-code for real-time implementation
Search 2× Guard period
if Receive burst ← (Transmitted burst + 2× Guard period)× OSR then
Train position←Tail bits+(Data bits + flag)+ first 5 bits of training se-
quence
if Normal Burst then
center ← Train position + guard period×OSR
start ← center + 1
stop ← CIR length×OSR 2×OSR
for i=start; i <stop; i++ do
correlate ←known training sequence, receive burst[i]
correlation buffer [correlate]
Apply Least Squares to estimate the CIR
end for
Plot CIR in real-time and repeat for next burst
else
wait for normal burst and repeat
end if
else if Error finding the starting point of receive burst then
Discard the current burst
Repeat from top
end if
Algorithm 1 contains the pseudo-code which provides an overview of the im-
plemented algorithm. Initially, the system waits to receive and detect one full
burst. This is done by looking for two consecutive guard periods. The informa-
71
4.5. REAL-TIME IMPLEMENTATION OF THE CHANNEL ESTIMATION
ALGORITHM
tion within those guard periods is considered as the received frame. Here the
frame structure is checked to identify a GSM normal frame as shown in Fig-
ure 4.3. Once the normal frame structure is identified, the training sequence is
extracted from the correct position. This training sequence is passed through
the channel equalization filter to extract the CIR. The CIR is then saved to a
file and the process is repeated until an external interrupt stops the algorithm.
The current algorithm is implemented to extract the CIR from the normal frame
structure as it is the most transmitted burst which contains the information and
the training sequence. A burst containing no information is called dummy burst.
This burst has the same structure as the normal burst except the information bits
are random. Since there is no need for the information bits here both the normal
burst and the dummy burst are considered under the normal frame structure.
4.5 Real-Time Implementation of the Channel
Estimation Algorithm
The system is implemented in real-time on open source hardware and software
platform. GNU Radio is a software tool-kit that provides basic signal processing
blocks for SDR applications. The GSM-CommSense system is implemented in
GNU Radio, in which the channel estimation is performed. The estimated CIR
is plotted in real time as shown in Figure 4.6.
The SDR hardware used for this implementation is BladeRF×40, which works
in a frequency ranging from 300 MHz to 3.8 GHz with a maximum physical
bandwidth of 28 MHz. An off the shelf, quad-band, omni-directional, GSM
antenna is used to receive the signal.
In order to test the operation of the algorithm, the extracted CIR is used to
decode the received GSM frames. The decoded bit-stream is analysed in Wire-
shark (a packet analyser tool) as shown in Figure 4.6. Wireshark extracts the
basic information from the frames such as the location of the BTS, the name of
the carrier service provider, etc..
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Figure 4.6: GNU radio implementation of channel equaliaztion with
BladeRF×40.
4.5.1 Extracting the channel values
The steps taken to implement the channel equalizer in real-time are mentioned
here. Correlation between the received signal and the known training sequence
is used to extract the differences between the two signals. This information is
saved in a file to perform further analysis.
A SDR hardware called BladeRF, is used to receive the GSM signal. This down-
converts the signal according to its Phase Locked Loop (PLL) clock frequency
and outputs the I and the Q components of the signal.
Initially the receiver has to be synchronized with the base station. This is per-
formed with the help of a Synchronization Channel (SCH) burst. The SCH burst
consists of a 64 bit long training sequence and transmits the same sequence in
every timeslot allocated to it. This is a distinguishable feature that helps the
receiver to get synchronized. Once the receiver is synchronized with the GSM
base station, the frequency offset of the allocated physical channel is calculated
with the help of a Frequency Correction Channel (FCCH) burst.
The received burst type is identified in two steps, first with the help of the carrier
index of the burst and then with the burst number. Carrier Index Zero (C0) is a
special case where only Broadcast Channel (BCCH) data is transmitted. BCCH
carries a repeating pattern of system information such as identity, configuration
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and available features for the BTS. In case of other carrier indices, the burst type
is determined by the burst number. The most commonly transmitted burst is
the normal burst thus in this implementation we are focusing on extracting the
channel information from the normal burst.
In order to receive a burst completely the receiver needs to wait for two consecu-
tive guard periods. Although there will be an overlap between the guard periods
of two consecutive bursts, this is necessary to ensure that full burst is received.
Once a normal burst is identified the start and the stop position of the burst is
determined by eliminating the guard period as it consists of 8.25 bits on each
side and is distinguishable. The central 26 bits of the remaining bits are ex-
tracted as they consist of the received training sequence. The training sequence
extracted here is a complex data so the already available sequence also needs to
be converted into a complex number. The two complex training sequences are
correlated with each other and the correlation information is saved in a buffer.
A pointer is placed at the beginning of the buffer and based on predefined CIR
length, it is moved from the beginning to the length of the CIR. The values cor-
responding from the beginning to the CIR length is saved in an array and then
moves to a file where it can be saved for further analysis.
In case of communication systems the maximum absolute value of the CIR is cho-
sen discarding the rest of the values and that information is used to equalize the
channel and get better communication. For the purpose of this implementation
the entire channel information is necessary. Thus, it is saved.
In order to check that the implemented receiver is working as intended the entire
received structure is made referring to the “gr-gsm” libraries available for GNU
Radio and the bursts are printed out using a message printer. Figure 4.6 contains
the plot of the entire implementation including the GSM frequency spectrum,
received bursts and the real time estimated channel values.
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4.5.2 Real-time data capturing
Implementation of the algorithm mentioned above allowed us to capture data in
real-time and save it for further processing. Figure 4.7 contains the plot showing
the saved channel information. The individual I and Q component is shown in
Figure 4.7b and the absolute value calculated by hest =
√
I2 +Q2 is shown in
Figure 4.7a.















Time Domain Absolute Channel Impulse Response
(a) Calculated as hest =
√
I2 +Q2.















Time Domain IQ Channel Impulse Response
(b) The I and the Q components.
Figure 4.7: Estimated normal channel values in terms of the I and Q components.
One of the major challenges faced during this implementation is finding the
starting point of the burst. This is done with the help of the guard period.
The receiver waits for two consecutive guard periods which, when received, is
considered as the starting point of the burst. In the case of an error in receiving
the guard periods, the system drops the current set of data and waits for the
next set and then repeats until it gets two consecutive guard periods, thereby
eliminating the chances of any ambiguous data.
4.6 User Requirement Analysis for Hand-Held
GSM-CommSense System
At this point a basic implementation of the GSM-CommSense system is com-
pleted. Currently the system is drawing power from a wall power socket. This
brings to the next part where we want the system to be mobile and self-sufficient
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without an external power source. Mobility of the system will help in taking
captures at different locations and analysing the results.
In this section, we present the major requirements for the implementation of
hand-held GSM-CommSense system.
4.6.1 Top level design specifications
4.6.1.1 Capture GSM signals
GSM works on FDMA and TDMA in order to allow effective communication to
multiple users [43, 44]. Thus, it has different frequency bands for transmit and
receive. The CommSense system is designed to receive GSM900, which has an
uplink frequency of 890 − 915 MHz and downlink frequency of 935 − 960 MHz.
These 25 MHz uplink and downlink bands are further divided into 200 kHz car-
rier bands which are classified by a number called ARFCN. More details about
GSM can be found in the standards [59, 60, 58, 52]. The implemented receiver
is required to receive the 200 kHz instantaneous band based on a particular AR-
FCN. The receiver hardware should have a minimum instantaneous bandwidth
of 200 kHz across the band of interest at an OSR of 4 so that the data is received
in minimizing loss.
4.6.1.2 Processing unit
The processing unit should be chosen based on the following requirements:
4.6.1.2.1 Pre-processing Unit: Once the signal is received by the RF front
end and passes through the ADC, it needs to be processed and demodulated to
confirm that the received signal is GSM. To implement this part a processing
system is required. Since one of the objectives for this implementation is to have
a hand-held system. The processing system should be portable.
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4.6.1.2.2 Memory (to save data): The goal of implementing this system
is to receive and save the estimated channel data. Thus, the designed unit should
have enough memory space to be able to capture and save multiple datasets. It
has been observed that the system can capture approximately 960 MB of data
in an hour. Although eventually the plan is to stream the data through a post-
processing unit, it is imperative to have on system memory in certain cases. All
these captured data will be analysed in the future to observe the differences in
the channels. The operating system, on the portable processing devices, takes
about 4 GB of space. So, in order to have space for the data minimum required
memory space is 8 GB preferably more.
4.6.1.2.3 GNU Radio: The processing unit should be capable of running
a Linux operating system as the GSM-CommSense system will be implemented
using GNU Radio.
4.6.1.3 Upward compatibility
Although the system is designed to be self-sufficient there should be scope for
further development in the future. This means that the major components of the
system should be chosen such that, if necessary, more hardware can be added to
the system without changing any part of the basic implementation.
4.6.1.4 Stand-alone system
The system needs to be stand-alone with battery power to ensure usage in remote
locations, away from any nearby power sources. This will give the system a
mobility and a degree of freedom which will aid in getting better data captures.
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4.7 Stand-Alone System Design
The system is designed to meet all the user requirements while also providing a
buffer space for future developments.
The first step in the design of the hand-held GSM-CommSense system is to get
the hardware suitable for the above mentioned requirements. To capture the
GSM signal a RF front end receiver is required, which has become fairly easy
to pick from off-the-shelf components with the recent advent of SDR technology.
Different SDR hardware, that are investigated to find the best suited receiver for
























Airspy 24− 1800 10 12 No
BladeRF 300− 3800 40 12 Yes
Table 4.1: Different SDR hardware specifications.
The RTL-SDR covered most of the GSM operating frequencies except 1800 MHz.
The FUNcube Dongle Pro + covered all the necessary frequencies but lacked in
the receive bandwidth as the GSM signal has 200 kHz bandwidth. The Airspy
also lacked the ability to scan at a frequency of 1800 MHz. The BladeRF covers
all the GSM operating frequencies, with a high receive bandwidth and 12 bit ADC
resolution. Additionally, it has transmission capabilities as well. Although the
current implementation is on GSM900 and no transmitting is required, the plan
here is to design an upward compatible system, which means having the ability
to transmit, in case such a capability is required in the future. Another device
that is commonly used is a USRP board. The cost of such a board is significantly
higher than all the other boards investigated here. Another problem with the
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USRP board is the requirement of daughter boards which further adds to the
cost. Thus using BladeRF for the implementation of GSM-CommSense RF front
end is a feasible choice.
During the initial system design a laptop was being used as a processing unit.
This did not serve the purpose of portability of the system as it was bulky
to carry. To make GSM-CommSense portable a different processing unit was
necessary which can run GNU Radio on it. Out of all the portable processing
devices available in the market Raspberry pi has an extensive user community
and support. Additionally, due to the ease of implementation on a Raspberry
pi, it was chosen as the processing unit. The basic operating system provided by
Raspberry pi is called Raspbian, which is a Debian based operating system and
can run GNU Radio comfortably.
Initially Raspberry pi 2 model B was chosen for the implementation. It contains a
900 MHz quad-core ARMv7 Central Processing Unit (CPU) with 1 GB Random
Access Memory (RAM) and 4 Universal Serial Bus (USB) 2.0 ports. There is an
Ethernet port on board that can be used to communicate with the device. Later,
it was upgraded to Raspberry pi 3 model B that increased the CPU frequency to
1.2 GHz and provided on board bluetooth and Wireless Fidelity (Wi-Fi). This
increased the processing speed and was helpful in transferring the data to another
device wirelessly.
The BladeRF can be powered up from one of the USB ports as it draws approx-
imately 500 mA of current at 5 V Direct Current (DC) input. Alternatively,
with a basic change in hardware setting, the BladeRF can be powered using an
external power bank, which can be used in the cases where the device requires
higher power.
A compatible class 10 microSD card of size 32 GB is used to load the operating
system and keeps all the data captured. The base operating system takes ap-
proximately 4 GB of space on the memory card and the GNU Radio takes about
1 GB thereby keeping approximately 27 GB extra space for other storage. It is
very important to find a compatible microSD card as all memory cards do not
perform efficiently on the Raspberry pi. The compatibility can be checked online
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BladeRFCable to connect 
Raspberry pi and 
BladeRF
Figure 4.8: Implementation picture using Raspberry pi and BladeRF.
Upward compatibility is a key element for the current implementation of the
system as it leaves room for further development. The BladeRF specifications
are higher than the current necessity, along with transmit capabilities which can
be used in the future. The Raspberry pi has extra USB ports which can be used
to connect more peripherals. The information from the Raspberry pi can be
transferred to other devices, such as a graphics processor unit, using either the
Ethernet port or Wi-Fi.
The proposed stand-alone system should be able to sustain 2 A of current at 5
V DC for a minimum of 3 to 4 hours. The plan is to use an external power bank
to provide the necessary power, but all the devices tested provided a maximum
current of 1.1 A of current at 5 V DC. Thus, we decided to use two separate
off-the-shelf power banks, one powering the Raspberry pi and the second one to
power up the BladeRF.
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Figure 4.8 contains the implementation picture showing the Raspberry pi and the
BladeRF. Here, the BladeRF is connected to the Raspberry pi through a USB
cable. In the picture the power cable for BladeRF is not shown, but while opera-
tion a power cable from one of the power banks is connected to it as power source.
The antenna shown in this picture is off-the-shelf GSM quad band omnidirec-
tional antenna which works on all GSM frequency bands (800 MHz, 900 MHz,
1800 MHz and 1900 MHz). The Raspberry pi has a built in High-Definition
Multimedia Interface (HDMI) connector which can be connected to a monitor
to use it as a screen for the device, if needed.
4.8 Summary
This chapter contains the details about the implementation of the GSM-CommSense
system. The real-time system implementation will be useful in proving the orig-
inal hypothesis.
We started with the top-level system architecture showing the multipath interfer-
ence caused due to the wireless communication channel and the block representa-
tion of the planned implementation. Since the current GSM-CommSense system
is implemented using the GSM system as the parent system, a brief introduction
to the GSM protocol is presented.
The GSM channel equalization filter is explained in detail showing calculations
and simulations. After getting proof that the implemented algorithm is opera-
tional on simulated data, it was implemented in real-time to receive the normal
frames from the GSM broadcast channel. The channel values are then extracted
and the plots of the received IQ data are presented.
The user requirements are analysed and the system specifications are defined in
order to design a hand-held/portable stand-alone system. Multiple devices are
analysed and finally Raspberry pi 3 model B is chosen as the processing device
and a SDR receiver named BladeRF is used to receive the signal in real time.
The details of the hardware specifications used for the implementation is shown
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Table 4.2: Hand-held system design summary.
Specifications Comments




Pre-processing unit Raspberry pi to run GNU
Radio
Memory and process the received
GNU Radio GSM signal.
Upward compatibility Opportunity of improve-
ment without changing the
hardware. BladeRF and
Raspberry pi has higher
specifications than neces-
sary at this moment.
Stand-alone system Power bank that can pro-
vide around 2 A of current
at 5 V DC if unavailable
use separate power banks to
power each device.
in Table 4.2.
Open source software development tool-kit named GNU Radio is used to imple-
ment the GSM-CommSense system in real-time. The major signal processing







At this point a basic implementation of GSM-CommSense system is complete.
The next step in proving the original hypothesis is to statistically characterize
the captured data based on each event and observe the differences to be able to
predict certain behaviours.
In this chapter, the estimated channel information is analysed to show the
changes in the channel state in different environmental condition. Here, we will
perform three different analyses on the captured data, two in statistical domain
and one in data/time domain.
In the first approach, we estimate the Probability Density Function (PDF) of
the channel values captured at different scenarios. This shows that the esti-
mated PDF’s vary as the environmental conditions change which means that
a “hypothesis test” algorithm can be used to distinguish different environment
3 Based on Abhishek Bhatta and Amit Kumar Mishra, “GSM-based CommSense system to
measure and estimate environmental changes,” in IEEE Aerospace and Electronic Systems
Magazine 32, no. 2 (2017): 54-67.
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types from the estimated channel values.









No CR The following captures are taken on the
roof of a building. In this case the receiver
is placed at a location and captures are
taken without the presence of a CR.
Vertical
CR
The receiver is at the same location as
above with a metal plate in vertical align-
ment with the receive antenna at a dis-
tance of 3 m from the antenna is placed.
This is done for each of the metal plates
used to construct the dihedral CR.
Dihedral
CR
A dihedral CR, made of placing two metal
plates at right angle to each other, is
placed at a horizontal distance of 3 m from
the receive antenna.
2 Environment
Rain Captures are taken while placing the re-
ceiver at the balcony of a house. This part




Captures are taken at the same location as
above when the rain stop but the climate
is still humid.
Hot Day Keeping the location same as above the
captures are taken on a different day when
it is a bright hot sunny day.
84
5.1. INTRODUCTION









Captures are taken at a parking space
when the place was packed with cars.
Parking
Empty
The captures for this event is taken at the
same parking space with the same type of






The data here is captured at a train sta-
tion when there is a train, at a horizontal
distance of 4 m from the receive antenna.
No Train The receiver location is kept the same as
mentioned above but in this case the train








The internal bus taking students from one
campus to the other at UCT is known as
Jammie shuttle. The captures for this set
is taken at two different locations when a






Keeping the respective locations constant
these captures are taken when the Jammie












The captures are taken in two days keep-





These captures are taken in two days right
after the car captures are taken. To take
this capture the cars are to move away
from the vicinity of the receiver while
maintaining other environmental condi-







The captures are taken at the entrance of
a building of approximate height 10 m.




The captures for this set is taken at the
same beach but near boulders of approxi-
mate height 8− 10 m.
In the second approach, we perform a Chi-square test to assess the goodness-of-fit
between the observed data and the theoretically expected dataset.
In the third approach we check for the clustering of the estimated channel values
for different capture scenarios. For easier visualization we use Principal Compo-
nents Analysis (PCA) to reduce the dimension of the data. This shows that the
data is highly clustered in the PC domain.
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A list detailing the data analysed here is given in Table 5.1. The results are
plotted and the plots are discussed.
5.2 Probability Density Function Analysis
5.2.1 Description
In this analysis, we observe the empirical PDF of the data collected from different
scenarios as described in Table 5.1. In addition, we also compare the empirical
PDF of the data with respect to four different theoretical PDF models, named
Rayleigh, Gaussian, log-normal and gamma distributions. The individual pa-
rameters are extracted from the empirical PDF using the Maximum Likelihood
Estimation (MLE) algorithm for each distribution.
A brief description of the distributions and MLE expression of their parameters
are as follows.
5.2.1.1 Gaussian distribution
The most general form of distribution used in statistical analysis is the Gaussian









Here, µ is the location parameter sometimes also referred as mean and σ is the
scale parameter also known as standard deviation of the Gaussian distribution.
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The MLE of the parameters for the Gaussian distribution is derived by minimiz-












(xi − µ̂)2 . (5.4)
5.2.1.2 Rayleigh distribution
One of the most common distributions used in wireless communication systems








Here, σ is the scale parameter, also known as mode of the Rayleigh distribution.






x2i x > 0 . (5.6)
5.2.1.3 Gamma distribution
Gamma distribution is also a versatile distribution which can be manipulated in
many ways to generate other distributions such as k-distribution. The general








x ≥ µ; γ, β > 0 . (5.7)
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Here, γ is the shape parameter, µ is the location parameter, β is the scale










x ≥ 0; γ > 0 . (5.9)














with ψ denoting the digamma function given by equation (5.12) is the mathe-
matical derivative of the gamma function. These functions are solved using the










If x, is a random variable distributed log-normally then, y = ln(x), is Gaussian







x > θ;m,σ > 0 . (5.13)
Here, σ is the shape parameter also known as standard deviation of log-normal
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Table 5.2: Moments of different distributions shown in Figure 5.1.
Distribution Shape Mean Variance Skew Kurtosis
Gaussian N/A 0.0 1.0 0.0 0.0
Rayleigh N/A 1.25 0.43 0.63 0.25
Log-normal
0.2 1.02 0.04 0.61 0.68
0.5 1.13 0.36 1.75 5.89
1.0 1.64 4.67 6.18 110.93
2.0 7.39 2926.35 414.36 9220556.98
Gamma
0.5 0.5 0.5 2.83 12.0
2.0 2.0 2.0 1.41 3.0
5.0 5.0 5.0 0.89 1.2
9.0 9.0 9.0 0.67 0.67
distribution. The location parameter is given by θ and m is the scale parameter
or the median.








x > 0;σ > 0 . (5.14)
The log-normal distribution is commonly characterized with its mean µ given as







x > 0;σ > 0 . (5.15)












(ln (Xi)− µ̂)2 (5.17)
m̂ = exp µ̂ . (5.18)
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Figure 5.1: All the distributions mentioned above are plotted here (y-axis is in
log scale).
Table 5.2 and Figure 5.1 contain the moments and graphs respectively of the
above mentioned distribution.
5.2.2 Analysis of captured data
The above mentioned distributions are widely used for analysing the captured
multipath data. During the initial phases of comparison we matched to a mul-
titude of different distributions and the best suited distribution was chosen for
the analysis presented here.
Figure 5.2 contains the empirical and fitted distributions in the presence and
absence of different CR’s. At first the receiver is placed at a particular location
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(a) Before placing a CR in the vicinity
of the receiver.
(b) Metal plate CR1 in vertical orien-
tation.
(c) Metal plate CR2 in vertical orien-
tation.
(d) Dihedral CR, with CR1 vertical
and CR2 horizontal orientation.
Figure 5.2: Empirical PDF is fitted to expected distributions showing the com-
parison of data captured by placing CR’s at a horizontal distance of 3 m from
the receive antenna.
on the roof of a building without any reflectors within the vicinity of the receiver.
The data captured without a CR is shown in Figure 5.2a. Two different metal
plates are used to construct a dihedral CR. Figures 5.2b and 5.2c contain the
fitted distribution plots when the metal plates are placed at a horizontal dis-
tance of 3 m from the receiver antenna. One CR is placed at a time, in vertical
orientation, in order to capture the data shown in the Figures 5.2b and 5.2c.
Figure 5.2d contains the fitted distribution in the presence of a dihedral CR.
Here, CR1 is vertically oriented and CR2 is horizontally oriented. The distribu-
tion shown in Figure 5.2d is visually similar to the distribution in Figure 5.2b
with some differences. This is due to the fact that in both the cases the same
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metal plate is kept in vertical orientation and since the antenna is also vertically
oriented. Most of the data received are related.
(a) In the presence of heavy rain. (b) On a hot day with low humidity.
(c) When the rain stopped but was still
humid.
Figure 5.3: Empirical PDF comparison of weather information showing differ-
ences is due to different humidity conditions in the environment. The receiver
location and orientation are fixed in order to take these captures.
Since the differences in data captured in the presence and absence of a corner
reflector are validated, we move to analyse other conditions. The next set of
analysis is done on weather information, particularly focusing on detection of
rain or humidity with the help of the GSM-CommSense data. Figure 5.3 con-
tains the empirical and fitted distribution of data captured in different humidity
conditions. The receiver is placed at the window pane of a building in order to
take the captures. Figure 5.3a is captured on a day with heavy rain pouring
down. Figure 5.3c is captured on the same day as the rain capture. During this
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capture the rain has stopped but the environment is still humid. Figure 5.3b is
captured on the day after when the climate is hot and dry. The main idea for
this analysis is to observe the difference in the distributions due to the different
humidity conditions. The results show that the differences in the distribution
is visually separable, this can be later translated into design of the system for
weather monitoring.
(a) The parking space is completely
empty.
(b) The parking space is full with ve-
hicles.
Figure 5.4: Empirical PDF comparison, when the data is captured at a parking
space.
The next few sets of captures are shown to find the difference between the dis-
tributions in the presence or absence of different vehicles, such as, trains, cars,
buses, etc.. Figure 5.4 contains the empirical and fitted distribution for data
captured at an open air parking space. The captures are taken on two differ-
ent days with similar weather conditions and keeping the receiver location fixed.
Figure 5.4a contains the distribution for a condition when the parking space is
completely empty. Figure 5.4b contains the distribution representing the parking
space when it is full with cars. This test is performed to visualize changes in
the distribution due to the presence of multiple vehicles in the vicinity of the
receiver. The difference in the distributions is visible from the figures. This can
be potentially applied for implementation of the system to monitor a parking
space for empty parking slots.
The next analysis from here is to detect the presence or absence of a train in
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(a) No train at the train station. (b) A train is present.
Figure 5.5: Empirical PDF to compare the conditions when there is a train
present 6 m from the receiver with no train in the station. The receiver location
is fixed.
a train station. A train is a large vehicle thus moving from a parking space
with many cars to the train is a logical choice. This set of capture is taken by
keeping the receiver at a distance of 6 m from the train track on the platform.
Figure 5.5 contains the empirical and fitted distribution related to the train
captures. Figure 5.5a contains the distribution for the condition when the train
is not present at the station. Figure 5.5b contains the distribution when a train
is present at the station. The differences in the distribution, although available,
are not clearly observable. These types of ambiguities require further analysis.
As the difference in the distribution with respect to train is not very clearly
observable, we decide to move to other vehicles. Figure 5.6 contains the plots
showing the difference in the distributions of data captured due to the presence
and absence of the UCT shuttle service, named Jammie. The captures are taken
in two different locations, Figures 5.6a and 5.6b are taken at location 1, with and
without the presence of a Jammie. Figures 5.6c and 5.6d are taken at location 2,
with and without the presence of a Jammie. The differences in the distributions
for each location are clearly observable. This shows that even though the train
dataset does not yield promising results the GSM-CommSense system can be
used to differentiate from the presence or absence of vehicles.
Moving forward to another vehicle detection we decide to check the difference in
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(a) With Jammie location 1 (b) Without Jammie location 1
(c) With Jammie location 2 (d) Without Jammie location 2
Figure 5.6: Empirical PDF comparison observes the difference in dataset in the
presence or absence of a bus in the vicinity of the receiver. The captures are
taken in two different locations.
the distribution due to the presence or absence of one car in the vicinity of the
receiver. Figure 5.7 contains the empirical and fitted distributions with respect
to presence and absence of one car in the vicinity of the receiver. This data was
captured in two different days to observe the differences in the distributions due
to change in day. Figures 5.7a and 5.7b are captured on day 1 with and without
a car in the vicinity of the receiver. Figures 5.7c and 5.7d are captured on day 2
with and without a car in the vicinity of the receiver. Although there are differ-
ences in the presence and absence of a car, the difference in the dataset captured
in day 1 and day 2 is highly observable. This means that the environmental
conditions play a major role in the captured distribution.
Some miscellaneous cases are also tested to observe the differences in the distri-
96
5.2. PROBABILITY DENSITY FUNCTION ANALYSIS
(a) With car day 1 (b) Without car day 1
(c) With car day 2 (d) Without car day 2
Figure 5.7: Empirical PDF comparison between the conditions of presence and
absence of one car in the vicinity of the receiver. These captures are taken in
two days to observe the variation of the distribution due to change in day.
butions. One such case is shown in Figure 5.8. In this case the data is captured
at the entrance stairway of a building of height 10 m. Figure 5.6a contains the
distribution of captured data in slow wind conditions. Figure 5.6c contains the
distribution of captured data in high wind conditions. Here, we can observe the
similarities in the empirical distributions, although there are some differences
due to the wind speed but the general pattern is similar.
This shows that the data captured from a single location will generally follow
a similar pattern in a particular environmental condition (wind, humidity, tem-
perature, etc.), thus aiding in providing enough information to map the surface
and the environment at the time of the capture.
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(a) Near a building of height 10 m in the
presence of slow wind.
(b) Near a building of height 10 m high
wind conditions.
Figure 5.8: Empirical PDF comparison of captured data near a building with
different wind speeds.
At this point it is well-defined that each capture scenario can be defined by a
particular distribution. Figures 5.2, 5.3, 5.4, 5.5, 5.6, 5.7 and 5.8 showed the fitted
distributions on the empirical data. Now, we extract the moments of the above
mentioned empirical distributions. Since, log-normal and gamma distributions
are also analysed the shape parameter specifically for these distributions are also
extracted along with the moments.
Table 5.3: Moments of captured datasets.
Dataset
Shape
Mean Variance Skew Kurtosis
Log-normal Gamma
No CR 0.297 5.021 2.45e−2 1.55e−4 0.623 0.180
Vertical
CR1
0.258 6.508 1.23e−2 3.871 0.497 −0.242
Vertical
CR2
0.250 6.493 1.37e−2 4.62e−5 0.503 −0.237
Dihedral
CR
0.354 8.0 1.21e−2 3.61e−5 0.44 −0.237
Rain 0.382 3.036 1.22e−2 5.31e−5 0.921 0.386
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Table 5.3: Moments of captured datasets.
Dataset
Shape




0.316 5.115 3.99e−2 4.12e−4 0.618 −0.188
Hot Day 0.343 4.185 4.82e−2 7.13e−4 0.921 0.386
Parking
Full
0.486 0.235 1.52e−2 9.05e−5 1.503 3.368
Parking
Empty
0.235 7.299 0.059 8.44e−4 0.540 0.222
With
Train
0.283 4.809 4.57e−2 5.85e−4 0.583 0.172
















0.651 0.227 1.24e−2 8.25e−5 2.222 11.098
With Car
day 1
0.395 2.912 1.53e−2 8.083e−5 0.970 1.199
With Car
day 2
0.453 3.404 3.23e−2 3.5e−4 1.233 1.849
No Car
day 1
0.389 0.234 1.71e−2 1.25e−4 1.442 2.823
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Table 5.3: Moments of captured datasets.
Dataset
Shape












0.768 0.996 1.31e−2 1.43e−4 2.378 7.830
Rhodes
Memorial
0.296 5.546 9.68e−3 2.432e−5 0.951 1.757
Highland 0.903 1.277 1.20e−2 1.44e4 2.264 6.806
Table 5.3 contains the various moments extracted directly from the captured
data. The shape parameters are extracted by fitting the empirical data to the ex-
pected distribution, thus there is a difference between the log-normal and gamma
distribution shape parameters. These correlates with the information visible in
the plots and gives us a better understanding of the changes in parameters due
to the changes in environmental conditions.
From the figures and table provided, the differences in the distributions of the
channel information due to the changes in the physical environment can be ob-
served. This gives us an opportunity to utilize these differences and model a
system that can differentiate from them. Although the differences are clear from
the empirical PDF’s, it is always beneficial to further analyse the received data




The second set of analysis performed on the captured dataset is a type of
goodness-of-fit test named the Chi-square test, more information regarding the
test is given in [105, 106].
This is the test which takes two inputs, the observed data and the expected data
and gives out a score following the Equation 5.19. The Degree of Freedom (DF)
in this case is set to 100 since the length of the array is 101, because of the
number of bins chosen to create the histogram, and the DF is defined as one less







Here, Oi is the observed value and Ei is the expected value. In order to perform
this analysis empirical PDF of the observed data and the distribution fitted
expected data are passed through Equation 5.19 and the output of the test is
recorded in Table 5.4.
A p-value is defined as the probability of obtaining a specific value equal to
or higher than what actually is observed, maintaining the assumption that the
model is correct. The points where the p-value is null can be rejected because
this means the probability of getting a value similar or greater than that is null.
All other cases in this test can be accepted. Log-normal distribution has the
most consistent result with the test statistic and the p-value according to the
data in Table 5.4.
5.4 Principal Components Analysis
In this analysis we investigate the clustering of the estimated channel values in
different scenarios. In order to better visualize different sets of the captured data
we use PCA.
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Table 5.4: Chi-Square test values for the captured data compared to the fitted
data for each of the expected distribution. Here, log-normal distribution provides
the most consistent fit to all the datasets.
Chi-Square Value
Dataset
Rayleigh Gaussian Log-normal Gamma
Chi-Square p-value Chi-Square p-value Chi-Square p-value Chi-Square p-value
No CR 568.67 4.48e−89 726.25 9.44e−121 565.77 1.69e−88 566.71 1.09e−88
Vertical
CR1
1343.76 1.92e−248 1316.92 7.9e−243 1338.67 2.23e−247 1341.42 2.23e−248
Vertical
CR2
1196.02 1.41e−217 1174.87 362e−213 1192.52 7.61e−217 1194.58 2.83e−217
Dihedral
CR
1436.42 7.16e−268 1411.50 1.21e−262 1429.31 2.23e−266 1433.02 3.72e−267
Rain 1290.54 2.63e−237 1236.88 4.26e−237 1280.89 2.72e−235 1285.16 3.50e−236
Humid
No Rain
467.01 4.80e−69 457.44 3.51e−67 464.22 1.67e−68 465.41 9.87e−69
Hot Day 310.75 2.46e−39 318.90 7.77e−41 307.33 1.04e−38 308.27 7.06e−39
Parking
Full
1244.26 1.22e−227 98209.53 0.0 661.44 1.19e−107 23657.61e10 0.0
Parking
Empty
257.45 1.05e−29 1218.27 3.26e−222 246.60 8.57e−28 247.76 5.38e−28
With
Train
352.02 5.27e−47 9127.03 0.0 280.29 8.73e−34 281.75 4.75e−34
















85226.08e5 0.0 48930.99e10 0.0 521.64 9.29e−80 12351.66e10 0.0
With Car
day 1
975.44 8.53e−172 931.99 7.79e−163 968.93 1.88e−170 973.73 1.91e−170
With Car
day 2
427.08 2.67e−61 516.72 8.67e−79 419.35 8.22e−60 420.54 4.85e−60
No Car
day 1
704 3.03e−116 694.84 2.16e−114 697.70 5.72e−115 39635.69e10 0.0
No Car
day 2








199326.03 0.0 11569636.33 0.0 514.14 2.79e−78 567.37 8.13e−89
Rhodes
Memorial
1502.05 1.17e−281 1470.23 5.70e−275 1499.21 4.63e−281 1501.06 1.89e−281
Highland 5339.07e2 0.0 3602.76e4 0.0 503.65 3.23e−76 502.53 5.36e−76
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With this analysis we can reduce the dimensionality of the data and view the
datasets from an angle that provides maximum information. Here we have ob-
served different cluster formation of the datasets due to the changes in locations
and environmental conditions. There are many ways to reduce the dimensional-
ity of the data and calculate the principal components, for this implementation
we have used Singular Value Decomposition (SVD) [30, 31, 107]. The major
goals of PCA are to reduce the dimensionality of the data, extract the important
information and analyse the structure of the data. The calculations for PCA are
shown in [32].
In order to derive the principal components from the data we first need to gen-
erate the SVD equivalent of the dataset A. The input matrix A has J sets of
data explained by K variables, represented by J × K. A has a rank L with
L ≤ min{J,K}, then the SVD of A will be given by Equation 5.20.
A = U∆VT (5.20)
F = U∆ (5.21)
Here, U is 1 × L matrix of left singular vectors, V is K × L matrix of right
singular vectors and ∆ is a diagonal matrix of singular values. The components
for PCA are obtained from the data A using Equation 5.20. The principal
component matrix F of dimension J × L is given by Equation 5.21. To get
the coefficients of the linear combinations which are used to compute the factor
scores the matrix V is used. The matrix can also be interpreted as the projection
matrix because A times V gives the projection values of the observations on the
principal components as:
F = U∆ = U∆VTV = AV . (5.22)
Geometrically the components can also be represented by rotating the original
axes and the matrix A can be interpreted as a product of the factor scores given
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by Equation 5.23 as explained in [32]. Here I is the identity matrix.
A = FVT FTF = ∆2 & VTV = I (5.23)
In order to apply PCA the datasets for each observation are normalized and
stacked together. Upon application of PCA on the empirical data the first two
principal components are plotted to visualize the separation in the clusters.
Figure 5.9: The clusters with different configuration of CR are placed at a dis-
tance of 3 m from the receiver.
The dimensions of the dataset is reduced from 40 to 2 major components and the
relationship between the components are shown here. The clusters are clearly
visible for each data. It can be noted here that taking more components we will
get more information and hence will make scene classification even easier.
Figure 5.9 contains a particular set of captures taken with a CR. At first the
captures are taken by placing the receiver in two different locations without the
presence of any CR in the vicinity of the receiver. Then, a metal plate is placed
near the receiver and data is captured, this acts as CR1, same is repeated with
another metal plate named CR2. Then both the metal plates are placed at right
angle to form a dihedral CR and data is captured for that. Each set of the
captures here forms a different cluster thus proving that the data is not very
correlated and can be separated for classification.
Figure 5.10 contains the clusters of the data captured at a sea beach near the
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Figure 5.10: PCA clusters shown here include the captures taken near a beach,
highland, building and train.
shore. The dataset named beach rock is captured at the shore while placing the
receiver on the top of the rocks at a height of around 10 m from the sea level.
The Jameson stairs dataset was captured at the entrance stairs of a building
approximately 10 m tall, the building is called Jameson hall. Thus the dataset is
named accordingly. The captures taken at a local train station in two different
situations are given by train station no train and train station with train, the
names are self-explanatory. The train station captures were taken by placing the
receiver at a distance of 6 m away from the train tracks. The dataset named
Highland, refers to a location where the captures are taken on the road next to
a small hilly terrain and Rhodes memorial, is a location situated mid way up on
to a mountain in Cape Town.
Figure 5.11 contains the clusters for the captures taken at a bus stop on the cam-
pus of UCT. These captures are taken at two different locations. The university
bus service is known as “Jammie shuttle”, as the name is given. The different
scenarios for this capture are, in the presence of a Jammie approximately 4 m
from the receiver antenna in location 1, 2. Keeping the location of the receiver
same the captures are also taken in the absence of the Jammie.
Figure 5.12 contains the captures taken at a flat parking space when there are
no cars and in the presence of cars. This set also shows the plots for a single car
dataset, where the captures are taken with and without the presence of a car in
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Figure 5.11: Different clusters formed by captures taken near a bus in different
configurations and locations.
Figure 5.12: Clusters of captures taken at an open air parking lot when it is
full/empty and with a car in proximity.
the same location on two different days (one at the morning 8 am and the other
in the evening 6 pm) with different climatic conditions.
Figure 5.13 shows the difference in the clusters at the same location in different
humidity conditions. The three conditions measured here are heavy rain, humid
without rain and a hot day without rain. The receiver is placed at the same
location to take the humidity captures.
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Figure 5.13: PCA of different climatic conditions at a single location. The
conditions include high humidity without rain, heavy rain and hot day with very
low humidity.
5.5 Summary
In this chapter, we have presented details of statistical analysis performed on the
real-time data captured using the GSM-CommSense system. Table 5.1 contains
a list detailing all the dataset analysed in this chapter. The analysis is performed
in three steps.
In the first step of analysis, we plot the histogram of the empirical data and
performed distribution fitting on it. The theoretical distribution used for the
analysis were Rayleigh, Gaussian, log-normal and gamma distributions. These
are well-known distributions and most widely used in the analysis of multipath
data. In order to fit the distribution, we extract the parameters from the em-
pirical data using MLE. The fitted distributions are then plotted on top of the
histogram. On visual analysis of the fitted data, we observed that log-normal
distribution had the most consistent fitting in all of the datasets. Although visual
observation might be misled by the fact that the captured dataset were limited
and the distribution might change when more data was captured.
Thus, we moved to the next step of the analysis. Here we took the empir-
ical/observed data and the fitted/expected data and passed them through a
chi-square goodness-of-fit test. This analysis presented us with a test statis-
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tic and the probability of having this statistic within the expected distribution.
The results from this test proved the visual observation correct that log-normal
distribution had the most consistent fitting in all the datasets. Now that the
distribution of the received data is following a pattern, we decided to visualize
the data clusters.
In order to visualize the data clusters, we reduced the dimensions of the data and
plotted the most prominent view angle. We did this using a well-known clustering
algorithm called PCA. Here, we plotted the first two PCs of the transformed data.
We found out that the data from each scenario was uniquely clustered.
Now that we have performed the statistical analysis on the dataset, the next
step is to capture more data and classifying the data so that a prediction can be







At this point, the GSM-CommSense system is designed and successfully imple-
mented. The system receives the GSM broadcast information and extracts the
channel information using the channel equalization techniques implemented in
GSM system in real-time. The data is then statistically analysed and the vari-
ations due to change in the receiver’s environment are observed. Now, we need
to apply the GSM-CommSense system to detect and classify events of interest.
In this chapter, we implement two well-known supervised learning algorithms,
viz. SVM and MLP, to classify the GSM-CommSense data. The classification
accuracy is compared and the results are discussed. The learning algorithm with
higher classification accuracy is used to detect events occurring across a wall.
4 Based on Abhishek Bhatta, Amit Kumar Mishra and Jan Pidanic, “Classification of Comm-
Sense data using learning algorithms,” in International Conference on Radar Systems, IET,
2017 and Abhishek Bhatta and Amit Kumar Mishra, “GSM–CommSense based through-the-
wall sensing,” in Taylor and Francis Remote Sensing Letter, 9, no. 3 (2017): 248-257.
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6.2 Description of Terminologies in this Chap-
ter
Terminologies used in the rest of the article.
• Event: An event is defined as a general test set-up in which data is captured
and analysed.
• Test Scenario: A particular set-up under an event is defined here as a test
scenario. Each event has multiple test scenarios.
• Set: A set represents data captured for 30 s, which is used for analysis.
Each test scenario has multiple sets.
• Case: A case is used to categorise the particular set used for testing. Each
case uses one set as test data and the other sets as training data.
6.3 Classifier Models
6.3.1 Support vector machine classifier
SVM is a supervised learning algorithm that takes a sample dataset and a prede-
termined kernel function as input, and generates a model for this sample. This
model is then used to categorize the test dataset. The goal of SVM is to design
a hyperplane or a set of hyperplanes in high-dimensional space that classifies
all training vectors into different classes. Out of the multiple hyperplanes that
can achieve the same task, the best choice will be the hyperplane that has the
maximum separation from the nearest element of each class.
Let training data be represented as D = {(xi, yi)|i ∈ Z+, 1 ≤ i ≤ n}, where
xi ∈ Rd is training input points, yi ∈ {1,−1} are training labels, n is the size of
the training data and d is the dimension of input data. In order to maximize the
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geometric margin between two classes and minimize the error, the soft-margin








l(yi, fα(xi)) . (6.1)
Here, α is normal vector to the hyperplane separating the classes, l(.) is a loss
function, C is a regularization parameter weighing the smoothness and errors.
fα(xi) is represented as:
fα(xi) = 〈φ(xi), α〉 . (6.2)
Here, φ(x) : Rd → RF is a function mapping training data points from input
space Rd to a new F−dimensional feature space RF . For large F , the inner
products of feature space can be calculated by a kernel function as shown in
Equation 6.3, such as Radial Basis Function (RBF) as shown in Equation 6.4.
Where x is the training input points and y is the training label.
k(x, y) = 〈φ(x), φ(y)〉 (6.3)
k(x, y) = exp(−||x− y||22/σ2) (6.4)
The representation of SVM shown here is referred from [108].
6.3.2 Multi-layer perceptron classifier
The network topology of a MLP with a single hidden layer is shown in Figure 6.1.
Here, three layers are shown out of which the input and the output layers are
visible to the users, whereas the hidden layer, as the name suggests, stays hidden.
Each layer contains multiple nodes known as neurons. The nodes that are not
a target of a connection are known as input neurons. Each neuron in the input
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layer takes one feature from the input dataset. These features then act as the
















Figure 6.1: One hidden layer MLP classifier
In Figure 6.1, {X1, X2, X3} are the features of the input dataset, which then
becomes the input information for the hidden layer thereby generating a bias
{a1, a2, a3, a4, a5}. The bias of the hidden layer then acts as the input features
of the output layer. During the training period the weights of each neuron is set
by a method called back-propagation. This process is used to adjust the weights
of the input at the output layer.
∆w = ηdX (6.5)
During training, the weights ∆w are set to get a particular output as shown in
Equation 6.5. Here η is the learning rate that is usually less than 1, X is the
input dataset and d = Outputpredicted−Outputdesired. The weight of each neuron
is set individually by specific algorithms, such as gradient descent.
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6.4 Comparison between SVM and MLP as the
classifier Model
6.4.1 Experimental set-up
The different scenarios used to prove the claim of sensing the environment using
the GSM-CommSense system is given below.
6.4.1.1 Environment classification
This scenario consists of four different environmental conditions named “Rain”,
“Medium Rain”, “Humid No Rain” and “Hot Day”. All the captures are taken
with the receiver placed in the same location at different instances of time.
• Rain: This contains captures from a day when it rains heavily outside.
• Medium Rain: This contains captures from the same day as “Rain” cap-
tures but later in the day when the intensity of rain is considerably low.
• Humid No Rain: This contains captures from the day after the “Rain” and
“Medium Rain” captures. This day is very humid and the clouds cover the
region but there is no rain.
• Hot Day: This set of captures contains data from a very hot day without
any humidity.
6.4.1.2 Vehicle detection (Train-Car)
This scenario consists of four different situations with and without the presence
of a train or a car. To obtain one particular dataset the presence or absence of
one vehicle is focused upon.
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• With Train: This set of captures were taken at a train station with the
receiver approximately 6 m from the train when the train was present in
the platform.
• Without Train: This set of captures were taken just after the train left the
station with the receiver at the same location as the “With Train” dataset.
All other parameters were kept constant as far as possible.
• With Car: This set of capture was taken at an empty parking space with
only one car in the direct vicinity of the receiver at about 3 m from the car.
There were no other vehicles present around the receiver upto a distance
of 100 m from the receiver. Although, there was a highway at about 105
m from the receiver in one direction.
• Without Car: This set of captures were taken at the same day and location
as the dataset “With Car”, when the car was not in the 100 m radius of
the receiver.
Multiple sets of each of the above mentioned scenarios are captured for 30 s each
with a gap of 20 s between consecutive sets. Each 30 s dataset contains 4500×40
points. The analysis presented here is performed on two of these sets, using one
set to train the algorithm and the other set to test the prediction accuracy. In
the case of “Environment” 4000×40 points from set one of each condition is used
as training data and 1000 × 40 from capture set two of each condition is used
as test data, thereby a total data used for training is of dimension 16000 × 40
and for testing is of dimension 4000 × 40. In case of “Train-Car” scenario the
training data is made of 4000 × 40 points of set one from each situation and
the test data contains 4000 × 40 points from set two of each situation, in total
making 16000× 40 points for training and 16000× 40 points for testing.
6.4.2 Analysis of data
The data analysed in this section is captured using the GSM-CommSense system.
The received signal is preprocessed to extract the channel impulse response.
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Table 6.1: Confusion matrix showing classification of “Train-Car” dataset com-
paring SVM and MLP. Here the individual separation of a train and a car data
is not great, but a general separation of vehicle and no vehicle is clearly visible.
Predicted
Label
SVM (in %) MLP (in %)
With
Train
58.95 38.40 1.00 1.65 55.30 41.775 0.675 2.25
With Car 57.075 37.575 1.85 3.50 53.975 38.95 1.70 5.375
Without
Train
2.725 2.525 73.15 21.00 4.875 2.20 63.10 29.825
Without
Car
















The channel estimation algorithm implemented in the GSM-CommSense system
extracts 40 multipath channel state information from each frame of received
signal. With the assumption that each of the multipath channel state information
consists of a specific feature, is defined that the captured dataset consists of 40
features per frame.
The captured data is passed through SVM and MLP classifiers and the results
are presented here. The kernel used for SVM classifier is RBF and the MLP has
two hidden layers containing 10 neurons each. In case of MLP the layers and
its size is chosen after performing multiple tests with different configuration and
the one with optimum results are presented here.
Table 6.1 contain the confusion matrices for the classification between a presence
and absence of a train or a car in the vicinity of the receiver. Although the train
and car cannot be distinguished from the confusion matrix presented here, a
general separation between the presence and absence of a vehicle is visible. The
prediction of train is better than that of the car, mostly because the train is
larger and reflects back stronger signal.
The MLP classifier provides a slightly poor classification between the train and
a car, although even in this case the difference between the presence and absence
of a vehicle is clear. In both the cases presented in Table 6.1 the prediction
percentage of a car is lower and mixed with the features of the train, as both the
observed objects have metallic surfaces having common features.
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Table 6.2: Confusion matrix showing classification of “Environment” dataset




SVM (in %) MLP (in %)
Heavy
Rain
53.90 38.60 7.50 0.00 53.00 43.40 3.30 0.30
Medium
Rain
22.80 76.50 0.70 0.00 11.20 88.60 0.20 0.00
Humid
No Rain
16.40 0.60 72.00 11.00 13.10 2.10 72.60 12.20
















Table 6.2 contains the confusion matrices to classify different environmental con-
ditions as mentioned above. Predictions from the SVM and MLP classifier are
shown here. In the SVM classifier, the clear separation between rain and no rain
conditions is visible. There is some ambiguity between the medium rain and
heavy rain conditions but that is expected as the water droplets having similar
features. In case of MLP the prediction of hot day is mixed up with the pre-
diction of humid no rain day. Although a similar prediction pattern is visible
in SVM classification but the difference is almost double. It is observable that
both the algorithms show ambiguity between the “Rain” and “Medium Rain”
conditions which as explained above is due to the properties of water droplets.
Table 6.3: Simulation parameters.
Train-Car Dataset Environment Dataset
SVM MLP SVM MLP
Error Rate (in %) 48.79 51.86 33.05 33.95
kernel RBF - RBF -
hidden layer size - (10, 10) - (10, 10)
The confusion matrices show details of the prediction errors and Table 6.3 con-
tains the simulation parameters used to perform the analysis presented here
and the error rate. The definition of error rate used here, for a particular set
of output prediction, does not match the true value. This is calculated by
error(in %) = 100
N
∑
(predicted − true) , where N is the total number of er-
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rors. The overall percentage of error in each of the algorithms for each scenario
is not good. This is because the algorithms are predicting certain aspects of the
scenario such as in “Train-Car” scenario it can separate the situation of presence
and absence of vehicles and in “Environment” scenario it can separate rain and
no rain conditions better than the others.
6.5 Through-the-wall Sensing Using SVM
6.5.1 Experimental set-up
The objective in the current work is to demonstrate the ability of the GSM-
CommSense system to sense events across a brick wall of thickness 222 mm.
There are in total two distinct events analysed in this work as described below.
(a) Presence (in motion/stationary) and absence of a person in ‘Room 2’ with
the receiver placed in ‘Room 1’
(b) Presence of two persons in ‘Room 2’ one of whom is carrying a weapon
with the receiver placed in ‘Room 1’.
The test is performed in a house with the layout as shown in Figure 6.2. The
separations show different rooms in the house and the dotted lines are the location
of the doors. The weapons used for the purpose of this test are toy gun and a
knife covered with aluminium foil to increase the RCS. The weapons are shown
in Figure 6.3. The aluminium foil is placed as the toy weapons are made of
plastic and the idea is to mimic metallic concealed weapons. All the datasets
of event (a) are captured within the duration of an hour keeping the external
parameters such as location of the objects within the room, temperature of the
room, etc., constant for the duration of the test. The experiments for event (b)
were conducted on a different day from event (a). This test is also performed
within the duration of an hour and the external parameters, as mentioned above,
are kept constant for the duration of the test.
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Room 1 Room 2
Figure 6.2: Layout of the experimental set-up.
Figure 6.3: Plastic toy weapons covered with aluminium foil to increase the
reflectivity is used for testing.
The receiver is placed in ‘Room 1’ at a distance of 1 m from the wall and at a
height of 1.12 m from the floor. The different test scenarios are described below.
6.5.2 Scenarios for event (a)
6.5.2.1 Person stationary
Person is standing in ‘Room 2’ at a distance of 3 m from the wall. Three sets of
data are captured and analysed for this scenario. Each set contains data received
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and sampled for a 30 s interval with a break of 20 s in between consecutive sets.
This time interval is chosen to create statistical rigour to the received data along
with enough samples per set to train the system.
6.5.2.2 No person
In this scenario there is no person in ‘Room 2’ maintaining all the other param-
eters of the test. This scenario also contains the same amount of datasets with
the same duration as the previous case.
6.5.2.3 Person moving
In this scenario the person is walking in a loop in ‘Room 2’ at a distance of
approximately 3 m from the wall, as shown in Figure 6.2 for the entire duration
of the test. This scenario also contains same amount of datasets as in the other
two test cases.
6.5.3 Scenarios for event (b)
6.5.3.1 Concealed weapon
There are two persons in ‘Room 2’, one of them concealing a weapon under the
jacket and the other is not carrying a weapon. Location of the person concealing
the weapon is 3 m from the brick wall and the location of the second person is
randomized in the room, keeping their random position fixed for each capture.
Each set is captured in the same way as the person-stationary scenario defined
above.
6.5.3.2 No weapon
In this scenario there are two persons in ‘Room 2’ neither of them carrying
weapon. Location of person-1 is still at 3 m from the wall and person-2 is ran-
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domly located in the room remaining stationary for the duration of the capture.
6.5.3.3 Visible weapon
This scenario is similar to the concealed-weapon scenario but the only difference
is that the weapons are visible and not concealed under jacket.
6.5.4 Analysis of data
Real-time data is captured using the GSM-CommSense system for each of the
scenarios defined above. The wireless GSM signal is received and digitally sam-
pled using an analogue-to-digital converter. The channel information is extracted
from these samples and saved into a binary file for further analysis.
The analysis is performed in two steps, first the data is passed through PCA [32]
to check if it contains any visually separable information. The limitations of this
method is that we can only visually separate the information in three dimensions.
This limits the percentage of information available for observation. Therefore,
a supervised learning algorithm, SVM [109, 110] is used to predict each of the
cases based on learning from the others. The major limitation of SVM is that it
can only predict an outcome for an event that has been trained on, so for each
new scenario the algorithm has to be trained separately. Each of these analysis
is performed directly on the dataset captured by the GSM-CommSense system.
6.5.4.1 Results
Details of the datasets used in SVM for the purpose of training and testing is
given in Table 6.4. After careful consideration and rigorous testing by varying
the SVM parameters the penalty parameter is set to 1.0, a linear kernel is used
and, the influence of the training example, given by γ, is set to 0.025 for event
(a) and 0.0208 for event (b) to yield the best results. In case of event (a) there
are in total 39000× 40 data points used for training and 12000× 40 data points
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used for test. The training dataset is evenly distributed into the three scenarios
defined above with 13000× 40 points for each scenario. Since two sets are used
for training, each set consists of 6500 × 40 points. In the case of event (b) the
number of sample points from each frame changes from 40 to 48 thus in total
39000×48 data points are used for training and 12000×48 data points are used as
test dataset. The additional 8 points per dataset create a noticeable difference in
the prediction accuracy. The test dataset is evenly distributed among the three
scenario and there are 4000×40 points in event (a) and 4000×48 points in event
(b) per scenario.
Table 6.4: Description of the test set and training set to generate Table 6.5 and
6.6 along with the number of data points are used for training and testing. Each
of the data point contains 39000 samples as training data and 12000 samples
as test data captured in time with each sample containing 40 or 48 features
depending on the case.
Case #
Training Test Set
Set # Data Points Set # Data Points
Case 1 Set 2a and 3a 39000× 40 Set 1a 12000× 40
Case 2 Set 1a and 3a 39000× 40 Set 2a 12000× 40
Case 3 Set 1a and 2a 39000× 40 Set 3a 12000× 40
Case 4 Set 2b and 3b 39000× 48 Set 1b 12000× 48
Case 5 Set 1b and 3b 39000× 48 Set 2b 12000× 48
Case 6 Set 1b and 2b 39000× 48 Set 3b 12000× 48
Table 6.5 contains the prediction output for event (a). The datasets captured for
this event is represented by set 1a, 2a and 3a in Table 6.4. The prediction results
are shown in terms of percentage of correct classification. In case 1, set 1a is
used as test set when the classifier is trained using sets 2a and 3a. Similarly, in
case 2, set 2a is used as test set when the classifier is trained using sets 1a and
3a. Similarly, in case 3, set 3a is used as test set when the classifier is trained
using sets 1a and 2a. Since the number of datasets used for training and testing
in each of the cases is the same, the average correct classification is calculated
by summing the correct classification for each set and dividing by three. The
results show that the lowest classification occurs (77.458%) in the scenario where
no person is present in the room. Although, the difference in prediction is not
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Table 6.5: Confusion matrix for detection of a person through a brick wall. The
average correct classification provides an overview of the prediction output.
Predicted
Label
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Table 6.6: Confusion matrix for detection of a person carrying weapon through
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Visible
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by a huge amount it can be explained by the fact that the reflections from a
person’s clothing might have similar features as the reflections from the curtains
or the bed which the algorithm might be confusing as features of a person. Since
there are only 40 feature points per frame, all the details are not captured and
some similar features can confuse the algorithm to give ambiguous results.
Table 6.6 contains the prediction output for event (b). The datasets captured
for this event are represented by set 1b, 2b and 3b in Table 6.4. The number
of correct classifications in percentage for each case is shown in Table 6.6. In
case 4, set 1b is used as test data when the classifier is trained using sets 2b
and 3b. Similarly, in case 5, set 2b is used as test data when the classifier is
trained using sets 1b and 3b. Finally, in case 6, set 3b is used as test data
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when the classifier is trained using sets 1b and 2b. The number of feature points
for this test scenario is 48 per frame and that shows a significant improvement
in the prediction percentage. The scenario with the minimum average correct
prediction percentage is the scenario with a concealed weapon (95.208%).
6.6 Summary
In this chapter, we presented a comparison between two supervised learning algo-
rithms named SVM and MLP. The algorithms were used to detect two separate
scenarios, environment classification to differentiate between different humidity
conditions and vehicle detection. Both the algorithms classified the environment
data with relatively high accuracy but the performance of SVM was better among
the two. In the vehicle detection the classification of individual vehicle, a train
or a car, was not clearly separable. Although if the classification accuracy was
analysed in detection of the presence or absence of a particular vehicle, SVM
outperformed MLP. Therefore, in both scenarios SVM had a better prediction
accuracy.
Due to the accuracy of SVM, we decided to use it for detection of events occurring
across a wall. The scenarios had been explained in detail and the classification
accuracy had been presented. Since in this case we wanted to check the average
accuracy of the classification, we decided to run the test on three sets of data each
and calculated the average of the correct classifications. The results encouraging
as a minimum average classification result obtained for detection of a person
across a wall was 77.458% and in the case of detection of a person carrying a
weapon across a wall was 95.208%.
The detailed analysis of the results had been presented thereby showing definitive




In this thesis, we introduced a novel architecture to sense the environment using
the information within the telecommunication data-frames. We designed a sys-
tem based on the proposed architecture and called it GSM-CommSense. We then
used the system to capture data in real-time and performed statistical analysis
on that data. We also explored some possible applications of the system and
tested the performance in real world conditions.
In the following, we summarise the key contributions of our work and then,
discuss some possible directions for future work.
7.1 Key Contributions
The scope of our work is as follows.
• After introducing the basic concepts related of GSM, SDR and commensal
radars in Chapter 2, we designed some analytical tools necessary to under-
stand the feasibility of the system in Chapter 3. Here, we performed the
link budget analysis, calculated and simulated the ambiguity function and
CRLB for a two path received signal model.
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• In Chapter 4, we presented details for implementation of the GSM-CommSense
system.
• In Chapter 5, we performed statistical analysis on the data captured by
the GSM-CommSense system. We obtained encouraging results in distin-
guishing between different environmentat conditions.
• We then moved towards classification of the data using different learn-
ing algorithms, called SVM and MLP. We presented the comparison re-
sults between the two algorithms and explored an application of the GSM-
CommSense system in Chapter 6.
Key contributions can be summarised as follows.
We started with a hypothesis that GSM based channel equalization modules and
algorithms can be used to design and implement a commensal radar system to
monitor the environment in real-time. In the quest to prove the hypothesis, we
designed a set of analytical tools. Beginning with the link budget analysis, we
performed all the power related calculations for the system, including the gains
and losses. This, gave us an initial idea of feasibility of the system.
With this information we moved forward to calculate and simulate the ambiguity
function for a two path ground reflection receive signal model. With the ambigu-
ity function we analysed the effects of the scattered path signal on the received
data in the presence of direct path information. Here, we also studied the ef-
fects of different transmit signal types along with different modulation schemes.
We observed that the differences in the ambiguity function pattern, due to the
scattered signal, were observable irrespective of the transmit signal type.
We then performed the CRLB calculations and simulations for the two path
ground reflection receive signal model. We calculated the minimum variance of
the time delay for the scattered path in the presence of direct path information.
We observed that the minimum variance of time delay for the scattered path was
dependent only on the scattered path parameters regardless of the presence of
direct path. Then, we plotted the CRLB with respect to the distance of the point
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of reflection from the receiver. We found the minimum variance of the order of
10−9 µs, it was because during the calculations, we considered idealistic scenario,
and we believed in the real world, the value obtained would be measurable by
available SDR hardware.
Having these analytical tools, we started designing the GSM-CommSense system.
The initial design was made to be able to capture real world GSM base station
broadcast signals. During the design phase, we tested multiple SDR hardware
available in the market and found the BladeRF to be the best suited for this
implementation. In the preliminary proof of concept design, we used a laptop to
process the captured data and extracted the estimated channel values from the
GSM frames. We used the least square estimation algorithm to perform channel
estimation. Here, we presented the algorithm pseudocode that was finally imple-
mented on the system. We captured data using this initial system and observed
the change in the estimated channel values when the environmental condition
changed.
Upon getting some initial positive results from the system we decided to build a
hand-held system that could be carried to remote locations in order to capture
more data. To build such a system, we decided to use a Raspberry Pi 3 as the
processing device along with the BladeRF as the receiver. The software used
for this final implementation was GNU Radio, which is an open source, free,
software development tool-kit that provides signal processing blocks for SDR
implementations. The final hand-held system was built to capture the GSM
frames and extracted the channel information using the training sequence. Then,
the estimated channel values were time-stamped and sent through Wi-Fi to a
post processing device. If a post processing device was not attached, a provision
was made to save the data on the Raspberry Pi memory card.
After capturing data from multiple locations, we performed statistical analysis
on it to check the separability of the captured information. Here, we started
with plotting the histogram of the empirical data on fitting it with known distri-
butions. We observed, visually using the plots, that log-normal distribution had
the most consistent fit on the data. To validate our observation, we performed
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the chi-square goodness-of-fit test on the empirical and estimated distributions.
This provided us with certainty that the best fit distribution for all the data
analysed was log-normal distribution.
Next, we moved towards checking how clustered the captured data is for different
environmental conditions. We performed PCA to find the best visualisation angle
for the data. Here, we observed that the differences in the clusters for the first
two PCs were clearly observable for data from different environmental conditions.
At this point, we were certain that our original hypothesis was validated.
The validation of the hypothesis, gave us an opportunity for finding new appli-
cations of this newly formed system. We decided to explore some well-known
machine learning algorithms to identify different environmental conditions. At
this point, we realised that the system is extremely under-determined as the
amount of channel information extracted per frame was not nearly enough to get
a proper map of the environment. Then we decided to utilise a framework that
was based on determining a particular event, we named it ASIN. With ASIN,
we could train the GSM-CommSense system to detect a particular event and
trigger an alarm based on that information. With this framework, we tested two
widely accepted supervised learning algorithms, SVM and MLP. We found that
SVM provided better prediction accuracy as compared to MLP in the available
processing hardware. Thus, we decided to use SVM for further applications.
We used this final system for through-the-wall sensing application. Two different
events were created to test the performance of the system as follows.
• Event (a): Detection of a person (stationary/ in motion) across a wall.
• Event (b): Detection of a person carrying a concealed weapon across a
wall.
We found some encouraging results with minimum prediction accuracy for event
(a) as 77.458% and for event (b) as 95.208%. We concluded that the change in
performance result was mainly due to the high RCS of the concealed weapon.
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All the source code used for the implementation of GSM-CommSense is avail-
able at [111]. The name of the repositories related to GSM-CommSense are
“GSM CE”, “gr-gsm-CE”, “Statistical Analysis” and “gr-SVM”.
7.2 Future Work
In this thesis, we designed a commensal radar system and checked its performance
for a particular application. Further investigation of the system is necessary
before it can be deployed in the real world. A list of suggestions for future
research is provided hereafter.
• There is a need to define resolution for the system, as any current definition
of resolution in the context of radar systems is not applicable for this
system.
• At this point, the system consists of a single node. The changes in the
performance of the system with addition of nodes can be investigated.
• The system is inherently incoherent, where any two receivers cannot be
synchronized. Different possibilities will be explored to increase the de-
tection capabilities. Also, if necessary, ways to make the system coherent
could also be explored.
• This system is currently defined for GSM systems, it will be interesting to
observe the behaviour of the system when operating under different com-
munication protocols such as Long-term Evolution (LTE), DVB-T, etc..
• Some potential applications of the current system, that can be studied are:
– Crop monitoring, such as soil moisture, temperature differences, de-
tection of pests, etc..
– Seismic data analysis, such as effect of earthquake in individual build-
ing.
– To provide an aid for the visually impaired or elderly people.
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– Monitoring biological diversity within a region.
• Adding element of perception to the system can be a way to upgrade this
system, where, it can detect an event on its own, without prior information.
A system that can be called Cognitive-CommSense.
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Appendix A
Details about the modulation
scheme used in GSM system
A.1 Gaussian Minimum Shift Key Modulation
GMSK is a modulation scheme used in various digital communication systems
[112]. It is most widely used in GSM cellular technology to carry information. It
carries the digitally modulated signal through a channel while using the spectrum
efficiently. GMSK is a derivative of Minimum Shift Key (MSK) modulation














Figure A.1: GMSK Modulator
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Figure A.1 contains the block diagram of a GMSK modulation performed in the
GSM technology. As shown here, a non-return-to-zero (NRZ) sequence is passed


















g(t) = Gaussian Impulse Response
Q(t) = Q-function
T = Time Period (bit duration)
B = Bandwidth








2 dτ . (A.2)
The response of a Gaussian filter is shown in Figure A.2.
Figure A.2: Gaussian Filter Response
After passing the signal through a Gaussian filter, I and Q components are
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separated out. These I and Q components are then multiplied by a carrier
frequency as shown in A.1. The modulated signals are combined together and
transmitted through a channel. In this case the medium of transfer is air, hence
it is referred to as wireless channel.
A.2 Wireless Channel
As a signal travels through a medium, it is effected by information about the
channel, which is generally referred to as impairments by telecommunication
systems. A wireless channel is usually described as a filter with an impulse









Figure A.3: Channel Model
For the purpose of this simulation, we assume the channel behaves as a 5th
order Finite Impulse Response (FIR) filter with AWGN. We have chosen the
coefficients of the channel FIR filter, also known as CIR, from [113]. An OSR,
η = 1, is chosen for simplicity. The CIR is shown in Table A.1
Table A.1: Coefficients of CIR h(t), for GMSK with Time Bandwidth product
(BT)=0.3
η h0,0 h0,1 h0,2 h0,3 h0,4
1 0.0007 0.2605 0.9268 0.2605 0.0007
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A.3 Gaussian Minimum Shift Key Demodula-
tion
A signal that travels through a wireless channel is received by a receiver. The
received signal is represented as a convolution of the transmit signal and the
channel noise, in this case AWGN as:
y(t) = x(t) ∗ h(t) + n , (A.3)
where:
y(t) = Received signal
x(t) = Transmitted signal
h(t) = Channel impairments
n = AWGN
The channel impairments are removed by a method called channel equalization.
The process of channel equalization is explained in detail in Chapter 4. After
the channel equalization is performed, the signal is passed through a GMSK
















Figure A.4: GMSK Demodulator
After splitting the signal into its I and Q components and passing through a
matched filter, the phase of the signal is equal to arctan(I/Q). Then finally the





The signal strength can be transmitted by a transmitter antenna. So that the
received signal can be analysed and processed without any loss of information
known as the transmit power. This value at the base station side depends on
the required area or ‘cell’ to be covered. Typically, the transmit power from an
outdoor base station ranges from a few Watts to 100 Watts, while for indoor
base station is lower.
When looking at the mobile phones, its functionality is a bit different from
the base station. It searches for the nearest base station and latches to it by
responding to specific control signals at regular intervals of time. This is done
in such a way that the power consumption of the phone is optimized keeping a
good call quality. Typically, the power levels emitted by a mobile phone is 0.6
Watts up to the maximum level which is less than 3 Watts.
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B.2 Directivity of Antenna
The simplest form of an antenna is the antenna that radiates in all directions uni-
formly known as isotropic antenna [114]. Irrespective of the transmitted power,
the radio wave intensity decreases rapidly as it travels away from the antenna. In
free space the intensity of the signal decreases at a rate of square of the distance
travelled by it. In real-time it decreases much more quickly because of the pres-
ence of various obstacles in its path. Directivity of an antenna is the measure of
how directional an antenna is. The directivity of an isotropic antenna is given
as 1 (or 0 dB)
B.3 Free Space Loss or Path Loss
It is based on a very trivial concept that the intensity of a signal decreases with
the distance travelled. Understanding path loss of an isotropic radiator will give
an insight to the concept. Imagine a point source which radiates in all directions
equally, making the radiation pattern as a sphere. As the distance from the
source increases the surface area of the radiation also increases, which means
the finite amount of energy radiated by the isotropic source will be spread on a
larger surface area. Thus, at any given point on the surface the strength of the
signal will be less than the point before that.
If we visualize a radiation pattern as shown in Figure B.1, we can write the power







Since the cone of radiation increases with distance, while the area of cone’s base
intercepted by the received antenna decreases with the frequency, we can infer
that the path loss is both a factor of distance and the frequency of operation.
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Figure B.1: Isotropic antenna radiation.
Thus, a simplified formula for free space path loss is derived as:
Free Space Path Loss (dB) = 32.44 + 20log10(f) + 20log10(D) . (B.2)
Here, f represents frequency of the signal in MHz, D is the distance between the
transmitter and the receiver in km.
B.4 Range
Range can be defined as the maximum distance that a signal can travel with
the desired signal strength. As a signal travels through free space, its power
dissipates as a function of range. This effect occurs because of the spreading of







Here, range is given by L, D is the distance between receiver and transmitter, λ
is free space wavelength calculated as
c
f
. The speed of light is given by c and is
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approximately (3 ∗ 108m/s). f is frequency in Hz.
Equation B.3 is for the line of sight propagation, as losses due to other obstruc-
tions such as buildings, walls or indoor propagation can be significantly higher.
B.5 Bit Rate
It is the rate at which data transfers in a communication system. The upper limit
of bit rate is given by Shannon’s channel capacity theorem and is calculated as:
C = B ∗ log2(1 + S/N) (B.4)
Here, C is the channel capacity measured in bits/s, B is the channel bandwidth
measured in Hz, S is the signal strength in Watts and N is the noise power in
Watts.
LTE theoretically has a net bit rate capacity of 100 Mbps downlink and 50 Mbps
uplink if a 20 MHz channel is used and more if Multiple Input Multiple Output
(MIMO) is used. The symbol rate varies with respect to the modulation scheme
used. In case of downlink it is possible to select three types of modulation for
LTE signals:
1. QPSK 2 bits per symbol
2. 16QAM 4 bits per symbol
3. 64QAM 6 bits per symbol
Each 15 kHz subcarrier in LTE is capable of transmitting 15 ksps, providing a
raw symbol rate of 18 Msps at its 20 MHz system bandwidth (1200 subcarriers,
18 MHz) [115] [116].
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B.6 Bandwidth and Resource Blocks
In the case of LTE it uses multiple bandwidths depending on the requirement of
the users and the number of resource blocks used also vary with the bandwidth[117].
The relation is:
Channel Bandwidth (MHz) 1.4 3 5 10 15 20
Number of Resource blocks 6 15 25 50 75 100
B.7 Channel Noise
For all communication systems, channel noise depends on the bandwidth. All
object that has heat emit RF signals in terms of random noise. The amount of
radiation emitted can be calculated by
N = kTB (B.5)
Here, N is the noise power in Watts, K is the Boltzmann Constant (1.38 ∗
10−23J/K). The system temperature represented by T is usually assumed to be
at 290 K and the channel bandwidth is given by B measured in Hz.
B.8 Receiver Noise
• Noise picked up by antenna: The antenna will pick up many signals other
than the desired signal which can be termed as noise because it is un-
wanted in our case. Some examples of these types of noises are wireless
communication noise, switching noise, etc..
• Noise generated by the receiver: The receiver has many devices which are
capable of generating noises such as amplifier, filter, detector, etc..
• Noise power: it is similar to channel noise in the form of calculation, this




Receiver sensitivity is defined as the minimum signal strength required by the
receiver to meet the Bit Error Rate (BER) requirement [118].
Example of reference sensitivity: −102 dBm for GSM, −117 dBm for Wideband
Code Division Multiple Access (WCDMA).
B.10 Signal to Noise Ratio
It is basically the power difference between the received signal and the received
noise. Normally it is calculated by:
SNR (dBm) = Received signal power (dBm)− Received noise power (dBm)
(B.6)
B.11 Gains
Transmitting antenna gain increases mainly by the focus of the transmitted power
in a particular direction [119]. The receiver antenna gain depends on the ability
of the receiver antenna to capture signals at particular directions as compared to
others. Some other types of gains can also affect the signal such as using some
specific type of algorithms that will reduce the SNR required by the receiver.
The antenna gain is mainly dependent on the design of the antenna.
B.12 Losses
There are many types of losses in a communication system and these have to be
anticipated in order to design a working system some of them are
139
B.12. LOSSES
• Transmission Loss: This includes the losses due to any impedance mis-
matches between the transmitter and the antenna or any loss occurring
due to cabling issues.
• Propagation Loss: When a signal travels through a medium for some dis-
tance it encounters losses because it radiates out some energy for travelling
a certain distance.
• Shadowing/Fading Loss: Shadowing occurs if an obstacle comes in between
the transmitter and the receiver such as a hill. Due to the movement of
both/either of the transmitter and receiver if signal power is lost it is termed
as slow fading
• Reception Loss: It is generally due to the losses in cabling and other factors
at the receiver. Typically, a mobile receiver does not have any cabling
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