This paper reports work done during an internship at the LHCb experiment at CERN. The task was to implement a Metropolis algorithm as a minimizer for negative log likelihood (nnl) fits into the ROOT Data analysis framework. The Metropolis algorithm is based on a MCMC which w.r.t. previously broadly used algorithm called Minuit can easily be scaled to multidimensional parameter space. Moreover, such kind of algorithms can easily be parallelized.
Monte Carlo Markov Chain (MCMC)

Introduction
A Markov Chain is a sequence of random events X 1 , X 2 , . . . , where the conditional distribution of X n+1 depends only on X n . The space where the X i take values is called the state space of the Markov chain, written x 1 , . . . , x n . If the conditional distribution is independent of n, the Markov Chain has stationary transition probabilities. The joint distribution of a Markov chain is determined by:
-The marginal distribution of X 1 called the initial distribution; -The conditional distribution of X n+1 called the transition distribution.
If the state space is finite, then the initial distribution can be associated with a vector λ = (λ 1 , . . . , λ n ) defined by the following probability Pr:
The transition probabilities can be written in terms of P matrices, whose elements p ij are defined by
that only holds if the state space is finite. Most Markov chains of interest in MCMC have an uncountable state space. The initial distribution then becomes an unconditional distribution and the transition probability distribution a conditional probability distribution.
Theory
Suppose one wishes to calculate the expectation value
where g is a real-valued function on the state space. Often there is no exact method that can compute the expectation value. Suppose it is possible to simulate X 1 , X 2 , . . . independent identically distributed having the same distribution as X. Let us define an estimator
Introducing the notation Y i = g(X i ), the Y i are independent identically distributed with mean µ and variance
Theμ n is the sample mean of the Y i and according to the Central Limit Theoremμ
1.3. Implementation
The most basic implementation of a Markov Chain Monte Carlo program follows the basic idea:
It is important that x is the entire state of the program. If for example the movement of a particle is simulated, one could apply random changes to the velocity vector at each time step, but if sometimes the changes are not random, the process is not a Markov any more and all the mathematical formalism described in Sec. 1 does not hold any more. The state where random changes are applied to x is called an update mechanism. This report focuses on update mechanisms that preserve a specified distribution. That means the distribution before the update is the same after the update. From that, one can construct the Markov chains to sample that distribution. An update mechanism is called elementary, when the mechanism is not made up of parts. Since there is not much structure in Algorithm 1, most simulation can be fit into this format.
Metropolis-Hastings
Suppose that the specified distribution has unnormalized density h. This means that h is a positive constant multiplied by a probability density. Therefore, h is a non-negative function that integrates (for continuous states) or sums (for discrete states) to a value that is finite and non-zero. The Metropolis-Hastings update does the following: -The current state x is proposed to move to y with a conditional probability density given x denoted as q(x, ·) ;
-Calculate the Hastings ratio
-Accept the proposed, move to y with the probability a(x, y) = min(1, r(x, y)) .
The Hastings ratio (Eq. (8)) is undefined if h(x) = 0, thus one has to ensure that h(x) > 0 in the initial state. If h(y) = 0, there is no problem since r(x, y) also becomes zero and the probability to accept y just becomes zero. Note that the proposed y must satisfy q(x, y) > 0 because q(x, ·) is the conditional density of y given x. Hence h(x) > 0, the denominator of the Hastings ratio is always non-zero and well-defined. The numerator does not have to be non-zero, because if h(y) = 0, then y is an impossible value of the desired distribution, and if q(y, x) = 0, then x is an impossible proposal when y is the current state.
At this point, it is important to stress out that these properties are very fortunate since the Metropolis-Hastings update automatically does the right thing, almost surely rejecting such proposals. Therefore, it is not necessary to ensure that the proposals have to be possible values of the desired distribution. The only thing necessary is to assure that the unnormalized density function h works with every proposal and gives h(y) = 0 if y is an impossible proposal.
RooMCMarkovChain
This section focuses on the technical part of the implementation of the RooMCMarkovChain class into the ROOT data analysis framework. RooMCMarkovChain is variation of the RooMinuit class, which is part of the Roofit environment. It is made transparent to the user, in other words, the user can use the RooMCMarkovChain class as he did the RooMinuit class. The task of both is to fit a probability density function (pdf) to data. That is achieved by minimizing the negative log-likelihood function. RooMCMarkovChain uses a Metropolis-Hastings algorithm. As explained in Sec. 1.3.2, the MetropolisHastings is a Monte Carlo updater. In the following, it will be explained how RooMinuit uses this principle to minimize a negative log-likelihood function.
In the RooMCMarkovChain class, an event is a point on the nll. In the next step, a point in the vicinity of the current point is chosen as a proposal. The Hastings ratio (Eq. (8)) is the probability for this proposed point to be part of the Markov Chain or not. Here, the Hastings ratio is directly proportional to the difference between the nnl values of the current and the proposed point, while there is a higher probability for negative differences than for positive ones. It follows that the chain will end up in a minimum. After finding the minimum, it starts oscillating around it, that provides a good scan of the vicinity around the minimum. This scan is used to calculate an estimate on the errors of the parameters of interest. The exact description of the algorithm used can be found in [1] .
The following subsections are meant as a code documentation, therefore, all the functions of the RooMCMarkovChain class are well-described and an example of their output is given. All examples are taken from a fit to 1000 simulated data points of a double "gaus" with this pdf
where µ 1 = 4, σ 1 = 1, µ 2 = −2, σ 2 = 1.5 and the fraction f = 0.5. 
mcmc
The RooMCMarkovChain::mcmc(int npoints, int cutoff, string errorstrategy) function does the main work of the class. It performs the MCMC to find the minimum. On the way, it saves all the accepted points. The value "npoints" is an integer, which declares the total number of accepted points the chain will have at the end. The value "cutoff" is an integer, which declares after how many points the cutoff is performed. Cutoff means that the points at the beginning of the chain until the cutoff are not included into the error calculation. That reduces the variance on the fitting parameters significantly. Moreover, one can choose between two errorstrategies: "gaus" assumes symmetric errors, while "interval" assumes non-Gaussian errors. The results of the fit are displayed in the terminal as shown in Fig. 2 . 
getProfile
The RooMCMarkovChain::getProfile(string name, bool cutoff) function returns a profile of the nll for a certain parameter, which can be called by name. It does so by creating a TGraph and plots all the nll values of the walk in respect to the parameter. Moreover, it is possible to include or exclude the cutoff points. An example is given in Fig. 3 Fig. 3 . Profile of the nll for the mean of the second Gaussian including the cutoff points. As one can see, the walk starts at −17 then finds a local minimum at the nll value of 2600, and then jumps out of it to find the global minimum at the true value of 4 for the mean of the second Gaussian.
getWalkDis
The RooMCMarkovChain::getWalkDis(string name, bool cutoff) function returns a TMultigraph pointer of the walk distribution of a parameter, which is called by name. It does so by creating two TGraphs: one with the points which had been cutoff and one with the included points. Besides, it adds a dotted line where the cutoff has been set. An example is given in Fig. 4 . 
getWalkDisHis
The RooMCMarkovChain::getWalkDisHis(string name, int nbinsx, bool cutoff) returns a TH1F pointer with a histogram of the walk for a certain parameter, called by name. The number of bins for the histogram can be set by nbinsx. Cutoff points can be included or not. It does so by just adding all the points of the walk to a histogram. The main purpose is to look at the distribution of the points. This function is also used to calculate the symmetric errors of the parameter. An example is given in Fig. 5 . 
getCornerPlot
The RooMCMarkovChain::getCornerPlot(string name1, string name2, int nbinsx, int nbinsy, bool cutoff) function returns a TH2D pointer with a 2D histogram of two parameters, called by name1 and name2. The number of bins for the name1 parameter are set by nbinsx and for name2 by nbinsy. It does so just by adding all the points of the two parameters in a TH2D histogram. As always, the cutoff can be turned on or off. This plot could, for example, be used to look for correlations. An example is given in Fig. 6 . 
saveCornerPlotAs
The RooMCMarkovChain::saveCornerPlotAs(string picname) is the most complex function of the RooMCMarkovChain class. It creates a histogram of every parameter with getWalkDisHis and a corner plot with every pair of parameters. It can be used to see any correlations between the parameters. The histograms can be used to see graphically if a parameter has an asymmertric error or if it has a Gaussian distribution. Picname defines the name of the output file. An example is given in Fig. 7 . 
