Abstract-The paper presents unsupervised method for word detection in recorded spoken language signal. The method is based on examining signal similarity of two analyzed media description: registered voice and a word (textual query) synthesized by using Text-to-Speech tools. The descriptions of media were given by a sequence of Mel-Frequency Cepstral Coefficients or Human-Factor Cepstral Coefficients. Dynamic Time Warping algorithm has been applied to provide time alignment of the given media description. The detection involved classification method based on cost function, calculated upon signal similarity and alignment path. Potential false matches were eliminated in the algorithm by comparing costs of the path subsequences to a threshold value. The results of the work could provide incentives to build affordable commercial or non-commercial solutions for specific and multilingual applications.
I. INTRODUCTION
URRENTLY one can observe increasing use of methods and techniques of digital processing of sound information for simple daily tasks. Many of these methods and techniques have been implemented in various types of mobile devices, having as a matter of principle, relatively small memory resources and being not efficient enough to fulfill their requirements to full extent. Two common tasks in this field are connected with speech recognition and speech synthesis. Due to the limited resources two models, especially in recognition, are being observed: low quality local processing for specific usage, high quality remote (Internet service-oriented) processing 1 for wider usage. Regarding the described trend, in this paper the combination of both approaches were being adopted to word detection in recorded speech task.
Word detection relates to problem of searching for a given word in a speech medium (container or stream). In 1 See: www.nuancehealthcaredeveloper.com, as an example of speech recognition/synthesis service and www.shazam.com, as an example of music excerpts recognition service. For legal notice see footnote 3. this paper only the solid container, such as: WAV, MP3 is concerned. The detection is usually given by the two [1] coupled values: position in medium (i.e. time code) and quality ratio. This problem is also recalled in contemporary literature as "keyword spotting 2 " (KWS) [2] , [3] or "spoken term detection" [4] and usually refers to continues, unconstrained vocabulary speech.
Classical solutions to this problem address two-stepsupervised approach where models such as hidden Markov model (HMM) or support-vector machine (SVM) are trained like in a typical automatic speech recognition (ASR) system, using Large Vocabulary Continuous Speech Recognition (LVCSR) methods [5] at the first step [6] . At this step the speech signal is divided into segments of equal-size, from which speech features are extracted. At the second step, appropriate algorithm is employed to determine the type of signal present in each segment. Different approaches like this described in [1] base on the fact that for some applications it is not possible to have model trained, either due to lack of relevant training data or due to time-specific limitations. Moreover as maintains [7] by exploiting the structure of repeating patterns within the speech signal, unsupervised recognition task is made possible directly from an un-transcribed audio stream.
Under the concept of the unsupervised matching process lay suitable speech features and a classification strategy. Speech signal cepstrum-based features like Mel-Frequency Cepstral Coefficients (MFCC) are those used extensively in nowadays ASR [8] . Interesting study on MFCC and its two siblings can be found in [9] . However that work hasn't considered Human-Factor Cepstral Coefficients (HFCC), which had been introduced in [10] one year later. In [1] HFCCs are described as the closest to human perception system and therefore seen as more robust in this task.
Concerning classification strategy mainly two are considered: HMM with Viterbi algorithm [2] and Dynamic Time Warping (DTW) [1] . Advantages and disadvantages of 2 Spotting task is strictly connected with pattern matching but usually without explicit requirement for further (a posteriori) verification. The word "keyword" usually occurs within a clause (not alone) or/and describes its context. these approaches are discussed in [11] . Further in this paper the approach based on Dynamic Time Warping (DTW) for pattern matching has been chosen, as it does not require any modeling or training as compared to the HMM, but still enables one to mitigate temporal differences.
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Word detection in recorded speech using textual queries
II. PROBLEM STATEMENT
A. Scenario and speech features
In the paper the following scenario is considered. To an operator (a user) a container with recorded speech is provided. The operator has to search the speech content for the existence of specific words. The words are either not known in advance or are changing frequently. Moreover the recorded voice origin and its language is out of operator's knowledge. The sound quality is low and its characteristics (especially the environment) are changing during analyzed period like in live telephone conversation. Still the detecting process is time-sensitive as the existence of specific words will result in more detailed examination and perhaps in appropriate human activity (like calling police or fire brigade).
The presented scenario provides considerably limited usage of classical LVCSR methods because of too little knowledge of speech signal. The approach speculated here is directed to unsupervised methods, resulting in coarse detection, connected either with user interaction (i.e. hearing) or involving precise detecting methods.
Proposed approach applied to the scenario has been taken from [1] but the innovative reference queries strategy has been proposed in this paper. The approach assumes at this point the choice of appropriate speech signal features. 5) the result has been then decorrelated using Discrete Cosinus Transform (DCT). Finally only 15 the most decorrelated vectors (MFCC coefficients) have been kept.
The concept of Human-Factor Cepstral Coefficients introduced in [10] employs congenial algorithm to the abovementioned. The essence of HFCC lays in filter design stage. In MFCC filter bands are determined by the spacing of the center frequencies which are equally distributed in mel frequency scale. In HFCC design filter center frequencies are still equally spaced in mel frequency scale, but unlike in MFCC filter bandwidth is treated as a parameter. This parameter determines filter bands' endpoints (cut-off frequencies) using the following measure, called Equivalent Rectangular Bandwidth (ERB) [ 
where f states for filter center frequency, expressed in kHz.
As a result of using the approach, HFCCs are perceived as a better approximation of human auditory model [1] , [10] than MFCCs and by incorporating appropriate scaling to ERB, by some factor, HFCC-based speech recognition can be under some circumstances treated as robust speech features to chosen applications [12] .
B. Textual query
For the recalled scenario two reasonable approaches are emerging: 1) Profile (or design and implement new) ASR system: write down a set of words likely to be searched for, gather relevant training set, then prepare, train and verify model of each word, according to chosen pattern learning method. Set the system to recognize only selected words from the trained set. In case of positive recognition register the time of related speech segment.
2) Exploit Text-to-Speech (TTS) system to generate synthetic voice from the text (query). Transform the produced speech query to chosen speech feature's space (the query becomes a pattern). Read a chunk of speech signal from the given source, transform it to the same speech feature space and apply appropriate classification strategy.
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In case of detection (pattern matched) of the given word register the time of related speech segment. These approaches shall be amplified (or duplicated) to reflect language variations assumed in the scenario. Implementation of the selected approach could then take advantage of parallel processing technique s and search for the same word, translated to several languages, in the given speech signal.
The second approach makes impression of being much more innovative and promising than the first one. While using TTS there is rather no limitation in producing new query, in ASR-based approach this task will be probably the most demanding, and resource consuming. Supporting argument is the existence of publicly available, free of charge online translators with speech synthesis features and accessible APIs, e.g. 3 : Google Translate, Bing Translator, Yandex Translate, etc. Based on this argument several queries can be created in less than a second.
C. Similarity and alignment path
Dynamic Time Warping is a known and still used with success speech classifier [3] . It is popular for readability of implementation and analysis as well as for relatively high recognition accuracy similar to HMM.
In the overall look on DTW used in speech recognition it is to compare two feature vectors of different length (analyzed voice and the reference pattern) and to find an optimal alignment path P of both by stretching them with respect to time. P is usually calculated upon the local distance matrix (similarity matrix) from lower left corner to upper right corner of the matrix. Optimal means here the lowest cost path P for passing from one point of matrix to another within given constraints. Application of DTW to exemplary speech features vectors is presented in Fig. 2 3 Author of the paper would like to strongly accent having nothing in common with the companies whose products were listed. The author is far from rating, comparing and criticizing these products. Names of the products have been presented in this paper only in relation to the contemporary, publicly available technology, not for marketing purposes. In the following step DTW algorithm is exploited to perform cost path computation. The algorithm is twostaged 4 . At the first stage the calculation of an accumulator 
At the second stage the optimal aligning path P is created.
Its creation is based on accumulator traceback, starting from its last point ) , ( Presented algorithm is a type of conventional Dynamic Time Warping and it is regarded as slow and memory consuming [11] , especially for aligning large sequences, therefore a practical usage could engage its specific modifications, like a multiscale approach [14] . Nevertheless in this for DTW has been used in the research described in the paper.
D. Classification and verification
DTW presented in preceding paragraph refers to global alignment of one feature vector to another (in time domain), such as these presented in Fig. 2 (on the right) . In general this is not enough to classify the part of analyzed voice as detected word, with regard to referenced pattern. Moreover as commonly R A N N >> holds, additional matching procedure shall be applied. The matching procedure is presented in figure Fig. 3 . Fig. 3 . Pattern matching procedure. Upper images present computed similarity between the pattern (the word "school" -synthesized woman's voice) and analyzed voice (recorded man's voice "school is closed today"). Images in the middle present global alignment path. Bottom images present resultant match: white strip is for the best match, gray strips are for remaining matches.
After computation of aligning path P , the points 
T controls the number of points suspected to indicate detected words. In Fig. 3 they are presented in the bottom images (as gray strips). As there could be several alleged word occurrences detected, indicated by subsequences:
, the verification step is executed.
This step consists of computing Longest Common Subsequence (LCS) with maximization criterion of cumulative weights of subsequences, i.e. the longest subsequence with the highest weights sum wins. It is worth noting that the minimal cumulative cost for a subsequence should be restricted by the second threshold value (called here sequence threshold), controlling the number of possible word reoccurrence.
As a result of matching procedure, assuming only one occurrence of the searched word, the best match is projected to the analyzed voice time domain (see white strips in the bottom images of Fig. 3 ) and, according to the scenario assumed in research, presented to the operator as a speech signal.
III. UNSUPERVISED KEY DETECTION
A. Algorithm
On the basis of literature search, especially [1] , [2] , [3] , [11] , [12] and performed experiments, the following algorithm has been proposed to unsupervised key detection. Description of respective processing blocks, presented in Fig. 4 is the content of the previous paragraphs, except of the sliding window and signal preprocessing. Sliding window block represents the abstract of feeding the model (or the program etc.) with respectively short signal, which the model is able to process. The size of the window is to be determined before the start of examination. It is assumed to be the function of size of the query.
Signal preprocessing is understood as applying standard digital signal processing techniques, at least but not limited to: silence cancellation, resampling and pre-emphasis filtering.
B. Experiments
A series of preliminary experiments have been conducted on the basis of methods and techniques of speech signal processing addressed in the paper, with regard to the presented algorithm. The target was to detect a word in a given speech medium by examining signal similarity of two analyzed media description: registered voice and referenced pattern, where the descriptions were given by a sequence of MFCC or HFCC coefficients.
Dedicated research material has been prepared, which consists of five short (from 1 -5 seconds) sentences in English language: spoken by one man (natural speech) and synthesized by six (free of charge) TTS systems with fourteen men voices, and nine women voices. This material has been stored on a hard drive in the WAV containers.
The queries have been produced online by three TTS systems, different from these used in preparing research material. One TTS was the part of local operating system while two others were available through the World Wide Web via HTTP protocol. Nevertheless query generation was taking less than one second.
The research material as well as the queries were of the following (different 5 ) properties: PCM (lossless) codec, one channel, 16 bits per sample, sampling frequency: 8000 -22050 Hz, bit rate: 256 -352 kbps. During examination all used sounds were resampled to 8000 Hz. The model (Fig. 4) was configured according to the guidelines from paragraph II.A. For HFCC ERB scaling factor of value 3 was used. 5 During material acquisition (except of the natural voice recording) there was not possible to influence sound properties.
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Experiments have been conducted according to the following strategy: selected word to find (textual query) has been sent to the TTS system to obtain speech signal, the signal then has been read by program and compared with the entire research material according to the algorithm (Fig. 4) . This has covered both situations: the existence and inexistence of the word in the examination set.
C. Results
Overall results have been presented in Table 1 . "No detection" phrase used in the results means the percent of false negatives (lack of detection, when the word actually existed in the analyzed signal). Higher detection rate for HFCC, as well as lack of false negatives for these features is noticeable. Nevertheless MFCC present lower false detections. The results showed that the unsupervised detection of word in a given set is possible with relatively high detection rate. It is worth noting the lack of "no detection" results when using HFCC.
In Table 2 the discrimination on the basis of speech source has been presented. The results give the overview that either male or female synthesized voice can be with success use to detect words in speech. HFCC based detection gives better overall results in comparison with the MFCC method, but the results of the research don't allow to make general statement for this.
IV. CONCLUSION
Results of the work presented in this paper are satisfactory, but still far from industrial standard. It is difficult to make direct comparisons with other related works as this work has been conducted partly on synthesized material. The following work shall be considered: (1) applying multiscale approach (like presented in [13] ) for bypassing fully different signal parts, and analyzing these initially consonant parts on higher resolution, (2) parallel processing: for searching the multilingual queries, as well as increasing detection reliability based on information fusion.
Moreover additional study on less speaker-dependent features should be done, to limit the number of false positives.
The main problem in the approach (especially while applying DTW and LCS) that cannot be fully circumvent is the determination of the threshold values. The mitigation of the problem could employ computation of the values based on query or signal properties.
In general view of this work, its results could provide incentives to build affordable multilingual commercial or non-commercial solutions for specific applications.
