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In this paper, we devise a framework to infer a smartphone user’s location and walking
routes in an indoor environment, using only the information from inertial measurement unit
(IMU) sensors like gyroscope and accelerometer. To overcome the shortcoming of estima-
tion drift over time in common PDR (pedestrian dead reckoning)-IMU systems, we propose
a map-aided system which uses the map elements to help correct the user’s position. We
generate a map based on the environment parameters and a map matching algorithm is
applied to find the most likely location of the user. The reading from the IMU sensors
contains amounts of noise when user is walking, therefore we propose an edge detection
algorithm based on the PELT model to smooth the piece-wise signals and identify the time
frame when the user is making a turn. We evaluate our system when the smartphone is
held either in the user’s hand or in the backpack, and the system is able to give the correct
walking path in both cases.
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The demand to precisely detect one’s position has received increasing attention due
to the development of location based service like advertising and social networking [1].
The GPS-augmented position detection system has been successfully implemented in out-
door environments, where the GPS signal can be reliably received. Using a mobile phone
equipped with GPS receiver, the error for the positioning can be around 10 meters in well-
conditioned outdoor environment [2]. However, the error may increase significantly in
indoor environments, due to the lack of line of sight or the attenuation of the GPS sig-
nal when traversing through the building walls. Furthermore, most indoor environments
contain complicated magnetic fields which are constantly distorted by electrical circuits
or moving ferrous material. The polluted magnetometer readings caused by the distorted
magnetic fields will introduce additional errors in the positioning result.
Different localization techniques have been proposed in order to overcome the limit
of GPS aided system in indoor environment. In general, these techniques can be classi-
fied into two categories, infrastructure-based system and infrastructure-free system. For
infrastructure-based systems, we need to set up one or more anchor nodes beforehand. The
position of the user can be computed based on the information obtained from the commu-
nication to these anchor nodes. The information can be Time of Flight (ToF) [3][4][5], the
angle of arrival (AoA) [6][7][8] or the signal strength [9][10]. Furthermore, the position
obtained can be the relative position to certain anchor node, the global position will be com-
puted using triangulation over the relative positions over multiple anchor nodes. The other
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category is self-contained system which doesn’t require any other devices installed. The
most common technologies are pedestrian dead reckoning (PDR) systems using inertial
measurement unit (IMU) sensors. PDR systems have gained growing popularity for smart-
device localization [11]. Apart from the fact that IMU-PDR systems are completely self
contained, do not require any other infrastructures installed, the other benefit of IMU-PDR
is the flexibility in the sensor replacement and low requirement for the sensor accuracy [12].
An IMU-PDR system consists of two functions: the estimation of the distance travelled and
the estimation of heading. The travelled distance can be measured with the integration of
accelemeter data, while the heading direction usually replies on the integration of the gy-
roscope data and ,if possible, correction from magnetometer. Both components is subject
to systematic drifts, which will grow over time. As a result, some kind of corrections or
calibrations are required here to reset the drift. A more detailed discussion on the PDR
systems and the drift calibrations can be found in [13] and [14].
The map-aided routes inference has been discussed in paper [15] and [16]. In [15] , the
authors devise a framework to compute the most frequent driving routes only with a phone’s
gyroscope and accelerometer, they rely on the sequence of angular speeds to differentiate
various routes. However, the walking route is harder to identify compared with driving
scenario because the reading of the IMU sensors contains more noise, thus the angular
speeds are more difficulty to extract. The paper [16] combines various map properties like
the turn angles, curve similarity and travel time for better inference of driving routes. In
this paper, the authors are able to produce a list of routes which contains the true route
with probability of 60% in real driving experiment. In paper [17], the authors rely on the
power consumption to infer the user’s route and current location. The inference is based
on the previously collected power consumption data and apply a machine learning model
to distinguish the user’s route among a fixed number of possible routes, the same model
can also be used to predict the user’s location at the end of a new route based on the power
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profile.
In this paper, we propose a method to infer a user’s route and location based on the
knowledge of indoor environment. To be more specific, we are using the elements in the
map to correct the drift in the positioning. For example, when we detect the user is making
a left turn, given the indoor map, there are only a few places where making a left turn
is possible, usually at a intersection. Therefore, we only need to search all such places
and find out the most likely one to be the current position of the user, and any further
position estimation will be based on the corrected current position. One challenge during
the implementation is to precisely detect the turns the user has made. To achieve this, we
adapt pruned exact linear time (PELT) algorithm from [18] which was originally proposed
to find the changepoints in signals.
3
Chapter 2: Problem statement
2.1 Motivating scenario
The user is walking under indoor environment with a smartphone held in the hand,
pocket, or backpack. The smartphone is consistently collecting the inertial motion unit
(IMU) data and the data can be used to infer the user’s walking route and current location.
Because both Android and IOS have not yet limited the access to the IMU sensors, the
application can easily access the IMU data without asking for any special permission to the
operating system.
2.2 System model
We first represent the indoor environment with a set of roads and connections. Without
loss of generality, we assume that all of these roads are straight. When a road intersects
another road or makes a turn to a different direction, a connection is formed. These connec-
tions divide the road into different segments, which can be viewed as atomic parts. Now,
any indoor map can be uniquely represented as Ω = (B, I,θ ,λ ), where B is the set of road
segments and I is the set of all connections. θ represents the turning angles corresponding
to the connections; θ(c)< 0 indicates a left turn and θ(c)> 0 indicates a right turn. Lastly,
λ is a function of road segments, with λ (r) representing the length of road segment r.
Under this setting, the user’s route can be denoted as a sequence of road segments
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R = (r1,r2, . . .rN) such that there is always a connection c corresponding to consecutive
road segments (ri,ri+1). In other words, if F : B∗B→ I denotes a mapping from two road
segments to the connections between them, we can write:
F(ri,ri +1) ∈ I ∀ri ∈ R (2.1)
The IMU data collected by the IMU sensor is denoted as S = {(at ,gt)}, where t is the
sample index, at is the accelerometer data, and gt is the gyroscope data. We will derive
the walking route R, based on the sensor data sequence S. More formally, we define the
following:
Definition 1 (Indoor Route Inference): Given the sensor data S and the indoor map Ω,
the output of the inference is the road segment sequence R representing the user’s walking
route. Furthermore, we also assume knowledge of the user’s initial location and walking
direction.
2.3 Challenge
Here we list the challenges we are faced with to derive the accurate walking routes.
1. Noisy sensor reading: most off-shelf phones are not equipped with high quality IMU
sensors due to cost consideration. The data produced by the sensors may contain
initial bias, which could result in angle drift. Furthermore, the sensor readings are
also influenced by the environment temperature; the error caused by the temperature
dependence cannot be fully eliminated by factory calibration [19].
2. Walking behavior: the walking behavior of the user further affects our direction es-
timation. The accelerometer readings fluctuate periodically because of the up-and-
down bounce during walking, which requires special caution while trying to identify
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and extract the user’s walking direction. Moreover, if the user holds the phone in her
hand, the swing of the hands can also introduce periodical trends into the collected
data. All these outside influences need to be carefully addressed so as to derive the
accurate walking direction.
3. Absence of magnetometer: we will not use the data from the magnetometer because
its reading can be easily influenced by nearby magnetic fields caused by electronic
devices. These errors are even more pronounced in an indoor environment. Without
magnetometer, we are unable to calibrate the tilt error, which is the component of all
drift errors except rotation about the vertical axis in the physical world.
6
Chapter 3: Background Research
We already know that any rotation can be represented by a 3× 3 rotation matrix with
determinant 1. However, the matrix, which has 9 elements in it, only have 4 independent
parts. The composition of two rotations expressed matrix form require the multiplication
of two matrices, which takes 27 multiplications and 18 additions. Compared with rotation
matrix, quaternion is more efficient in describing the rotation in R3. Any rotation of angle
θ around the axis u = [ux,uy,uz] with |u|= 1 can be expressed as














In this section, we will give the basic definitions of quaternion and some related opera-
tions like addition, multiplication and inverse.
We can also express quaternion with three orthogonal basis i = (1,0,0), j = (0,1,0)
and k = (0,0,1). Then
q = [q0,q1,q2,q3]T = q0 +q1i+q2 j+q3k.
The addition of two quaternions is realized by adding each components. If we have
two quaternions q = q0+q1i+q2 j+q3k and p = p0+ p1i+ p2 j+ p3k, the addition can be
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expressed as
q+ p = q0 +q1i+q2 j+q3k+ p+ p0 + p1i+ p2 j+ p3k
= q0 + p0 +(q1 + p1)i+(q2 + p2) j+(q3 + p3)k (3.2)
The multiplication of the basis satisfies the following rules and other standard algebraic
rules except the communication law,
i2 = j2 = k2 = i jk =−1,
i j = k, ji =−k,
jk = i, k j =−i,
ki = j, ik =− j.
The product of two quaternions can be given as,
qp = (q0 +q1i+q2 j+q3k)(p0 + p1i+ p2 j+ p3)
= q0 p0−q1 p1−q2 p2−q3 p3 +(q0 p1 +q1 p0 +q2 p3−q3 p2)i+
(q0 p2−q1 p3 +q2 p0 +q3 p1)k+(q0 p3 +q1 p2−q2 p1 +q3 p0)k
=

q0 p0−q1 p1−q2 p2−q3 p3
q0 p1 +q1 p0 +q2 p3−q3 p2
q0 p2−q1 p3 +q2 p0 +q3 p1
q0 p3 +q1 p2−q2 p1 +q3 p0

(3.3)
Let q = q0 +q1i+q2 j+q3k, the complex conjugate of q can be written as
q∗ = q0−q1i−q2 j−q3k (3.4)
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The norm of q, |q| is the square root of the product of q and q∗,
|q|2= qq∗ = q∗q = q20 +q21 +q22 +q23. (3.5)
A quaternion is called unit quaternion when its norm is equal to 1.






q−1q = qq−1 = 1. (3.7)
3.2 Quaternion and rotation
As we mentioned before, any rotation between two frames can be described with a unit
quaternion, let us define the qBA = [q0,q1,q2,q3] as the rotation of a frame A with respect of





To express the overall rotation after a sequence of rotations in quaternion, we can com-
pute the product of the corresponding quaternions of these rotations. To be more specific,
we know the rotation of a frame A with respect to a frame B as qBA and the rotation of B





For any vector v = [v1,v2,v3]T in R3, we can write it as a pure quaternion whose real
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part is zero
vq = [0,v1,v2,v3] (3.9)
Then given a direction vector vA with respect to the frame A and the rotation of A from B,








and we can get vB simply using the transformation in equation (3.9).
If we want get the relation between vA and vB without writing them in quaternion form
first, we can use the direct cosine matrix (DCM) in which case, the rotation in equation
(3.10) can be rewritten as
vB = R(qBA)v
A (3.11)
where R(qBA) is the DCM in terms of q
B





1−q22−q23 2(q1q2−q0q3) 2(q1q3 +q0q2)
2(q1q2 +q0q3) q20−q21 +q22−q23 2(q2q3−q0q1)
2(q1q3−q0q2) 2(q2q3 +q0q1) q20−q21−q22 +q23
 (3.12)
3.3 Quaternion and Euler angles
Given the coordinates in 3D space, Euler anglers describe the rotations of rigid body
by specifying the rotation angles in each axis, called roll(φ ), pitch(θ ) and yaw(ψ). Each of
them corresponds to one axis of the coordinate, showed in figure 3.1,
Given a quaternion q = [q0,q1,q2,q3], we can get its corresponding Euler angles using
10
Figure 3.1: Yaw, roll and pitch rotations in 3D space













However the angles returned in equation (3.14) are between −π/2 to π/2. To extend
the result to the range [−π,π], we need to replace the arctan function with a more general
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Chapter 4: System design
4.1 Graph construction
In order to perform the routes inference, we need to construct the directed graph G =
(V,E) based on the indoor environment Ω. Each road segment r is represented as a vertex
in V and the connections between two road segments is represented by a directed edge in
E. Each vertex will have a weight w(v) denoting the length of this road segment. We also
assign a weight to each edge and the weight of edge represents the change in the direction
from the initial vertex to the end vertex of this edge.
(a) (b)
Figure 4.1: Example of an indoor environment and its corresponding graph. V1 in (b)
corresponds to r1 in (a), the connection between r1 and r2 is represented as edge between
V1 and V2.
Intuitively, the user will stay in one of the vertex v and there are two cases that will
transverse her to another vertex v′.
1. he makes a turn on a connection into another segment.
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2. the walking distance since he enters this segment is longer than its length, in which
case v′ is the extension of v over a connection and the weight of the edge e(v,v′) is
equal to 0.
Figure (4.2) provides examples to illustrate the traverse from one vertex to another.
Case 1:the user starts at r1 and turns
right into r3.
Case 2: the user walks from r1 into r4
without making a turn.
Figure 4.2: Examples of traversing from one vertex to another.
The road segments in the map are typically bidirectional. That is, on a road segment
with two connections c1 and c2 at its both ends. The user can either walk from c1 to c2
or from c2 to c1. To keep track of the direction the user walk on a road segment, we
add a binary property to each edge in G, for two outgoing edges connected to a vertex v,
denoted as e1 = e(v,v1) and e2 = e(v,v2), we define a new function D : E → {0,1} such
that D(e1) = D(e1) if and only if v1 and v2 are connected with v on the same connection.
Hence, the direction function divides all the edges starting from the same node into two
groups. For example, in Figure (4.1), the vertex v1, which corresponds to r1 in geographic
area, has 3 neighbors v2, v3, and v4. Apparently v3 and v4 are connected with v1 with the
same connection, hence we assign D(e(v1,v3)) and D(e(v1,v4)) as 1 and let D(e(v1,v2))
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be 0. In the path RG = (v1,v2, . . .vN), we will have
D(e(vi,vi−1)) 6= D(e(vi,vi+1))
where vi ∈ RG, 2≤ i≤ N−1. (4.1)
A more intuitive explanation for equation (4.1) is as follows: when the user enter a road
segment with one end (connection), the exit from the road segment must be through another
end (connection), which implies the connections before and after this road segment should
be different with each other.
4.2 Orientation estimation using complementary filter
4.2.1 Overview
In this section, we will discuss how to estimate the orientation of the smartphone using
complementary filter. There are two ways to calculate the orientation, based on different
sensors used. Firstly, the orientation can be derived by integrating over the gyroscope data.
Gyroscope measures the angular velocity in three axis of the local frame. If the sample rate
is high enough, the measurement can be considered as continuous, thus simply integration
over the angular velocity vector will give us one way to estimate the orientation. However,
the gyro data always contains different types of errors, a common gyro error model [21]
can be written as
ω̃ = Kω +b (4.2)
where K consists of the scale factor error and the cross-axis coupling error, b is the zero-rate
offset (bias). The values of K and b can be determined by factory calibration. However,
these errors cannot be completely eliminated due to the imperfections in the calibration
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procedure or temperature dependent procedure. When we are integrating over the gyro
data, the bias component will accumulate over time and our estimation will gradually drift
away from the real orientation.
By using the accelerometer reading, we are able to correct part of the drift errors. The
correction is achieved by seeing the gravity as a constant field, and if there is no other linear
motions, after we bring the accelerometer readings back to global frame, it should point to
the same direction of the gravity, which implies that
RT (qacc)g = a (4.3)
where R is the direct cosine matrix (DCM) in terms of the orientation quaternion q, a =
[ax,ay,az]T is the accelerometer reading in local frame, and g represents the true earth
gravitational acceleration which is usually defined as unit vector
g = [0,0,1]T . (4.4)












4.2.2 Implementation of complementary filter
Complementary filter is one way to combine signals affected by noise with different fre-
quencies. In our case of orientation estimation, the complementary filter applies high-pass
filter to the gyro data which suffers from low frequency drift error. Meanwhile, we apply
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low-pass filter on the accelerometer data which is affected by high-frequency noise. Ide-
ally, with appropriate cut off frequency, we are able to get completely noise-free orientation
estimation.





T , and our orientation estimation





where ⊗ represents quaternion multiplication which is defined as,
p⊗q =

p0q0− p1q1− p2q2− p3q3
p0q1 + p1q0 + p2q3− p3q2
p0q2− p1q3 + p2q0 + p3q1
p0q3 + p1q2− p2q1 + p3q0

(4.7)
Finally, after integrating the quaternion derivative numerically using the sampling pe-
riod ∆t = 1/ f where f is the sampling rate, we can get the prediction of the orientation at
time k as
q̂k = qk−1 +q′k ∗∆t (4.8)
Our prediction q̂k will be further corrected using the accelerometer data. We first trans-
form the accelerometer a into global frame by rotating it with our predicted orientation q̂k,
R(q̂k)a = gp. (4.9)
where gp = [gxp,g
y
p,gzp]
T is called ”predicted gravity”. If our prediction is precise and there
is no linear acceleration, gp should be equal to the true gravity g. If there exists deviation
from gp to g, we will compute the delta quaternion δqcc which can rotates g in gp by
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To avoid the influence from the high frequency noise in acceleromenter reading, we
first scale it down before applying ∆qacc on the top of the prediction. This can be achieved
using linear interpolation between ∆qacc and the identity quaternion qI = [1,0,0,1]T such
that
∆̄qacc = (1−α)qI +α∆qacc (4.12)
where α ∈ [0,1] is the gain to characterize the cutoff frequency of the filter [22][23]. The





where |·| is the L2 norm of a vector.
In the last step, we can calculate the orientation estimation at step k by multiplying the
prediction q̂k with the correction quaternion ∆̂qacc
qk+1 = q̂k⊗ ∆̂qacc (4.14)
When we get our estimate of the smartphone orientation in the form of quaternion, we
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need to convert the derived orientation to the expression of Euler angles which contains the
angles of yaw, pitch and roll. The yaw angle describes the rotation around the vertical axis
in the physical world, therefore, the change in the yaw angle of the smartphone orientation
implies the change in the user’s walking direction (assume the relative position between
the smartphone and the user does not change). In Figure (4.3), we provide an example of
walking route in the indoor map and the corresponding estimate of yaw angles over time,
we can see noticeable gaps in the yaw angle when the user are making a turn. In next
section, we devise a statistical way to find the gaps or changepoints in the yaw angles and
derive the time of the turns in the walking path.
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4.3 Turn detection
A changepoint is a sample or time stamp at which some statistical property of the signal
change abruptly. In our indoor navigation case, if we choose the statistical property as the
mean of the signal, the change point in the fused orientation signal implies the time when
user is making a turn, either left or right. If we can record a sequence of changepoints in
the yaw rotation, we can get all the turns the user have made and thus match the turning
sequence to the map to get the exact location of the user.
We first assume there is only one changepoint and the chose statistic is mean, we need
to minimize the residual error from the best horizontal level for each section. Given signal
X = (x1,x2, . . .xN), we are trying to find the number of changepoints 1 ≤ k ≤ N together
with a sequence τ = (τ1, . . . ,τk) indicating the position of the changepoints. We further
assume that τ0 = 0 and τm+1 = N. The m changepoints will divide the signal into (m+1)
segments and each segment can be written as x(τi−1+1:τi). To determine the number of








where C(·) is the cost function for each segment and β is a penalty to prevent overfitting.
The choice of the cost function depends on the statistics we are tracking, in our case, we
are most interested in the mean of signal segments, and the abrupt change in the mean
value indicates the fact that the user is making a turn. Therefore, the cost function for each














= (τi− τi−1)Var(x(τi−1+1:τi)) (4.17)
We are going to use the pruned exact linear time (PELT) algorithm from paper [18]
to detect the change points. PElT is an extension of the optimal partitions method which
conditions on the last point of change and relate the optimal value of the cost function to
the optimal partition of the data prior to the last change point added with the cost of the
segment from that point to the current point. The runtime of optimal partition is on O(n2)
and PELT reduced the runtime to O(n) on average by remove those values of positions that
can never be a valid changepoints to minimize equation (4.15). To achieve that end, the
following condition has to be satisfied,
Theorem 1 [18] We assume that when introducing a changepoint into a sequence of ob-
servations the cost, C, of the sequences reduces.More formally, we assume there exists a
constant K such that for all t < s < T ,
C(x(t+1):s)+C(x(s+1):T )+K ≤C(x(t+1):T ) (4.18)
Then if
F(t)+C(x(t+1):s)+K ≥ F(s) (4.19)
holds, at a future time T > s, t can never be the optimal last changepoint prior to T , where
F(s) denote the minimization from equation (4.15) for data x1:s.
To use PELT, we remain to find the value of K so assumption (4.18) can be satisfied.
We use the next corollary to prove that with the cost function defined in (4.17), assumption
(4.18) will be satisfied when K is equal to 0.
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Corollary 1: With the cost function C defined as
C(x(τi−1+1:τi)) = (τi− τi−1)Var(x(τi−1+1:τi)) (4.20)
For any t < s < T , we will have
C(x(t+1):s)+C(x(s+1):T )≤C(x(t+1):T ) (4.21)
Proof: Without loss of generality, we assume t = 0. We also denote the mean of data
segment x1:s as m1, the mean of xs+1:T as m2 and mean of x1:T as m3. It is straightforward
to get
m1 ∗ s+m2 ∗ (T − s) = m3 ∗T
m3 =
m1 ∗ s+m2 ∗ (T − s)
T
. (4.22)






































(m1−m2)2 ≥ 0 (4.25)
Therefore, for any t < s < T we have
C(x(t+1):s)+C(x(s+1):T )≤C(x(t+1):T ).
After assumption (4.21) is satisfied, we can write down the PELT method with K = 0,
Algorithm 1: PELT Method
input : A set of data of the form (x1,x2, . . . ,xn) where yi ∈ R.
The cost function C(·) defined in equation (4.17).
A penalty constant β
initialization: Let n be the length of the data and set F(0) =−β , cp(0) = NULL,
R1 = {0}
for τ∗ = 1, . . . ,n do
Calculate F(τ∗) = minτ∈Rτ∗ [F(τ)+C(y(τ+1):τ∗)+β ].
Let τ1 = arg{minτ∈Rτ∗ [F(τ)+C(y(τ+1):τ∗)+β ]}.
Set cp(τ∗) = [cp(τ1),τ1].
Set Rτ∗+1 = {τ ∈ Rτ∗{τ∗} : F(τ)+C(y(τ+1):τ∗)≤ F(τ∗)}
output: the changepoints recorded in cp(n)
The last step in the turn detection is to find out the step number in each segment. The
human body bounces up and down during walking and bounce manifests into a periodic
sinusoidal signal in the IMU’s accelerometer. Step detection is essentially to count the
number of peak in the accelerometer signal [24]. Hence, we will apply a peak detection
algorithm to get the count of the steps. Although the step counts may be subject to the error
caused by the fluctuations in the signal, we can mitigate the influence by setting a threshold
24
Figure 4.4: Using PELT to partition the yaw rotation signals into 6 parts which are separated
by detected changepoints. The mean of each part is significantly different from that of
neighboring parts.
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for the minimum peak distance, hence we will focus on the tallest peak in the interval
with the length set by the minimum peak distance and ignores the other peaks within this
interval. Since the frequency of people’s step is around 2 HZ, several peaks which are close
to each other must contain false alarms that should not be counted towards the number of
steps.
4.4 Map matching algorithm
After we successfully determine the direction and time of the turns the user has made
using our segmentation algorithm, we will receive a sequence of turning pairs
T = {(α1,s1),(α2,s2), . . .(αN ,sN)}, where αi is the angle of the ith turn and si is the number
of steps from the i−1th turn to the ith turn. Our map matching algorithm takes the turning
pairs as the input and maintains a list of routes in the map that are most likely to match
the derived mobile trace. To be more specific, the algorithm tries to find R = (v1,v2, . . .vM)
such that the conditioned probability P(R|T ) is maximized.
Given the estimate of possible route Ri−1 = (v1,v2, . . .vk) at the i− 1th turn, we are
trying to find the updated route Ri based on the turning pair at the ith turn, that is, (αi,si).
To achieve this, we need to figure out at which road segment the user makes the turn
(pre-turn vertex, denoted as vpre) and which road segment the user enters after the ith turn
(post-turn vertex, denoted as vpost). For example, in Figure (4.5), we already know that the
user enters r1 after the i− 1th turn and then makes a left turn of 90◦ after si steps. In this
case, r3 is the road segment where the user is making the ith turn (vpre) and r4 is the user’s
location after this turn (vpost).
One observation is that the pre-turn vertex vpre is always on the extended line of vk, the
last road segment of Ri−1. To get vpre, we first list all possible vertices L = [v0,v1, . . .vt ]
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Figure 4.5: Examples of the route parts containing two consecutive turns. The user first
enter r1 at (i− 1)th turn and go straight until r3, then he enters r4 by making a 90 degree
left turn.
that are located on the extended line of vk, where vk is equal to v0 and we also have
w(e(vi,vi+1)) = 0 for 0≤ i < t. (4.26)
Note that the weight of an edge represents the change in the direction from the initial vertex
to the end vertex of this edge; hence when the weight of the edge is equal to zero, the road
segments besides the corresponding connection are in the same line. Given the list of
possible vertices L and the number of steps si, the pre-turn vertex vpre can be derived by
solving the following optimization problem
vpre = vk ∈ L
with k = argmin
j
∣∣∣∣∣ j∑m=0 w(vm)− si ∗ sl
∣∣∣∣∣ (4.27)
where sl is the step size of the user, which can be either measured beforehand or estimated
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based on the IMU information [2].
After we figure out vpre, the next step is to derive vpost which corresponds to the road
segment the user enters after the turn. Given the pre-turn vertex vpre and the angle of this
turn αi, let N be the set of neighbors of vpre which satisfy the direction constraint defined
in equation (4.1), that is,
N = {v|e(v,vpre) ∈ E and D(vk−1,vpre) 6= D(vpre,v)}, (4.28)




Intuitively, vpost is one of vpre’s neighbors whose direction change from vpre is closest to si.
In summary, the updated route after we obtain at ith turn (αi,si) can be expressed as
Ri = Rk ‖ (v1, . . .vk,vpost) (4.30)




In this section, we present the details of our experimental results. We firstly evaluate
the performance of the orientation estimation. Then we investigate the accuracy of our
turn detection algorithm and the routes inference result. Since the results show different
performance when the smartphone is placed in different areas of our body, all results will
include the cases when the smartphone is held in the user’s hand (hand mode) and when
the smartphone is in the user’s backpack (backpack mode). The device we are using is a
Google pixel 3 and the IMU data is sampled at 100 HZ.
5.1 Orientation Estimation
We evaluate the accuracy of the walking direction estimation in real walking scenarios.
To assess the estimation errors, we get the ground truth of the true angles from the map. In
our cases, all turns in the map, either left or right, are 90◦ (π2 rad), and our estimation of
the turn angles is computed as the difference between the mean of yaw angles in the road
segments after and before the intersection (y-axis of the red line in Figure 4.4). The error
is the absolute value of the difference between our estimation and true turn angles.
Position No. Turns Mean Std dev
Backpack 14 4.01◦ 3.87◦
Hand 14 39.10◦ 27.05◦
Table 5.1: The position of the phone when tested, and the mean and standard deviation of
the estimation error.
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One observation is that the estimation gives a much better performance when the smart-
phone is in user’s backpack than in user’s hand. The performance difference can be ex-
plained by the swing of user’s hand when the user is walking. When the user hold the
phone, the motion of swing is captured by the IMU sensors and introduce additional noise
to the estimation result. On the other hand, when the smartphone is in user’s backpack, even
some up-and-down bounce from the walking behaviors may affect the estimation results,
but most of them can be corrected by the complementary filter we implemented which will
lead to more stable estimation result.
5.2 Route inference
We first present the result of the turn detection algorithm. We collect the IMU readings
from three different routes and apply the turn detection algorithm, we get 100 percent
accuracy in the number of the turns in the walking routes. Figure 5.1 include the results of
the turn detection for one example route in both hand mode and backpack mode.
The turn detection algorithm is robust to the noise in the orientation estimation espe-
cially in hand mode. In Figure 5.1(a), the yaw angle signal is kind of blurred, but we can
still detect the turns correctly even with large volumes of the noise.
The last part is the route inference, we will try to distinguish two similar paths which
are almost same except one road segment, the walking paths and the corresponding yaw
rotations are presented in figure 5.2. Since the hand mode is considered more challenging
for route inference compared with the backpack mode, we will only give the result of the
hand mode. From figure 5.2, these two routes both have four turns and the only difference
between them is the distance from the third turn and fourth turn. The difference is reflected
in the corresponding yaw angles segmentation. We can see both yaw angles signals are




Figure 5.1: Results of the turn detection algorithm on the same route, (a) hand mode (b)
backpack mode
part in figure 5.2(c) is clearly shorter than that in figure 5.2(d), when we convert the length
of this segment into number of steps, we have the user has walked 10 steps for the fourth
part in the first route and 28 steps for the same part of the second route. The difference in
the number of steps will detected by our route inference algorithm to distinguish different
routes.
However, the performance of the route inference highly depends on the setting of the
indoor map. If the indoor map only contains left and right turn of 90 degrees (the one we
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Figure 5.2: Comparison of the yaw rotations for two similar routes. (a) and (b) are the
experimental walking routes, and (c) and (d) are the estimated yaw rotations of (a) and (b)
respectively. The only difference is that the distance between the fourth turn and third turn
in (b) is longer than that in (a). This difference is reflected in the segmentation of the yaw
angles, where the fourth segment in (c) is much longer than that in (d)
are using), then the route inference algorithm can still correctly distinguish different road
segments connected to the intersection, even with high volumes noise in the orientation
estimation, but the performance will degrade if the indoor environment gets more compli-
cated, for example, multiple road segments connect to the same intersection and they are
close to each other. In this case, the route inference algorithm may not be able to form the
right path and more accurate orientation estimation methods are needed.
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Chapter 6: Conclusion
IMU PDR systems are commonly used for indoor navigation or positioning. However,
the drift in the output grows over time if the estimation is not corrected frequently. To
overcome the shortcoming of estimation drift, we propose a map-aided system to infer the
user’s walking routes, which is robust to the errors in estimating the heading directions.
We have shown that our route inference algorithm can still give the correct walking path
with the errors around 30◦ in the heading direction. This will allow more flexibility for the
application of the algorithm when the smartphone is located on different areas of the user’s
body. We also discuss the trade-off between the complexity of the indoor environment and
requirement for accurate head direction estimation. As the indoor map gets more compli-
cated, the algorithm will ask for more accurate head direction estimation to give the correct
walking path.
6.1 Future Work
There are two directions to extend this work. The first one is to relax the condition of
the knowledge of the initial position and direction. Provided with the turn sequence and
the number of steps in each segment, we can devise a search algorithm such that the initial
position can derived as long as we have enough IMU data. This is possible because the
sequence of turn and step pairs is unique for each route, if one or two turns can be identified
in the walking routes, then we can obtain the initial position by reversing the process of map
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algorithm from the known turns all the way back to the beginning of the signals. Another
limitation of the route inference algorithm is we have to guarantee that the search of the
next road segment have to give the correct result at every step, otherwise it is impossible
to recover the correct routes. This guarantee can be satisfied when the indoor map is not
complicated and the walking behaviour is ”predictable”, but as the indoor environment gets
more complex, we would expect some errors during our map matching phase. To add some
tolerance of error to our algorithm, especially in map matching phase, we will maintain a
list of all possible routes instead of only one route, when deciding next road segment, we
first compute the probability for the next segments for all candidates, in our approach, we
only select the one with highest probability, one possible extension is to set a threshold and
add all candidates with probability higher than the threshold as the possible next segments.
Some of them may be removed during further analysis, the algorithm outputs the routes
which are still in the list till the end of the experiment.
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