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Abstract
Normalising flows (NFs) for discrete data are chal-
lenging because parameterising bijective trans-
formations of discrete variables requires predict-
ing discrete/integer parameters. Having a neural
network architecture predict discrete parameters
takes a non-differentiable activation function (e.g.,
the step function) which precludes gradient-based
learning. To circumvent this non-differentiability,
previous work has employed biased proxy gra-
dients, such as the straight-through estimator.
We present an unbiased alternative where rather
than deterministically parameterising one trans-
formation, we predict a distribution over latent
transformations. With stochastic transformations,
the marginal likelihood of the data is differen-
tiable and gradient-based learning is possible via
score function estimation. To test the viability of
discrete-data NFs we investigate performance on
binary MNIST. We observe great challenges with
both deterministic proxy gradients and unbiased
score function estimation. Whereas the former
often fails to learn even a shallow transformation,
the variance of the latter could not be sufficiently
controlled to admit deeper NFs.
1. Introduction
Normalising flows (Tabak et al., 2010; Rezende & Mo-
hamed, 2015) have been shown to be powerful density esti-
mators for high-dimensional continuous data (Papamakarios
et al., 2019). For discrete data, NFs have received little at-
tention thus far. The foremost reason is the problem of
gradient estimation of discrete functions. Tran et al. (2019)
and Hoogeboom et al. (2019) have resorted to a determin-
istic proxy gradient known as straight-through estimator
(STE; Bengio et al., 2013). In STE, ill-defined Jacobians
are replaced by the identity matrix, effectively disregard-
ing discontinuities in parameterisation. STE is a biased
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estimator and its effects as a function of the number of dis-
crete variables (related to the dimensionality of the data)
and/or the depth of the flow (a hyperparameter that controls
expressiveness) are little understood.
To gain insight into the viability of discrete-data NFs,
we propose to give transformations a latent treatment by
means of turning their parameters into stochastic latent vari-
ables. While this sacrifices tractable likelihood assessments,
gradient-based learning is still possible via optimisation
of the evidence lowerbound (ELBO), as in variational in-
ference (VI; Jordan et al., 1999), and score function esti-
mation (SFE; Rubinstein, 1976; Paisley et al., 2012). We
use a generalised XOR transformation (Tran et al., 2017)
to parameterise autoregressive flows (Kingma et al., 2016;
Papamakarios et al., 2017) and compare the performance
of STE and SFE to model binary data (MNIST). Our ex-
periments show that STE struggles in general and that SFE
struggles with depth.1
2. Normalising Flows
A normalising flow (NF; Tabak et al., 2010) is built upon an
invertible and differentiable transformation of a continuous
random variable with known density, i.e.
pX(x) = pY (t
−1(x)) |det Jt−1(x)| (1)
where Jt−1(x) is the matrix of partial derivatives of t−1
assessed at x. NFs have been used extensively in deep la-
tent variable models (Rezende & Mohamed, 2015; Kingma
et al., 2016), where they play the role of a variational ap-
proximation to the model’s true posterior, but also in density
estimation (Dinh et al., 2015; 2017; Kingma & Dhariwal,
2018; Papamakarios et al., 2017), where they enable exact
likelihood-based learning with expressive distributions.
If X takes on values in some discrete space, a bijective
mapping corresponds to an unambiguous relabelling of the
sample space and thus incurs no distortion in volume (there
is no notion of volume). The mass function of the trans-
formed discrete variable is simply
pX(x) = pY (t
−1(x)) . (2)
We can parameterise the transformation (either directly or
1Code available on github.com/robdhess/Latent-DNFs
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its inverse) using a neural network—as long as we can guar-
antee the mapping to be bijective for any configuration of
weights of the neural network. Tran et al. (2019) and Hooge-
boom et al. (2019) have designed bijective transformations
for discrete variables (the former focused on nominal vari-
ables, the latter on ordinal variables) used in a discrete-data
normalising flow. Richly parameterised transformations can
correlate outcomes that are independent in the base leading
to structured likelihoods for discrete data with applications
such as text generation in natural language processing (e.g.
language modelling, machine translation, text summarisa-
tion, dialogue modelling).2 The transformations underlying
such discrete-data flows take discrete parameters whose
prediction by neural network architectures requires discon-
tinuous activations with ill-defined derivatives (e.g. zero
almost everywhere and sometimes undefined). Tran et al.
(2019) and Hoogeboom et al. (2019) resort to a biased es-
timator known as straight-through estimator (STE; Bengio
et al., 2013). In particular, they use the deterministic version
of STE, whereby one replaces the ill-defined Jacobian of a
discontinuous activation by the identity matrix.
3. Discrete-Data NFs
Consider the case of binary data, e.g. x ∈ {0, 1}D and
y ∈ {0, 1}D, and, with no loss of generality, assume the
base distribution is factorised:
pY |β(y) =
D∏
d=1
Bern(yd|βd) . (3)
An invertible transformation for binary data can be designed
with the elementwise XOR ⊕ (Tran et al., 2019), namely,
x = y ⊕ u︸ ︷︷ ︸
t(y;u)
and y = x⊕ u︸ ︷︷ ︸
t−1(x;u)
, (4)
where the flow parameters u ∈ {0, 1}D are themselves
binary. We can build an expressive flow, for example, by
predicting u with an autoregressive conditioner, i.e., u =
f(x; θ) where ud depends on x only through x<d, and θ
denotes the parameters of the conditioner.3 Constraining u
to {0, 1}D is exactly the source of non-differentiability that
we address in this work.
Note on STE Suppose f(x; θ) is a differentiable function
from {0, 1}D to (0, 1)D (for example, a feed-forward NN
2Tran et al. (2019), for example, design expressive non-
autoregressive likelihoods for language problems, where autore-
gressiveness is the norm, and highlight efficiency as a motivation.
3For fixed D, this can be done with a feed-forward architecture
such as MADE (Germain et al., 2015), alternatively a recurrent or
self-attention architecture can be used. Where autoregressiveness
imposes a bottleneck, a stack of bipartite transformations are an
option (Dinh et al., 2017).
with sigmoid outputs). An elementwise threshold function
can constrain the outputs o = f(x; θ) to {0, 1}D, i.e.
hd(od) =
{
1 if od > 0.5
0 otherwise
(5)
and we could design u = h(f(x; θ)). However ∂∂odh(o) is
undefined for od = 0.5 and 0 everywhere else. A model
specified this way leads to a non-differentiable likelihood,
that is, for a given x, pX|θ,β(x) is not a differentiable func-
tion of the parameters θ. In the next section we will give u
stochastic treatment. Effectively, we specify a distribution
pXU |θ,β(x, u), differentiable with respect to its parameters,
and above all, whose marginal pX|θ,β(x) too is differen-
tiable with respect to its parameters. Note that STE ignores
the non-differentiability of h by defining Jh(o) = ID where
ID is the D ×D identity matrix.
4. Latent Transformations
A straight-forward way to define a differentiable likelihood
model that employs a discrete parameter u is to sample
the parameter from a distribution with discrete support and
compute gradients in expectation. This is equivalent to
thinking of the transformation as latent.
We design a latent variable model
pU |X,θ(u|x) =
D∏
d=1
Bern(ud|fd(x; θ)) (6a)
pX|β,θ(x) =
∑
u∈{0,1}D
pY |β(t−1(x;u))pU |X,θ(u|x) (6b)
where fd(x; θ) depends on x only through x<d. Equation
(6a) specifies a distribution over transformations, rather over
the parameters of transformations. The marginalisation is
clearly intractable—the sum ranges overO(2D) outcomes—
thus we approach this via variational inference (VI; Jordan
et al., 1999) with an approximate posterior
qU |X,λ(u|x) =
D∏
d=1
Bern(ud|gd(x;λ)) , (7)
where, unlike f(x; θ), g(x;λ) need not be auto-regressive.
We then optimise parameters using gradient estimates of the
evidence lowerbound (ELBO) with respect to θ and λ (and
possibly β too, though we typically leave the base fixed):
log pX|β,θ(x) ≥ E
[
log
pY |β(t−1(x;u))pU |X,θ(u|x)
qU |X,λ(u|x)
]
,
(8)
where the expectation is taken w.r.t. qU |X,λ(u|x). This
model learns a distribution over latent transformations, from
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which a sample parameterises a discrete-data normalising
flow. Clearly, unlike a standard normalising flow, we do
not have exact marginal likelihood assessments, but we
can estimate a lowerbound via importance sampling (this
is the common practice with VAEs). NFs have been used
in VAEs, but usually to model the latent space (Rezende
& Mohamed, 2015), in this proposal we use VI to train a
model whose sampling distribution is itself an NF. We do
maintain tractability of sampling though.
Multiple layers In general, we have a sequence of L
transformations u = 〈u(1), . . . , u(L)〉, each u(`) ∈ {0, 1}D.
We then obtain a base sample y = t(x;u) by iteratively
transforming the data sample: x(`) = x(`−1) ⊕ u(`) for
` = 1, . . . , L, where x = x(0) and y = x(L) and with ⊕
applying elementwise. To model with multiple flows we
make a conditional independence assumption, namely, that
u(`) depends only on u(`−1), both in the generative model
pU |X,θ(u|x) =
∏L
`=1 p(u
(`)|u(`−1), θ`), and in the approx-
imate posterior qU |X,λ(u|x) =
∏L
`=1 q(u
(`)|u(`−1), λ`),
where u(0) := x and we omit subscripts to avoid clutter.
Appendix A contains more information about the factorisa-
tion.
Other latent transformation NFs Marginalisation of la-
tent transformations has been proposed as a means to in-
crease flexibility of continuous-data NFs, which struggle to
accommodate topological differences between the target and
the base distribution. Dinh et al. (2019) introduce a finite
mixture of transformations, where marginalisation is pos-
sible if the number of components is small. For increased
expressiveness, Cornish et al. (2019) propose continuously
indexed NFs (i.e., a compound distribution whose sampling
distribution is an NF) and approach approximate marginal-
isation via variational inference. Rather than (exactly or
approximately) marginalising out members of a paramet-
ric family of transformations, one can realise the mapping
between target and base distributions as a stochastic pro-
cess (Sohl-Dickstein et al., 2015; Wu et al., 2020).
5. Gradient Estimation
The intractability of the marginal likelihood extends to
the ELBO and for that reason we must resort to Monte
Carlo (MC) gradient estimation. The gradient of the
ELBO w.r.t. to the parameters β of the base distribution is
straightforward to estimate using a sample u ∼ qU |X=x,λ,
∇β ELBO MC≈ ∇β log pY |β(t(x;u)). That is because β is
not involved in the sampling of u. Similarly, estimating the
gradient w.r.t. the parameters θ of the generative model
poses no challenge, ∇θ ELBO MC≈ ∇θ log pU |X,θ(u|x).
The gradient w.r.t. the parameters λ of the approximate
posterior,∇λ ELBO =
∇λE
[
log pY |β(t(x;u))
]−∇λKL(qU |x,λ||pU |x,θ) (9)
is less trivial to estimate since λ is involved in sampling u,
but it can be rewritten as follows,
E
[
log pY |β(t(x;u))∇λ log qU |X,λ(u|x)
]
(10a)
− E
[
log
pU |X,θ(u|x)
qU |X,λ(u|x)∇λ log qU |X,λ(u|x)
]
, (10b)
for which MC estimation is possible. The result is the
SFE, which is generally very noisy. For variance reduc-
tion we follow the steps of Mnih & Gregor (2014) closely.
That is, to reduce variance of the first term (10a), we sub-
tract from the learning signal a self-critic (Rennie et al.,
2017) and standardise the result using moving estimates of
mean and standard deviation.4 These baselines can be de-
fined for each observed variable since log pY |β(t(x;u)) =∑D
d=1 log pY |β(xd ⊕ u(1)d . . .⊕ u(L)d ). For the second term
(10b), in addition to using baselines, we rewrite the SFE
factoring out of the computation as many terms as possible
in order to reduce variance.
Local KL The gradient of the KL term is expressed in
terms of nested expectations, and due to conditional inde-
pendence assumptions in the model and in the posterior
approximation, we can improve upon a vanilla SFE in man-
ner reminiscent of how Mnih & Gregor (2014) improved the
SFE for hidden layers with binary hidden units. The first-
order Markov assumption we make over latent parameters
implies weighing the score of u(`) by the sum of log-ratios
due to two KL terms: the one w.r.t. the distribution of U (`)
and the one w.r.t. the distribution of U (`+1). Thus, we can
rewrite the SFE for the KL term (complete derivation in
Appendix B). For each layer `,∇λ` KL ≈
log
p(u(`)|u(`−1), θ`)
q(u(`)|u(`−1), λ`)∇λ` log q(u
(`)|u(`−1), λ`) (11a)
+ log
p(u(`+1)|u(`), θ`)
q(u(`+1)|u(`), λ`)∇λ` log q(u
(`)|u(`−1), λ`) ,
(11b)
where λ` corresponds to the parameters of the neural net-
work g that maps from u(`−1) to a distribution over possible
assignments to the `th transformation.5 Finally, (11a) can
4A self-critic here corresponds to log pY |β(t(x;u′)) for an
independently sampled transformation u′.
5We could potentially estimate the two terms independently,
which then allows scaling the second SFE by γ > 0.
Latent Transformations for Discrete-Data Normalising Flows
be further improved
∇λ`
D∑
d=1
H(U (`)d |u(`−1), λ`) (12a)
+
D∑
d=1
log p(u
(`)
≥d|u(`−1), u(`)<d)∇λ` log q(u(`)|u(`−1), λ`)
(12b)
by factoring out the closed-form entropy of and realising
that u(`)d cannot affect log p(u
(`)
<d|u(`−1), θ`). For further
variance reduction of the SFE in (12b), we can again em-
ploy a self-critic and standardisation of the learning signal,
though this time, these techniques are applied independently
for each layer.
Special case Since including both a variational posterior
and an autoregressive generative model can be computation-
ally costly, we also consider the situation where we choose
qU |X,λ(u|x) := pU |X,θ(u|x). This corresponds to a simpler
form of VI where rather than introducing an independent
posterior approximation we estimate a lowerbound on log-
likelihood by sampling from the generative model directly.
This leads to KL evaluating to zero, and makes gradient
estimation w.r.t. θ a matter of score function estimation. In
this case, we use the bound log pX|β,θ(x) ≥
L = EpU|X,θ(u|x)
[
log pY |β(t−1(x;u))
]
, (13)
While the gradient w.r.t. β is unchanged, the gradient w.r.t.
θ can be split in two terms. For this, we group the L parame-
ters 〈u(1)d , . . . , u(L)d 〉 that transform the dth observation, and
denote them simply by ud. Then∇θL =
D∑
d=1
E [r(ud)∇θ log p(ud|u<d) + r(ud)∇θ log p(u<d)]
(14a)
with expectations taken w.r.t. pU |X,θ(u|x), and r(ud) :=
log pY |β(xd ⊕ u(1)d . . .⊕ u(L)d ). For the full derivation, see
appendix C. Note how the reward for the dth observation
scales the score of its transformation (first term) as well as
the score of the transformations of preceding observations
(second term). We want to note similarities to the Bellman
equation, where rewards are discounted for past actions. If
we estimate the two terms independently, that is, using two
independent samples u and u′, stochastic gradient optimisa-
tion allows us to choose different scaling constants for each
term. We opt for an impatient approach and set the constant
for the second term negligibly small.
6. Experiments
We compare SFE and STE on binarised MNIST. We bina-
rise stochastically by interpreting the pixel intensities as
Bernoulli probabilities. Every layer uses a 784-dimensional
MADE (Germain et al., 2015) and models are trained using
Adam with learning rate 1e-3. The base distribution is fixed
with Bernoulli parameters [0.9, 0.1]. Stochastic models are
evaluated using 1, 000 samples, and we also report the per-
formance of a single flow, namely the one specified by a
greedy approximation to arg maxu qU |X,λ(u|x).
Model Depth NLL ↓ Greedy
STE 1 222.1
2 211.2
4 205.6
8 209.1
SFE (full posterior)
greedy self-critic 1 293.7 205.3
running average 1 242.4 207.3
SFE (special case)
greedy self-critic 1 267.9 267.7
running average 1 190.1 189.6
Table 1. Negative log-likelihood on binarised MNIST. Results
show best of three independent runs.
Table 1 shows that by applying proper variance reduction
techniques, SFE can outperform STE, even for architec-
tures with fewer parameters. In the special case where
qU |X,λ(u|x) := pU |X,θ(u|x) performance is highest, possi-
bly due to lower gradient variance. We did find, however,
that performance did not increase with depth. Multiple
stochastic layers increases variance in performance and the
model encourages deeper layers to become fixed. Samples
of SFE and STE can be found in appendix D.
We want to emphasize the possibility of treating the flow
stochastically during training to compute the gradients, but
reverting to a deterministic forward pass after that. By
doing this, we train using unbiased estimates of the gradient,
without losing exact likelihood assessment.
7. Conclusion
We have presented a new technique for training discrete nor-
malising flows by treating the transformation parameters as
latent variables. Our unbiased gradients lead to better perfor-
mance on binarised MNIST compared to straight-through,
while we sacrifice exact likelihood assessment. Further
work could experiment with more powerful architectures
and recent developments in discrete gradient estimation,
such as (Grathwohl et al., 2018).
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A. Model
A.1. Specification
Generative model We make a first-order Markov assumption across layers and model the units within a layer autoregres-
sively:
pU |X,θ(u|x) =
L∏
`=1
p(u(`)|u(`−1), θ`) (15)
p(u(`)|u(`−1), θ`) =
D∏
d=1
p(u
(`)
d |u(`−1), u(`)<d, θ`) (16)
U
(`)
d |θ`, u(`−1), u(`)<d ∼ Bern(fd(u(`−1), u(`); θ`)) , (17)
where u(0) := x and fd(·; θ`) depends on u(`) only through u(`)<d.
Approximate posterior We make a first-order Markov assumption across layers and mean field assumption within layers:
qU |X,λ(u|x) =
L∏
`=1
q(u(`)|u(`−1), λ`) (18)
q(u(`)|u(`−1), λ`) =
D∏
d=1
q(u
(`)
d |u(`−1), λ`) (19)
U
(`)
d |λ`, u(`−1) ∼ Bern(gd(u(`−1);λ`)) , (20)
where u(0) = x. Here gd(·;λ`) conditions freely on all of its inputs.
ELBO
EqU|X,λ(u|x)
[
log pY |β(t−1(x;u)) + log
pU |X,θ(u|x)
qU |X,λ(u|x)
]
= EqU|X,λ(u|x)
[
log pY |β(t−1(x;u))
]−KL(qU |x,λ||pU |x,θ) (21)
A.2. Gradient estimation
Unless otherwise noted, we derive MC estimates on a single sample u ∼ qU |X=x,λ.
Base distribution
∇β ELBO MC≈ ∇β log pY |β(t−1(x;u)) . (22)
Generative model
∇θ ELBO MC≈ ∇θ log pU |X,θ(u|x) . (23)
Approximate posterior
∇λ ELBO MC≈ ∇λEqU|X,λ(u|x)
[
log pY |β(t−1(x;u))
]−∇λKL(qU |X=x,λ||pU |X=x,θ) (24)
For the first term we employ the score function estimator (SFE):
EqU|X,λ(u|x)
[
log pY |β(t−1(x;u))∇λ log qU |X,λ(u|x)
]
. (25)
For variance reduction we subtract a self-critic, namely, log pY |β(t−1(x;u′)) for an independent sample u′, and standardise
the result using moving estimates of mean and standard deviation. These baselines are applied per pixel since the reward
factorises: log pY |β(t−1(x;u)) =
∑D
d=1 log pY |β(xd ⊕ u(1)d ⊕ . . .⊕ y(L)d ). The second term is made of nested KL terms,
and due to conditional independence assumptions in the model and in the approximation, we can improve upon a vanilla
SFE (see next).
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B. Gradient of KL
We make a conditional independence assumption, namely, u(`) is independent of all but the previous assignment u(`−1),
which can be exploited to rewrite the SFE for the KL term. We are looking to simplify
∇λKL(qU |x,λ||pU |x,θ) = EqU|X,λ(u|x)
[
log
pU |X,θ(u|x)
qU |X,λ(u|x)∇λ log qU |X,λ(u|x)
]
. (26)
Define a “local reward” as
r(u(`), u(`−1)) :=
D∑
d=1
log
p(u
(`)
d |u(`−1), u(`)<d)
q(u
(`)
d |u(`−1), λ`)
. (27)
Let expectations be expressed w.r.t. qU |X,λ, then the gradient of the KL with respect to the parameters of the `th layer is:
∇λ` KL =E
[(
L∑
k=1
r(u(k), u(k−1))
)
∇λ` log qU |X,λ(u|x)
]
(28a)
Note that we only need the `th score.
=E
[(
L∑
k=1
r(u(k), u(k−1))
)
∇λ` log q(u(`)|u(`−1), λ`)
]
(28b)
And that we can expand the reward explicitly to identify constant terms.
=E

(
`−1∑
k=1
r(u(k), u(k−1))
)
︸ ︷︷ ︸
constant w.r.t. u(`)
∇λ` log q(u(`)|u(`−1), λ`)
 (28c)
+E

(
L∑
k=`+2
r(u(k), u(k−1))
)
︸ ︷︷ ︸
constant w.r.t. u(`)
∇λ` log q(u(`)|u(`−1), λ`)
 (28d)
+E
(r(u(`), u(`−1)) + r(u(`+1), u(`)))︸ ︷︷ ︸
local rewards
∇λ` log q(u(`)|u(`−1), λ`)
 , (28e)
Recall that the expected value of the score is 0, i.e., Eq(u(`)|u(`−1),λ`)
[∇λ` log q(u(`)|u(`−1), λ`)] = 0, thus the expectations
involving rewards which are constant w.r.t. u(`) disappear. This allows us to simplify the expression keeping only the part
that includes the local rewards:
=E
[(
r(u(`), u(`−1)) + r(u(`+1), u(`))
)
∇λ` log q(u(`)|u(`−1), λ`)
]
. (28f)
This estimator can be further refined. In the part that accounts for r(u(`), u(`−1)) we can solve the entropy term exactly:
Eq(u(`)|u(`−1),λ`)
[
r(u(`), u(`−1))∇λ` log q(u(`)|u(`−1), λ`)
]
(29a)
= Eq(u(`)|u(`−1),λ`)
[
log
p(u(`)|u(`−1), θ`)
q(u(`)|u(`−1), λ`)∇λ` log q(u
(`)|u(`−1), λ`)
]
(29b)
= Eq(u(`)|u(`−1),λ`)
[
log p(u(`)|u(`−1), θ`)∇λ` log q(u(`)|u(`−1), λ`)
]
(29c)
− Eq(u(`)|u(`−1),λ`)
[
log q(u(`)|u(`−1), λ`)∇λ` log q(u(`)|u(`−1), λ`)
]
︸ ︷︷ ︸
∇λ`H(U(`)|u(`−1),λ`))
. (29d)
Latent Transformations for Discrete-Data Normalising Flows
Recall that with a mean field assumption the entropy can be computed exactly
H(U (`)|u(`−1), λ`)) =
D∑
d=1
H(q(u(`)d |u(`−1), λ`)) . (30)
The negative cross entropy term can not be computed exactly because the generative model is autoregressive, that is, u(`)d
depends on u(`)<d. Still, its SFE can be further simplified. The argument is once again based on iterated expectations:
E
[
log p(u(`)|u(`−1), θ`)∇λ` log q(u(`)|u(`−1), λ`)
]
(31a)
=
D∑
d=1
E

(
d−1∑
k=1
log p(u
(`)
k |u(`−1), u(`)<k, θ`)
)
︸ ︷︷ ︸
constant w.r.t u(`)d
∇λ` log q(u(`)|u(`−1), λ`)
 (31b)
+
D∑
d=1
E
[(
D∑
k=d
log p(u
(`)
k |u(`−1), u(`)<k, θ`)
)
∇λ` log q(u(`)|u(`−1), λ`)
]
(31c)
=
D∑
d=1
E
[(
D∑
k=d
log p(u
(`)
k |u(`−1), u(`)<k, θ`)
)
∇λ` log q(u(`)|u(`−1), λ`)
]
(31d)
C. Special case
Here we lowerbound the marginal log-likelihood of the data by direct application of Jensen’s inequality without an
independent variational approximation. We are interested in the gradient
∇θEpU|X,θ(u|x)
[
log pY |β(t−1(x;u))
]
(32)
We can first express the gradient for layer ` as
∇θ`
L∑
`=1
Ep(u(<`)|θ)Ep(u(`)|u(`−1),θ`)
[
log pY |β(t−1(x;u))
]
(33a)
=∇θ`
L∑
`=1
Ep(u(<`)|θ)
D∑
d=1
E
p(u
(`)
<d|u(`−1),θ`)
E
p(u
(`)
d |u
(`)
<d,u
(`−1),θ`)
[
log pY |β(t−1(x;u))
]
(33b)
Where we first applied the Markov property and secondly iterated expectation within the layer. If we introduce a proposal
distribution ρ(u(`)<d), independent of θ`, and define
ω(u
(`)
<d, θ) =
pθ(u
(`)
<d)
ρ(u
(`)
<d)
(34)
L(u(`)<d, θ) = Ep(u(`)d |u(`)<d,u(`−1),θ`)
[
log pY |β(t−1(x;u))
]
(35)
then∇θ`
∑D
d=1 Ep(u(`)<d|u(`−1),θ`)
[
L(u(`)<d, θ`)
]
=∇θ`
D∑
d=1
E
ρ(u
(`)
<d)
[
ω(u
(`)
<d, θ`)L(u(`)<d, θ`)
]
(36a)
=
D∑
d=1
Eρ(u<d)
[
ω(u
(`)
<d, θ`)∇θ`L(u(`)<d, θ`) + L(u(`)<d, θ`)∇θ`ω(u(`)<d, θ`)
]
. (36b)
Latent Transformations for Discrete-Data Normalising Flows
Note that the first term inside the expectation can be estimated via the score function estimator i.e.
ω(u
(`)
<d, θ`)∇θ`L(u(`)<d, θ`) = ω(u(`)<d, θ`)Ep(u(`)d |u(`)<d,u(`−1),θ`)
[
log pY |β(t−1(x;u))∇θ`p(u(`)d |u(`)<d, u(`−1), θ`)
]
. (37)
For the second term we can write
L(u(`)<d, θ`)∇θ`ω(u(`)<d, θ`) =
L(u(`)<d, θ`)
ρ(u
(`)
<d)
∇θ`p(u(`)<d|u(`−1), θ`) (38a)
= ω(u
(`)
<d, θ`)L(u(`)<d, θ`)∇θ`p(u(`)<d|u(`−1), θ`) . (38b)
Where our proposal is ρ(u(`)<d) := p(u
(`)
<d|u(`−1), θ`), we have ω(u(`)<d, θ`) = 1. This means that the first term becomes a
local learning signal
L∑
`=1
Ep(u(<`)|θ)Ep(u(`)d |u(`)<d,u(`−1),θ`)
[
log pY |β(t−1(x;u))∇θ`p(u(`)d |u(`)<d, u(`−1), θ`)
]
, (39)
where the learning signal derived from the dth observation interacts directly with the gradient of the log-probability of the
dth latent variable. The second term becomes
L∑
`=1
Ep(u(<`)|θ)Ep(u(`)d |u(`)<d,u(`−1),θ`)
[
log pY |β(t−1(x;u))∇θ`p(u(`)<d|u(`−1), θ`)
]
(40)
where the learning signal derived from the dth observation interacts with the gradient of the log-probability of the dth latent
prefix.
D. Samples
Figure 1. 100 Samples from the best performing SFE (left) and best performing STE (right)
