Various parameters of graphs connected to sparse matrix factorization and other applications can be approximated using an algorithm of Leighton et al. that nds vertex separators of graphs. The approximate values of the parameters, which include minimum front size, treewidth, pathwidth, and minimum elimination tree height, are no more than O(logn) (minimum front size and treewidth) and O(log 2 n) (pathwidth and minimum elimination tree height) times the optimal values. In addition, we show that unless P = NP there are no absolute approximation algorithms for any of the parameters.
Introduction
Many problems in science and engineering require the solution of systems of linear equations. As the problems get larger, it becomes important to exploit the fact that many such systems are sparse. Often each equation only involves a few of the variables. By taking advantage of sparsity it is often possible to solve substantially larger linear systems.
To solve the symmetric positive de nite linear system Ax = b via Cholesky factorization, one rst computes the Cholesky factor L such that A = LL T , and then solves the triangular systems Ly = b and L T x = y. If A is sparse, one may rst permute the rows and columns of the matrix symmetrically, thus solving (PAP T )Px = Pb for some permutation matrix P.
The permutation is typically chosen to try to make the factorization more e cient according to several measures of complexity. The permutation matrix corresponds to a reordering of the vertices of the graph G(A) of the matrix.
Several di erent parameters of the graph G(A) dictate how e ciently we can solve the linear system. Among these parameters are treewidth, minimum front size, minimum maximum clique, and minimum elimination tree height. Small front size is important in the multifrontal algorithm 8, 22] : front size is related to the amount of fast memory needed for factorization. Elimination tree height measures the parallel time needed to factor A by Gaussian elimination with unlimited processors. All these parameters depend on the ordering on the rows and columns of A. Unfortunately, determining the orderings that give the optimal values of these parameters is NP-complete 2, 9, 25]. Therefore we have to be content with approximations.
The main point of this paper is that minimum front size and elimination tree height are intimately related to three other graph parameters, namely treewidth, pathwidth, and the size of separators in subgraphs of the graph, and that all these parameters can be approximated within a polylogarithmic factor of optimal in polynomial time. Treewidth has several other applications to graph algorithms and to graph minor theory 1]. Pathwidth has important applications in the theory of VLSI layout, and is equivalent to several other graph parameters, including minimum chromatic number of a containing interval graph and node search number. The pathwidth problem is also equivalent to the gate matrix layout problem. See 24] for an overview.
In Section 3 we show that optimal treewidth, pathwidth, elimination Table 1 : Parameters of graph G = (V; E) or symmetric sparse matrix A.
k-tree number smallest k such that G is a subgraph of a k-tree treewidth minimum width of a tree decomposition of G pathwidth minimum width of a path decomposition of G separator number max (over subsets of V ) of smallest 1/2-vertex separator min etree height min (over elimination orders for A) elimination tree height min frontsize min (over elimination orders for A) of largest frontal matrix min max clique min (over chordal completions of G) of largest clique in G + tree height, front size, minimax clique, and separator number are all within O(log n) of each other. In Section 5 we show that all these parameters can be approximated e ciently by using a recent result of Leighton et 16] .) Finally, we show in Section 6 that none of these parameters can be approximated within an additive constant of optimal in polynomial time unless P = NP.
De nitions
In this section we de ne the various graph parameters which we relate to each other in Section 3 and approximate in Section 5. Table 1 lists the parameters. We assume that the reader is familiar with standard graph theoretic notation (see Harary 14] , for example). The subgraph of G = (V; E) induced by W V is denoted by G W]. Logarithms are taken to base 2 unless otherwise speci ed.
The rst set of de nitions concern parameters of graphs that have been studied in graph minor theory 29].
The class of k-trees is de ned recursively as follows. The complete graph on k vertices is a k-tree. A k-tree with n + 1 vertices (n k) can be constructed from a k-tree with n vertices by adding a vertex adjacent to all vertices of one of its k-vertex complete subgraphs, and only to these vertices. A partial k-tree is a graph that contains all the vertices and a subset of the edges of a k-tree. The smallest k such that G is a partial k-tree is its k-tree number.
A tree decomposition of a graph G = (V; E) is a pair (fX i j i 2 Ig; T = (I; F)), where T is a tree and fX i g is a collection of subsets of V , such that S i2I X i = V .
For all (v; w) 2 E, there exists an i 2 I with v; w 2 X i . For all i; j; k 2 I, if j is on the path from i to k in T, then X i \X k X j . The third condition can be replaced by the equivalent condition that fi 2 Ijv 2 X i g forms a connected subtree of T for all v 2 V .
The treewidth of a tree decomposition (fX i g; T) is max jX i j ? 1 The separator number of a graph G = (V; E) is the maximum over all subsets W of V of the size of the smallest 1=2-vertex separator of W in G.
Thus the separator number measures the di culty of separating the \hard-est" subset of the vertices of G. Every subgraph of G has a 1=2-vertex separator of size at most the separator number of G.
Our nal set of de nitions concern a graph-theoretic model of symmetric Gaussian elimination that has been used extensively in sparse matrix computation 11].
The elimination game on a graph G repeats the following step until every vertex of G has been chosen (or \eliminated"). Choose a vertex v, and add edges to make adjacent all of the neighbors of v that have not yet been chosen. These added edges are called ll edges. The result of playing the elimination game is called the lled graph and written G + ; if is the order in which the vertices were chosen, we sometimes write G + .
The elimination game models symmetric Gaussian elimination (or Cholesky factorization) on a matrix A whose graph is G(A) = G; the lled graph G + is the nonzero structure of the triangular factor. In this setting, choosing an order for the vertices corresponds to choosing a permutation P for the rows and columns of the matrix A, and performing Gaussian elimination on PAP T . The number of edges in G + is called the ll due to ordering , and measures the storage needed to hold the triangular factor; thus, choosing to decrease ll is one goal in sparse factorization.
The lled graph G + is a perfect elimination graph, which means that the elimination game can be played on G + without causing any additional ll (using the order , in fact). Perfect elimination graphs are the same as chordal graphs, which are graphs with no induced subgraphs that are cycles of at least four vertices 30]. A chordal graph obtained by adding edges to G is called a chordal completion of G; for all G and , the graph G + is a chordal completion of G, and every minimal chordal completion of G is G + for some 31].
Let C (v) be the set of neighbors of vertex v that are still unchosen when v is eliminated; in other words, the set of neighbors of v in G + that are higher-numbered than v according to . The elimination tree T has the same vertices as G, and has a parent relation de ned as follows 23, 32] The front size of G is the maximum size of C (v) over all v. Like elimination tree height, front size depends on the choice of ordering . The smallest front size of G over all is the min front size. Reordering to decrease front size is important for the multifrontal algorithm 8, 22] . The multifrontal algorithm computes the Cholesky factorization of a sparse matrix by doing sequence of partial factorizations of small dense matrices, the goal being to make better use of hierarchical storage, vector oating-point hardware, or sometimes parallelism. Figure 1 shows one elimination step of the method: here v is only the nonzeros below the diagonal in the column being eliminated, and the frontal matrix F contains only the rows and columns corresponding to nonzeros in the column being eliminated. The update matrix B ? vv T =d is dense, and is saved for use in later elimination steps. Many such matrices may be saved at the same time, but only enough main memory for one frontal matrix is needed. The front size of A is the dimension of the largest update matrix in the multifrontal factorization of A, or equivalently one less than the dimension of the largest frontal matrix. The front size of A can also be characterized as the largest number of nonzeros below the diagonal in any column of its Cholesky factor. Finally, we de ne the min max clique of a graph G to be the the minimum, over all elimination orders , of the size of the largest clique in the lled graph G + . Equivalently, it is the smallest clique number of any chordal completion of G.
Relationships
In this section we prove several lemmas showing that the parameters listed in Table 1 are closely related. Theorem 12 at the end of the section summarizes these relationships. Some of the results are known, but we present them all here in order to show how closely linked these parameters are, and to demonstrate how a separator approximation algorithm can be used to approximate all the di erent parameters. The results relating elimination tree height to treewidth, pathwidth, and separator number are new. Several of the other relationships were already known, often only as`folklore', and are often hard to trace to their origins. Lemma there is a vertex v such that the set C (v) of higher-numbered neighbors of v has size at least k. In the elimination game, the set C (v) fvg (which has size k+1) becomes a clique in G + . Therefore min max clique treewidth+1.
Conversely, if min max clique is k +1, then for every elimination order there is a clique of size at least k + 1 in G + . The lowest-numbered vertex in that clique has at least k higher-numbered neighbors in G + , so the front size is at least k. By Lemma 3, then, min max clique treewidth + 1. 2
Now we show that separators are related to the other parameters. The following lemma is probably the oldest separator theorem; a version is due to C. Jordan In our terminology, this says that the separator number of a tree is 1.
The next result generalizes from trees to partial k-trees. Several statements equivalent to Lemma 6 have appeared 13, 29] ; this short proof is similar to one due to Liu 23] .
Lemma 6 Let G = (V; E) be a graph with treewidth at most k. Let Proof: Consider an elimination order such that G + has front size at most k. Use Lemma 5 to nd vertex v which is a 1 2 -vertex separator of W in the elimination tree T . Because the elimination tree is a depth-rst search tree of G + 23], every edge of G joins an ancestor to a descendant in T . Let S 0 be the set of proper ancestors of v in T that are adjacent (in G) to descendants of v in T . Then S = S 0 fvg is a 1 2 -vertex separator of W in G (and, in fact, in G + ). We see that S 0 is equal to C (v), and hence S has size at most k + 1. 2
The next pair of lemmas relates min etree height to vertex separator number. The construction in Lemma 7 is from Gilbert 12] , where it was used to prove bounds on ll. There are at most log 1= n levels, so the longest such path is at most s log 1= n. Any path from a leaf to the root of the elimination tree is monotone, so the lemma follows. Lemma 10 If the minimum maximum clique of G + has size k, then the shortest elimination tree of G is lower than k log n.
Proof: This is immediate from Lemma 7 and Lemma 9. 2
Now we relate pathwidth to the other parameters. As path decompositions are a special case of tree decompositions, the treewidth of a graph is never larger than the pathwidth. We also have the following interesting relationship.
Lemma 11 If G has an elimination tree with height k, then the pathwidth of G is at most k.
Proof: Let be an ordering such that the elimination tree T has height k. Number the leaves of T as v 1 ; : : :; v r , from left to right. For 1 j r, let X j consist of v j and all ancestors of v j in T . Let P be the path (f1; 2; : : :; rg; f(i;i+ 1) j 1 i < rg). Then (fX i g; P) is a path decomposition of the lled graph G + , and hence of G, with pathwidth k. 2
As a direct consequence we have that the treewidth of G is no larger than the height of an elimination tree and the minimum maximum clique of G + is no larger than the height plus one.
Finally, we summarize all these relationships in a theorem.
Theorem 12 Let G be a graph with at least one edge, and let A be a symmetric positive de nite matrix with G(A) = G. The minimum front size of A is equal to the treewidth of G and to the smallest k such that G is a partial k-tree, and this number is one less than the smallest clique number of any chordal completion of G. The minimum elimination tree height of A is no less than these three parameters, and is at most log n times them. The pathwidth of G lies between treewidth and minimum elimination tree height. Minimum etree height is also between the separator number of G and log n times the separator number, but the separator number can be up to a factor of log n less or more than treewidth, minimum front size and minimum maximum clique. In other words, treewidth = min partial k-tree = min frontsize = min max clique ? 1. separator number ?1 treewidth pathwidth min etree height separator number log n. 2 4 Approximation of vertex separators Leighton and Rao 19] have obtained approximation algorithms for various separator problems, including the problem of nding minimum size balanced edge separators. Using these results, Leighton and Rao obtained similar results for vertex separators, including the following result, upon which our algorithms depend heavily.
Theorem 13 ( 19] ) There exists a polynomial algorithm that, given a graph G = (V; E) and a set W V , nds a 2 3 -vertex separator S V of W in G of size O(w log n), where w is the minimum size of a 1 2 -vertex separator of W in G.
When we now apply Lemma 6, we get the following result, which is the fundamental step in our approximation algorithm.
Theorem 14 There exist a constant 1 and a polynomial time algorithm that, given a graph G = (V; E) and a set W V , nds a 2 3 -vertex separator of W in G of size log n k, where n = jV j and k is the treewidth of G. Proof: Lemma 6 implies that there exists a 1 2 -vertex separator of W in G of size k+1. The result follows by using the algorithm of Theorem 13, taking to be enough larger than the constant hidden in the O of Theorem 13 to account for the factor (k + 1)=k. 2
In the remainder of the paper, we take to be the constant from this theorem.
Approximation algorithms
In this section we give a polynomial time approximation algorithm for the treewidth problem that is at most a factor of O(log n) o optimal. From the analysis in Section 3, this directly implies polynomial time approximations for minimum maximum cliques and minimum front size that are a factor of O(log n) o optimal, and for minimum height elimination trees that are a factor of O(log 2 n) o optimal. Readers familiar with the approximation algorithms for constant treewidth of Lagergren 18] , of Reed 26] We now show that fi 2 I j v 2 X i g forms a connected subtree in the decomposition-tree for all v 2 Z W. If v 6 2 X r Z;W , then this holds by induction, as v then belongs to exactly one set Z i . Otherwise, for each of the subtrees under r Z;W , either v does not appear in any of the nodes in this subtree, or the nodes containing v form, by induction, a connected subtree of this subtree, and include the root of this subtree, i.e., the child of r Z;W that is in this subtree. The result now follows. Therefore the procedure indeed outputs a tree decomposition of G Z W].
We now have to show that the treewidth of the tree decomposition is at most 8 k log n. By induction, it is su cient to show that jX r Z;W j 8 k log n, and that jW i S S 0 j 6 k log n. The rst inequality follows by using the assumption on the size of W, and then using Theorem 14 to bound the size of S and S 0 . The second inequality follows because S S 0 is an 2 3 separator of W in G Z V ], and hence each W i is of size at most 2=3jWj 4 k log n, whence jW i S S 0 j 6 k log n. 2 Thus, we have obtained the following result:
Theorem 16 There exists a polynomial time algorithm that, given a graph G = (V; E) with jV j = n, nds a tree decomposition of G with treewidth at most O(k log n), where k is the treewidth of G. 2 This result implies approximation algorithms for the other parameters discussed in this paper. Clearly, by Lemmas 3 and 4 we have also a polynomial time algorithm that, given a graph G, solves the minimum maximum clique problem and the minimum front size problem within O(log n) times optimal. We also have:
Theorem 17 There exists a polynomial time algorithm that, given a graph G = (V; E) with jV j = n, nds an elimination tree of G with height at most O(h log 2 n), where h is the minimum height of an elimination tree of G.
Proof: Find a tree decomposition of G with the algorithm of Theorem 16.
Then construct an elimination order as in Lemma 7. We obtain an elimination tree of G with height at most log n O(log n) k, where k is the treewidth of G. Observe that k is smaller than or equal to the pathwidth of G; hence, by Lemma 11, k is at most h. 2
Similarly we can obtain:
Theorem 18 There exists a polynomial time algorithm that, given a graph G = (V; E) with jV j = n, nds a path decomposition of G with pathwidth at most O(k log 2 n), where k is the pathwidth of G. 2 
Absolute approximations
In this section we show that if P 6 = NP, then no absolute approximation algorithms exist for the minimum height elimination tree problem, for treewidth (and hence for minimum front size and min max clique), or for pathwidth.
Given an approximation algorithm A for a minimization problem, we can distinguish between three kinds of performance guarantees. First, in an absolute approximation, the approximate solution A(I) is within an additive constant of the optimal solution OPT (I). Second, the approximate solution can be within a multiplicative constant of the optimal one. Finally, the ratio between the optimal and approximate solutions can grow with the size of the problem. The algorithms we have presented above all have performance guarantees of the third kind, with ratios of O(log n) or O(log 2 n). The hardest of these bounds to achieve is the absolute bound; few NP-complete problems have absolute approximation algorithms. We rst prove that the minimum height elimination tree problem has no absolute approximation algorithm unless P = NP.
Theorem 19 If P 6 = NP then no polynomial time approximation algorithm A for the minimum height elimination tree problem can guarantee A(I) ? OPT (I) K for any constant K. Proof: Assume we have a polynomial time absolute approximation algorithm A, so that A always gives an elimination tree with height at most K more than optimal. We will show that then we can solve the mutual independent set problem (MUS) in polynomial time. The MUS problem is the following: Given a bipartite graph B = (P; Q; E), are there sets V 1 P and V 2 Q with jV 1 j=jV 2 j= k, such that no edge joins a vertex in V 1 to a vertex in V 2 ? Pothen 25] shows that this problem is NP-complete.
Let B = (P; Q; E) be a bipartite graph, with vertex sets P and Q and edge set E. Graph B is a chain graph if the adjacency sets of vertices in P form a chain, that is, if the vertices of P can be ordered so that
The biclique C = (P; Q; E P 2 Q 2 ) of B is the graph that results from adding edges to B to make each of P and Q into cliques. Yannakakis 35] has shown that if we add edges to the bipartite graph B to make it a chain graph B 0 , then adding the same edges to B's corresponding biclique C makes it a chordal graph C 0 . The graph C 0 is called a chordal completion of the biclique C. Pothen 25] has proved that B has mutually independent sets of size k i there exists a chordal completion C 0 of B with elimination tree of height n ? k ? 1, or, in other words, i the min etree height of B 0 is n ? k ? 1.
Let B = (P; Q; E) be given. Construct a new bipartite graphB = (P 1 P K+1 ; Q 1 Q K+1 ;Ê) that contains K + 1 copies of B and additional edges between the copies. If there is an edge between vertices v and w in B (v 2 P, w 2 Q), thenB has an edge between v i and w j (v i 2 P i and w j 2 Q j ), for i; j = 1; : : :; K + 1. The new graphB has (K + 1)n vertices and (K + 1) 2 m edges. In Figure 3 we showB when K = 1.
LetB 0 be the biclique ofB. NowB has mutually independent sets of size (K +1)k i the minimum etree height ofB 0 is at most (K +1)(n?k)?1. Now, if B has a mutual independent set of size k, thenB has a mutual independent set of size (K+1)k, so the minimum etree height ofB 0 is at most (K+1)n?(K+1)k?1. If every mutual independent set of B has size k?1, then every mutual independent set ofB has size at most (K + 1)(k ?1) (we can choose at most 2 (k ? 1) vertices in each pair (P i ; Q i )), hence the minimum etree height ofB 0 is at least (K + 1)n ? (K + 1)(k ? 1) ? 1. So, B has a mutual independent set of size k, if and only of algorithm A outputs thatB 0 has minimum etree height at most (K +1)n?(K +1)k ?1+K. So, we have a polynomial time algorithm for the NP-complete MUS problem, contradiction our assumption that P 6 = NP. 2 A similar result can be proven for the treewidth problem. We need the following lemma. In the same way we can prove the following theorem. This result was also proved (with di erent terminology) by Deo et al. 7] .
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Theorem 22 If P 6 = NP then no polynomial time approximation algorithm A for the pathwidth problem can guarantee A(G)?OPT (G) K for a xed constant K. 2
It is possible to strengthen these results slightly.
Theorem 23 If P 6 = NP then no polynomial time approximation algorithm A for the minimum height elimination tree, treewidth, or pathwidth problem can guarantee A(G) ? OPT (G) n , where is a constant with 0 < < 1, and n denotes the number of vertices of G.
Proof: Suppose < (c ?1)=c. Basically, we use the same proofs as for the case that the additive term was a constant. Instead of taking K + 1 copies of G, or replacing vertices by cliques of K +1 vertices, we now take n c copies of G (min etree height) or replace vertices by cliques of size n c (treewidth, pathwidth). 2 
Conclusions
We have presented algorithms to nd bounded approximations to various parameters of graphs and sparse matrices. More speci cally, for treewidth, minimum front size, and minimum maximum clique, we get approximations that are never more than O(log n) times optimal; for pathwidth and minimum height elimination tree we get approximations that are never more than O(log 2 n) times optimal. The key insight is that all these measures are tightly related to the size of separators in the graph.
An open problem is to nd polynomial algorithms that give solutions that are only a constant times optimal for any of the parameters discussed in this paper. We have shown that none of the parameters can be approximated within an additive constant or term of the form n for < 1 of optimal unless P = NP.
Two other parameters of interest in sparse matrix computation are the minimum ll (or number of edges in chordal completion) over all elimination orders, and the minimum arithmetic operation count. Klein et al. 16 ] use a nested dissection algorithm somewhat similar to ours to give approximation algorithms for these measures that get within O(log 4 n) and O(log 6 n) times optimal (respectively) provided that the degree of the input graph is bounded by a constant.
Recently, Seymour and Thomas 33] have obtained a polynomial algorithm for the related notion of branchwidth, when restricted to planar graphs. As the branchwidth and treewidth of a graph di er by at most a factor of 1. 5 27] , this gives a polynomial time approximation algorithm for treewidth of planar graphs with performance ratio 1.5, and polynomial time approximation algorithms for pathwidth and shortest elimination tree of planar graphs with performance ratio O(log n). An interesting question is whether a polynomial time algorithm exists that solves treewidth exactly on planar graphs.
