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THE STABLE RANK OF DIAGONALLY CONSTRUCTED ASH
ALGEBRAS
JAMES LUTLEY
Abstract. We introduce a class of recursive subhomogeneous algebras that
we call diagonal subhomogeneous and we give a notion of diagonal maps be-
tween these algebras. We show that any simple limit of diagonal subhomoge-
neous algebras with diagonal maps has stable rank one. As an application we
show that for any minimal homeomorphism of a compact Hausdorff space the
associated crossed product has stable rank one.
Given maps σ1, . . . , σk : Y → X , where X,Y are compact Hausdorff spaces, we
may readily construct a homomorphism from C(X,Mn) to C(Y,Mnk) by sending
f ∈ (X,Mn) to diag(f ◦ σ1, . . . , f ◦ σk), and we say this map is diagonal. Diag-
onal maps and their generalizations have played a prominent role in constructing
examples of AH algebras, including the Goodearl construction [5] and Villadsen’s
examples [10][11]. It was shown by Elliott, Ho, and Toms [4] that any simple AH
algebra constructed from diagonal maps has stable rank one. Our present work
uses the techniques developed in that paper and its antecedents and applies them
to a certain class of subhomogeneous algebras. Maps between these algebras cannot
be said to be diagonal in the above sense: we do not have perfect analogues of the
single valued eigenvalue maps σi. However, by restricting our attention to a class
of subhomogeneous algebras in which there is a rigid notion of a diagonal, we can
readily define a class of maps which send each point in the spectrum of the range
algebra to an ordered list of eigenvalues in the domain algebra. Thus we give a
notion of diagonal maps, and it turns out these are enough to once again obtain
stable rank one. This class of algebras is inspired by the orbit breaking algebras
introduced by Q. Lin following from work of Putnam [8]. Using results of Archey
and Phillips [1], we are able to show that dynamical cross products which come
from a single minimal homeomorphism of a compact Hausdorff space have stable
rank one.
This paper is constructed as follows: in section 1, we introduce the class of diag-
onal subhomogeneous algebras that we are able to work with. We define diagonal
maps between these algebras and show that orbit-breaking algebras are DSH alge-
bras with diagonal inclusions. In section 2, we recall the families of unitary paths
between permutation matrices which were used in [4]. In section 3 we show how
to construct unitary elements within DSH algebras using the matrices of section 2.
We then detail in section 4 how the assumption of simplicity on the limit algebra
allows us to ensure that any non-invertible element is very near to a function in a
sequence algebra which has a non-invertible image in any representation. We can
then multiply by the unitaries we have constructed to obtain a nilpotent element.
We employ a trick of Rørdam that has become a standard argument for proving
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stable rank one: since nilpotent elements lie in the closure of the invertibles, if ufv
is nilpotent and u, v are unitaries then f is approximately invertible. In section 5
we prove our main theorem, that simple diagonal limits of diagonal subhomogenous
algebras have stable rank one. It then follows from [1] that dynamical cross prod-
ucts coming from minimal homeomorphisms on compact spaces have stable rank
one.
1. Diagonal Subhomogeneous Algebras
We define a well-behaved class of unital subhomogeneous algebras that behaves
like a diagonal version of recursive subhomogeneous (RSH) algebras as defined in
[7].
Definition 1.1. The class of recursive subhomogeneous algebras is the smallest one
that satisfies the following conditions.
(1) If X is a compact Hausdorff space and n ∈ N then C(X,Mn) is RSH.
(2) If A is RSH and X is a compact Hausdorff space with a closed subset Y
and φ : A → C(Y,Mn) is any unital homomorphism and ρ : C(X,Mn) →
C(Y,Mn) is the restriction homomorphism then
A⊕C(Y,Mn) C(X,Mn) = {(a, f) ∈ A⊕ C(X,Mn) : φ(a) = ρ(f)}
is RSH.
It follows that we can write any RSH algebra A in terms of a finite composition
sequence using spaces X1, . . . , Xl that contain closed subspaces Y1, . . . , Yl; integers
n1, . . . , nl; and unital homomorphisms φ1, . . . , φl−1 using the above notation
A =
[
· · · [[C1 ⊕C′2 C2]⊕C′3 C3] · · ·
]
⊕C′
l
Cl
where Ci = C(Xi,Mni) and C
′
i = C(Yi,Mni). We refer to l as the length of the
composition sequence.
Given a subalgebra A ⊆
⊕l
i=1 C(Xi,Mni) and any f ∈ A, we will denote by fi
the summand of f in C(xi,Mni).
Definition 1.2. Suppose we have compact Hausdorff spaces X1, . . . , Xl, closed
subspaces Yi ⊆ Xi, dimensions n1, . . . , nl, C∗-algebras Ai ⊆
⊕i
j=1 C(Xj ,Mnj )
such that A1 = C(X1,Mn1) and homomorphisms φi : Ai → C(Yi+1,Mni+1) for
i ∈ {1, . . . , l − 1} such that for each y ∈ Yi+1 there are corresponding points
x1, . . . , xt where xj ∈ Xij such that φi(f)i+1(y) = diag(fi1(x1), . . . , fit(xt)) and
Ai+1 = Ai ⊕C(Yi+1,Mni+1 ) C(Xi+1,Mni+1), then we say Al is diagonal subhomoge-
neous (DSH).
Note that we can always assume that when x ∈ Yi, each of the corresponding
points x1, . . . , xt lies in Xi′ \ Yi′ for some i′ < i. We can do this by taking the
list given by diagonality x′1, . . . x
′
t, and whenever xi ∈ Yi′ , we can replace it with
the sequence of points for xi in the construction of φi′−1. Iterating, we eventually
obtain a list as desired. Furthermore, we can check in the definition that if Yi has
a non-empty interior, we may delete int(Yi) without changing the algebra. That is,
if X ′i+1 = Xi+1 \ int(Yi) and Y
′
i = Y \ int(Yi), then
{(a, f) ∈ A⊕ C(X ′i+1,Mni+1) : ∀j, y ∈ Y
′
i , fi+1(y) = diag(ai1 (xy1), . . . , ais(xys))}
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is isomorphic to the algebra constructed in the definition. Therefore we may assume
each set Yi has an empty interior.
We will show that the orbit breaking algebras described by Q. Lin are examples
of DSH algebras.
In the DSH construction, for each space i ∈ {1, . . . , l} and each k ∈ 1, . . . , ni,
we may define Bi,k to be the subset of Xi such that a new representation in the
diagonal decomposition begins at line k. Every point in Xi lies in Bi,1. For k > 1,
Bi,k ⊆ Yi. When y ∈ Yi with corresponding points x1, . . . , xs in Xi1 , . . . , Xis ,
y ∈ Bi,k for k = ni1 + 1, ni1 + ni2 + 1 and so on. Note that n1, the smallest
dimension of any representation of A, also gives a restriction on the sets Bi,k in
which a given point can appear. If y ∈ Bi,k, then y /∈ Bi,k+1, . . . , Bi,k+n1−1.
If C is an n× n matrix, let us say C has a block point at position k if Ci,j = 0
whenever either i ≥ k and j < k or i < k and j ≥ k.
Lemma 1.3. Suppose that A is a DSH algebra. For each i, k, x ∈ Xi lies in Bi,k
if and only if for every f ∈ A, fi(x) has a block point at position k. Every such set
Bi,k is closed.
Proof. It is clear that if x ∈ Bi,k, then every fi(x) has a block point at position
k for every f . Suppose x ∈ Xi does not lie in Bi,k. If x /∈ Yi, then because Yi is
closed, we may easily find a function f ∈ A for which fi(x) does not have a block
point at k. Simply let fi′ be 0 on Xi′ for all i
′ < i and choose an appropriate
function supported on Xi \Yi. Otherwise x ∈ Yi where we assume the that k lies in
the middle of some block beginning at k′ < k, so there exists a point x′ ∈ Xi′ such
that for every f ∈ A, fi(x) has a block point at position k−k′, where x′ /∈ Bi′,k−k′ .
We may therefore always reduce this to the case that x /∈ Yi. Since the set of
points x ∈ Xi at which any fi(x) has blockpoints at position k is evidently closed,
it follows that Bi,k is closed. 
Consider quotients of DSH algebras. Suppose that A is a DSH algebra and ψ :
A→ B is a surjective homomorphism. We define ψ̂ to be the injective, single-valued
map from B̂ → Â, the spectra of equivalence classes of irreducible representations
of B and A. For each i, we have that the subset of Â of representations of dimension
ni is homeomorphic to Xi \ Yi. Then for i = 1, . . . , l, define X ′i to be the closure
of Xi
⋂
ψ̂(B̂), and Y ′i to be X
′
i
⋂
Yi. Since B̂ is compact, it follows that ψ̂(B̂) is
closed, and therefore if y ∈ Y ′i , each corresponding point x1, . . . , xt in the diagonal
decomposition of φi−1 lies in someX
′
j for j < i. Define A(1)
′ to be C(X ′1,Mn1), and
define a diagonal homomorphism φ′1 : A(1)
′ → C(Y ′2 ,Mn2) using the same diagonal
decomposition as φ1 on Yi restricted to Y
′
i . Define A(2)
′ to be A(1)′ ⊕C(Y ′2 ,Mn2)
C(X ′2,Mn2). Similarly, for i = 2, . . . , l − 1, we define φ
′
i : A(i)
′ → C(Y ′i+1,Mni+1)
via the restriction of the diagonal decomposition of φi to Y
′
i+1 and A(i + 1)
′ as
A(i)′ ⊕C(Y ′
i+1,Mni+1)
C(X ′i+1,Mni+1).
Lemma 1.4. Every quotient of a DSH algebra is DSH.
Proof. We prove that the DSH algebra A(l)′ is isomorphic to B. For each π ∈ B̂,
we choose a unique representation R[π] from the equivalence class π such that for
every f ∈ B, R[π](f) = f˜i(ψ̂(π)) where f˜ is any preimage of f and ψ̂(π) ∈ Xi.
Then for each element of f ∈ B we can define an element θ(f) ∈ A(l)′ by θ(f)i(x) =
R[ψ̂−1(x)](f). We can then check that this is a homomorphism and a bijection. 
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When discussing a sequence lim(Aj , φj) of DSH algebras, we will identify the
spaces in the composition sequence of Aj as X
j
i and the dimensions as n
j
i with
subspaces Y ki and B
j
i,k.
We say that a map φj2,j1 : Aj1 → Aj2 between DSH algebras is diagonal if for
every x ∈ Xj2i there are points x1, . . . , xt, where xk ∈ X
j1
ik
such that for every
f ∈ Aj1 , φj2,j1(f)i(x) = diag(fi1(x1), . . . , fit(xt)).
Dynamical systems yield the motivating examples of DSH algebras. Let X be an
infinite compact Hausdorff space and let σ : X → X be a minimal homeomorphism.
We denote also by σ the automorphism of C(X) given by σ(f) = f ◦ σ−1. We let
u be a unitary such that ufu∗ = σ(f).
Let Y ⊆ X be the closure of an open set in X and consider the algebra AY
generated by {f, ug : g(x)|Y = 0}. By unpublished results of Q. Lin, this algebra
is subhomogeneous and can be described explicitly as follows.
For y ∈ Y , write R(y) = min{n > 0 : σn(y) ∈ Y }. This is the first return
time for y. By compactness R(Y ) is a finite set, and we list its values as n1 . . . , nl.
Moreover, we write Xi = R−1(ni) for i = 1, . . . , l. Then AY can be written as a
subalgebra of
⊕l
i=1Mni(C(Xi)).
Define Yi = Xi \ R−1(ni). Whenever y ∈ Yi, there exists t1, . . . ts and y′ ∈ Xt1
such that nt1 + · · ·+ nts = ni and σ
nt1+···+ntj (y′) ∈ Y for 1 ≤ j ≤ s. In this case
when f ∈ AY , fi(y) = diag(ft1(y
′), ft2(σ
nt1 (y′)), . . . , fts(σ
nt1+···+nts−1 (y′))). The
algebra AY is a DSH algebra with a composition sequence of length l, spaces Xi,
restriction subspaces Yi, and dimensions ni.
For x ∈ X , we write Ax rather than A{x}. Ax is simple and, by [1], is a centrally
large subalgebra of the crossed product. We will show Ax has stable rank one.
It is clear from the generators that if Z ⊆ Y then AY ⊆ AZ and we let φ be the
natural embedding.
Lemma 1.5. φ is a diagonal map between DSH algebras.
Proof. We will give an explicit diagonal description of φ. We define the return
time of a point z ∈ Z to Z as RZ(z). Z decomposes into sets Zi = R
−1
Z (qi) where
q1, . . . , qw is the list of possible return times. Since every point in Zi \R
−1
Z (qi) lies
in Zj for some j < i, it suffices to describe φ(f) at an arbitrary point in R
−1
Z (qi).
Suppose z ∈ R−1Z (qi). There exist nt1 , . . . nts such that nt1 + · · · + nts = qi and
when 1 ≤ k ≤ qi, σk(z) ∈ Y if and only if k = nt1 + · · · + ntj for some 1 ≤ j ≤ s.
Let Sj = nt1 + · · ·+ ntj and assume σ
Sj (z) ∈ Xij . Then for f ∈ AY , we will show
(1) φ(f)i(z) = diag(fi0(z), fi1(σ
nt1 (z)), . . . , fis−1(σ
Ss−1(z))).
Since φ is evidently a diagonal homomorphism, it suffices to prove (1) for the
generators f and ug. Suppose f ∈ C(X), and denote by ιY the function on⊔
Xi in our presentation of AY and similarly with ιZ . We have that ιY (f) =⊕l
i=1 diag(f ◦ σ, . . . , f ◦ σ
ni). Suppose then that for some j, σj(z) ∈ Xk. Then
ιY (f)k(σ
j(z)) = diag(f ◦ σj+1, . . . , f ◦ σj+nk ). We may decompose the sequence
1, . . . , qi into 1, . . . , nt1 followed by Sj + 1, . . . , Sj + ntj+1 for j = 1, . . . , s− 1. For
each of these subsequences
diag(f(σSj+1(z)), . . . , f(σSj+ntj+1 (z))) = ιY (f)ij (σ
Sj (z)).
We then have that
φ(ιY (f))i(z) = diag(ιY (f)i0(z), . . . , ιY (f)is−1(σ
Ss−1(z)))
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= diag(f ◦ σ(z), . . . , f ◦ σnt1 (z), . . . , f ◦ σ(Ss−1+1(z), . . . , f ◦ σSs(z))
= diag(f ◦ σ(z), . . . , f ◦ σqi (z))
= ιZ(f)i(z).
Suppose g ∈ C(X) and g(y) = 0 for all y ∈ Y . Then ug ∈ AY ⊆ AZ and we
denote its two presentations by ιY (ug) and ιZ(ug). For z ∈ Zi,
ιZ(ug)i(z) =


0
g ◦ σ(z) 0
. . .
. . .
g ◦ σqi−1(z) 0

 .
Moreover, since σSj (z) ∈ Xij for 0 ≤ j ≤ s, ug ◦ σ
Sj (z) = 0. Thus ιZ(ug)i(z)
can be decomposed into s diagonal blocks of size nt1 , . . . , nts . Each such block can
be identified with a value of ιY (ug)ij (σ
Sj (z)) in our presentation of AY via the
equation
ιY (ug)ij (σ
Sj (z)) =


0
g ◦ σSj+1(z) 0
. . .
. . .
g ◦ σSj+1−1(z) 0

 .
Hence diag(ιY (ug)i0(z), . . . , ιY (ug)is−1(σ
Ss−1z)) = ιZ(ug)k(z) = φ(ιY (ug))k(z).

2. Permutation unitaries
As in [4], given a permutation σ ∈ Sn, denote by U [σ] the permutation matrix
corresponding to σ. When σ is a transposition, let uσ : [0, 1] → U(Mn) be a
continuous map such that
(1) uσ(0) = 1n,
(2) uσ(1) = U [σ],
(3) if either i or j is fixed by σ, then uσ(x)i,j = δi,j for all x,
where δi,j is the Kronecker delta function.
We may choose uσ such that for every t, if B = uσ(t)Auσ(t)
∗, then Bi,j is a
linear combination of the entries Ai,j , Aσ(i),j , Ai,σ(j), and Aσ(i),σ(j).
Indeed, we can choose functions g1, g2, g3, g4 : [0, 1]→ C such that for any k1 <
k2, u(k1 k2)(t)i,j = δi,j for all t if either i or j is not in {k1, k2} and u(k1 k2)(t)k1,k1 =
g1(t),u(k1 k2)(t)k1,k2 = g2(t),u(k1 k2)(t)k2,k1 = g3(t),u(k1 k2)(t)k2,k2 = g4(t). By
defining u in this way we have that whenever k3 > k2 > k1, we have
(2) U [(k2 k3)]u(k1 k2)(t)U [(k2 k3)] = u(k1 k3)(t).
Definition 2.1. We say an n×n matrix A has a zero cross at position k if Ak,j = 0
and Ai,k = 0 for all i, j.
Lemma 2.2. Suppose that A is an n × n matrix with zero crosses at distinct
positions z1, . . . , zm. Let t1, . . . , tm ∈ [0, 1].
For some k ∈ {1, . . . , n} \ {z1, . . . , zm}, consider the matrix
B = u(k zm)(tm) · · ·u(k z1)(t1)Au(k z1)(t1)
∗ · · ·u(k zm)(tm)
∗.
(1) If i and j are not in {k, z1, . . . , zm} then Bi,j = Ai,j.
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(2) If i is in {k, z1, . . . , zm} and j is not then Bi,j is non-zero only if Ak,j is
non-zero.
(3) If j is in {k, z1, . . . , zm} and i is not then Bi,j is non-zero only if Ai,k is
non-zero.
(4) If any of t1, . . . , tm = 1 then B has a zero cross at position k.
Proof. We do this by induction on m. Consider u = u(k z)(t) where A has a zero
cross at position z. If i and j are not in {k, z}, then for B = uAu∗,
Bi,j =
n∑
x=1
n∑
y=1
ui,xAx,yu
∗
y,j
=
n∑
x=1
n∑
y=1
δi,xAx,yδy,j
= Ai,j .
If i ∈ {k,m} and j is not, then
Bi,j =
n∑
x=1
n∑
y=1
ui,xAx,yu
∗
y,j
= ui,kAk,j + ui,zAz,j
= ui,kAk,j
since Az,j is zero. This establishes (2). The case wherein j ∈ {k,m} and i is not is
similar. Finally, when t = 1, Bi,j = Aσ(i),σ(j). Hence we have Bi,j = 0 whenever i
or j is equal to k.
Suppose all four claims hold for a givenm. Suppose A has a zero cross at position
zm+1. We first show thatB = u(k zm)(tm) · · ·u(k z1)(t1)Au(k z1)(t1)
∗ · · ·u(k zm)(tm)
∗
also has a zero cross at position zm+1. By (1), Bi,zm+1 = Ai,zm+1 = 0 when-
ever i /∈ {k, z1, . . . , zm}. By (2), when i ∈ {k, z1, . . . , zm}, Bi,zm+1 = 0 because
Ak,zm+1 = 0. Hence Bi,zm+1 = 0 for all i and similarly Bzm+1,j = 0. Con-
sider B′ = u(k zm)(tm)Bu(k zm)(tm)
∗. If i, j /∈ {k, z1, . . . , zm+1} then, as above,
B′i,j = Bi,j . By assumption this is the same asAi,j . Suppose i is in {k, z1, . . . , zm+1}
and j is not. If i ∈ {k, zm+1}, then B′i,j is non-zero only if Bi,k is non-zero. If i
is in {z1, . . . , zm}, then B
′
i,j = Bi,j . In either case, B
′
i,j is non-zero only if Ai,k is
non-zero. Claim (3) is similar.
Suppose at least one value in {t1, . . . , tm+1} is one. It is immediate that if
tm+1 = 1 then B
′ has a zero cross in position k. If any of t1, . . . tm is 1, then by
assumption B has a zero cross at position k as well as at zm+1. It follows that B
′
has a zero cross in position k. 
Lemma 2.3. Suppose we have an n×n matrix A and ∆ ∈ [0, 1]n such that ∆i > 0
only if A has a zero cross at position i. Suppose that for some k, M ≤ n− k + 1,
we have that ∆i = 1 for some i ∈ {k, . . . , k +M − 1}. Then for
V = u(k k+1)(∆k+1) · · ·u(k k+M−1)(∆k+M−1),
V FV ∗ has a zero cross at position k.
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Proof. If ∆j = 0 then u(k j)(∆j) is the identity, thus we may rewrite
V = u(k k+1)(∆k+1) · · ·u(k k+M−1)(∆k+M−1)
= u(k z1)(∆z1) · · ·u(k zm)(∆zm)
where ∆zj > 0 for each j and thus A has a zero cross in position zj . If ∆i = 0
for all i > k then this product is vacuous. If this is the case then ∆k = 1 and
A = V AV ∗ already has a zero cross in position k. Otherwise, apply Lemma 2.2 (4)
to conclude that V AV ∗ has a zero cross in position k. 
If Ai,j = 0 whenever |i− j| ≥ r, let us say A has diagonal radius r. Denote the
smallest integer such that this holds as r(A).
Lemma 2.4. Suppose ∆i = 1 for some i ∈ {k, . . . , k +M − 1} for k = k1, . . . , kN
where kj+1 − kj ≥M and kN ≤ n−M + 1. Set
Vi = u(ki ki+1)(∆ki+1) · · ·u(ki ki+M−1)(∆ki+M−1).
For j = 0, . . . , N , set A(j) = Vj · · ·V1AV ∗1 · · ·V
∗
j . Then A(N) has zero crosses
at k1, . . . , kN and r(A(N)) ≤ r(A) +M − 1.
Proof. We now show that A(N) has zero crosses at k1, . . . , kN . First note that if B
has a zero cross at position z, and z /∈ {ki, . . . , ki +M − 1}, then ViBV ∗i also has
a zero cross at position z. This follows from Lemma 2.2 (1),(2), and (3). For each
j, define the set Kj = {kj , . . . , kj +M − 1} and observe that since kj+1 − kj ≥M ,
these sets are disjoint. Therefore, since A has a zero cross at position i for some
i ∈ Kj , this is also true of Vj−1 · · ·V1FV ∗1 · · ·V
∗
j−1. Therefore we may apply the
previous lemma and conclude that Vj · · ·V1FV ∗1 · · ·V
∗
j has zero crosses at positions
k1, . . . , kj . Hence A(N) has the desired property.
To bound the diagonal radius of A(N), for each s, t ∈ {1, . . . , n} consider A(j)s,t.
If neither s nor t lies in Kj+1, then A(j + 1)s,t = A(j)s,t. Since each of s and t
lies in at most one set Kj, the sequence A(1)s,t,. . . , A(N)s,t takes on at most
three values. We will show that if |s− t| ≥ r(A) +M then A(N)s,t = 0. When
|s− t| ≥ r(A) + M ≥ M , s and t cannot lie in the same set Kj. Suppose that
s ∈ Kjs and t ∈ Kjt . A(js)s,t only differs from A(js−1)s,t if A(js−1) has a zero cross
at position s or if s = kjs . In either case, A(js)s,t is non-zero only if A(js−1)kjs ,t is
also non-zero. It follows, then, that if As,t, Aks,t, As,kt and Aks,kt are all zero then
A(N)s,t is also zero. If s and t differ by at least r(A) +M − 1 then each of these
co-ordinate pairs differs by at least r(A), and hence all four terms are zero. The
cases in which either s or t or both are not in any set Kj are similar. 
Lemma 2.5. Suppose A ∈Mn has zero crosses at positions z1, . . . , zm. Then there
exists a unitary V ∈ C([0, 1],Mn) such that V AV ∗(1) has zero crosses at positions
1, . . . ,m, V (0) is the identity and for all θ ∈ [0, 1], r(V AV ∗(θ)) ≤ r(A) + 2.
Proof. For 0 < i ≤ j, let δij : [0, 1]→ [0, 1] be a continuous increasing function with
δij(θ) = 0 for θ ≤
i−1
j
and δij(θ) = 1 for θ ≥
i
j
.
Construct uij ∈ C([0, 1],Mn) by
uij(θ) = u(i i+1) ◦ δ
j−i
j−i(θ) · · ·u(j−1 j) ◦ δ
1
j−i(θ).
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For any θ, there exists at most one value k such that δkj−i(θ) ∈ (0, 1). Hence
uij(θ) = u(j−k j−k−1)(δ
k
j−i(θ))u(j−k+1 j−k)(1) · · ·u(j j−1)(1)
= u(j−k j−k−1)(δ
k
j−i(θ))U [(j − k j − k + 1 · · · j)].
Let us show that for any A ∈Mn with a zero cross at position j, r(uij(1)Au
i
j(1)
∗) ≤
r(A) + 1, and when i = 1, r(u1j(1)Au
1
j (1)
∗) ≤ r(A).
Consider B = u1j(1)Au
1
j(1)
∗ = U [(1 2 · · · j)]AU [(1 2 · · · j)]∗. If As,t is non-zero
then neither s nor t is equal to j, and As,t sits in one of four regions, each of which
is either fixed (if s, t > j), shifted parallel to the diagonal (if s, t < j), or shifted
toward the diagonal (if s < j < t or t < j < s). No non-zero entry in A is shifted
away from the diagonal; hence r(B) ≤ r(A).
The case where i > 1 is similar except that if i ≤ s < j and t < i or i ≤ t < j and
s < i then this possible non-zero entry is shifted by one away from the diagonal.
Hence r(uij(1)Au
i
j(1)
∗) ≤ r(A) + 1.
For a fixed k we let B = U [(j − k j − k+1 · · · j)]AU [(j − k j − k+ 1 · · · j)]∗ and
we have just shown that r(B) ≤ r(A) + 1. We can rewrite uij(θ)Au
i
j(θ)
∗ as
u(j−k j−k−1)(δ
k
j−i(θ))Bu(j−k j−k−1)(δ
k
j−i(θ))
∗
Let C = u(j−k j−k−1)(δ
k
j−i(θ))Bu(j−k j−k−1)(δ
k
j−i(θ)). It then follows from Lemma
2.4 withN = 1 andM = 2 that r(C) ≤ r(B)+1. Hence r(uij(θ)Au
i∗
j (θ)) ≤ r(A)+2.
Suppose then that we have A ∈ Mn with zero crosses at positions z1, . . . , zm.
Set V = u1z1 ◦ δ
1
m · · ·u
1
zm
◦ δmm . For each t, there exists a k ∈ {1, . . . ,m} such that
V (θ) = u1z1(1) · · ·u
1
zk−1
(1)u1zk(δ
k
m(θ)).
Then
r(u1zk−1(1) · · ·u
1
z1
(1)Au1z1(1)
∗ · · ·u1zk−1(1)
∗) = r(A)
and after conjugating by u1zk(δ
k
m(θ)) and applying the above estimate, we have
r(V AV ∗(θ)) ≤ r(A) + 2.

Fix N < n. For any k ≤ n, denote by γk,n the cycle (k k+1 · · ·n). For any k such
that N ≤ k ≤ n, denote by ηk,n the product of transpositions (k −N + 1 n−N +
1) · · · (k n), which exchanges the N entries up to and including k with the final N
entries in {1, . . . , n}. We will use uηk,n(θ) to denote u(k−N+1 n−N+1)(θ) · · ·u(k n)(θ).
Note that whenever k ≤ n−N these terms all commute and if θ = 0 then they are
all trivial.
Lemma 2.6. If k ≤ i−N and i ≤ n−N then
(3) uηn,k(θ) = U [ηi,n]uηi,k(θ)U [ηi,n].
Proof. By definition
U [ηi,n]uηi,k(θ) =
( 0∏
j=−(N−1)
U [(i+ j n+ j)]
)( 0∏
j=−(N−1)
uηk+j i+j (θ)
)
.
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Since i ≤ n, i+ j cannot equal n+ j′ unless j′ ≤ j. Since k ≤ i−N , k+ j is never
equal to i + j′ or n + j′ for any j′ ∈ {−(N − 1), . . . , 0}. It follows that uη(k+j i+j)
commutes with every U [(i+ j′ n+ j′)] such that j′ > j. Hence
U [ηi,n]uηi,k(θ) =
0∏
j=−(N−1)
U [(i+ j n+ j)]uηk+j i+j (θ)
Since i ≤ n − N , all the terms U [(i + j n + j)] commute with one another. We
therefore have
U [ηi,n]uηi,k(θ)U [ηi,n] =
0∏
j=−(N−1)
U [(i+ j n+ j)]uηk+j i+j (θ)U [(i + j n+ j)].
Then by Eq.(2) we have
U [ηi,n]uηi,k(θ)U [ηi,n] =
0∏
j=−(N−1)
uηk+j n+j (θ) = uηn,k(θ).

The following calculation is elementary.
Lemma 2.7. When i ≤ n−N , we have
U [γ1,n]
NU [ηi−1,n] = U [γ1,i−1]
NU [γi,n]
N .
We can now construct the final class of unitaries we require.
Lemma 2.8. For some n, let Θ ∈ [0, 1](n) and suppose the first entry is 1, the final
N entries are all zero and at most one of any consecutive N entries is non-zero.
We will write Θk to denote the kth entry of Θ. Consider the unitary
Vn(Θ) = U [γ1,n]
N
( n−1∏
k=N
uηk,n(Θk+1)
)
.
Suppose Θk = 1 for k ∈ K = {k1, . . . , km} where k1 = 1 and let km+1 = n + 1.
Then
(4) Vn(Θ) = diag(Vk2−k1(Θk1 , . . . ,Θk2−1), . . . , Vkm+1−km(Θkm , . . . ,Θkm+1−1)).
Proof. If Θi = 1 then i ≤ n − N . Note that for k ∈ 1, . . . , i − 2, uηk,n(Θk+1) =
U [ηi,n]uηk,i(Θk+1)U [ηi,n]. This holds by Eq. (3) for k ≤ i −N , and holds because
Θk+1 = 0 for i−N ≤ k < i− 1. We can then compute that
i−2∏
k=N
uηk,n(Θk+1) =
i−2∏
k=N
U [ηi−1,n]uηk,i−1(Θk+1)U [ηi−1,n]
= U [ηi−1,n]
( i−2∏
k=N
uηk,i−1(Θk+1)
)
U [ηi−1,n].
We multiply on the left by U [γ1,n]
N and apply the previous lemma.
U [γ1,n]
N
( i−2∏
k=N
uηk,n(Θk+1)
)
= U [γ1,i−1]
NU [γi,n]
N
( i−2∏
k=N
uηk,i−1(Θk+1)
)
U [ηi−1,n]
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U [γ1,n]
N
( i−2∏
k=N
uηk,n(Θk+1)
)
= U [γ1,i−1]
N
( i−2∏
k=N
uηk,i−1(Θk+1)
)
U [γi,n]
NU [ηi−1,n]
Let i = k2 and multiply on the right by U [ηk2−1,n].
U [γ1,n]
N
( k2−2∏
k=N
uηk,n(Θk+1)
)
U [ηk2−1,n]
= U [γ1,k2−1]
N
( k2−2∏
k=N
uηk,k2−1(Θk+1)
)
U [γk2,n]
NU [ηk2−1,n]U [ηk2−1,n]
= U [γ1,k2−1]
N
( k2−2∏
k=N
uηk,k2−1(Θk+1)
)
U [γk2,n]
N
Since Θk2 = 1, we can rewrite Vn.
Vn(Θ) = U [γ1,n]
N
( k2−2∏
k=1
uηk,n(Θk+1)
)
U [ηk2−1,n]
( n−1∏
k=k2
uηk,n(Θk+1)
)
= U [γ1,k2−1]
N
( k2−2∏
k=N
uηk,k2−1(Θk2+1)
)
U [γk2,n]
N
( n−1∏
k=k2
uηk,n(Θk+1)
)
Using the fact that Θk+1 = 0 for k2 ≤ k < k2 +N − 1 we have
Vn(Θ) = U [γ1,k2−1]
N
( k2−2∏
k=N
uηk,k2−1(Θk+1)
)
U [γk2,n]
N
( n∏
k=k2+N−1
uηk,n(Θk+1)
)
= diag(Vk2−k1(Θk1 , . . . ,Θk2−1), Vkm+1−k2(Θk2 , . . . ,Θkm+1−1)).
We may then repeat this on Vkm+1−k2(Θk2 , . . . ,Θkm+1−1) using k3 in place of k2
and Eq. 4 follows. 
Lemma 2.9. If A is an n×n matrix with r(A) ≤ N , Θ is as above, and whenever
Θk > 0, A has zero crosses at positions k, . . . , k + N − 1, then AVn is a strictly
lower triangular matrix.
Proof. Suppose A is an n× n matrix with r(A) ≤ N , and whenever Θk > 0, A has
zero crosses at positions k, . . . , k+N−1. Then AU [γ1,n]N is strictly lower triangular
and whenever Θk > 0, AU [γ1,n]
N has zero columns at positions k−N, . . . , k− 1 as
well as at positions n−N+1, . . . , n. Therefore, for every k such that Θk > 0, every
column that uηk,i(Θk) does not fix is already zero. Therefore AVn is also strictly
lower triangular. 
3. Unitaries in DSH Algebras
We will need the following approximation result.
Lemma 3.1. Suppose that f ∈ A where A is DSH. Then for any ǫ > 0 there exist
f ′ ∈ A such that |f − f ′| < ǫ and open sets Ui,k such that Bi,k ⊆ Ui,k and whenever
x ∈ Ui,k, f ′i(x) has a block point at position k. Moreover, f
′ retains any zero crosses
of f and r(f ′i(x)) ≤ r(fi(x)) for all i and x ∈ Xi.
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Proof. Let ǫ > 0. We construct f ′ by simultaneously modifying f on every Xi.
We do this by considering each function fi(x)s,t for indices s, t ∈ {1, . . . ni} as a
function in C(Xi). For δ > 0 let gδ ∈ C(C) be given by gδ(z) = zmax(0, |z| − δ)/|z|.
For any space X and any f ∈ C(X) and any x ∈ X such that f(x) = 0, gδ ◦ f is
zero on an open set containing x. Since each space Xi is compact, we may choose
a δ such that |fi(x)s,t − gδ(fi(x)s,t)| < ǫ/n2l , where nl is the largest dimension of
any irreducible representation of A.
For x ∈ Xi, we define f ′i(x) to be the matrix given by the entries f
′
i(x)s,t =
gδ(fi(x)s,t). Then for each x, |f ′i(x) − fi(x)| < ǫ, hence |f
′ − f | < ǫ. Since we
chose a single value of δ and modified every entry in a uniform manner, it is easy
to see that when y ∈ Yi, f ′i(y) = diag(f
′
i1
(xy1), . . . , f
′
is
(xys)), hence f
′ ∈ A.
For every i, x, s, t, if fi(x)s,t = 0 then f
′
i(x)s,t = 0. Therefore f
′
i has a zero cross
wherever fi does and r(f
′
i(x)) ≤ r(fi(x)). For k ∈ {1, . . . , ni}.
Fix i. Define P (k) ⊆ {1, . . . , ni}2 by P (k) = {(s, t) : s < k and t ≥ k or t <
k and s ≥ k}. For any k, when x ∈ Bi,k, fi(x)s,t = 0 whenever (s, t) ∈ P (k). For
each (s, t) ∈ P (k), there is an open set Os,t containing Bi,k on which f
′
i(x)s,t = 0.
Taking Ui,k to be the intersection
⋂
(s,t)∈P (k)Os,t, f
′
i(x) has a block point at position
k for all x ∈ Ui,k. 
We will need to construct certain indicator functions in order to implement the
unitaries defined above.
Lemma 3.2. Suppose that A is a DSH algebra, M ∈ N, K = {K1, . . . ,Km} is a
set of integers such that Kt+1 − Kt ≥ M , K1 ≥ 0, and Km ≤ n1 −M . For each
i, k let Fi,k ⊂ Xi be a closed set separated from Bi,k−Kt for each t ∈ {1, . . . ,m}.
Then there is a function Θ ∈ A such that
(1) for every x ∈ Xi, Θi(x) is a diagonal matrix with entries in [0, 1].
(2) For any M consecutive entries on the diagonal, at most one is non-zero.
(3) Θi(x)k,k = 0 for all k ∈ {ni − (M − 1), . . . , ni}.
(4) For each i, k, Θi(x)k,k = 0 for all x ∈ Fi,k.
(5) For each i, k, there is an open subset Ui,k ⊂ Xi such that Bi,k ⊆ Ui,k and
if x ∈ Ui,k then Θi(x)k+Kt,k+Kt = 1 for all t ∈ {1, . . . ,m}.
Proof. We claim it is sufficient to find Θ ∈ A for which conditions (1), (2), and (3)
hold and furthermore Θi(x)k,k = 1 if and only if there exists a j and a t ∈ {1, . . . ,m}
such that k = j + Kt and x ∈ Bi,j . We call this condition (6). Given such a Θ,
we will modify it to satisfy conditions (4) and (5). Let g : [0, 1] → [0, 1] be any
function for which g(x) = 0 on some neighbourhood of 0 and g(x) = 1 on some
neighbourhood of 1.
On each Xi and for each k, we consider Θi(x)k,k to be a function in C(Xi, [0, 1]),
and we refer to this function as Θi,k. Consider Θi(x) = diag(Θi,1(x), . . . ,Θi,ni(x)).
We define Θ′i ∈ C(Xi,Mni) by Θ
′
i(x) = diag(g ◦ Θi,1(x), . . . , g ◦ Θi,ni(x)). Letting
Θ′ = ⊕iΘ′i, we may check that this lies in A. It is clear that Θ
′ satisfies condition
(1), and since g preserves 0, it also satisfies (2), and (3).
Since each Fi,k is separated from Bi,k−Kt for each t ∈ {1, . . . ,m}, condition (6)
tells us that Θi,k(x) < 1 whenever x ∈ Fi,k. Since each set Fi,k is compact, there
exists a maximum value δ < 1 such that for every i, k, Θi,k(x) ≤ δ whenever x ∈
Fi,k. Therefore we may choose g such that g(x) = 0 on [0, δ], so that g ◦Θi,k(x) = 0
whenever x ∈ Fi,k. Finally, it follows from the definition of g that for each any
j and k ∈ K, Θi(x)j+k,j+k = 1 on an open set Ok containing Bi,j . We take Ui,k
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to be the intersection
⋂
k∈K Ok, and Θ
′ therefore satisfies the lemma, proving our
claim.
To construct Θ, we proceed recursively on i.
For i = 1, we simply let Θ1 = diag(χK(1), χK(2), . . . , χK(n1)) for all x where
χK is the characteristic function for K. Suppose we have already defined Θi′ for
i′ < i and that for each k ≤ n1, Θi′,k is the constant function χK(k) and for
k ≥ ni′ − n1 + 1, Θi′,k = 0.
Then Θi is determined on Yi. Fixing y ∈ Yi, we check that conditions (1)-(3) and
(6) are satisfied by Θi(y) = diag(Θi1(x1), . . . ,Θis(xs)). Condition (1) is trivial. (2)
needs only to be checked when we consider M consecutive entries spanning distinct
components Θit(xyt). Since M < n1, it suffice to consider two consecutive blocks
Θit(xyt) ⊕ Θit+1(xyt+1). Condition (3) applied to Θit(xyt) gives us condition (2).
Condition (3) for Θi(y) follows from the same for Θis(xys). To check condition (6),
fix k and consider y ∈ Yi with corresponding points xy,1, . . . xy,s, where xy,t ∈ Xit ,
and suppose k = ni1+· · ·+nit+k
′ where k′ ≤ nit+1 . Then Θi,k(y) = Θit+1,k′(xt+1).
y ∈ Bi,j if and only if j ∈ {1, ni1 + 1, ni1 + ni2 + 1, . . .}, and the only value of j
such that y ∈ Bi,j for which there can exist a Kt ∈ K such that k = j + Kt
is j = ni1 + · · · + nit + 1. Hence there exists a j and a t ∈ {1, . . . ,m} such
that k = j + Kt and x ∈ Bi,j if and only if k′ ∈ K. We can assume xt+1 lies
in Xit+1 \ Yit+1 , so xt+1 lies in Bit+1,j if and only if j = 1. Therefore, applying
condition (6) to Θit+1 , Θit+1,k′(xt+1) = 1 if and only if k
′ ∈ K. This shows that Θi
satisfies (6) on Yi.
We extend Θi,k to Xi as the constant function χK(k) for every k ≤ n1 and the
final n1 − 1 functions as the constant zero function.
Suppose we have defined Θi,1, . . . ,Θi,k−1 on all of Xi and that k does not fall
into one of the sets for which Θi,k has already been given. Assume supp(Θi,k) ⊂ Yi
is disjoint from
⋃M−1
t=1 supp(Θi,k−t). We first set f = Θi,k on Yi and f = 0 on⋃M−1
t=1 supp(Θi,k−t). We can then extend f to a function that is strictly less than
1 on Xi \ Yi.
We define g = Θi,k −
∑M−1
t=1 Θi,k+t on Yi, and we may extend to the en-
tirety of Xi. Let g
′ = max(g, 0). g′ is therefore 0 on an open set U containing⋃M−1
t=1 supp(Θi,k+t). Hence, each of these sets is separated from supp(Θi,k). More-
over, g′ agrees with Θi,k on Yi.
Finally, we let Θi,k = min(f, g
′). Θi,k is therefore 0 on
⋃M−1
t=1 supp(Θn−t) and
supp(Θi,k) is disjoint from
⋃M−1
t=1 supp(Θi,n+t). We may check that Θi(x) then
satisfies conditions (1)-(3) and (6) for every x ∈ Xi. 
Lemma 3.3. Suppose that A is a DSH algebra, M,N ∈ N with MN < n1, and
f ∈ A is a function such that for every i, k, there is an open set Ui,k containing
Bi,k such that when x ∈ Ui,k, fi(x) has zero crosses in positions k, k + M,k +
2M, . . . , k+ (N − 1)M and a block point at position k. Then there exists a unitary
V ∈ A such that r(V fiV ∗(x)) ≤ r(fi(x)) + 2 for all i and x ∈ Xi and open
sets U ′i,k ⊃ Bi,k such that when x ∈ U
′
i,k, V fiV
∗(x) has zero crosses in positions
k, k + 1, k + 2, . . . , k + (N − 1).
Proof. We utilize Lemma 3.2 with K = {0} to obtain Θ ∈ A such that for each
i, k, Θi,k = 0 on the complement of the open set Ui,k. There exist open sets U
′
i,k
such that Ui,k ⊇ U ′i,k ⊇ Bi,k on which Θi,k = 1. For any consecutive NM entries
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on the diagonal of any Θi(x), at most one is non-zero and the final NM − 1 entries
are all 0.
For an index k ≤ ni − NM , let uk ∈ C(Xi,Mni) be the operator 1k−1 ⊕
V (Θi,k(x)) ⊕ 1ni−(NM+k−1) where V : [0, 1] → MNM is the operator given by
Lemma 2.5 for z1 = 1, z2 = M + 1, . . . zN = (N − 1)M + 1. Let uk be the identity
for k > ni −NM .
By hypothesis, whenever Θi,k(x) is non-zero, fi(x) has zero crosses at positions
k, k+M,k+2M, . . . , k+(N−1)M and a block point at position k. It follows then,
from Lemma 2.5, that (ukfiu
∗
k)(x) has zero crosses at positions k, k + 1, . . . , k +
(N − 1) whenever x ∈ U ′i,k.
Fix x ∈ Xi and let K(x) = {k : Θi,k(x) > 0} and write this set as {k1, . . . , ks}.
Note that k1 = 1 and kt+1 − kt ≥ NM . Consider the operator V ′i ∈ C(Xi,Mni)
given by V ′i (x) =
∏ni
k=1 uk(x). Since uk(x) is the identity whenever k /∈ K(x), we
can rewrite this as V ′i (x) =
∏s
t=1 ukt . Since the distance between successive kt is
greater than the dimension of V , we can give a direct sum decomposition of V ′i .
V ′i (x) = diag(V (Θi,k1(x)), 1d1 , V (Θi,k2(x)), 1d2 , . . . , V (Θi,ks(x)), 1ds)
where dt = kt+1 − (kt +NM) for t < s and ds = ni + 1− (ks +NM).
Also, because fi(x) has a block point at position kt for each t, fi(x) can be
written as Z1 ⊕ Z2 ⊕ . . . where Zt is a kt+1 − kt dimensional matrix. Then
uktfiu
∗
kt
(x) = diag(Z1, . . . , Zt−1, (V (Θkt(x))⊕ 1dt)Zt(V (Θkt(x))
∗ ⊕ 1dt), . . .).
It then follows from Lemma 2.5 applied for each t that (V ′i fiV
′∗
i )(x) has zero
crosses at positions k, k + 1, . . . , k + (N − 1) whenever x ∈ U ′i,k. We also find that
(V (Θkt)⊕ 1dt)Zt(V (Θkt)⊕ 1dt)
∗ has diagonal radius at most r(Zt) + 2. Therefore
r((V ′i fiV
′∗)(x)) ≤ r(fi(x)) + 2.
It remains to show that V ′ = ⊕iV ′i ∈ A. It suffices to show that whenever
y ∈ Yi ⊂ Xi with corresponding points xy,1, . . . xy,s, where xy,t ∈ Xit , V
′
i (y) =
diag(V ′i1 (xy,1), . . . , V
′
is
(xy,s)). Let B(x) = {k : x ∈ Bi,k} and note that B(x) ⊆
K(x). Since Θ ∈ A, Θi(y) = diag(Θi1(xy,1), . . . ,Θis(xy,s)). Therefore if kt1 and
kt2 are successive elements of B(x), (they need not be successive in K(x)), then
diag(V (Θi,kt1 (y)), 1dt1 , . . . , V (Θi,kt2−1(y)), 1dt2−1)
is exactly V ′it1 (xy,t1) so V
′
i (x) decomposes as necessary.

Lemma 3.4. Suppose that A is a DSH algebra, N ∈ N with N < n1, and f ∈ A
is a function such that for every i, k, there is an open set Ui,k containing Bi,k such
that when x ∈ Ui,k, fi(x) has zero crosses in positions k, k + 1, . . . , k +N − 1, and
r(fi(x)) < N . Then there exists a unitary V ∈ A such that (fV )i(x) is strictly
lower triangular for every x.
Proof. We utilize Lemma 3.2 with K = {0} to obtain Θ ∈ A such that for each
i, k, Θi,k = 0 on U
C
i,k, Θi,k = 1 on Bi,k and for any consecutive N entries on the
diagonal, at most one is non-zero. For each i we then apply Lemma 2.8 to obtain
Vi ∈ C([0, 1]ni ,Mni), and let V
′ =
⊕
i Vi ◦ Θi, where we consider Θi(x) to be in
[0, 1]ni. V ′i is then a unitary in C(Xi,Mni).
Suppose that y ∈ Yi ⊂ Xi with corresponding points xy,1, . . . xy,s, where xy,t ∈
Xit . Consider the set B = {k1 = 1, . . . , ks} of k such that y ∈ Bi,k. By our choice
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of Θ, Θi,k(y) = 1 for every k ∈ B, and by the DSH decomposition, kt+1− kt = nit .
Since Θ ∈ A, Θi(y) = diag(Θ1(xy,1), . . . ,Θs(xy,s)). Therefore by (4),
Vi(Θi(x)) = diag(Viy,s (Θi1(xy,1)), . . . , Vis(Θis(xy,s))),
and similarly
V ′i (y) = diag(V
′
i1
(xy,1), . . . , V
′
is
(xy,s)),
Therefore, V ′ ∈ A. Finally, we apply Lemma 2.9 at each point x to conclude
that (fV )i(x) is a lower triangular matrix for every i and x. 
4. Spectral Considerations
The unitary equivalence classes of irreducible representations of A under the
kernel-hull topology will be denoted by Â. The topology on this set is defined by
X = {ρ : ker(ρ) ⊇
⋂
π∈X
ker(π)}.
For any cardinal number n, Â(n) will denote the subspace of n-dimensional
representation classes.
Let A and B be unital C∗-algebras, and suppose that φ : A→ B is a homomor-
phism. Then every irreducible representation of B decomposes into a direct sum
of a unique set of irreducible representations of A. We define – via decomposition
into irreducible representations – a set-valued map φ̂ : B̂ → P(Â), which ignores
multiplicity.
We can characterize simplicity of an inductive limit algebra A = lim(An, φn) in
terms of dual maps. This is almost certainly known; however we have been unable
to find a reference. It generalizes Proposition 2.1 of [2], and the proof is very similar.
For n′ > n, we will denote by φn′,n the map φn′−1 ◦ · · · ◦ φn.
Theorem 4.1. Let A = lim(An, φn) be a unital C
∗-algebra and suppose each φn is
injective. Then the following statements are equivalent
(1) A is simple.
(2) ∀i ∈ N, open U ⊂ Âi, ∃j > i such that φ̂j,i(π) ∩ U 6= ∅ for all π ∈ Âj.
(3) For any non-zero a ∈ Ai, there exists j > i such that π(φj,i(a)) 6= 0 for all
π ∈ Âj.
Proof. Fix i and let U ⊂ Âi be open. For each j ≥ i, let Fj = {π ∈ Âj : φ̂j,i(π)∩U =
∅}. Consider ρ ∈ Âj and suppose φ̂j,i(ρ) contains a point π ∈ U . Then we may
find f ∈ Ai such that π(f) 6= 0 and σ(f) = 0 for all σ ∈ Âi \ U . Therefore ker(ρ)
does not contain
⋂
σ∈Fj
ker(σ) since πj,i(f) lies in the latter but not the former. It
follows that Fj is closed. Suppose Fj is non-empty for each j ≥ i. Then for each
j, we may construct a closed non-zero ideal Ij = {a ∈ Aj : π(a) = 0 ∀π ∈ Fj}.
For any k ≥ j, φ̂k,j ◦ φ̂j,i = φ̂k,i. It follows that if π(a) = 0 for all π ∈ Fj then
π(φk,j(a)) = 0 for every π ∈ Fk, as φ̂k,j(π) ⊆ Fj . Therefore, φk,j(Ij) ⊆ Ik. We let
I = lim(In, φn), and since 1A cannot lie in I, I is a proper ideal of A. Therefore
(1) implies (2). For any non-zero a ∈ Ai, let U ⊂ Âi be the set {π : π(a) 6= 0}.
Applying condition (2) immediately implies condition (3). When (3) holds, it is
clear that for any non-zero a ∈ Ai, there exists j > i such that φj,i(a) does not
lie in any proper ideal of Aj . Therefore any ideal of A which contains a non-zero
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element of Ai must contain all of Aj for some j. Since Aj contains 1A, the ideal
contains all of A. 
We restate Lemma 2.1 of [7] in our notation.
Lemma 4.2. Suppose that A is a DSH algebra. For ni ∈ {n1, . . . , nl}, Â(ni) is
homeomorphic to Xi \ Yi. For n /∈ {n1, . . . , nl}, Â(n) is empty.
The following lemma allows us to modify a non-invertible element to produce
one with a zero cross.
Lemma 4.3. Let A be a DSH algebra, let ǫ > 0 and suppose f ∈ A is non-invertible.
Then there exists f ′ ∈ A such that |f − f ′| < ǫ and a unitary v ∈ A such that for
some i, (vf ′)i has a zero cross in position 1 everywhere in some open set U ⊆ Â
with U ⊆ (Xi \ Yi). Moreover, there exists ∆ ∈ A such that for every x, ∆(x) is a
diagonal matrix with entries in [0, 1] where ∆(x)k,k > 0 implies f has a zero cross
at position k and ∆(x)1,1 = 1 for all x ∈ U .
Proof. Since f is non-invertible, there exists Xi and a point x ∈ Xi such that f(x)
is a non-invertible matrix. Reducing to a non-invertible summand if necessary, we
may assume x ∈ Xi \Yi. Let i
′ be the greatest integer such that x lies in the closure
of Â(ni′ ). Choose an open neighbourhood U1 ⊆ Â of x such that U1 ∩ Â(ni′′ ) = ∅
for all i′′ > i′. Since x lies in the closure of (Xi′ \ Yi′) ⊂ Â, there exists a point
y ∈ Yi′ such that fi′(y) = M1 ⊕ fi(x) ⊕M2 for some matrices M1,M2. We may
find a nearby point x′ ∈ U1 ∩ (Xi′ \ Yi′ ) such that |fi′(x′)−M1 ⊕ f(x)⊕M2| <
ǫ
2 .
It follows from Proposition 3.6.3 of [3] that Âni′
⋂
U1 is open in U1.
Since U1 does not lie in the closure of Xi′′ \ Yi′′ for any i′′ > i′, we may, by
assuming that each Yi′′ has empty interior, conclude that there is no point in any
Yi′′ has a corresponding point xy,t ∈ U1. We may then perturb f on U1∩ (Xi′ \Yi′)
without altering fi′′ for any i
′′ > i′. In particular, we can obtain a function f ′
such that |f − f ′| < ǫ which is equal to M1 ⊕ fi(x) ⊕M2 on a neighbourhood U2
of x′ with U2 ⊆ (Xi′ \ Yi′) ∩ U1. Then there exists a unitary matrix V such that
V (M1⊕f(x)⊕M2) has a zero cross in position 1. By considering a path of unitaries
in U(ni′) between V and the identity, we may extend V to a unitary v in A which is
constantly equal to V on U2 and is the identity everywhere outside (Xi′ \ Yi′)∩U1.
To construct ∆, begin by setting ∆i′′ = 0 for i
′′ < i′. On Xi′ \ Yi′ , we let
∆i′(x) be zero everywhere except on U2 and always zero in every coordinate of ∆i′
except ∆i′(x)1,1. We consider ∆i′(x)1,1 to be in C(Xi′ , [0, 1]) and choose a function
such that ∆i′(x)1,1 = 1 everywhere on some non-empty open set U3 ⊆ U2 and 0
everywhere outside U2. Since U2 is separated from Xi′′ for any i
′′ > i′, we may set
∆i′′ to be 0 on Xi′′ .
We find that f ′,v, ∆, and U3 then have the desired properties. 
Note that the set U3 is, using the bijection we have established between (Xi \Yi)
and Â(ni), also an open set in Â.
Suppose we have a limit of DSH algebras Aj . In the following, we must eliminate
the case in which the representations of Aj do not grow in dimension. By 4.1, when
the sequence is injective, such a limit can only be simple if the algebras Aj are all
of finite spectrum. Therefore it is enough to assume each Aj is infinite dimensional.
Lemma 4.4. Suppose that A = lim(Aj , φj+1,j) where Aj is infinite dimensional
and DSH, φj+1,j is diagonal and A is simple. Suppose that f is a non-invertible
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element in Aj and let ǫ > 0. Then there exists f
′ ∈ Aj with |f − f ′| < ǫ and a
constant M such that for any N ∈ N, there exist j′ > j, unitaries V1, V2 ∈ Aj′
such that for every Xj
′
i , k ≤ n
j′
i , there is an open set Ui,k containing B
j′
i,k ⊂ X
j′
i ,
such that for each x ∈ Ui,k, (V1φj′,j(f ′)V2)i(x) has zero crosses in positions k,M +
k, 2M + k, . . . , (N − 1)M + k and r((V1φj′,j(f ′)V2)i(x)) < R+M − 1, where R is
the size of the largest representation of Aj.
Proof. Since f is non-invertible, we may find f ′, v,∆ ∈ Aj and U ⊆ Âj , as in
Lemma 4.3. By Theorem 4.1, we may choose j′′ such that for every point x ∈ Âj′′ ,
φ̂j′′,j(x) contains a point in U . If n is the the largest dimension of the irreducible
representations of Aj′′ then we choose M = 2n.
Consider ∆′′, the image of ∆ in Aj′′ . Because φi′′,i is diagonal, ∆
′′
i (x) is a
diagonal matrix for every point x in every Xj
′′
i , and its entries are in [0, 1]. It
follows from our choice of j′′ that for every x ∈ Xj
′′
i , ∆
′′
i (x) has an entry that is
equal to 1 somewhere on the diagonal coming from the point in φ̂j′′,j(x) that lies
in U .
Let N ∈ N be arbitrary. We can choose j′ such that n1, the smallest dimension
of a representation of Aj′ , is arbitrarily large. In particular, we choose n1 to be at
least NM .
Let ∆′ = φj′,j(∆), and consider ∆
′ as the diagonal image of ∆′′. As before, we
condense our notation, writing ∆′i,k(x) rather than ∆
′
i(x)k,k. For any i, x ∈ X
j′
i
and any entry k < nj
′
i −M , there must be an entry k
′ ∈ {k, k + 1, . . . , k +M − 1}
for which ∆′i,k(x) = 1.
Let g = φj′,j(vf
′). Since φj′,j is diagonal, gi(x) is block diagonal for every x in
every Xj
′
i , and the maximum block size is R, so r(gi(x)) ≤ R. Moreover, whenever
∆′i,k(x) > 0, g(x) has a zero cross at position k.
We will need a second set of indicator functions. We construct Θ ∈ Aj′ as
in Lemma 3.2 for our already given value of M and K = {0,M, . . . , (N − 1)M}.
For each k,Xj
′
i , there is an open set Ui,k containing B
j′
i,k, such that for each x ∈
Ui,k, Θi,k(x) = Θi,k+M (x) = · · · = Θi,k+(N−1)M (x) = 1. For k ∈ 0, . . . ,M − 1,
Θi,ni−k is the constant zero function. Finally, for arbitrary x, k, at most one of
Θi,k(x), . . . ,Θi,k+M−1(z) is non-zero.
We can now construct a unitary element V such that V gV ∗ has zero crosses where
required and a bounded diagonal radius. On Xj
′
i , we let uk(x) ∈ C(X
j′
i ,Mni) be
given by
uk(z) = u(k k+1)(Θi,k(x)∆
′
i,k+1(x)) · · · u(k k+M−1)(Θi,k(x)∆
′
i,k+M−1).
We then define Vi ∈ C(X
j′
i ,Mnj′
i
) by Vi =
∏ni−(M−1)
k=1 uk. When Θk(x) = 0,
ui(x) is the identity, so Vi can be rewritten at each x as a product of uk1 , . . . , ukn
where, by the definition of Θ, ki+1 − ki ≥ M . When x ∈ Ui,k, Θi,k(x) =
Θi,k+M (x) = · · · = Θi,k+(N−1)M (x) = 1 and there is always at least one entry
in ∆′i,k+aM (x), . . . ,∆
′
i,k+(a+1)M−1(x) that is equal to 1 for a ∈ {0, . . .N−1}, hence
by Lemma 2.3, (V gV ∗)i(x) has zero crosses at positions k, k+M, . . . , k+(N−1)M .
Also by Lemma 2.4, we have that r((V gV ∗)i(x)) ≤ R+M − 1 for all x.
It remains to show that V =
⊕
i Vi ∈ Aj′ . For x ∈ Y
j′
i ⊆ X
j′
i , with corre-
sponding points x1, . . . xs, where xm ∈ X
j′
im
and let K = {k1 = 1, . . . , ks} be the
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set of k such that x ∈ Bj
′
i,k. We decompose the product Vi =
∏ni−(M−1)
k=1 uk into∏s
m=1
∏km+1−(M−1)
k=km
uk where we let ks+1 = ni + 1. Consider then the product
vm(x) =
∏km+1−(M−1)
k=km
uk,
vm(x) =
km+1−(M)∏
k=km
M−1∏
a=1
u(k k+a)(Θi,k(x)∆
′
i,k+a(x)),
and note first that because Θi,k(x) = 0 for k ∈ km −M + 1, . . . , km − 1, this is
the same as taking the product in k to km+1 − 1. vm(x) is block diagonal of the
form 1km ⊕ B ⊕ 1ni−km+1 where B is a square km+1 − km dimensional matrix.
Furthermore, the matrix B is given by
u(k k+1)(Θi,km+k(x)∆
′
i,km+k+1(x)) · · · u(k k+M−1)(Θi,k(x)∆
′
i,k+M−1(x)).
Since we have constructed Θ and ∆′ as elements of Aj′ , Θi,km+k(x) = Θim,k(xm)
and ∆′i,km+k(x) = ∆
′
im,k
(xm) where k < km+1 − km. We have that B = Vim(xm)
and Vi = Vi1(x1)⊕ · · · ⊕ Vis(xs). Therefore V ∈ Aj′ .
Finally, consider the unitaries V φj′,j(v) and V
∗. These unitaries satisfy the
lemma, since V φj′,j(vf
′)V ∗ = V gV ∗. 
5. The Main Theorem
Theorem 5.1. Suppose that A = lim(Aj , φj) is a simple limit of DSH algebras
with diagonal maps. Then A has stable rank one.
Proof. If A is a limit of finite dimensional algebras then we are done, so we may
assume all Aj are infinite dimensional. Moreover, by Lemma 1.4, we may assume
the maps are injective.
Let ǫ > 0 and a ∈ A. We will show that there is an invertible element a′ ∈ A such
that |a− a′| < ǫ. We find Aj and an element f ∈ Aj such that |ι(f)− a| < ǫ/4,
where ι is the inclusion of Aj into A. If f is invertible we are done, so we assume
it is not. Denote by R the largest dimension of a representation of Aj . By 4.4,
we have f ′ ∈ Aj such that |f − f ′| < ǫ/4 and M ∈ N such that for any N ∈ N,
we have j′ > j and unitaries V1, V2 ∈ Aj′ such that in the construction of Aj′ ⊂⊕
iC(Xi,Mni), for every i, k, there is an open set Ui,k containing B
j′
i,k, such that for
each x ∈ Ui,k, Gi(x) has zero crosses in positions k,M+k, 2M+k, . . . , (N−1)M+k
and r(Gi(x)) < R +M , where G = V1φj′,j(f
′)V2 ∈ Aj′ . In particular, we choose
N > R+M + 2.
We apply Lemma 3.1 to obtain G′ ∈ Aj′ such that |G−G′| < ǫ/4, and there
exist open sets U ′i,k containing each B
j′
i,k such that for each x ∈ Ui,k, G
′
i(x) has zero
crosses in positions k,M+k, 2M+k, . . . , (N−1)M+k and a block point at position
k. Moreover, for every x ∈ Xi, r(G′i(x)) < R+M . We apply Lemma 3.3 to obtain V3
such that there exist open sets U ′′i,k on which (V3G
′V ∗3 )i has zero crosses at positions
1, . . . , N where N > R+M+2 and for every x ∈ Xi, r((V3G′V ∗3 )i(x)) < R+M+2.
Then by Lemma 3.4 there exists a unitary V4 ∈ Aj′ such that (V3G′V ∗3 V4)i(x) is
lower triangular at every x ∈ Xi. Therefore V3G′V ∗3 V4 is nilpotent and by [9] there
exists an invertible element G′′ ∈ Aj′ such that |V3G′V ∗3 V4 −G
′′| < ǫ/4. Then
|φj′,j(f)− V ∗1 V
∗
3 G
′′V ∗4 V3V
∗
2 | < 3ǫ/4, and so |a− ι(V
∗
1 V
∗
3 G
′′V ∗4 V3V
∗
2 )| < ǫ and the
latter is invertible. 
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Corollary 5.2. For any compact Hausdorff space and any minimal homeomor-
phism σ : X → X, the crossed product C∗(Z, X, σ) has stable rank one.
Proof. Lemma 1.5 shows that Ay can be constructed as a simple injective limit
of DSH algebras with diagonal maps. It follows from Theorem 5.1 that Ay has
stable rank one. It is shown in [1] that Ay is centrally large in C
∗(Z, X, σ). By
Theorem 6.3 of [1], any infinite dimensional simple separable unital C∗-algebra with
a centrally large subalgebra of stable rank one has stable rank one. 
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