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Abstract. Boolean networks are one of the most studied discrete models in the context of
the study of gene expression. In order to define the dynamics associated to a Boolean network,
there are several update schemes that range from parallel or synchronous to asynchronous.
However, studying each possible dynamics defined by different update schemes might not be
efficient. In this context, considering some type of temporal delay in the dynamics of Boolean
networks emerges as an alternative approach. In this paper, we focus in studying the effect
of a particular type of delay called firing memory in the dynamics of Boolean networks.
Particularly, we focus in symmetric (non-directed) conjunctive networks and we show that
there exist examples that exhibit attractors of non-polynomial period. In addition, we study
the prediction problem consisting in determinate if some vertex will eventually change its
state, given an initial condition. We prove that this problem is PSPACE-complete.
Keywords: Boolean network · Firing memory · Conjunctive networks. · Prediction problem.
· PSPACE.
1 Introduction
Boolean networks are one of the simplest and most studied discrete models in the context of
the study of gene expression [25,24,34]. A boolean network is defined by a boolean map that
is usually represented as graph, called interaction graph, where the vertices or nodes represent
genes and the edges represent regulatory interactions. A gene in the network can be active or
inactive and that is represented by a node in state 1 or 0 respectively. This model was first
introduced by Kauffman in the end of the 60’s [25] and it was thought as a generalization of the
McCulloch and Pitts neural network model [28]. The seminal papers by Kauffman and Thomas
focused in studying the dynamical properties of random generated networks [25,23,26] as well as
studying the structure involved in the regulatory circuitry [34,35]. A boolean network naturally
defines a discrete dynamical system by updating all the nodes of the network simultaneously,
i.e. the consecutive states of the dynamics are given by iterations of the original boolean map.
This update scheme is called parallel or synchronous. As the number of posible states is finite
(it is given by the number of possible tuples with values 0 and 1 which is 2n) every initial state
eventually exhibit periodic dynamics. We call the set of states that define these periodic dynamics
an attractor. If the attractor is one single state we call it a fixed point and otherwhise we call it
a limit cycle. Though this model is fairly simple to study, it fails to reproduce gene expression
data in a realistic way, mainly because of the synchronous update scheme. One straightforward
approach to improve the model is adding asynchronicity to the dynamics by considering different
update schemes [2,6,13,33]. Since some biologists agreed that some synchronicity is not completely
unrealistic [5,37] updates schemes usually range from synchronous to sequential update schemes
in which every node is updated according to a given partial order. A notable example of update
schemes that are somewhere between the latter categories are block sequential update schemes.
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In these update schemes, a partition in the node set is defined and nodes inside each set of the
partition are updated in parallel while sets in the partition are updated sequentially. However,
in order to define one of the latter update schemes, a partition and an partial order need to be
chosen. These requirements introduce, in the biological networks modelling framework, several
ways to model the dynamics of a fixed object of study. Although it is relevant and interesting from
a mathematical or computational point of view to study the dynamics generated by every possible
update scheme in the latter context, this exercise might turn to be rather impractical
An alternative approach to allow adding asynchronicity to the dynamics of a boolean network
is based in the concept of delay that is generally defined as an internal clock, that could be
independent from the original dynamics of the system, and that dictates its dynamical behaviour
during a fixed time interval. This latter concept was first introduced by Thomas in [35,36] and
then studied in different frameworks such as in [1,4,7,31,32]. Particularly, here we are interested in
specific type of delay called firing memory. It was based in the concept of memory and it was first
introduced by Graudenzi and Serra under the name of gene protein Boolean networks [16,18,17] and
they defined this delay inspired in the concept of decay of proteins. In [9], Goles et al. introduced
some modifications of the original model and presented it under the name of Boolean networks
with firing memory. A question that naturally arise in this context is what are the effects of firing
memory in the dynamics of boolean networks. According to [9], one of the first observations stated
in the seminal papers, that was deduced through the analysis of numerical simulations, is that
the more maximum time decay value (delay) the less the network admits asymptotic degrees of
freedom. In order to survey this observation from a theoretical point of view, a straightforward
methodology is to study a specific class of boolean networks preferably the one where the dynamics
have been characterized. In fact, we are interested in the effect of firing memory in the dynamics
of threshold networks. In these networks, the state of every node evolves accordingly to a threshold
function that depends on the state of certain variables represented as the neighbors of the node in
underlying interaction graph. In [15] Goles et. al characterized the dynamics of the latter network
(without delay) and particularly they showed that attractors can only be limit cycles with period 2
or fixed points. One of the simplest type of threshold networks are the disjunctive and conjunctive
boolean networks in which the state of every node depends on an OR or an AND function of its
neighbors respectively. In [9], Goles et. al proved that disjunctive networks with firing memory
only admit homogeneous fixed points as attractors. However, the effect of these type of delay in
the dynamics of conjunctive networks have not been described until now, perhaps surprisingly,
conjunctive networks with firing memory can exhibit extremely different behaviour compared to
the regular ones.
In the latter context, an interesting question is if firing memory is able to induce in the original
boolean network dynamics the capability of simulating other computation models such as boolean
circuits, Turing machines, etc. This line of research led us to consider a natural problem that
arise in the study of boolean network dynamics: the prediction problem. This problem is defined
in the following way: given an initial condition and an update scheme(in this case parallel scheme
with firing memory), to predict the future states. To solve that problem, several strategies can
be proposed from directly simulating the network to more elaborated strategies based on the
topological or algebraical properties of the network. A measure of the efficiency of an strategy is
given by the computational complexity of the problem. Prediction problems have been broadly
studied in threshold networks [10,11] and particularly, in disjunctive(conjunctive) networks, it is
known that the problem is in the P class.
In this paper, we focus in studying the dynamics of conjunctive networks with firing memory
and we prove that, contrary to what might be assumed based on previous results for disjunctive
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networks, conjunctive networks with firing memory admit attractors of non polynomial period.
Then, we study the prediction problem and we prove that it is PSPACE-complete. We achieve
this by showing that conjunctive networks with firing memory are capable of simulating iterated
boolean circuits. As a direct corollary of this result, we conclude that the latter boolean networks
with firing memory are universal, in the sense that they are able to simulate an arbitrary given
boolean function.
2 Contributions and structure of the paper
In this paper we show that, contrarily to what one may think, conjunctive networks with firing
memory exhibit an extremely complex dynamical behavior. More precisely, we show that 2-And-
Prediction is PSPACE-complete as a consequence of the capability of this rule to simulate
iterated monotone boolean circuits. As a corollary of the latter result, we show that conjunctive
boolean networks with firing memory are a universal model in the sense that they are capable of
simulating every boolean network automata.
The rest of the paper is organized as follows. In Section 3 we give the main formal definitions
and previous results. In Section 4 we show the gadgets that play an essential role in the proof of
our main results and we use them to exhibit a conjunctive network with firing memory that admits
attractors of non polynomial period. In Section 5 we study the computational complexity of the
2-And-Prediction problem and we give a complete proof of the main result in Theorem 3.
3 Preliminaries
A boolean network is a map F : {0, 1}n → {0, 1}n. Associated to this function, we define its inter-
action graph G(f) = (V,E) by V = {0, . . . , 1} and ij ∈ E ⇐⇒ Fj depends on the variable xi. F
defines a dynamical system (X = {0, 1}n, F ) in which the elements x ∈ X are called states or con-
figurations. and the transitions are given by the iterations of the map F , i.e, for every state x ∈ X
we define its next state by x(1) = F (x) and in general we have that x(t + 1) = F (x(t)) for every
t ∈ N. This type of dynamics is often called parallel or synchronous update scheme. In the next
sections we will assume that boolean networks dynamics will be defined in this way. Given an ini-
tial condition x ∈ X , we call its associated trajectory to the infinite sequence T (x) = (x, x(1), . . .).
As the number of possible states is finite (2n), every trajectory is eventually periodic, i.e., there
exists p ≥ 0 such that x(t + p) = x(t). We say that a trajectory reaches a limit cycle with period
p if the last property hold for that trajectory and p is the minimum time in which the property is
satisfied. A set of configurations in a limit cycle with period p is called an attractor with period p.
Particularly, when p = 1 we say that the attractor is a fixed point.
We are interested in some specific type of boolean networks called threshold networks. A threshold
network is a boolean network in which given a matrix A = (aij) with integer entries and an integer
vector Θ = (θi)i the function F is defined by
F (x)i =


1 if
n∑
j=1
aijxj − θi ≥ 0
0 otherwise
One particular class of threshold networks are disjunctive and conjunctive networks. Disjunctive
networks are defined by threshold 0 in every coordinate function Fi, in other words, are defined by
an OR of certain variables i.e., F (x)i = Fi(xj1 , . . . , xjk) =
k∨
i=1
xji . On the other hand, a conjunctive
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network is a boolean network F such that every local rule Fi is given by an AND function of certain
variables, i.e., F (x)i = Fi(xj1 , . . . , xjk) =
k∧
i=1
xji . In this case, we have that θi = δi for every i
where δi is the number of neighbors of i in the interaction graph associated to F . These networks
have been broadly studied in different frameworks [12,22,3,8] mainly because its simplicity and
its relevance in applications in modelling gene regulatory networks in which conjunctive functions
describe common regulatory interactions [30,19].
As we referred in the introduction, the concept of delay in boolean networks has emerged as
an alternative approach to introduce asynchronicity. In particular, we are interested in studying
the effects of a type of delay called firing memory. We consider a boolean network F and states
Y =
∏n
i=1{0, 1} × {1, . . . , dti}, dti ≥ 1 for all i. Given y(0) ∈ X, y(0)i = (x(0)i,∆(0)i), we define
the following dynamics:
xi(t+ 1) =
ß
1 ∆i(t+ 1) ≥ 1,
Fi(x(t)) ∆i(t+ 1) = 0.
∆i(t+ 1) =


dti Fi(x(t)) = 1,
∆i(t)− 1 Fi(x(t)) = 0 ∧∆i(t) ≥ 1,
0 Fi(x(t)) = 0 ∧∆i(t) = 0.
This local rule (xi(t),∆i(t)→ (xi(t+ 1),∆i(t+ 1)) defines a global transition function F
dt : Y →
Y that we call boolean network with firing memory. One useful notation introduced in [9], is
considering the states as the single delay value instead of a tuple. For example, the state (1, 2) that
means state 1 and delay 2 is represented exclusively by 2. In the next sections, we will be using
this notation.
A natural question regarding the effects of firing memory in the dynamics of conjunctive networks
is if this type of delay is able to give simulation capabilities to the network in the sense of allowing
it to simulate other boolean networks of a different class or other computation models. In this
context, we are interested in studying prediction problems. A well studied topic in the context
of the dynamics of boolean networks is to make predictions about the attractor associated to an
specific trajectory defined by a initial condition x. There exists a very simple solution to this
problem that is to simulate the network dynamics until the initial state reaches a limit cycle.
However, a question that naturally arise is if there exist a more efficient solution, considering
the fact that using the last strategy may take as many steps as there are possible states. These
more efficient solutions would be based on algorithmic or algebraic properties of the network. If
x ∈ {0, 1}n we introduce the complement of x denoted by x¯ and defined by: xi = 1 implies x¯i = 0
and xi = 0 implies x¯i = 0. Given a maximum delay vector dt we define the following decision
problem:
dt-and-prediction:
Given a conjunctive network with firing memory F with maximun delay vector dt, i ∈ {1, . . . , }
and a configuration x ∈ {0, 1}n, does there exist y ∈ T (x) such that yi = x¯i ?
We remark that, because we are working with the AND rule, if xi = 0 and F (x)i = 0 then x(t)i = 0
for all t ≥ 2, so the dt-and-prediction problem can be solved simulating one step of the local
rule. In this case and we can asume that xi = 1. In addition, when we consider the maximum
delay vector as uniform, i.e. the same maximum delay dti = τ in every i, we will refer to dt-and-
prediction as τ -and-prediction. We are interested in studying the computational complexity of
the previous problem. This concept is roughly defined as the amount of resources that are needed
to find a solution, given as an expression of the input size. Classical theory defines the following
main classes of complexity: P is the class of problems solvable by a deterministic Turing machine
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in polynomial time and PSPACE is the class of problems solvable by a deterministic machine that
uses polynomial space. Additionally, it is known that P ⊂ PSPACE. It is conjectured that these
inclusions are strict, so there are problems in PSPACE that do not belong to P. The problems
in PSPACE that are the most likely to not belong to P are the PSPACE-complete problems,
which analogouslyNP-complete problems, are the ones such that any other problem in PSPACE
can be reduced to them in polynomial time.
One very well known type of PSPACE-complete problem is related to the iterative evaluation of
boolean circuits. A boolean circuit is a directed acyclic graph C whose have three types of vertices:
the ones with in-degree 0 called inputs, the ones with out-degree 0 called outputs and the rest
of the vertices that have in and out neighbors called logical gates. These nodes are labelled by
∧,∨,¬. A boolean circuit simulates a boolean function in the obvious way, and because of that,
usually a circuit with n inputs and m outputs is denoted by C : {0, 1}n → {0, 1}m. A circuit C is
monotone if there are no gates labelled by ¬. For each gate of a circuit, its layer is the length of the
shortest path from an input to the gate. A monotone circuit is alternating if for any path from an
input to an output the gates on the path alternate between OR and AND gates. In addition, the
inputs are connected to OR gates exclusively and outputs are OR gates. We define the following
decision problem: Given a (monotone) boolean circuit C : {0, 1}n → {0, 1}n, an input x ∈ {0, 1}n,
and i ∈ {0, . . . , n} whether there exists a time t ≥ 1 such that Ct(x)i = 1. We call this problem
Iter-Circuit-Prediction (respectively Iter-Mon-Circuit-Prediction).
Proposition 1. Iter-Mon-Circuit-Prediction is PSPACE-complete even when restricted to
alternating circuits of degree 4.
3.1 Previous results
Threshold networks were vastly studied in [14,15,21,29] and Goles et. al [15] showed using a tech-
nique based on monotone energy operator that the synchronous dynamics associated to these
networks admits only attractors of bounded period (moreover, there are only attractors with pe-
riod 2 and fixed points) when the associated weight matrix is symmetric, i.e. when the underlying
interaction graph is non-directed which is the case we are most interested on in this paper.
A wide studied subclass of threshold networks are the conjunctive or disjuntive networks. These
systems have a very important role in modelling of biological systems because mainly because
of its simplicity and their straightforward way to describe common interactions between different
variables. The dynamics of these type of networks was studied under different update schemes in
[12]. Our approach here is to continue the studies presented in the seminal paper of the firing
memory [9] in which dynamics of disjunctive networks with firing memory were characterized. In
the latter paper, Goles et. al showed that disjuntive networks with firing memory and delay dti ≥ 2
in at least one coordinate i admit only homogeneous fixed points when the network is defined over
a strongly connected directed graph.
4 Conjunctive networks with firing memory admit non-polynomial
cycles.
One surprising observation about the effect of firing memory in the dynamics of conjunctive net-
works is that it allows the dynamics to have attractors with period p ≥ 3. We recall that these type
of dynamics(without delay) have bounded cycles of maximum period p = 2 [15]. A general method
to construct dynamics with a given period p ≥ 3 is considering a conjunctive network defined by
an interaction graph given by a complete graph Kp+1 and a firing memory dti = p in every vertex.
6 Eric Goles, Pedro Montealegre and Martín Ríos Wilson.
0
1 2
012
201 120
1 0
32
01233012
2301 1230
Fig. 1: Attractors with period p = τ + 1 for τ = 2 and τ = 3. a) Conjunctive network with firing memory
and delay dti = 2 in every node that admits a limit cycle with period 3. On the left hand side we show the
interaction graph of the network and on the right hand side there is the transitions graph of the cycle. b)
Conjunctive network with firing memory and delay dti = 3 in every node that admits a limit cycle with
period 4. On the left hand side we show the interaction graph of the network and on the right hand side
there is the transitions graph of the cycle.
Proposition 2. Let τ ≥ 2. There exists a conjunctive network with firing memory and delay
dti = τ in every i allowing attractors with period p = τ + 1.
Proof. Let’s consider the conjunctive network given by the function F (x)i =
∧
j 6=i
xj , where i ∈
{0, . . . , τ}. We have that its interaction graph is given by the complete graph with τ + 1 vertices
Kτ+1 (see Figure 1). We are going to exhibit an attractor X with period p = τ + 1. Let x0 =
(0123 . . . τ) be the initial condition. Observe that every i ∈ V has initial delay i and every node
i 6= 0 is in state 1. Because of how we defined F we have that in the next state every node i 6= 0
will be set to 0. However, the only node that will actually be in state 0 in its next state is i = 1,
because every node i ∈ V \ {0, 1} has delay ∆(0)i ≥ 2. On the other hand, we have that for i = 0
every of its neighbours is in state 1 in the initial condition, so it will be updated as τ in the next
iteration. Thus, x1 = (τ0123 . . . τ − 1). Now, we have that every node except i = 1 is in state 1
and every node i ∈ i ∈ V \ {1, 2} has delay ∆i(1) ≥ 2 so using the same argument we used for
deducing x1 we have that x2 = (τ − 1τ0123 . . . , τ − 2). Iterating this process τ +1 times we verify
we have a cycle with period p = τ + 1:
X =


x0 = (0123 . . . τ − 1τ)
x1 = (τ0123 . . . τ − 1)
x2 = (τ − 1τ0123 . . . , τ − 2)
...
xτ = (123 . . . τ − 1τ0)
x0 = (0123 . . . τ − 1τ)
As a consequence of the last proposition, we have a stronger result on the period of the attractors
when we consider conjunctive networks with firing memory with different maximum delay values.
Theorem 1. There exists a connected conjunctive network with firing memory (and not neces-
sarily the same values for maximum delay) which admits attractors with non polynomial period.
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The main idea in this proof is to use the latter proposition to construct conjunctive networks
with firing memory such that each of these networks admits attractors with prime period. Then,
connecting this components as it is shown in Figure 2 we get a connected network that admits
attractors with non polynomial period. This technique was first introduced in [27] and a complete
proof is available in the Appendix Section A.1.
1 0
32
0
1 2
· · ·
Fig. 2: A construction of a conjunctive network with firing memory which admits attractors of non poly-
nomial period. The interaction graph is a connected union of complete graphs Kpi+1 with pi a prime
number. Each component is setted to an initial condition according to Proposition 2 and the connections
between components are arbitrary. Global initial condition x is defined such that nodes in initial state 0
are not allowed to be connected.
One natural question that arise in the context of the last theorem is if we can say something
about the period of the attractors in the case when we restrict a conjunctive network with firing
memory to have the same delay τ in all its coordinates. Would there exists a network of this class
which dynamics allows attractors with non-polynomial period? The answer is yes, but in order to
exhibit it, we need to prove a proposition that is analogous to Proposition 2 (complete proof in
the Appendix A.1).
Proposition 3. Let τ ≥ 2. For every integer k ≥ 2, there exists a conjunctive network with firing
memory and maximum delay dti = τ in every node i which admits attractors with period k(τ +1).
A gadget that we use in the proof of the latter result and that is very important for our main
result as well is the block. To define a block, let us first define C = Kτ+1 as complete graph with
τ +1 vertices. We recall that these gadget defines a conjunctive network with firing memory which
allows cycles of length τ + 1 when we have that the maximum delay of every node is dti = τ (see
Figure 1). We are going to call this structure a clock. We define a block B as a τ + 1-path such
that every node has a τ − 1 neighbours in a different clock beside its neighbour in the path as it
is shown in Figure 3.
An immediate consequence of Proposition 3 is that we can exhibit a conjunctive network with firing
memory (that have the same maximum delay values in every coordinate) which admits attractors
with non polynomial period. This is possible because we can replicate, in this context, the same
strategy we used to prove Theorem 1. The complete proof of this result is available in the Appendix
A.1.
Theorem 2. Let τ ≥ 2. There exists a conjunctive network with firing memory and maximum
delay dti = τ in every node i which admits attractors with non polynomial period.
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· · ·
· · · · · · · · · · · · · · ·
τ − 1 clocks
τ + 1 nodes
Fig. 3: Structure of a block used in Proposition 2 (see Appendix Section A.1, Proposition 1 for the complete
proof) to define a conjunctive network with firing memory and maximum delay values dti = τ for every
node i that admits attractors with period k(τ + 1). Every circle in the figure represents clock associated
to a node r represented by a square. This gadget has τ + 1 nodes and every node has τ − 1 clocks.
5 2-And-Prediction is PSPACE-complete.
The fact that there exists conjunctive networks with firing memory that admits attractors with
non polynomial period together with the structure of the gadgets we described, strongly suggest
that there are conjunctive networks that are able to simulate boolean circuits. The next results
confirm this insight establishing that conjunctive networks with firing memory are able to simulate
iterated boolean circuits. We remark that previous results on the attractors period hold for an
arbitrary value for the maximum delay that is defined for all the nodes in the given networks. So,
we address the capability of conjunctive networks with firing memory and maximum delay dti = 2
in every node i to simulate an arbitrary iterated boolean circuit. These results have consequences
related to computational complexity and universality of conjunctive networks with firing memory.
1 22
1 22...
1 22
. . .
∧
∧
...
∧
Fig. 4: Interaction graph associated to a conjunctive network with firing memory and maximum delay
vector dti = 2 for every node i that simulates an iterated monotone boolean circuit C. Layers are made
up by AND or OR gates exclusively, using the gadgets shown in Figure 5 and Figure 6 are alternately
ordered.
Proposition 4. For every monotone boolean circuit C : {0, 1}n → {0, 1}n there is a conjunctive
network F with firing memory such that: i) its interaction graph G has polynomial size in n, ii)
its maximum delay values are dti = 2 in every node i ∈ V (G) and iii) F simulates every iteration
of C in linear time.
Proof. Let C be a monotone circuit. We assume that: i) every input has out degree 1, ii) every
output is identified with an input, iii) the degree of every logic gate in C is 4, and iv) every layer
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contains exclusively OR or AND gates and they are ordered alternately, i.e., if a the k-th layer
is made up of AND gates then the k + 1-th is made up of OR gates (See Proposition 1). We
represent this structure using the block gadget we defined for the last propositions (see Figure 3)
with maximum delay vector dti = 2 in every node i. A scheme of the interaction graph associated
to this conjunctive network with firing memory is shown in Figure 4. Let i1, . . . , in be the inputs
of C and because we are considering C as an iterated circuit, we are going to identify its outputs
by the same names. For every k ∈ {1, . . . , n}, we define a block Bik . These blocks are made up
of a path of length three in which every node is connected to a clock. We introduce the following
notation: if x ∈ {0, 1}n and B is a block then xB = xuxvxw where u, v and w are the labels of the
vertices in the path. Given a initial configuration x ∈ {0, 1}n for the circuit C, we code it using a
variable y ∈ {0, 1}m, defined by maping the blocks in the following way:
yBik =
®
122 if xik = 0
120 if xik = 1
For every logic gate AND or OR we define a gadget as the one showed in Figure 5 and Figure 6.
Note that every logic gate is represented by a block so the last coding is well defined. We remark
that as all the gadget have a constant number of nodes and edges then, m = O(n) and because
of the assumptions we are doing on C we have that this coding has polynomial size in n. We will
call ϕ the function such that ϕ(x) = y. Finally, as it is shown in Figures 12 and Figure 13 the
information is transmitted through the blocks in a way such that in a maximum of 6 steps the
nodes return to the initial condition so the circuit is cleared and the structures are available for
continue receiving and emitting signals. Then, we have given x ∈ {0, 1}n and y = ϕ(x), there
exists p ≥ 1 such that ϕ(Ct(x))Bik = (F
pt(y))Bik Thus, the conjunctive network defined using
these gadgets simulates C in polynomial space and linear time.
1 22
1 22 2 0 1
2 0 1
1 22
2 0 1
1 22
2 0 1
1 22
2 0 12
21
2 0
1
2
Fig. 5: Gadget of AND gates used in the graph shown in Figure 4. Signals are transmitted and coded
based on the block gadget.
1 22
1 22 2 0 1
2 0 1
1 22
2 0 1
1 22
2 0 1
1 22
2 0 1
Fig. 6: Gadget of OR gates used in the graph shown in Figure 4. Signals are transmitted and coded based
on the block gadget.
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As a direct consequence of the Proposition 4, we have that conjunctive networks with firing memory
are universal, i.e, they can simulate every boolean network. Finally, we address the question about
the computational complexity of the prediction problem 2-And-Prediction. As a direct corollary
of the latter proposition, we have that Iter-Mon-Circuit can be reduced to 2-And-Prediction
and thus the problem is PSPACE-complete.
Theorem 3. The problem 2-And-Prediction is PSPACE-complete.
Proof. It is direct from Proposition 4 and Proposition 1
6 Discussion
In this paper, we have studied the effect of an specific type of delay called firing memory in the
dynamics of conjunctive boolean networks. More specifically, we have addressed the prediction
problem in conjunctive networks with firing memory whom maximum delay is 2 in every node. We
concluded that not only these type of networks admit attractors of non polynomial period but the
latter problem turned out to be PSPACE-complete. Deducing this result was possible because
of: i) the capability of conjunctive networks with firing memory, whom have the same value for
maximum delay in every node, to have attractors with period proportional to the maximum delay
value and ii) the capability of transmitting information through a wire that clears itself once the
information has been transmitted. These two main observations about conjunctive networks with
firing memory allowed us to deduce the structure of the main gadgets used for the proof of our
main results. These properties are quite surprising considering that conjunctive boolean networks
admit only attractors of bounded period and the prediction problem is the P class. Moreover,
previous result on the effect of firing memory in the dynamics of the dual version of these type
of networks, the disjunctive networks, suggested that firing memory tend to freeze the dynamics
of these networks, reducing the period of the possible attractors that the network admits. We
remark the relevance of the achieved results as they show that firing memory have effects on
the dynamical properties of the original network that are similar to the ones exhibited by other
update schemes that are somehow between synchronous and asynchronous dynamics in other type
of boolean networks, such as the effects of block sequential update scheme in majority rules. In
fact, in the latter case, the prediction problem with parallel update is P-complete while it is
PSPACE-complete when we consider a block-sequential update scheme. It might be possible to
deduce from the latter observation that firing memory allows to add asynchronicity to the dynamics
of a boolean network in a less arbitrary way compared to block sequential update, that needs a
predefined partition and an specific partial order.
An interesting topic for future work is the characterization of the dynamics of conjunctive networks
with firing memory. While we have described conjunctive networks with firing memory that admit
attractors with period proportional to the maximum delay values, the possibility of the existence
of networks admitting attractors with different period (not necessarily proportional to maximum
delay values) remains still open for studying. In addition, the effect of firing memory in networks
defined by particular topologies such as planar graphs or two dimensional grids might be interesting
to analyse. Besides, considering the fact that in the light of the results of this paper there is no
clear insight about a general effect of firing memory in a simple class of boolean functions such as
AND or OR (we have complex dynamics in one case and we have dynamics that admit only fixed
points in the other), an interesting topic for future work could be studying prediction problems
in other classes of boolean networks with firing memory that are somehow similar to conjunctive
networks (another functions that are linear for example) such as XOR networks.
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A Appendix
A.1 Proof of Theorem 1 and Theorem 2
Theorem 1 There exists a connected conjunctive network with firing memory (and not necessarily
the same values for maximum delay) which admits attractors with non polynomial period.
Proof. Let us consider a fixed natural number m ≥ 2 and a collection of prime numbers pi, . . . , pl,
such that 2 ≤ pi ≤ m where l = pi(m) and pi(m) denotes the number of primes not exceeding
m. For each i ∈ {1, . . . , l} we consider a conjunctive network with interaction graph given by a
complete graph Kpi+1 as we did in the proof of the last proposition. We consider a graph G de-
fined as the connected union of the previous complete graphs in the following way: we consider
V =
l⋃
i=1
V (Kpi+1) and for every i ∈ {1, . . . , l} we choose an arbitrary vertex si ∈ Kpi+1 and we
consider E =
l⋃
i=1
E(Kpi+1) ∪
l−1⋃
i=1
{sisi + 1}. In other words, we consider the union of the previous
complete graphs and we connect each other by a unique aribitrarily chosen edge.
Let us define the label function ϕ : V → {1, . . . , l} given by ϕ(u) = i if u ∈ V (Kpi+1). Let
F p1 , . . . , F pl be the conjunctive networks with firing memory associated to each complete graph
Kpi+1. We recall that each of these functions has a maximum delay value of pi in every node. We
define the following conjunctive network with firing memory F : {0, 1}|V | → {0, 1}|V | given by
F (x)i = F
pϕ(i)(x)i for every i ∈ V \ {sj |j ∈ {1, . . . , l}} and F (x)si = F
pϕ(si)(x)si ∧ xsi+1 . It is not
difficult to see that the interaction graph of F is G.
Finally, let us define the initial condition x ∈ {0, 1}|V | in the following way: for the vertices in
V (Kpi+1) we assign the initial condition 0123, . . . , pi with the only restriction that it if xsi = 0
then xsi+1 6= 0. Note that we need this because if two nodes are connected and both have initial
state 0 then the global dynamics converge to the fixed point 0. It is not difficult to see that starting
from x every node in Kpi+1 is in a cycle with period pi. Thus, we have that if T is the global period
of the network then:
T ≥
pi(m)∏
i=1
pi.
And also, we have that:
|V |=
pi(m)∑
i=1
(pi + 1). (1)
Additionally, if we define θ =
∑pi(m)
i=1 log(pi), we have that:
T ≥ exp(θ(m)). (2)
Based in 5, and 2, we are going to apply a technique used in [27] to deduce that T is not polynomial.
This is based a result stated in [20]:
pi(m) = Θ
Å
m
log(m)
ã
, (3)
θ(m) = Θ (pi log(m)) . (4)
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We observe that from 3 it can be deduced thatm = O(pi(m)log(m)) and then |V |= O(pi(m)2 log(m)).
On the other hand, using this last observation we deduce that log|V |= O(log(m)). And finally,√
|V |log(|V |) = O(pi(m) log(m)) which is equivalent to say that pi(m) log(m) = Ω(
√
|V |log(|V |))
and thus
T ≥ exp(Ω(
»
|V |log(|V |)).
We conclude that F has attractors with non polynomial period.
Proposition 1 Let τ ≥ 2. For every integer k ≥ 2, there exists a conjunctive network with firing
memory and maximum delay dti = τ in every node i which admits attractors with period k(τ +1).
Proof. Let k ≥ 1 be an integer. Let us define C = Kτ+1 as complete graph with τ + 1 vertices.
We recall that these gadget defines a conjunctive network with firing memory which allows cycles
of length τ + 1 when we have that the maximum delay of every node is dti = τ . We are going to
call this structure a clock. We are going to define k copies of a certain gadget that we will call
block. Let j ∈ {0, . . . , k} we define the j-block Bj as a τ + 1-path such that every node has a
τ − 1 neighbours in a different clock beside its neighbour in the path as it is shown in Figure 7.
As every block contains an induced path then we can number the vertices in the path defining an
initial and a terminal vertex. We write C(Bj)r,l for r = 1, 2, 3, . . . , τ l = 1, 2, 3, . . . , τ − 1 to denote
the clocks of the j-block that are associated to the r-th vertex of the path. Besides, a node in a
clock that is connected to a node in the path is called C(Bj)r,la or simply a when the context
is clear. Finally we consider the graph G as the connected union of k-blocks defined connecting
· · ·
· · · · · · · · · · · · · · ·
τ − 1 clocks
τ + 1 nodes
Fig. 7: Structure of the j-th block used in Proposition 2 to define a conjunctive network with firing memory
and maximum delay values dti = τ for every node i that admits attractors with period k(τ + 1). Every
circle in the figure represents clock C(Bj)r,l associated to a node r represented by a square. This gadget
has τ + 1 nodes and every node has τ − 1 clocks.
every terminal vertex of the j-th block to an initial vertex in (j + 1)-th block and the terminal
vertex of k-block to the initial vertex of the 1st-block. With this construction G is a (τ + 1)-cycle
in which every node is connected to a clock. Using the structure of G, we define a global rule F τ as
a conjunctive network with firing memory and maximum delay values τ which have as underlying
interaction graph G.
Now, we define the dynamics of an attractor with period τ + 1 using F τ . We define the initial
condition x ∈ {0, 1}|V | by setting the same initial condition in each block except the first one. For
first block we have the state 0123 · · · τ for the nodes in the path and for j = 2, 3, · · · , k we have the
initial states τ123 · · · τ . For the clocks, every node in a block has one neighbour in a clock and its
dynamics is defined as in Proposition 2, so it is associated to an attractor with period τ + 1. We
are going to write only the state of the node a in every clock and the other states in this subgraph
are assumed to be in the initial states so the clock defines an attractor with period τ+1. Assuming
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this notation, the initial state for the clocks are:
123 . . . (τ − 1)︸ ︷︷ ︸
Node 0
234 . . . τ︸ ︷︷ ︸
Node 1
345 . . . τ0︸ ︷︷ ︸
Node 2
. . . 0123 . . . (τ − 2)︸ ︷︷ ︸
Node τ
.
A summary of the initial condition x is shown in Figure 8. We remark that the dynamics of nodes
· · · · · · · · ·
· · ·
· · ·
· · · τ − 11 2 3 · · · τ2 3 4 · · · τ3 4 5 · · · τ − 20 1 20
τ 1 2 τ
Fig. 8: Initial condition for the j-th block, j ≥ 2 used in Proposition 2 to define an attractor with period
k(τ + 1). For the first block we just define the state of the first node to 0 instead of τ .
labelled by a is defined by an attractor with period τ + 1 and it is independent of the dynamics
of its neighbours in the path. Then, to prove that the global period of the network is k(τ + 1) it
suffices to show that for the first block the next state will be τ0123 . . . τ − 1. If we have that in
τ +1 steps the second block will have the state 0123 · · · τ and so in k(τ +1) steps the network will
return to the initial condition.
In fact, we have that every node in the path except for the first and second node has some
neighbour a in a clock and in state 0. But as it is shown in Figure 9. node 1 has node 0 as a
neighbour and node 0 is initial setted to 0 so in the next step, every node in the path is going
descend to the previous state except for the first one that will be setted to τ thus, the next state of
the nodes in the path will be τ0123 . . . τ−1 as desired. Besides, clocks will be updated accordingly:
012 . . . (τ − 2)︸ ︷︷ ︸
Node 0
123 . . . τ − 1︸ ︷︷ ︸
Node 1
234 . . . τ − 1τ︸ ︷︷ ︸
Node 3
. . . τ012 . . . (τ − 2)︸ ︷︷ ︸
Node τ
We conclude that F admits attractors with lenght k(τ + 1).
· · · · · ·· · ·
k blocks
Fig. 9: Interaction graph G associated to a conjunctive network with firing memory and maximum delay
dti = τ for all i ∈ V (G), defined in Proposition 2 that admits attractors with length k(τ + 1).
Theorem 2 Let τ ≥ 2. There exists a conjunctive network with firing memory and maximum
delay dti = τ in every node i which admits attractors with non polynomial period.
Proof. Let m ≥ 2 and a collection of prime numbers p1, . . . , pl where l = pi(m) as in Theorem 1. As
a consequence of Proposition 3 there exist functions Fpi and associated graphs Cpi , i = 1, 2, · · · , l
which admit attractors with period pi(τ + 1). As same as we did to prove Theorem 1 we define a
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0 1 2 2 1 2
1 2 0 1 2 0
Fig. 10: An interaction graph G associated to a conjunctive network with firing memory and maximum
delay values dti = 2 for all i ∈ V (G) that admits attractors with period 6. Every triangle represents a
conjunctive network with firing memory that admits attractors with period 3 and states in the triangles
represent the states of the nodes that are connected to the nodes in the path.
global function F with delay τ in every coordinate which associated interaction graphG = (V,E) is
given by the connected union of the graphs Cpi . In this case, we connect every of these components
by adding an edge between a node labelled by a associated to the first vertex in the path of the
first block of Cpi to another a labelled vertex associated to the second vertex in the path of the
first block of Cpi+1 as it is shown in Figure 11. Initial condition x is defined as every node in Cpi+1
is in an attractor with period (τ + 1)pi by using the same initial condition given in the proof of
Proposition 3. We remark that there no connected vertices with state 0 in every iteration because
of how we defined the connection between components. Again, as same as in Theorem 1 we have
that the global period of the network T satisfy that:
T ≥ (τ + 1)
pi(m)∏
i=1
pi.
And also, we have that:
|V |= (τ + 1)τ
pi(m)∑
i=1
pi. (5)
It is not difficult to see that applying the same technique that we used in the proof of Theorem 1
we can conclude:
T ≥ exp(Ω(
»
|V |log(|V |)).
Thus, F has attractors with non polynomial period.
....
· · ·· · · · · ·
· · ·· · · · · ·
· · ·· · · · · · Cpl
Cp2
Cp1
Fig. 11: Interaction graph G associated to a conjunctive network with firing memory and maximum
delay values dti = τ for every node i ∈ V (G) that admits attractors with non polynomial period. Every
component defines a local dynamics with period (τ + 1)pi. Initial condition is defined verifying that there
are no connected nodes in 0. Global period of the network is given by the product of prime numbers pi.
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A.2 Supplementary figures: dynamics of logic gates gadgets
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Fig. 12: Iterations of the AND gate gadget. A 0 and a 1 are computed as inputs. After seven steps the
information is transmitted and initial condition is recovered.
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Fig. 13: Iterations of the OR gate gadget. A 0 and a 1 are computed as inputs. After three steps the
information is transmitted and the initial condition is recovered.
