The reduction of variability in product performance characteristics is an important focus of quality improvement programs. Learning is intrinsically linked to process improvement and can assume two forms: (i) autonomous learning; and (ii) induced learning. The former is experientially-based, while the latter is a result of deliberate managerial action. Our involvement in quality and capacity planning with several major corporations in different industries suggested that it would be instructive to devise a model that would prescribe an optimal combination of autonomous and induced learning over time to maximize process improvement. We thus propose such a model to investigate the optimal quality improvement path for a company given that quality costs depend on both autonomous and induced types of learning experienced on a number of quality characteristics. Several properties of an optimal investment path are developed for this problem. For example, it is shown that decisions maximizing short-term gains may actually lead to suboptimal resource utilization decisions when total costs associated with a longer planning horizon are taken into account. Numerical examples are used to assess the sensitivity of the optimal investment plan with respect to changes in several model parameters.
Introduction
A significant portion of quality related costs is incurred due to variation in process output. Thus, manufacturing companies strive to continually improve processes via reduction in process variation. An important mechanism for reducing process variation is for the manufacturer to commit to a quality improvement philosophy and strategy that fosters continuous process learning and improvement.
When considering the relationship between learning and process improvement, it is useful to view organizational learning as being either autonomous or induced (Levy, 1965) . Autonomous learning is associated with learning by doing and captures the efficiency gained through repetitive implementation of tasks and experience. Induced learning is generated by conscious managerial or engineering actions that improve the efficiency of the system through changes in the technology, the underlying processes, and physical or human capital. Some specific examples of such actions are engineering design changes, and personnel training programs (Adler and Clark, 1991) .
Our interest was motivated by our involvement in improvement activities with several large companies. One was a major pharmaceutical corporation faced with the problem of capacity planning. It was found that process learning in this organization's manufacturing operations resulted in * Corresponding author an annual increase in capacity of 15%. A second was a major consumer electronics manufacturer who undertook induced learning investments via six sigma type quality training using project execution teams at one of its manufacturing plants in Latin America that produced an average of 3000 units per day. These induced investments in quality training yielded "mature quality levels" in 2 weeks from product start-up (defined as at least 90% first-pass yield), resulting in increased productivity and reduced process costs. This was a 94% improvement in the time to achieve process maturity vis-à-vis the time to do so when improvements were based on autonomous learning, which was 9 months. Moreover, savings in manufacturing costs were greater than 11 million dollars over the 2-week period.
In developing its induced investment strategy, the consumer electronics manufacturer had to determine an appropriate sequence of investments in each of the three major stages of its manufacturing process: (i) Automatic Component Insertion (ACI); (ii) Manual Assembly (MA); and (iii) Soldering (S). The induced learning program was launched by holding a plant-wide 3-day active learning workshop that focused on statistical quality concepts and analysis tools. This was followed by pre-defined, targeted team-based projects to make specific improvements in each of the three major stages of the manufacturing process. For example, at ACI, defects such as incorrect lead length and epoxy contamination were identified, and, corrective actions determined and implemented. At MA, reversing parts was determined to be a major contributor to poor quality 0740-817X C 2003 "IIE" 546 Serel et al. and corrected. At S, too much or too little solder was identified as a major quality issue, and also corrected.
One of the challenges faced by both the above pharmaceutical and consumer electronics companies was determining what should be the optimal sequence of investments in autonomous and induced learning for process improvement and concomitant capacity increase to improve quality, reduce costs, and reduce cycle times, resulting in a capacity increase. Motivated, in part, by this decision problem, we investigate the dynamic behavior of manufacturing quality costs as a function of variance reducing investments which are realistically associated with multiple quality characteristics. In this context, the main goal is to select the most promising/beneficial areas for focusing quality improvement efforts, given the options available in each time period. Based on contemporary learning and quality cost theories, we develop a dynamic model of relating investment and learning analytical formulation that provides answers to questions such as: What is the optimal investment in learning path to minimize expected quality costs? Is there an easy-to-prescribe optimal investment policy that is robust under fairly general conditions? How are quality improvement decisions influenced by autonomous and induced types of learning? The multi-period model to be presented relies on the fundamental notion that improvements in quality are realized through gradual and continuous decreases in process variation over time.
Relationship to the learning literature
The link between the learning curve and quality improvement activities has been explored quite extensively. Fine (1986) developed a quality-based learning model in which the quality level, represented by economic conformance to tolerances, was a management-controlled decision variable. By dynamically changing the economic conformance level, management controls the cumulative production of conforming output, which determines the unit cost of production. Thus, a model based on quality-weighted volume replaces the well-known volume-based learning curve. Higher quality levels lead to higher percentages of conforming output as well as faster rates of reduction in unit production cost. Fine and Porteus (1989) studied a different quality improvement model that included only induced learning with stochastic rewards. Kini (1994) incorporated the influences of both good and defective items on the learning rate. Zangwill and Kantor (1998) described how various forms of the learning curve such as power and exponential functions can be treated in a unified manner. Moskowitz et al. (1997) and Plante (2000) formulated single-period models to determine target levels for quality improvement in the presence of induced learning.
Most learning models in the literature have commonly considered only autonomous learning, and explored optimal production policies that minimize production costs (Mazzola and McCardle, 1997) . However, several recent papers have addressed both autonomous and induced learning simultaneously. For example, Li and Rajagopalan (1998) differentiated between the "productivity knowledge" and "quality knowledge" gains resulting from learning efforts by building a model in which both autonomous and induced learning activities influence the changes in the accumulated levels of productivity and quality knowledge. Lapre et al. (2000) proposed a learning curve for the waste rate of a manufacturing process, which includes both autonomous and induced learning.
There have also been recent empirical studies on autonomous and induced learning. Ittner (1996) investigated the relationship between the expenditures on quality improvement activities and the costs associated with product defects. Mukherjee et al. (1998) proposed the following two main dimensions for the knowledge gained via quality improvement projects: (i) operational learning which refers to the acquisition of "know-how"; and, (ii) conceptual learning which is defined as the acquisition of "knowwhy". By analyzing the quality improvement projects undertaken by a steel wire manufacturer, they attempted to assess the impact of these learning dimensions on the waste rate of the production process. Empirical research by Li and Rajagopalan (1997) concluded that quality improvement activities led to identifying inefficiencies in the production process, and such a knowledge gain resulted in increased productivity. Analyzing data pertaining to 12 manufacturing plants and consistent with our proposed modeling approach, Ittner et al. (2001) find that production quality was influenced by both autonomous and induced learning.
Rationale of our modeling approach
Building on the literature, we simultaneously; (i) consider multiple learning curves in a manufacturing environment; (ii) use the variability of quality characteristics as a performance metric (cf. Zangwill and Kantor, 1998) ; and (iii) quantify the quality-related costs based on the combined effect of these metrics. More specifically, we employ Taguchi's "quality loss function" to estimate quality-related costs (Taguchi and Clausing, 1990 ). For this model, the ideal state of a quality characteristic that maximizes user satisfaction is called the target value (Kackar, 1985) , and, all deviations from this target value incur some cost. Taguchi's loss function thus implies that quality costs are incurred whenever the quality (performance) characteristic is not on its target, even if the product conforms to specifications. The traditional quality cost theory dating back to Juran (1951) , on the other hand, does not consider it as a costly outcome when the performance of a product falls in the interval between the lower and upper specification limits. As compared to the traditional approach, Taguchi's loss function places emphasis on reducing the variability of the performance characteristic as the key element of modern quality management practice. Since the performance characteristics are usually modeled as random variables, the overall quality level of production is inversely related to performance variation around the target value. Thus higher variation implies higher manufacturing costs. Consequently, reducing variability in the performance characteristics will simultaneously reduce both quality costs to the users, and production costs to the manufacturer with concomitant reductions in scrap and rework costs, and improvements in productivity, cycle time, service call rates, etc. (Kackar, 1985) .
Consistent with Taguchi's loss function approach and unlike that of Fine (1986) , we relate the reductions in quality costs to decreases in process output variation over time. Process variation reduction is a continuous effort that is influenced by the accumulation of process knowledge (MacKay and Steiner, 1997) . We draw from the learning literature to specify this relationship between the level of process variation at a specific point in time and the level of "learning" achieved up to that point. Rather than relating the cumulative production volume to the cost of production, our learning curve describes the relationship between process quality and elapsed time. Use of a learning curve as a function of time has been deployed in practice; e.g., Schneiderman (1988) and Stata (1989) report that this form of a learning curve, which we employ in our model, was actually being applied at Analog Devices.
Our work is an initial attempt to: (i) introduce Taguchi's loss function concept in a dynamic multi-period framework; and, (ii) incorporate multiple quality characteristics and their interdependencies into a theory of quality-based learning. We also introduce a general modeling approach to incorporate induced learning effects into the autonomous learning curve. The basic idea is that investments in induced learning induces the organization to make forward leaps along the original autonomous learning curve.
Modeling framework and key assumptions
To evaluate the quality of a product, more than one quality characteristic is often monitored. In such cases, a multivariate quality loss function is appropriate to use. Let Y = (Y i , . . ., Y p ) be the vector of quality characteristics, and, T = (T 1 , . . ., T p ) be the vector of target values associated with those characteristics. Each of the quality characteristics, Y i , may be directly related to specific inputs and raw materials used in the process. Rather than invoking the standard assumption of process independence, we allow some generality in our model by allowing for positive correlation between characteristics. Then, the expected quality loss function for p characteristics, E [L] , is given by (Pignatiello, 1993; Kapur and Cho, 1996) : (Kapur and Cho, 1996) . Given fixed loss coefficients, the expected quality loss can be decreased by reducing the variances of the characteristics, the biases (µ i − T i ), and products of biases. We will focus on learning strategies that influence the variations around the target levels of the respective performance characteristics. The reduction of bias is an independent process, (i.e., dual response (Vining and Myers, 1990) ) and is not considered. From a practical perspective, to increase process capability and to create an environment conducive to continuous learning: (i) it is generally more beneficial (and difficult) to invest in reducing process variation than bias (i.e., adjusting the process mean); (ii) knowledge gained from reduction in process variation can be used to reduce bias; and, (iii) often, if not usually, bias can be easily mitigated or eliminated by adjusting process settings. Hence, in the interest of exposition and pragmatism, the terms involving biases in (1) will not be considered, and the expected quality loss per unit of output at time t will therefore be assumed as
As the notation in (2) indicates, all k i , k ij , and ρ ij are assumed time-invariant. It will also be assumed that qualityrelated costs are incurred continuously over time, and reduction in (expected) quality costs will be realized by autonomous and induced learning in Y i that will decrease σ 2 i , which in turn will decrease E [L] . Additional assumptions in our model are as follows:
A1: Autonomous learning for the quality characteristic is described by a traditionally deployed exponential relationship, i.e.,
where b i is the learning rate associated with Y i . The exponential-type learning curve is a common assumption in learning research (Zangwill and Kantor, 1998) . Equation (3) implies that, as time increases, σ 2 i decreases at a decreasing rate.
A2: A decision maker has a total of N investment opportunities to accelerate the process of variance reduction of the Y i 's. We partition the timeline into equally spaced intervals (periods), and plausibly assume that investments in induced learning can be made at the beginning of these periods. The length of the period is such that only one investment in each characteristic is possible per period. (This is plausible from the viewpoint of process management, focus, and resource limitations.) Without loss of generality, we assume that the length of each period is equal to one under a suitably chosen time unit. at time j + 1 + t will be equal to σ 2 i (prior to investing) at time j + 1 + t + s i , t ≥ 0. The parameter s i remains the same for every investment in Y i , which is consistent with the observation that the decrease in variance generated by an investment becomes smaller as the current variance decreases. An alternative interpretation of this assumption is as follows: Investment in induced learning at time j creates a downward jump on the current learning curve. The variances on the interval between j + 1 and j + 1 + s i on the current curve are skipped over, and the remaining portion of the current curve continues from time j + 1 into the future. Thus, each induced learning investment generates a leap down the original autonomous learning curve. This can be related to the concept of forgetting (as is discussed by Argote and Epple (1990) ), which is modeled by positing that some of the cumulative experience is lost, and thus some earlier points on the learning curve, say for the prior s i periods are revisited. Our assumption that induced learning accelerates the process down the learning curve "mirrors" the forgetting model; that is, the process variance reflects induced learning that would result from an additional s i periods of autonomous experience in the process.
Further, assumption A3 implies that each investment in Y i reduces all future variances by (1 − e −b i s i )% from their projected levels prior to the investment. A similar assumption is made for the return from investments in the quality improvement model of Marcellus and Dada (1991) . Thus, investment in induced learning can be regarded as a capital investment that yields benefits over multiple periods. Because of autonomous learning, inefficiencies existing in the process decrease with time, and induced learning investments made in later periods yield smaller returns.
For a general learning curve associated with a performance metric (such as cost, defect rate, or variance), an ideal value (goal) for the performance metric can be specified. For example, the hypothetically best possible value for the variance of a quality characteristic is zero. Each improvement made to the system brings it closer to this performance goal. The difference between the current performance level and the performance goal represents what remains to be removed from the system before it can operate optimally (Zangwill and Kantor, 1998) . Some researchers have assumed that the marginal improvement rate of the performance metric is proportional to this gap between the performance goal and the current performance level (Levy, 1965; Zangwill and Kantor, 1998; Lapre et al., 2000) . In our model each additional investment reduces the variance of the quality characteristic and also the current distance from the ideal target value of zero. Hence, our assumption that returns from investments diminish with additional investments can be seen as consistent with the modeling approaches cited in the literature discussed above.
A4: A finite horizon of n periods is assumed (we refer to it as planning horizon). For now, we assume n is sufficiently large so that returns from all investments prescribed by the optimal investment plan start to be generated before the end of the nth period. Later, a more explicit lower bound on n will be derived.
A5: All correlation coefficients between the quality characteristics are non-negative. This condition frequently holds in practice, and also, the analysis of the model is more tractable under this correlation structure. (The metrics can also be redefined to satisfy this assumption.)
Finally, although we do not take into account investment costs explicitly, by limiting the total number of investment actions to N, we implicitly assume that a decision maker has a fixed budget of $N × L where L is the cost of each individual investment. Thus, the sensitivity of an optimal investment plan with respect to the budget can be explored by changing the value of N. Later, we will discuss the implications of the model when we remove the limit on the available number of investments.
The objective in our model is to minimize the total undiscounted quality-related costs per unit of output over n periods, subject to the constraint that at most N investments in induced learning are possible. The manufacturer's multistage decision problem is essentially determining the optimal number and timing of investments in induced learning in each characteristic.
A dynamic programming formulation
For ease of exposition, we first assume that there are two quality characteristics, i.e., p = 2. Let σ 2 i (u) be the variance of Y i at time u under a feasible investment policy, i.e., it reflects the effects of both autonomous and induced types of learning. Then, using (2), the total expected cost at time t for the remaining horizon, TC(t), is:
The policy that minimizes TC(0) also maximizes the total benefits (rewards) generated by investments in induced learning. Thus, instead of directly minimizing TC(0), we treat the problem as a specialized capital budgeting problem and determine the optimal investment actions over time that maximize the total expected rewards at time 0. The benefit that a particular investment yields depends on when it and other investments are made. We formulate a Dynamic Programming (DP) model to determine the optimal investment path. At each stage, two decision alternatives (invest, not invest) are available for each of two quality characteristics. Hence, at each state j, j = 0, 1, 2, . . ., there are two state variables, n 1 (j), and n 2 ( j ) that represent the cumulative number of investments in each quality characteristic prior to state j. The initial state at stage 0 is n 1 (0) = n 2 (0) = 0. Since the final state and stage when the last investment is made are not prescribed, it is convenient to apply forward DP to find the optimal policy by successively finding the optimal policies for sub-problems of stage 1, 2, 3, . . .. Thus the recurrence relation is as follows:
The recurrence relation (5) conforms to the standard form of forward DP with an additive objective function. To address boundary conditions, we impose the following restrictions on the state variables and the stage index: Hence, using (4) and assumptions A1 and A3,
and no further investment after period j) − (TC(j) given n 1 (j) = m 1 , n 2 (j) = m 2 , and no further investment after period j),
At first, the definition of f 1 (.) may appear counter-intuitive since the difference in total cost is computed by assuming no further investment after period j. Clearly, further investments after period j may be prescribed in the optimal solution to the problem. Between j = 1 and j = n − 1, f 1 (.) is computed as if j − 1 is the last decision stage in the problem, and the optimal investment policy for ( j + 1)-period problem is determined. At the end of the recursive procedure, when the stage j = n is reached, the maximal expected rewards for the n-period problem has already been computed. Note that each investment changes the expected costs in all of the future periods. Our formulation ensures that the return from a new investment at any stage is incorporated into the total reward function after adjusting it by the effects of all previous investments made up to that stage. Evaluating the integrals in (6), we have
where 
Similarly,
where
It can be shown that the search for the optimal policy can be reduced to a search among policies in which investments start in the first period and continue without any interruption in subsequent periods. In other words, to determine the optimal investment path, we only need to consider the decisions in the first N stages. Hence, when p = 2, in an optimal policy, the investment in induced learning will terminate at the beginning of stage M, where [N/2] ≤ M ≤ N, where [N/2] is the smallest integer larger than or equal to N/2. Consequently, in this case of two attributes only O(N) distinct policies need be enumerated. The optimal number of investments in each variable can only be determined after comparing the costs of all possible policies satisfying the above property. It should be noted that the challenging aspect of the problem is not the number of possible policies, but the computation of costs associated with these policies. Since the magnitude of rewards from a particular investment depends on the previous investment history, a sequence of interdependent computations is required to determine the costs of alternative investment policies. All feasible investment policies are composed of N investments. The total benefit associated with a particular policy is computed by summing the marginal benefits generated by individual investments. Equation (7) illustrates how these marginal benefits can be computed. Hence, although a DP formulation is not strictly necessary once we know the general form of the optimal policy, we would still need to determine the total benefit of a particular policy based on those marginal benefit expressions which are part of our DP formulation. The DP formulation with its recurrence relations helps us (especially when there are an arbitrary number of attributes) to enumerate and evaluate all feasible investment policies in a systematic and structured manner.
Thus, we can rewrite the recurrence relation in (5) as
The integer values for the state variables satisfy the constraints: n 1 ≤ i, n 2 ≤ i, n 1 + n 2 ≤ N, n 1 + n 2 ≥ i, and i ≤ N for all G i (n 1 , n 2 ) in (8). We can also restate assumption A4 regarding the length of the planning horizon: n ≥ N + 1. Notice that the optimal solutions and associated expected rewards to the problems with 1, 2, . . . , N − 1 investment opportunities are also determined as a by-product when the DP algorithm finds the optimal solution to the problem with N investments. If each investment costs $L, we can decide whether an additional investment is worthwhile by comparing it against the computed increase in the expected reward from increasing the total number of investments by one.
Optimal policy structure
Although we have stated that it is suboptimal to not make an investment in one period and then invest in a later period, it is not obvious which variables should be invested in which time periods. The following lemmas, stated without proof, further characterize the optimal policy, and indicate that if the optimal number of investments in each variable is known, it is not difficult to match these investments with time periods. Notice that since it is always optimal to make N investments, 2p 1 + p 2 = N, and that when N = 1, it is optimal to invest in only one process at stage 1.
Lemma 1. If it is not optimal to invest in both Y
Corollary 1 implies that, regardless of the initial state and learning parameters, it is always beneficial to start investing in a quality characteristic immediately rather than deferring the investment. Thus, if the adherence of an organization to continuous improvement can be described by autonomous learning, additional improvement efforts should be spent at the beginning of the planning horizon. This was especially evident in our experience with a major consumer electronics manufacturer. By significantly investing in quality improvement during the start-up of a new product launch, the company achieved mature quality levels within days. Previously, it took 9 months to achieve such quality levels. We also note that our result is consistent with the model of Li and Rajagopalan (1998) who found that the optimal amount of induced learning efforts continuously decrease over time.
Clearly, Corollary 1 points out the collection of G j (.) terms that actually need to be computed to identify the optimal policy. It can be observed that once j, m 1 , and m 2 are specified in G j (m 1 , m 2 ), we can compute G j (m 1 , m 2 ) in the left hand side of (8) directly from the values of (corresponding) G j−1 (.) and f (.) without actually searching the maximum of three terms found in the right-hand side of (8). For example, in order to compute G 8 (8, 4), we only need the values of G 7 (7, 4) and f 1 (8, 4, 8) ; similarly, the value of G 6 (6, 6) is found by summing G 5 (5, 5) and f 12 (6, 6, 6). Thus, it is possible to develop a slightly modified and more efficient solution algorithm which computes G j (m 1 , m 2 ) terms by pruning those policies that are known to be not consonant with Corollary 1.
The model is also applicable to the case where there is only a single quality characteristic. To handle this case, we set ρ 12 and b 2 to zero. Thus, the optimal policy has the same form for the single-characteristic case.
Sensitivity of the optimal policy with respect to N
We first show that, ceteris paribus, the optimal reward increases at a decreasing rate as the number of investments in a particular characteristic increase.
Lemma 3. The optimal reward function G(.) is componentwise concave in the number of investments in each variable, n i .
Proofs of Lemmas 3 through 6 are given in the Appendix. In the rest of this sub-section, we further assume that:
A6: The correlation coefficient between the characteristics is zero; and A7: The planning horizon is sufficiently long so that we can treat the immediate reward functions f 1 , f 2 , and f 12 as independent of n.
Then, Lemmas 4 and 5 can be used to accelerate the computation of an optimal policy and to examine its sensitivity with respect to the total number of investments. 
The result that the optimal number of investments in each variable does not decrease as the total available number of investments increases is useful, since knowing the optimal solution for the N-investment problem reduces the search efforts for determining the optimal solution for the (N + 1)-investment problem. Note that Lemma 5 does not imply that the optimal investment path for the Ninvestment problem also subsumes the optimal investment paths for the 1, 2, . . . , N−1-investment problems. A numerical example is provided in Table 1 . For N = 5, the optimal investment path is: (1,1) → (2,2) → (2,3), we invest in both variables in the stages 0 and 1, and then we invest only in Y 2 at stage 2. For N = 4, the optimal investment path is: (1,1) → (1,2) → (1,3). The optimal investment paths are (0,1) → (0,2) → (0,3) and (0,1) → (0,2) for N = 3 and N = 2, respectively. Another consequence of Lemmas 3 and 5 is that the optimal total expected reward follows the law of diminishing returns as the total number of investments increases. Namely, the marginal benefit from each additional investment opportunity will get smaller as more investments are undertaken. Lemma 5 implies that the optimal set of investments in the (N + 1)-investment problem contains the optimal set of investments in the N-investment problem plus one new investment. Thus, the number of investments in one of the variables increases by one as we go from the optimal plan for the N-investment problem to that for the (N + 1)-investment problem. Because of Lemma 3, it follows that the optimal total rewards increase at a decreasing rate as investment opportunities increase. The property of diminishing returns points out that investments in quality Table 1 . Values of G j (m 1 , m 2 ) by DP algorithm (n = 400, improvement are desirable up to the point where the marginal return from the next investment becomes less than the cost of the investment. This critical stopping point can be determined easily by comparing the cost of an investment with the increase in total rewards as we sequentially increase the total number of investment opportunities by one. We have proven Lemmas 4 and 5 for the case of large n and zero correlation. Although we have been unable to show the equivalent results without these restrictions on n and ρ 12 , our numerical experimentation indicates that the properties of Lemmas 4 and 5 also appear to hold for small n and nonzero correlation.
Extension to an arbitrary number of variables
Now, we discuss the DP formulation for p > 2. Let U be the set of all process variables in the model, i.e., X i ∈ U, i = 1, . . . , p. At each stage j, we divide the variables into two disjoint groups, U 1 ( j) and U 2 ( j), defined as U 1 ( j) : Set of variables invested in stage j; U 2 ( j) : Set of variables not invested in stage j.
Based on the partition above, we also define groups of variable indices
It is not difficult to generalize (5) to the case p > 2. The immediate reward function now is a sum of terms that only contain one or two variables. This separability property, in fact, enables us to extend the structural results for p = 2 to any value of p. The immediate reward associated with the movement from state (m i − 1 : i ∈ q(j − 1), m i : i ∈ q (j − 1)) at stage j − 1 to the state (m i : i ∈ I) at stage j is given by
Analogously to (7), the recurrence relation is
The results in Section 3.1 can be shown for p > 2 if all T ik are assumed to be non-negative. Lemmas 1 and 2 can be combined and generalized to the following lemma:
Lemma 6. If it is not optimal to invest in the subset q(j) or any other subset containing q( j) at stage j, the optimal subset to invest is not q( j) at any later stage.
The following corollary follows from Lemma 6:
Corollary 2. If it is optimal to invest in all elements of q( j) in a stage, it is also optimal to invest in all elements of q( j) in all previous stages.
Thus, the optimal investment policy for p > 2 is similar to that for p = 2. We start with investing in a set of variables, then, successively the variables are dropped from the investment set one-by-one.
Finally, the rationale behind Lemmas 3 and 5 are also applicable to the case p > 2, and thus Section 3.2 can be extended to p > 2.
Numerical examples
The following numerical examples provide insight into why additional structural properties are difficult to obtain. For the problems described in Table 2 , n i * denotes the optimal total number of investments in Y i , and G* is the maximal total cost savings computed from solving the DP model. We also present the cost savings, G 1 and G 2 , if all N investments are made only in Y 1 and Y 2 , respectively. Consider the example in the third row of Table 2 . Absent any investments in induced learning, the total expected cost at time zero, C 0 , is the sum of quality costs for the n-period horizon under autonomous learning only:
In our example, C 0 = 94.20. Using the recurrence relation given by (8), we determine the optimal investment path as:
). The cost savings associated with this policy: G 5 (5,1)= 27.46. We observe that a myopic policy that selects the decision yielding the highest immediate reward at each stage is not optimal in this example. Fine and Porteus (1989) refer to the myopic policy as the last chance policy since it prescribes the optimal decision if there is only one last chance to invest. In our example, the immediate reward at any state is maximized if we can invest in both variables. Hence, a myopic policy would prescribe the following path: (0,0) → (1,1) → (2,2) → (3,3) . However, G 3 (3,3)= 25.05, and thus, not surprisingly, the myopic policy does not maximize total rewards in this case. This result indicates that the practice of across-the-board process improvement strategies (a form of a myopic non-optimal policy) advocated by managers is certainly questionable, which was also found by Moskowitz et al. (1997) . Essentially, a short-term approach to quality improvement may lead to investment decisions that are non-optimal under a long-term perspective.
According to our numerical experimentation, the optimal investment plan is very sensitive to the value of n ( Table 3) . The optimal plan stabilizes as n increases, and short planning horizons may create nervousness in the system when an investment plan needs to be revised as N varies. This suggests that the planning horizon should be selected sufficiently long so that even if the investment budget changes later, it will likely remain in the vicinity of the optimal plan. Some learning models in the literature (e.g., Dorroh, et al., 1994) include a salvage value for the amount of learning achieved during the planning horizon. Although we have not made the optimal policy depend on the variances of characteristics at the end of the planning horizon, it can Table 3 . Sensitivity of the optimal policy with respect to planning horizon (n) (N = 6, be seen that increasing n reduces the portion of expected returns from investments that are realized after the nth period. Thus, one may consider that increasing n is equivalent to a lower salvage value for learning that is induced during the n-period quality improvement program. Regarding the sensitivity of the optimal solution with respect to changes in learning rates, our computational experience suggests that it is hard to draw a general conclusion. We observed that, as the autonomous learning rate for a variable (i.e., b i ) increases, depending on the values of other parameters, the optimal number of investments in that variable may either increase or decrease. The first three rows of Table 2 show the changes in n i * and G* as b 1 changes. A similar pattern can be observed for the impact of induced learning parameters in the last three rows of Table 2 . The higher benefits from induced learning in Y i (i.e., higher s i ) may sometimes lead to a lower number of investments in Y i . The managerial implication is that, reliable estimation of the parameters will generally be needed to glean the maximum possible benefits from induced learning investments.
Concluding remarks
The formulation of an investment model, incorporating autonomous and induced learning, is intended to illustrate how a manufacturing company might plan its future quality improvement actions according to the learning curve characteristics associated with the variables that affect its outgoing product quality. Today's increasingly competitive product markets pressure companies to base their decisions regarding quality on a long-run horizon. Investments in quality should be carefully planned and executed after evaluating the trade-offs associated with alternative uses of funds. Our study draws attention to the effects of the learning curves associated with the quality characteristics on the optimal allocation of quality improvement efforts. One particularly important insight gained from our study is that investment decisions should be made under a longrun perspective. The decisions that maximize benefits in the short-run are not necessarily optimal when a longer planning horizon is considered. We also show that delaying investments in quality is never beneficial.
Our work can be extended in various directions. A direct research extension is inserting some uncertainty into the problem, for example, by making the outcomes of induced learning investments stochastic. It may also be interesting to explore the robustness of the optimal investment plan and expected rewards with respect to imprecisely estimated model parameters. Finally, our model might be applied to investigate induced learning in activities other than those associated with quality. We again observe that L ≥ R. This concludes the proof of Lemma 4 in the case that the number of investments in Y 1 is kept fixed. We apply same reasoning to prove Lemma 4 in the case where we fix the number of investments in Y 2 .
Proof of Lemma 5. To show that (9) is true, it is sufficient to show that (A6) or (A7) is not optimal: r 1 = m 1 − 1, r 2 = m 2 + 2.
(A6) r 1 = m 1 + 2, r 2 = m 2 − 1.
Once (A6) and (A7) are shown not to be optimal, it can be shown similarly that other combinations of r 1 and r 2 that do not satisfy (9) also are not optimal. We will refer to the problem with N learning investment opportunities as the N-investment problem. Now suppose we need to make the last investment decision. At this point, marginal returns from investing in Y 1 and Y 2 determine which variable is selected for investment. For the N-investment problem, when m 1 − 1 investments in Y 1 and m 2 investments in Y 2 have been already made, we know that it is optimal to invest in Y 1 next. Now consider the last investment decision in the (N + 1)-investment problem. Lemma 4 implies that if investing in Y 1 is preferable to investing in Y 2 given m 1 − 1 previous investments in Y 1 and m 2 previous investments in Y 2 , it will also be preferable given m 1 − 1 previous investments in Y 1 and m 2 + 1 previous investments in Y 2 . This implies that (A6) cannot be optimal for the (N + 1)-investment problem. On the other
