Abstract
Introduction
Spurred by the growth of information technology outsourcing, offshore software development firms are now playing a key role in the strategic information technology projects of their Fortune 1000 clients, and are increasingly taking part in joint product development ventures (Apte and Mason 1995; Arora 2005; Beulen et al. 2005; Carmel 1999; Mithas and Whitaker 2007) . Apart from the well-documented cost arbitrage, another important factor that has been attributed to the increase in the stature of offshore software development is the dramatic improvement in the process quality and project management capabilities of offshore software service providers (Carmel and Agarwal 2002; Ethiraj et al. 2005) . A significant fraction of offshore software vendors follow the tenets of normative software process models to develop applications rapidly and in a cost effective manner without compromising on quality. Indeed, the largest pool of world-wide software firms with capability maturity model (CMM) 2 level-5 assessment in any single country are currently in India (SEIR 2007) .
Work dispersion of the type that is common in offshore software development projects is vulnerable to communication, coordination, and administration problems that affect project performance (Herbsleb and Mockus 2003; Jarvenpaa and Leidner 1999; Maznevski and Chudoba 2000; Olson and Olson 2000; Sarker and Sahay 2002) . Although software process improvement initiatives based on normative process maturity models, such as the CMM, have been widely deployed by offshore software firms, the efficacy of such initiatives to counter the challenges of work dispersion in offshore software development remains an open empirical question. Further, while the adoption rate of structured and high maturity processes is rising among offshore software firms, prior research reports significant variance in performance improvements resulting from software process initiatives (Kitson and Masters 1993; SEMA 2002) , pointing to a need to understand why some offshore software process initiatives are more effective than others.
In this paper we develop and test models of offshore software project productivity and quality to determine the extent to which investments in structured software processes can mitigate the impact of work dispersion on offshore software project performance. Following Mukherjee and Wassenhove (1998) , and Mukherjee, Lapre, and Wassenhove (1997) who use the notion of learning-mediated performance enhancement to explain the effectiveness of total quality management programs in a manufacturing context, we posit a learningmediated effect of the CMM processes on offshore software development productivity and quality. We argue that the individual, structured work routines prescribed by the CMM can be utilized as a learning platform paving the way for knowledge driven performance improvement. We establish learning as one of the fundamental mechanisms through which investments in software process improvements influence final offshore software project performance. We use data collected from 42 offshore software development projects of a large, high maturity (CMM level-5) software organization to test empirical support for this learningmediated model.
The rest of the paper is organized as follows. In the next section we draw from the organization learning and software engineering literatures, and present the theoretical background for our research. Based on this we specify our hypotheses relating offshore software project productivity and quality with work dispersion and process-based learning. We then discuss our research site and data collection, present our empirical estimation procedures, and analyze our results. Finally, we discuss our findings, implications for research and practice, and limitations of the study, and present concluding remarks.
Background and Theory

Prior Literature
The research framework for this study treats software development as an economic production process and models the software performance indicators, viz. productivity and quality, as a function of personnel and software methodology related factors. A number of research studies in the software engineering literature have used this framework to analyze drivers of project performance in the colocated development scenario. For example, Banker, Datar, and Kemerer (1991) modeled productivity of software maintenance projects as an economic production process impacted by a variety of factors including personnel capability, work hours, process methodology, and hardware response time. Banker and Slaughter (2000) proposed a model of software enhancement effort that depicted maintenance activity as a production process impacted by a variety of complexity and team experience-related factors. Other studies used a similar approach to model productivity, quality, and process improvement of colocated teams involved in software development (Harter et al. 2000; Krishnan and Kellner 1999; Krishnan et al. 2000) . This study extends this modeling framework by investigating the impact of work dispersion, CMM process investments, and learning 2 Capability maturity model (CMM) is a widely adopted software process maturity framework developed by the Software Engineering Institute at Carnegie Mellon University. The CMM specifies 18 key process areas classified into 5 evolutionary maturity levels. A basic premise of the CMM is that a higher maturity level leads to better software project performance. Level-5 is the highest level and thus represents firms operating at the level of current best practice (Paulk et al. 1993a ).
routines on offshore software development project performance measured in terms of productivity and quality.
Related prior studies on software processes have explored the linkage between process investments and project performance (Harkness et al. 1996; Harter et al. 2000; Herbsleb et al. 1997; Krishnan and Kellner 1999) . Collectively these studies establish a positive linkage between investments in software process investments and project performance in the colocated development setting where work dispersion is not a major factor in impacting eventual performance. Also, prior empirical studies have focused only on establishing whether there is a statistically significant direct effect of process investments on project performance, rather than on explicating and testing the mechanisms through which process investments affect project performance.
In contrast to these prior studies, our research focuses on a distributed development context and we test the linkages between process investments and project performance in an environment subjected to the effects of work dispersion. Drawing on the organizational learning literature, we explicate how the CMM facilitates process-based learning (i.e., the launch of specific learning activities along with the software development work-related activities). Building on this theoretical framework of process-based learning, we hypothesize and test a learning-mediated model of offshore software development project performance.
The Capability Maturity Model and Process-Based Learning
The CMM prescribes a set of key processes and practices that form the basic platform upon which individual tasks in a software project are operationalized. The key process areas (KPA) prescribed by the CMM are grouped under five evolutionary levels: (1) initial, (2) repeatable, (3) defined, (4) managed, and (5) optimizing. Each KPA is defined to fulfill a particular goal and contains prescriptions for a set of activities to be accomplished in the course of the software project. Also, these key process prescriptions pertain to different functional groups, such as executive organization management, project management and engineering teams (for detailed descriptions of all the KPAs in the CMM framework, see CMU-SEI 1995; Paulk et al. 1993b ).
Drawing from the organizational learning literature, we elaborate how the CMM processes facilitate learning routines. Specifically, we build on the theme that routines or processes, which are the temporal structures in organizations through which work is accomplished, can be an important source of organizational learning (Levitt and March 1988) . Repeatable routines or processes provide the structure for work-based learning, wherein the real-time experience acquired in the midst of performed actions can be reflected and assimilated, contributing to knowledge acquisition (Raelin 1997) .
We posit that usage of the CMM to manage offshore software development processes is expected to facilitate organizational learning in two fundamental ways. First, organizational learning happens through a continuous cycle of contextualization and institutionalization of CMM processes. Second, the individual KPAs of the CMM induce learning activities and thereby contribute to the fundamental mechanisms of organizational learning. We explain each of these mechanisms in turn.
Contextualization-Institutionalization Cycle and Learning
While the CMM prescribes a predefined structure for software development, it also allows for context-specific interpretations of the prescriptions. The process of adjusting the general prescriptions of the CMM to derive a context-specific description of the processes is called tailoring (Ginsberg and Quinn 1994) . Tailoring enables CMM software processes to acquire both ostensive and performative aspects. The ostensive aspect is the schematic or prescriptive form of a routine, whereas the performative aspect consists of the specific actions taken by practitioners of the routines, that is, the routine in practice (Feldman and Pentland 2003) . Routines facilitated by the CMM include both the ostensive aspect (the KPA descriptions) and the performative aspect (variations through tailoring).
Routines facilitated by the CMM acquire the performative aspect through cycles of contextualization and institutionalization of the CMM processes. Contextualization of organizational processes occurs when processes are tailored and interpreted to specific environments at the project and functional group level. Institutionalization occurs when the effects noticed at the project level are generalized and applied at the organizational level. The CMM framework facilitates a continuous cycle of contextualization and institutionalization, as depicted in Figure 1 , by formalizing the necessary steps in the cycle. For example, a hierarchical approval structure is formed to formally approve process changes originating from tailoring, and the experiences with the tailored processes are captured during the project closure meetings. Thus, acquiring performative aspects of the processes through the contextualization-institutionalization cycle leads to generalization of context specific findings and increases the chances of the new knowledge to enter into the organizational knowledge network (Raelin 1997) . Mapping CMM KPAs and Learning Huber (1991) , drawing on organizational learning literature, lists four processes as fundamental contributors to organizational learning: (1) knowledge acquisition, (2) information distribution, (3) information interpretation, and (4) organizational memory. Knowledge acquisition is the method by which knowledge is obtained. Information distribution is the process by which information from different sources is shared across different participants. Information interpretation is the process by which a common meaning is attached to the distributed information. Organizational memory refers to the mechanisms through which the interpreted information is stored for reference. We next elaborate how the CMM KPAs facilitate each of these fundamental organizational learning processes.
CMM and Knowledge Acquisition and Information Distribution. The CMM facilitates knowledge acquisition by providing a platform of processes that induce both single and double loop learning (Argyris and Schon 1978) . Single loop learning focuses on modifying action strategies, which are the plans used by participants to meet their goals, to achieve desired consequences within the constraints of governing variables, which are the dimensions that managers want to keep under control. On the other hand, double loop learning happens when the governing variables themselves are subject to scrutiny and changes. CMM facilitates single loop learning through the process definition and quantitative process management KPAs. These KPAs help offshore software managers to design their individual action strategies (i.e., the work routines) based on existing governing variables (i.e., the project goals and organizational benchmarks). Double loop learning happens in CMM-enabled offshore software development when the governing variables themselves are subjected to review and reflection through the process change management and organizational process focus KPAs. Continuous improvement of the governing variables, and thereby double loop learning, are further facilitated by the IDEAL model of CMM process improvement, which consists of a cycle of initiating, diagnosing, establishing, acting, and leveraging stages (Ginsberg and Quinn 1994) .
The CMM framework also facilitates activities for social interaction that, in turn, are a fundamental dimension of knowledge creation and information dissemination in organizations (Nonaka 1994) . Activities for social interactions help organizational units to systematically recognize knowledge created at the individual level and institutionalize them into organizational knowledge. Specific KPAs in the CMM model that govern social interaction activities are peer reviews and intergroup coordination. Further, the organization process focus KPA lays out activities to disseminate the best practices found locally in a functional unit to the entire organization by institutionalizing the discovered set of best practices. Thus the CMM framework contributes to knowledge acquisition and information dissemination through a variety of KPAs and process implementation guidelines.
CMM and Information Interpretation. CMM facilitates interpretation of new information both at the project group level and the organizational level. The tailoring process ensures that there is a common understanding of the organizational level processes and key practices before contextspecific interpretations are defined at the group level. Again, when the context-specific group level information is institu-tionalized, key practices governed by the organizational process focus KPA ensure that there is a uniform understanding of the meaning of this information at the organizational knowledge network level. Moreover, one of the key CMM prescriptions is to conduct peer discussions for important decisions and to move away from individualistic, ad hoc decision making (Paulk 1995) . Peer discussions minimize heterogeneity of the interpretation of information and aid in consensus building.
CMM and Organizational Memory. The CMM facilitates mechanisms for organizational memory through organizational process assets such as the software process database, document libraries and the repository of policy documents (Jalote 1999, p. 103) . The software process database contains historical data from all of the organizational units and accumulates new event data from the various activities conducted according to the process prescriptions. These stored data can be used for management reporting, statistical analysis, and to derive organization-wide benchmark governing variables. Organizational memory mechanisms, such as the central software engineering process database facilitated by CMM, are central to knowledge management processes and contribute to organizational learning (Alavi and Leidner 2001) . The foregoing discussion clarifies how the platform of processes and practices prescribed by the CMM framework facilitates the fundamental processes that contribute to organizational learning. Table 1 presents a summary of the mapping between the fundamental processes that contribute to organizational learning and the facilitating mechanisms found in the CMM process model.
Hypotheses
Effect of Work Dispersion on Offshore Software Project Productivity and Quality
Execution of offshore software projects requires a significant amount of work dispersion across different development locations. Although labor costs are lower at offshore centers (a major motivation for the offshoring decision in the first place), there are certain activities that are best performed at the customer's premises where the end users and hardware are located. For example, researchers have argued the need for customer contact and physical presence at customer sites in distributed environments for improving customer service (Apte and Mason 1995; Mithas and Whitaker 2007) . The presence of onsite resources also aids in the gathering of enduser requirements and provides for quicker feedback on prototypes. Further, implementation of large-scale software is a complex task and often involves several configuration settings and changes that require physical presence at the customer site where hardware artifacts are located. Moreover, resources are often required to be present at the customer's site to handle urgent production failures. Thus, even in a primarily offshore software model of development, resources need to be present both offshore and onsite.
Although prior research studies have not specifically investigated the effect of work dispersion on software productivity and quality in the offshore development context, there is some general evidence for reduced performance among distributed software teams. For example, Mockus and Weiss (2001) report that distributing product maintenance work across development centers significantly affects the cycle time of a project. Likewise, Herbsleb and Mockus (2003) report that cross-site software development takes a much longer amount of time and requires more people for work of similar size and complexity as compared to same-site work. Sarker and Sahay (2002) identified various collaboration inhibitors in distributed system development teams including problems arising from geographical separation, different cultural contexts, and different systems development philosophies, approaches, and infrastructure. In a recent study at Intel Corporation examining distributed work, Lu et al. (2006) found that employees faced difficulties in managing coordination overheads that eventually lead to reductions in performance. Previous research has attributed these negative effects of work dispersion to two mechanisms: (1) difficulty in establishing mutual knowledge to accomplish interdependent tasks (Blackburn et al. 1996; Cramton 2001; Herbsleb and Grinter 1999; Victor 1990) , and (2) coordination and administration challenges in managing distributed resources (Andres 2002; Barkhi et al. 2006; Olson and Olson 2000) .
We expect that the aforementioned effects will be prevalent in offshore software teams as well. Interdependence in performing tasks across onsite and offshore can be expected to lead to task uncertainty, fluctuations in resource availability, and goal conflicts which are all negatively associated with group performance. In addition, successful completion of interdependent tasks across developers located at onsite and offshore locations requires common understanding or mutual knowledge about customer requirements, task-specific details, and work schedules. Similar to other virtual teams, physical dispersion among offshore software development teams is likely to negatively affect the means by which mutual knowl- (Cramton 2001 ). This may be because of unevenly distributed information, failure to communicate and retain contextual information, differences in the salience of information, and relative differences in the speed of access to information. Thus, the difficulty in achieving mutual knowledge to execute interdependent tasks may lead to task uncertainty and rework, and hence negatively affect the productivity and quality of offshore software projects.
Further, in offshore software development teams, a large number of the coordination activities between teams located at the customer's premises and those located at the offshore development center occur primarily through electronic media.
Researchers have argued that even advanced communication technologies may not be able to replicate the characteristics of colocated interactions (Andres 2002; Herbsleb and Grinter 1999; Mithas and Whitaker 2007; Olson and Olson 2000) . Thus, difficulties in coordinating interdependent tasks through electronic communication lead to increased occurrences of lapses in specification, design, coding, and testing, with the consequent rework leading to increased development effort (poor productivity) and a higher number of errors (poor quality).
In summary, the presence of geographically distributed resources in a project can give rise to difficulties in establishing mutual knowledge, coordinating interdependent tasks, and enforcing consistent working patterns which, in turn, negatively affect project productivity and quality. Therefore, we hypothesize that
H1. Higher dispersion in offshore software development work is associated with lowered project productivity and quality.
Learning-Mediated Impact of CMM Process on Project Performance
As theorized in the previous section, the process prescriptions of the CMM can be a robust platform on which different learning activities can be launched. The investments in learning activities are made possible because of the work structure facilitated by the CMM KPAs. For example, single and double loop learning activities will not take place without the implementation of the associated CMM KPAs (such as peer reviews and organizational process focus) nor in the absence of the contextualization-institutionalization cycle facilitated by the CMM process framework. It is also well documented that investments in learning activities help the evolution of dynamic capabilities (Zollo and Winter 2002) . Dynamic capabilities, as opposed to ordinary capabilities that merely assist in the conduct of day-to-day tasks, help managers to design project routines which aid context-specific resource reconfigurations. In the offshore software development context, dynamic capabilities could assist vendors in designing appropriate resource reconfigurations to address coordination and administration challenges due to the emergence of new technological paradigms, development methodologies, and customer requirements. Previous research suggests that the capability to design and execute timely resource reconfigurations eventually leads to improved performance (Eisenhardt and Martin 2000; Winter 2003 ).
Based on this discussion, we expect that investments in learning activities have a positive influence on productivity and quality of offshore software projects. At the same time, investments in these learning activities are triggered through the corresponding CMM process activities. Thus, we posit process-based learning investments as a key mediating mechanism through which investments in CMM processes affect offshore project productivity and quality.
H2. The effect of software process investments on offshore software project productivity and quality is mediated through learning investments.
Conceptual Learning and Operational Learning
Researchers examining the deployment of total quality management (TQM) in manufacturing plants have reported that the relative emphasis of the deployment scheme on two different learning activities, conceptual learning and operational learning, play an influential role in the effectiveness of the TQM program (Mukherjee et al. 1998; Mukherjee and Wassenhove 1997) .
Operational learning deals with the acquisition of "knowhow" (i.e., developing skills to deal with tasks at hand). On the other hand, conceptual learning deals with the acquisition of "know-why" (i.e., developing an understanding of causeand-effect relationships). Researchers have argued that knowhow is primarily associated with learning-by-doing, and know-why typically results from learning-before-doing, either through experimentation before doing a task or from reflection of the experiences gained through a completed task (Dutton and Thomas 1985; Garud 1997) . Research on process development in the pharmaceutical industry has shown that activities associated with conceptual learning lead to better performance in environments characterized by high process maturity and deep theoretical and practical knowledge of process technology. In contrast, learning-by-doing is more effective in environments in which processes were less structured (Pisano 1994) . In the research setting of this study, all of the projects were executed in a high process maturity environment (CMM level 5). High process maturity environments are characterized by a highly structured engineering approach in their work practices. The following quote from a project group working in a high maturity environment illustrates the extent of structured activities encountered in their day-to-day work:
The most important things the shuttle group does is carefully planning the software in advance, writing no code until the design is complete, making no changes without supporting blueprints, and keeping a completely accurate record of the code (Fishman 1997) .
With the structured processes in place high process maturity work environments provide a conducive environment for enacting and benefiting from learning-before-doing activities that contributes to the acquisition of know-why (i.e., conceptual learning). Thus, we expect that investments aimed at acquiring conceptual learning will have a relatively higher impact on project productivity and quality than will operational learning investments. Therefore, we hypothesize
H3. In high process maturity environments, investments in conceptual learning activities have higher impact on offshore software project productivity and quality, than investments in operational learning.
Figure 2 shows the conceptual framework for this research.
Research Site and Data Collection
We collected detailed distributed software development project data from a leading offshore software service company that employs over 19,000 people in 17 countries worldwide and had annual revenue of more than one billion dollars at the time of our data collection. This firm provides an ideal research setting to study the effects of process and learning investments because the firm employs a high maturity development process. Our research site was assessed to operate at the highest maturity level (5) of the CMM. 4 These high maturity operations at our research site allow us to test industry best practice, as well as helping to ensure that the data collected to test our research hypotheses are more likely to be reliable.
All of the projects we studied involved outsourced software development of commercial business applications at two software development centers of the offshore vendor, one each in the United States and in India. All of the clients involved in Our data collection involved gathering information on 42 projects completed in a recent 2-year time period. These projects were randomly selected for an audit of CMM level-5 compliance by an independent agency. We utilized the opportunity provided by the assessment audit to gather data for our research. We retrieved project data from a central process database that is regularly audited and maintained by the quality management division of the organization. Various steps involved in recording of data in the central repository at our research site are presented in Figure 3 .
To get further clarification on the data retrieved from the central process database, we also engaged with the project coordinators of the teams. Discussions with the project coordinators were particularly useful in understanding the project-level process tailoring data. We also conducted discussion sessions with two senior business development managers responsible for the projects to understand the firm's policies on allocating work between the offshore and onsite development centers. We further interviewed 10 randomly selected project team members from a list provided by the firm's human resource department to get developers' opinions on the structured processes adopted by the firm. These interviews were helpful in understanding how the developers populated the central process database with data related to their tasks.
Individual project managers at our research site were bound by the company-wide goal of operating according to the prescriptions of the CMM process maturity framework. However, we found extensive process tailoring done at the project level. Formal tailoring of the general prescriptions of the organizational-level CMM KPAs allowed individual software project managers to adjust their practices for differences in the specific development environments faced in their projects. At a project level it was the responsibility of project managers to decide not only the set of KPAs that will be used in the project, but also the level of effort spent in the individual activities prescribed by the KPAs. Thus we observed significant variation in the pattern of usage of processes and the effort expenditure on the CMM processes across the 42 projects. 5 We use these variations to study the implementation of specific learning routines in the projects and their impact on project productivity and quality.
To assess if there were significant differences in human resource practices among the different units, we analyzed employee performance appraisal templates, code of conduct guidelines, and incentive structures from different units. We found that the firm had a uniform human resource policy throughout the world, and that there were no significant differences across project units. Also, our research site was 5 These variations of the processes adopted at the project level were formally approved by the software engineering process group of the firm. These variances were not due to the deviation from the prescribed processes by individual work practices of project personnel. We thank an anonymous reviewer for the opportunity to clarify this point. recently assessed for maturity in human resources management practices and was assessed as complying with the prescriptions of the level-5 of the people capability maturity model (Curtis et al. 2001) . This further shows the consistency and homogeneity in the human resource practices followed at different development centers of the firm.
Variable Definition
Software project performance: We consider two measures of project performance: productivity and quality. We define productivity as the ratio of the software size (output) delivered in the project to the total effort (input) invested in the project. Total effort includes effort incurred in all stages of project life cycle until the project is completed. Our quality measure is defined, in a manner similar to other studies, as the inverse error rate or the ratio of software code size to the number of unique problems reported by customers during the acceptance tests and during the warranty period before the project is finally accepted (Harter et al. 2000; Harter and Slaughter 2003) .
Process Investments: A software process is defined as the set of activities, methods, practices, and transformations that people use to develop and maintain software and its associated products (e.g., project plans, design documents, code, test cases, and user manuals). We measure process investments as the ratio of effort spent in a software project for defining, tailoring, assessing, and implementing the project specific process model that is derived from the CMM framework to the total effort spent on the project. Process investment effort in the projects was reported to the central software engineering process group of the firm by different functional groups (e.g., management, the quality assurance team, and the engineering team) involved in the project. This effort was reported separately from the other software lifecycle activities because it was not billable to the customer account.
Work Dispersion: Based on a review of the literature and an understanding of the outsourced software development centers used in our empirical study, we developed two work dispersion measures: task dispersion and integration intensity.
The projects in our sample were executed at both of the development centers involved in the software development cycle. Division of labor between the development centers was not based on the individual development life cycle stages, but was governed by the individual functionality built in the business application. Even when categorized by the individual functionality of the application, we noticed significant joint ownership of functionality across all 42 projects in the sample. Thus, we needed a task dispersion measure to capture the overall work division between the development centers and an integration intensity measure to assess the inten-sity of effort necessary to combine the individual work units into a whole delivery package as seen by the customer.
Task dispersion measures the extent to which the activities of the project were dispersed between the two development centers. As there is no prior widely accepted software engineering measure for this in the literature, we measure task dispersion using a variable similar to the HerfindahlHirschman index (Scherer and Ross 1990) . Since there are only two development centers in our data set, the work dispersion measure is defined as Task dispersion = [100 2 -(% effort at first development center) 2 -(% effort at second development center) 2 ]
A value of zero for our task dispersion measure indicates that the software project is completely colocated, and an increasing value represents increasing levels of task dispersion. For example, when 90 percent of project activities are located at a development center and the remaining 10 percent are located at a remote center, the value of our task dispersion variable is given by 1800 (10000 -100 -8100 = 1800). Similarly, for an 80-20 scenario, the task dispersion variable value is 3200 (10000 -400 -6400 = 3200). The maximum value of task dispersion in the two development center scenario is 5000 when the work allocation percentage between the development centers is 50-50.
Integration intensity is another dimension of work dispersion and measures the extent to which the distributed teams spent effort on integrating the individual work done by them to form a whole artifact that is deliverable to the customer. It is measured as the ratio of effort spent on integration tasks to the total effort spent on the project. Higher scores on the integration intensity variable indicate that effort spent on integration activities was larger which, in turn, indicates that project was dispersed to a greater extent between the participating development centers.
Appendix A illustrates how we computed the work dispersion variables for project #32 (of 42).
Learning Investments:
This variable is measured as the ratio of cumulative effort spent on learning activities in a software project to the total effort spent on the project. The central process database at our research site consisted of records of the time spent on different activities of the project at the key practices level defined in the project process model. Each activity recorded in the database had a corresponding link to the document repository that consisted of an archive of the document artifacts generated from the activities. We retrieved the descriptions of the activities performed from these documents. Three independent analysts (coders) from the software engineering process group were asked to identify if the activities performed and recorded in the database pertained to learning. The following definition of a learning activity was used:
Activities conducted with the intention of analyzing experienced events, understanding cause-and-effect relationships that explain the experienced events, and acquiring specific skills and know-how to deal with the experienced events (Mukherjee et al. 1998, p. 38) .
The coders were further asked to map the identified learning activity to either conceptual learning or operational learning. The following coding rule was used to map the activities to a specific type of learning:
Conceptual learning consists of assessing causeand-effect relationships that govern experienced events, and designing an abstract concept-a theory -to explain this experience. Conceptual learning is trying to understand why events occur, i.e., the acquisition of know-why. In contrast, operational learning consists of implementing changes and observing the results of these changes. Operational learning is basically developing a skill of how to deal with experienced events, i.e., the acquisition of know-how (Mukherjee et al. 1998, p. 38) .
After the coders' independent analysis of the activities, we analyzed their results. Two coders returned the exact coding for both the identification of learning activities and the mapping to conceptual and operational learning. However, the third coder identified 13 additional key practices performed in the projects as learning related activities. Cohen's Kappa, a statistical measure of inter-rater reliability (Landis and Koch 1977) for the mapping of the learning activities to operational and conceptual learning categories, was 0.9, indicating that there was a high level of agreement among the coders. 6 Once all the learning activities had been identified, we retrieved the effort spent on these activities from the process database and calculated the cumulative effort spent on the learning activities for each of the 42 projects in our data set.
Software Size: We measure software size using both the function points metric, as well as the traditional kilo lines of 6 The coders met again to resolve any differences. A detailed mapping of the processes invoking conceptual and operational learning is presented in Appendix B.
code (KLOC).
7 While KLOC is a traditional measure of size, the advantage of function point measurement is that it incorporates measures of customer perceived software functionality as well as complexity (IFPUG 1999) .
Team Size:
Team size is the full-time equivalent headcount of the number of people involved in the project.
Project Management Investment:
This is the ratio of the effort spent by the project manager for project management activities to the overall total project effort.
Up-Front Investment:
The ratio of effort spent on the initial stages of a project, including customer requirements gathering and sequencing the requirements into releases, negotiating the priority of the requirement releases to the overall project effort. It has been shown in prior research that up-front investments significantly impact software project performance, and therefore controlling for up-front investments is important while analyzing project performance . Further, in the context of offshore software development, the up-front investment variable may also control for other factors, such as relationship establishment between the customer and the offshore service provider. Table 2 presents summary statistics of the variables. Table 3 reports correlations among the log transformed variables.
Empirical Models and Econometric Issues
To test the individual paths in our learning-mediated model, we use the seemingly unrelated regression (SUR) technique (Zellner 1962) . SUR is the appropriate technique for estimating regression equations when the errors from the regression equations are correlated with each other. Since the data for the regression equations for our dependent variables productivity, quality, and learning (when testing mediation) are collected from the same set of projects from a single firm, it is likely that the error terms in these regression equations are correlated with each other. Hence, we use the SUR technique to estimate our regression coefficients.
Before proceeding with the regression, our analysis indicated that the variables in our data set were distributed in a nonnormal fashion. We therefore transformed the variables using a logarithmic transformation to reduce the skewness of the variables. Other research studies in the software engineering economics literature also recommend logarithmic transformation of variables while studying project performance to accommodate the effect of economies of scale found in software development (Banker and Kemerer 1989; Harter et al. 2000; Krishnan and Kellner 1999) . We tested our model specification using the J-test (Davidson and Mackinnon 1981) and the Cox-Pesaran-Deaton test (Cox 1961; Pesaran and Deaton 1978) . These model specification tests rejected both the linear additive models and the additive models with interaction terms in favor of our multiplicative log-log empirical specification.
8 Tables 4 and 5 present the results from our regression models. We checked for multicollinearity effects in our models using variance inflation analysis. As the largest variance inflation factor (VIF) in our analysis was 1.93 and the mean VIF was 1.52, we concluded that no significant undesirable multicollinearity was present. We checked for outliers in our dataset by visually examining the residual plots from our regression and also by using Cook distance statistic (Cook and Weisberg 1999) . They did not indicate that the results were unduly impacted by outliers. Finally, the Breush-Pagan test (Breusch and Pagan 1980) to verify the independence of error terms in the estimation equations indicated significant correlation between the error terms of the empirical models at the 5 percent level, supporting our use of the SUR regression technique. All of the empirical models are statistically significant at the 1 percent level and we observe reasonable adjusted R-squared values in our regression results, indicating that the models have good explanatory power.
Results
Hypothesis 1 predicted a negative association between work dispersion and offshore project productivity and quality and we find support for this hypothesis in our results. We find that both measures of work dispersion used in this study, task dispersion and integration intensity, have a negative impact on both offshore project productivity and quality (refer to coefficients $ 1 and $ 2 in columns 1 and 2, Table 4 ). Given that the regression coefficients in the log-log empirical model denote elasticity, a 1 percent increase in task dispersion is associated with about a 0.7 percent decrease in productivity and about a 1.5 percent decrease in quality. This result empi- 7 We thank an anonymous reviewer for this suggestion. 8 Because of its multiplicative nature, log-log specification accounts for moderation effects among independent variables. Hence, we do not include explicit interaction terms in our regression models and interpret the moderation effects through appropriate plots as we describe later. rically establishes the relationship between work dispersion and tangible project performance indicators, and thereby provides quantifiable evidence for the suggestions from prior research that work dispersion in distributed software teams affects project performance (Herbsleb and Mockus 2003; Olson and Olson 2000; Sarker and Sahay 2002; Wong and Burton 2000) .
To check the validity of the learning-mediated model proposed by our second hypothesis we followed the procedure detailed by Baron and Kenny (1986) . In our research model productivity and quality are the dependent variables, process investments is the primary independent variable and learning investments is the mediating variable. The first step in the mediation analysis is to check if the direct effects of the independent variable and the mediating variable are significant on the dependent variable. Referring to columns 4 and 5 in Table 4 , we note that the coefficient for process investments ($ 3 ) in the productivity model and quality model is positive and significant. Similarly, referring to columns 6 and 7 in Table 4 , we note that the coefficient for learning investments ($ 4 ) is positive and significant in both the productivity and quality models. Specifically, a 1 percent increase in learning investments is associated with about a 0.6 percent increase in productivity and a 0.9 percent increase in quality. These results suggest that the direct effects of both process investments and learning investments on offshore software project productivity and quality are positive and significant. These strong direct effects of process-based learning investments suggest that investments in the structured processes that facilitate learning activities are an economically viable method of countering the work dispersion challenges of offshore software development.
The second step in the mediation analysis is to verify if the primary independent variable can explain the variations in the mediating variable. To assess this we ran a regression with learning investments (mediator) as the dependent variable and the process investments as the independent variables, controlling for the effects of software size, team size, dispersion, project management, and up-front investments (see column 3 of Table 4 ). The positive and statistically significant regression coefficient of the process investments variable in this model ($ 3 ) shows that investments in process investments are positively associated with investments in learning investments.
The final step to validate the learning-mediated-impact model is to predict the outcome variable with the primary independent variable and the mediator variable in the same equation. If the mediator variable is statistically significant, and if the effect of the primary independent variable on the outcome variable is significantly reduced, then mediation is confirmed.
To accomplish this analysis we included both process investments and learning investments, along with the control variables to predict productivity and quality (see columns 8 and 9 of Table 4 ). We find that the coefficient of process investments ($ 3 ) is insignificant in the productivity model at the 10 percent level, and the significance of the same variable in the quality model has been reduced to the 5 percent level, as compared to the 1 percent significance level in the direct model. At the same time, the coefficient for learning investments ($ 4 ) is positive and significant at the 5 percent level for both the productivity and quality outcomes. This confirms the presence of mediation and empirically validates Hypothesis 2, which posited that the effect of process investments on offshore software project performance is mediated through the investments in learning.
To analyze the impact of different modes of learning as specified in Hypothesis 3, we categorized the overall process-based learning investments into operational learning and conceptual learning activities. We included these variables in our regression models to assess the impact of these individual learning activities on offshore project performance (see Table 5 ). 9 Our results indicate that, while operational learning significantly improves productivity, conceptual learning activities are significant in improving quality. Our statistical tests indicated that the effects of operational and conceptual learning significantly differ at the 1 percent level. This analysis reveals that even in highly structured environments, investments in different learning activities focusing on know-how (operational learning) or know-why (conceptual learning) have differing impacts on different dimensions of project performance.
Discussion
Offshore software development is becoming pervasive in the software industry and firms are increasingly adopting global delivery business models for sourcing their information technology needs. At the same time, the number of offshore software organizations deploying high process maturity environments to counter the challenges of distributed software teams is also expected to increase rapidly. Consistent with the calls in previous research (Ngwenyama and Nielsen 2003; Ravichandran and Rai 2003) , our goal in this study was to relate the prescriptions of normative software process improvement models to fundamental organizational mechanisms grounded in theory. We developed and tested a learning-mediated 9 The mediation analysis results hold even when we split the aggregated learning investments variable into conceptual learning and operational learning.
model of the impact of software process investments on offshore software project performance. We next discuss our key findings, followed by a discussion of implications, limitations, and suggestions for further research.
Key Findings
Our results indicate that adoption of structured process models have both a direct and a learning-mediated effect in mitigating the negative effect of work dispersion in offshore software development. Figure 4 depicts the mitigating effect of process investments. We plotted the graph by holding all other variables at their mean levels and estimating the effect of dispersion on project productivity at varying levels of dispersion using our regression results. The first (lower) series in the graph was plotted by estimating the effect of dispersion for zero levels of process investments and the second (upper) series was plotted by estimating the effect of dispersion at the mean level of process investments. The graphs show that investments in activities to establish a structured process platform based on the CMM boost productivity and thereby mitigate the effect of dispersion. Further, Figure 4 shows that the negative slope of the curve with no process investments is steeper than that of the curve with process investments at the mean level. This illustrates that the negative effect of dispersion is more pronounced in the absence of process investments. Similar effects are present for the quality dimension of project performance as well. Thus, investments in the structured key process areas specified by the CMM framework tend to mitigate the negative effect of work dispersion on productivity and quality. 10 We also find that the learning investments play a crucial role in explaining why there is a significant variation in the effectiveness of process investments on offshore software performance. Benefits of investments in establishing a structured process platform can be fully reaped only when corresponding investments are made to utilize the process platform for learning activities that enable creation and assimilation of new knowledge. In addition, our results indicate differential effects of conceptual learning and operational learning on different dimensions of performance. While investments in conceptual learning contributed to improved quality, operational learning investments were associated with improved productivity. This interplay between investments in structured software processes and the different process-based learning activities impacts the overall returns from the software process improvement initiatives. This indicates the importance of considering the individual tradeoffs in allocating resources toward different process-based learning activities. One reason why we observe the differing impacts of conceptual learning and operational learning may be because of the difference in the rates at which the benefits from these learning activities are realized in a distributed setting. Thus, in addition to the nature of process environments (e.g., relatively less or relatively more structured) which have been the primary focus of prior related studies (Hatch and Mowery 1998; von Hippel and Tyre 1995; Pisano 1994) there is a need to further understand how the distributed nature of the work environment impacts the realization of investments in individual learning activities.
Implications for Research and Practice
The research contributions of this study are three-fold. First, we extend the prevalent economic view of the software development perspective to model project performance in the distributed offshore software development context. In doing so, we take the first step in empirically capturing the effects of dispersion in offshore software development and analyzing the linkages between work dispersion and software project performance. Second, our study sheds new light on the existing body of work on the cost of quality in software development. Given our finding that the linkage between process investments and project performance is mediated through a variety of learning investments, assessing and quantifying returns on quality improvement initiatives in software development projects may be seen as more complex than previously imagined. In this scenario, a straightforward linkage between the traditional cost of quality measures and project performance might reveal a biased valuation result. To counter this, we accounted for the learning-mediated effects of process investments and provided an alternate way to quantify the returns on process investments.
Third, this study lays a new theoretical foundation for empirical software engineering studies attempting to explicate the linkages between organizational processes and performance in the software domain. By linking the CMM key process areas to the fundamental organizational learning processes we lay the ground for structured data collection in high process maturity environments, as well as for richer construct development for future software engineering economics studies. We also believe that relating the prescriptions of normative software process improvement models to fundamental organizational mechanisms, such as organizational learning as done in this study, will spur new research focused 10 It is also important to note that the negative effect of dispersion on final project productivity is not incrementally negative beyond a point. Further, the negative effect of work dispersion does not completely vanish even in a very high process maturity environment. 
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on validating the tenets of normative software process models both theoretically and empirically, especially in the context of offshore software development.
Our findings have three main managerial implications. First, our results indicate that dispersion of tasks in offshore software development negatively impact software development performance, even in a high process maturity environment. Managers should not discount the effect of dispersion while estimating the potential cost-benefits of their offshore software development strategy. Potential savings from distributing work to offshore centers have to be weighed against the possible loss of overall development productivity and software quality that arise because of task dispersion and the challenges in managing interdependent resources.
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A second practice-related implication of this study relates to the adoption of normative software process improvement models by offshore software development firms. Implementation of the prescriptions from the normative process model should not be narrowly looked at from the software development lifecycle perspective alone. Designing and implementing complementary routines on top of the process platform infrastructure prescribed by the software process models is necessary to fully realize the benefits of process improvement. A third and final managerial implication of the results from this study is the necessity to design software processes platforms that explicitly address the needs of distributed software development for improved project performance (Ramasubbu et al. 2005 ).
Limitations and Directions for Further Research
As with all such empirical research, our study contains limitations that create opportunities for future research. First, our projects are set in a unique environment characterized by high maturity processes, a global delivery model of engagement, and with personnel primarily sourced from a single location. These factors may limit the immediate generalizability of our results across potentially broader models of outsourcing engagements and other types of offshore software vendors. Future research studies could explore the efficacy of the learning-mediated model of offshore software performance across different process maturity levels.
Second, all of our data were collected from development projects. Other researchers may wish to test the results observed in our study with other types of software projects, such as maintenance and reengineering. Also, we did not test the efficacy of structured processes under a variety of alternative development methodologies. Researchers attempting to extend this study could verify if the results hold, for example, when software development is performed using agile development methodologies. Third, our study was based on version 1.1 of the CMM framework. A revised version of the framework, CMMi, has since been released and includes a 11 It is important to acknowledge that the dataset used in this study does not include a project where work dispersion is completely absent (a completely colocated scenario) and hence our results should not be seen as an explicit comparison of completely different sourcing strategies. broader set of key process areas. While the results reported in this study are likely to be applicable in newer process models such as the CMMi, there is a need to map the KPAs of the new process models to the organizational learning framework used in this study. Fourth, this study employed a cross-sectional analysis, and hence potential longer term spillover effects of learning activities have not been accounted for. An extension of this study could be to employ longitudinal analysis to capture the potential long-term benefits of learning routines and their impact at the organizational level.
Finally, we investigated work dispersion in offshore software development at an aggregate level. Drawing on similar measures in the economics literature, we have adapted a Herfindahl-like measure and proposed a complementary integration intensity measure for capturing dispersion of software development work for the first time. These measures should be further refined and validated. Also, there is a need for research to probe the implication of different modes of division of labor for the achievement of optimal work dispersion between onsite and offshore teams. For each of the labor division modes, the learning-mediated performance model developed in this study could be used to study the potentially differential impacts of various types of process investments on software project performance.
Our study also paves the way for studying how the structured software development processes and knowledge management processes can be complementary. We theorized how the different aspects of the CMM can be mapped to learning mechanisms. This can be utilized to integrate the knowledge management processes with day-to-day work routines of offshore software teams, and thereby help the implementation of process-oriented knowledge management strategies (Maier and Remus 2003; Rus and Lindvall 2002) .
Conclusion
To conclude, this study takes an organizational learning perspective and develops a learning-mediated model of offshore software project productivity and quality. We elaborate how the key process areas of the CMM could be utilized as a platform to launch performance enhancing learning activities. We validate our learning-mediated model of offshore software project performance by utilizing data collected from 42 offshore software projects of a large firm that operates at the CMM level-5 process maturity. Our results indicate that investments in structured processes and process-based learning routines mitigate the negative effects of work dispersion in offshore software development. We also find that the effect of software process improvement initiatives on offshore software project performance is mediated through the investments in learning activities, signifying the important role of process-based learning routines in improving offshore project performance. These results are important for the adoption of normative process models by offshore software firms and to understand how structured processes can be leveraged to execute software projects for competitive success.
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