Abstract. We consider the following three main limit theorems for random evolutions: the averaging scheme, diffusion approximation, and asymptotic behavior of large deviations.
Introduction
We study the asymptotic behavior of random evolutions in increasing time intervals by using solutions of the singular perturbation problem for reducible-invertible operators; see [1, Chapter 5] . To justify the existence of a limit, we use the martingale characterization of Markov processes and conditions of the relative compactness; see [3] .
The asymptotic behavior of random evolutions is studied in the scheme of series with a small parameter, ε → 0, ε > 0; see [1, Chapter 3] . The main object of the asymptotic analysis for random evolutions is the generating operator (generator) of the corresponding Markov process; see [1, 3] .
The following three types of limit theorems are known in the theory of stochastic processes: the averaging scheme or law of large numbers, diffusion approximation or central limit theorem, and asymptotic behavior of large deviations or exponential estimate of small probabilities. Each type of limit theorem corresponds to its own normalization condition given in terms of the parameter ε.
It is unfeasible for practical purposes to list here all the literature on limit theorems for stochastic processes in general and for random evolutions in particular. The best solution for the reader is to look at the monographs mentioned at the end of this paper and at the references therein.
Dynamic random evolutions
Markov random evolutions are defined by a solution of a dynamic system of differential equations
The speed of the evolution C(u; x), u ∈ R d , x ∈ E, depends on states x ∈ E of a regular homogeneous Markov jump process x(t), t ≥ 0, 84 V. S. KOROLIUK corresponding to the generator
The generator acts at real valued test functions with the norm |ϕ| := sup x∈E |ϕ(x)|; see [6, 7] . It is known (see, for example, [6, 7] ) that the function q(x) in (2) defines the intensity of the sojourn time of θ x in the states x ∈ E:
The stochastic kernel P (x, dy), x ∈ E, dy ∈ E, defines the transition probabilities for the embedded Markov chain x n = x(τ n ), n ≥ 0:
The renewal moments (of jumps) τ n , n ≥ 0, are defined by
The accompanying evolutionary systems
are characterized by the generators
of the semigroups 
Random evolutions in the scheme of series
We study the following three types of the scheme of series with a small positive parameter ε → 0, ε > 0:
(1) averaging scheme, (2) diffusion approximation, and (3) large deviations with an asymptotically small diffusion.
The following is the main assumption we impose on the random evolutions in the scheme of series.
Main assumption. The Markov switching process x(t), t ≥ 0, in a standard phase space (E, E) is uniformly ergodic with a unique stationary distribution π(B), B ∈ E.
The stationary distribution of the embedded Markov chain x n , n ≥ 0, is defined by
3.1. Averaging. Dynamic random evolutions in an averaging scheme are described by a solution of a dynamic system,
with Markov switchings x ε t := x(t/ε) defined in increasing time intervals. The normalization in this case is given by T ε = t/ε, ε → 0.
The two component Markov process
The asymptotic analysis of the random evolution (3) characterized by generator (4) is based on the solution of the problem of the singular perturbation for the reducibleinvertible operator Q; see [1, Chapter 5] .
The uniform ergodicity of the Markov switching process x(t), t ≥ 0, implies that the operator Q is reducible-invertible. In other words, the uniform ergodicity implies that a bounded potential R 0 exists and is defined by the equation
Thus the Poisson equation
has a unique solution that can be determined from the equalities
The asymptotic representation of the generator (4) of the random evolution (3) is defined at the perturbed test function
The limit operator is given by the relations
The asymptotic representation (5) follows explicitly from Proposition 5.1 in [1, Chapter 5] with Q 1 = C(x).
The asymptotic representation (5) is used to prove the weak convergence
The limit evolution corresponds to a solution of the averaged evolution equation
Remark 3.1. The weak convergence (6) is a variant of the "averaging principle" for stochastic systems that has a long history starting with H. Poincaré, M. M. Bogolyubov, I. I. Gikhman, etc.
3.2. Diffusion approximation. Dynamic random evolutions in the scheme of diffusion approximation correspond to a solution of the dynamical system
with Markov switchings x ε t := x(t/ε 2 ). Increasing time intervals for this scheme we get other normalizations, namely T ε = t/ε 2 , ε → 0. The speed of evolution still depends on a small parameter of the scheme of series, namely
The first component C(u; x) generates the averaged evolution, while the second component, C 0 (u; x), generates diffusion fluctuations under an additional balance condition:
The Markov random evolution (7)- (8) is characterized by the generator
of the two component Markov process u
The asymptotic analysis of the random evolution (7)-(8) under the balance condition (9) is based on a solution of the singular perturbation problem for the reducibleinvertible operators Q corresponding to the uniformly ergodic Markov switching process; see [1, Chapter 5] .
The asymptotic representation of the generator (10)- (11) is considered at test functions
Lemma 3.2. Let the balance condition
, where the negligible term is
The asymptotic representation (12)- (13) 
The limit diffusion process ζ(t), t ≥ 0, corresponds to the generator
Remark 3.2. The weak convergence (14) is a variant of the diffusion approximation of fluctuations of stochastic systems studied for a long time starting with R. Z. Khas minskiȋ.
Remark 3.3. The local balance condition (9) can sometimes be replaced by another condition. For example, this can be the condition of "balance with equilibrium" (see [1, § §3.5, 5.5] ). Note that the procedure of evaluating the limit operator becomes much more complicated in this case. The meaning of formula (13) is also changed, as explained in [1,
Remark 3.4. The procedures for the averaging scheme and diffusion approximation for dynamic random evolutions with a Markov switching process x(t), t ≥ 0, are also described in [1] .
3.3. Asymptotically small diffusion. The dynamic random evolution in the scheme of asymptotically negligible diffusion corresponds to a solution of the following evolution equation:
The perturbed speed
satisfies the balance condition
The Markov random evolution (15)- (17) is characterized by the generator
The asymptotic analysis of the random evolution (15)- (17) is based on the same idea as that used in Section 3.2, namely, the generator (18)-(19) is considered at the perturbed test functions 
The averaged operator L ε is evaluated from
The result of Lemma 3.3 becomes obvious if one rewrites the generator (18) in the form
, and applies Lemma 3.2.
Note that the asymptotic representation (20) means that
where the diffusion process ζ ε (t) is a solution of the following stochastic differential equation:
The matrix of variations is given by
We use the asymptotic representation (21)-(23) to solve the problem of large deviations for dynamic random evolutions (see Section 4 below).
Large deviations for dynamic random evolutions in the scheme of asymptotically small diffusion
The large deviations or asymptotic behavior of small probabilities for random evolutions is studied by using the method of the asymptotic analysis of the exponential (nonlinear) generator of large deviations developed in [4] .
The exponential generator H ε of large deviations for a Markov process corresponding to the generator L ε in the scheme of series is defined by The exponential generator H in the latter relation is given by
where L is the generator of the Markov process u(t), t ≥ 0. The large deviations problem for Markov processes can be understood as a limit theorem in the scheme of series with a small parameter ε → 0, ε > 0, namely Then the exponential generator H ε of the asymptotically small diffusion (26) is easy to derive from equality (24), namely
