The rst logic programming languages, such as Prolog, used a xed left-to-right atom scheduling rule. Recent logic programming languages, however, provide more exible scheduling in which there is a default computation rule such as left-to-right but in which some calls are dynamically \delayed" until their arguments are suciently instantiated to allow the call to run e ciently. Such languages include constraint logic programming languages, since most implementations of these languages delay constraints which are \too hard."
Introduction
The rst logic programming languages, such as DEC-10 Prolog, used a xed scheduling rule in which all atoms in the goal were processed left-to-right. Unfortunately, this meant that programs written in a clean, declarative style might be ine cient, might only terminate when certain inputs were fully instantiated, and might produce wrong results if used with negation. For this reason, nearly all recent logic programming languages provide more exible scheduling in which computation generally proceeds left-to-right but in which some calls are dynamically \delayed" until their arguments are su ciently instantiated to allow the call to run e ciently. Most constraint logic programming languages Ja ar and Lassez 1987] also employ dynamic scheduling. If a constraint is \too hard" for the solver, then it is delayed until it becomes simpler. For example, in CLP(R) non-linear arithmetic constraints are delayed until they become linear.
Despite the practical importance of logic languages with dynamic scheduling, there has been surprisingly little work devoted to their semantics. Their operational semantics have been discussed by Naish 1986] . Yellick and Zachary 1989] and Naish 1992] show that, under certain restrictions, the operational semantics is con uent in the sense that di erent atom schedulings give rise to the same possible outcomes. The only denotational semantics that we are aware of for logic languages with delay is that of Marriott et al 1994] , which is quite complex since it is very close to the operational semantics and explicitly models the delayed atoms. Denotational semantics for logic programs and constraint logic programs with left-to-right atom selection are not easily modi ed to deal with logic languages with dynamic scheduling. One reason is that they cannot capture the possibility of a goal \ oundering" in the sense that no atom in the goal can be selected for reduction.
In this paper we develop a denotational semantics, much simpler than the one proposed in Marriott et al. 1994] , for constraint logic programming with dynamic scheduling. The key idea is to use closure operators, following the approach of Saraswat et al 1991] for deterministic concurrent constraint programming (ccp). In fact, a delay condition can be seen as an ask operation, and a constraint atom can be seen as a tell operation, hence deterministic clp programs can be considered a particular case of deterministic ccp programs and therefore interpreted as monotonic, idempotent and increasing functions from initial constraints to answer constraints (i.e. closure operators on the constraint domain). However, our language is nondeterministic, so we must take a more sophisticated approach. Fortunately the kind of choice we are dealing with is \local" (or \angelic", in the sense of Jagadeesan et al 1991]), and it is therefore more easy to treat than the \global choice" of nondeterministic ccp Saraswat 1989; Saraswat et al. 1991] . Jagadeesan et al 1991] showed that, if one is interested only in observing the upward closure of the computed answers, then the denotational semantics of local (angelic) ccp can still be constructed, by using closure operators, in a very simple way. However, the price to pay for the simplicity of this approach, is that a program like p(X) X = a:
is identi ed with the program p(X) true:
Identifying the two programs above is particularly undesirable in the case of logic programming with dynamic scheduling. In fact, if we add a declaration for a predicate q, of the form q(X; Y) Y = X when ground(X):
(which means that the evaluation of q(X ; Y ) must be delayed until X is ground), then the goal ? ? p(X); q(X; Y)
will ounder in the second program, while it computes the answer X = a; Y = a in the rst program.
In our paper we deal with the problem of developing a semantics based on closure operators which is still simple, yet able to capture the exact computed answers, i.e. to distinguish the two programs above. We construct such a semantics by using sets of closure operators. Intuitively, the fact that we can use sets instead of more complicated structures (like trees) corresponds to the intuition that local choices do not depend on the current environment. Hence the computation tree (as far as the input-output relation is concerned) can be represented by the set of computational branches, and therefore by a set of closure operators, since every branch represents a deterministic computation.
A natural question at this point is whether our semantics could be adequate also for full ccp. The answer is negative, because in the presence of global choice the branching structure of the tree becomes relevant. This is well-known from process algebra theory, and the standard counterexamples apply to our case too. In literature, there have been two equivalent (independent) proposals de Boer and Palamidessi 1991; Saraswat et al. 1991] for the denotational semantics of nondeterministic ccp. These are based on considering all the potential resting points of a process, and by attaching, to each of them, the reactive sequences of the processes, i.e. its possible interaction with an hypothetical environment, up to that resting point. Full abstraction is achieved by saturation, i.e. by adding all sequences corresponding to \lazier" behaviors. The description of this semantics in Saraswat et al. 1991] is actually based on closure operators, as the reactive sequences can be represented as a special kind of such functions, called trace operators. It is worth noting that the semantics in de Boer and Palamidessi 1991; Saraswat et al. 1991] would remain fully abstract when restricted to local choice ccp, because the full abstraction proof is based on a distinguishing context which is a deterministic process. However, we would like to argue that it is more complicated than our semantics, as its representation involves more complex (higher-order) structures: sets of closure operators on subdomains (determined by the potential resting points). Let us consider, for instance, the process tell(c). In our case the semantics will be a singleton set containing the closure operator corresponding to the input-output semantics of tell(c), i.e. a function associating to each constraint d the join of d with c. In their case, it will be the union of all the sets ff j f f d g d c , where f d is the closure operator corresponding to tell(c) 
and is the usual pointwise ordering induced on functions. Furthermore let us remark that in general, even when the property of full abstraction is preserved when restricting to a sublanguage, it is often the case that the semantics structures studied for the superlanguage become redundant and inadequate to understand the properties of the sublanguage, and that a simpler model exists. For instance, consider again the fully abstract semantics for (full) ccp in de Boer and Palamidessi 1991; Saraswat et al. 1991] . This is also fully abstract for the deterministic subset of ccp, since as we mentioned above the context used in the full abstraction proof is deterministic. However, for deterministic ccp a much simpler (fully abstract) semantics exists, which is the semantics that associates to each process the closure operator representing the input-output semantics of that process Saraswat et al. 1991] . Note that this latter model captures for instance the property of processes being deterministic (a process is a closure operator, hence a function), while this is not visible in the fully abstract semantics inherited by the fully abstract semantics of ccp.
The plan of the paper is as follows: In the next section we give some examples to illustrate the usefulness of dynamic scheduling and the fact that the standard semantics of clp is inadequate to capture the behavior of programs with dynamic scheduling. In Section 3 we de ne the operational semantics of constraint logic programming with dynamic scheduling. In Section 4 we show a semantics based on and-trees which will act as a bridge between the operational semantics and the denotational semantics. In Section 5 we develop the denotational semantics based on closure operators. In Section 5.1 we discuss full abstraction. Finally, in Section 6 we summarize our results.
Examples
The following program adapted from Naish 1986], illustrates the power of dynamic scheduling. The program permute is a de nition of the relation \to be a permutation of". It makes use of the procedure delete(X,Y,Z) which holds if Z is the list obtained by removing X from the list Y (uppercase letters denote variables and \:" denotes list concatenation). In this case the call will delay, and the answer true will be returned. This behavior is very di erent from traditional Prolog executed with any computation rule, and illustrates the di erence that dynamic scheduling brings.
As another example consider the following program to nd paths in a graph. The arcs in the graph are represented by facts. which indicates that, for e ciency, a call to arc should only be evaluated if one of the arguments is \ground", that is takes a xed value.
Concerning the denotational semantics, the standard declarative approaches cannot be easily extended to deal with the when declarations. The standard model-theoretic semantics of van Emden and Kowalski 1976] , indeed, is upward-closed with respect to the answers (for instance it identi es the two programs for p in the introduction), and therefore it presents the same problem as the semantics in Jagadeesan et al. 1991] . But also a semantics which models exactly the computed answers, like the S-semantics Falaschi et al. 1989 ], cannot capture the meaning of a when declaration. In fact in the S-semantics if an atom q(X ; Y ) is in the model (its computation gives the empty answer) then also the atom q(a; Y ) should be in the model, while this is not the case with the program for q given in the introduction. In other words, the S-semantics is not able to capture the conditional information implicit in the when declaration.
Operational semantics
In this section we recall some basic notions and we de ne an operational semantics for constraint logic programs with dynamic scheduling. The operational semantics is based on that given in Marriott et al. 1994; Debray et al. 1994] .
A constraint logic program, or program, is a nite set of rules. A rule is of the form H B where H , the head, is an atom and B, the body, is a nite, non-empty sequence of literals. We let nil denote the empty sequence. A literal is either an atom or a primitive constraint. An atom has the form p(x 1 ; :::; x n ) where p is a predicate symbol and the x i are distinct variables. A primitive constraint is essentially a prede ned predicate, such as term equations or inequalities over the reals. Arguments to a primitive constraint are terms which may be constructed by using prede ned functions such as real addition. The syntax given here is more restrictive than usual, as this will simplify the rest of the paper. However the restrictions are only syntactic, as we can always rewrite an atom p(t 1 ; :::; t n ) with arbitrary terms as arguments into x 1 = t 1 ; :::; x n = t n ; p(x 1 ; :::; x n ).
A constraint is a conjunction of primitive constraints. Constraints are treated modulo logical equivalence, which we will denote by , and are assumed to be closed under existential quanti cation and conjunction. Constraints can be ordered by logical implication, that is 0 i 0 ) . We will assume that the set of constraints, under this ordering, is a complete lattice. The greatest constraint is denoted by false (unsatis able constraint) and it represents inconsistency. The least constraint is denoted by true. It is the always satis able constraint. We let 9 W denote the constraint 9V 1 9V 2 9V n where variable set W = fV 1 ; : : : ; V n g, and we let 9 W denote the restriction of the constraint to the variables in W .
That is, 9 W is 9 (vars )nW , where the function vars takes a syntactic object and returns the set of (free) variables occurring in it.
Var is the set of variables, Atom the set of atoms, Prim the set of primitive constraints, Con the set of constraints, Lit the set of literals, Rule the set of rules, and Prog the set of programs.
A renaming is a bijective mapping from Var to Var. We let Ren be the set of renamings, and naturally extend renamings to mappings between atoms, rules, and constraints. Syntactic objects s and s 0 are said to be variants if there is a 2 Ren such that s = s 0 . The de nition of an atom A in program P, defn P A, is the set of variants of rules in P such that each variant has A as a head and, apart from the variables in A, has distinct new variables.
The operational semantics of a program is given in terms of the \derivations" from goals. Derivations are sequences of reductions between \states", where a state is a tuple hG; ; Di which contains the current literal sequence or \goal" G, the current constraint , and the current sequence of delayed atoms D. At each reduction step, a literal in the goal is selected according to some xed computation rule, which is often left-to-right. If the literal is a primitive constraint, and it is consistent with the current constraints, then it is added to these and delayed atoms woken by this addition are added to the current goal. If the literal is an atom, then there are two cases. If the literal is not su ciently instantiated to be processed, then it is placed in the delayed atom sequence. Otherwise, it is replaced by the body of one of the rules in its de nition. More formally, our de nition of the operational semantics makes use of three functions which depend on the implementation or language being modeled. These are, delay A , which holds i a call to the atom A delays with the constraint ; woken D , which is the subsequence of literals in the sequence of delayed literals D that are woken by the constraint ; and merge D G which returns the sequence of literals obtained by merging the sequence of the woken atoms D with the current goal G. Note that the order of the calls returned by woken and the position in which they are placed in the current goal by merge is system dependent.
A derivation from a goal G in a program P is a sequence of states S 0 ! S 1 ! ::: ! S n where S 0 is hG; true; nili (nil is the empty goal) and each S i?1 is reduced to S i , using clauses in P, as follows: Assume Here we have used the symbol \:" to denote concatenation of literals, since the \," is used already to separate the di erent components of a state. In the following, we will consider these two symbols interchangeable and we will switch from one to the other when convenient. A derivation from G is complete if the last state has the form hnil; ; Di. In this case, the constraint 9 (vars G) is an answer to G. Given a program P and a goal G, we denote by ans P G the set of answers to G in P.
(Since there can be more than one rule in a predicate's de nition, there may be several answers generated from a given initial constraint.) In the case when no literals delay and the constraints are term equations, this semantics is the same as the usual operational semantics of pure Prolog. Note that the answers to a goal must always be satis able: from the de nition it is impossible for false to be a valid answer.
As an example, consider the program path from Section 2 and the goal Y = c : path(X ; Y ). Using a left-to-right computation rule, these have the complete derivation shown in Figure 1 , which gives the answer X = a^Y = c.
A complete derivation with last state hnil; ; Di is said to have oundered if D is not the empty goal. An answer to goal G for program P is non-oundered if it arises from a complete derivation which has not oundered. We denote the set of non-oundered answers to G for program P by nfans P G.
For example, the goal Y = c : path(X ; Y ) and the program path from Section 2 have the non-oundered answers X = a^Y = c and X = b^Y = c. The goal path(X ; Y ), however, has the oundered answer true.
Following Marriott et al. 1994] we assume that the functions delay and woken satisfy the following four conditions. The rst ensures that there is a correspondence between the conditions for delaying a literal and waking it:
The remaining conditions ensure that delay behaves reasonably. It should not take variable names into account:
It should only be concerned with the e ect of on the variables in L:
Finally, if a literal is not delayed, adding more constraints should never cause it to delay: (4) If 0 and delay L , then delay L 0 : These conditions are crucial to the development of our semantics.
For simplicity we have ignored constraints which delay. These may be modeled in our setting by wrapping them with atoms which can delay. 
And-trees
In this section we give a semantics for languages with dynamic scheduling which is based on \and-trees". These capture the structure of derivations in a compositional way, and will provide the bridge between the operational semantics based on derivations, and the denotational semantics. In fact, we will see that an and-tree can be interpreted as a closure operator.
The following de nition is given modulo reordering of literals in sequences to simplify the notation. In this case we say that the node labeled by B i j is attached to L i j . In the following, to simplify the notation, we will often identify a node with its label, i.e. we assume the existence of a marking which associates an atom to the node in which it occurs. In this way we can distinguish among equal atoms labeling di erent nodes.
We say that T is an and-tree for the goal G in the program P if T is an and-tree in P and its root is labeled by G. Figure 2 shows an and-tree for the program path given in Section 2.
An and-tree can be traversed to give a derivation. Figure 3 is an example of a complete and-tree derivation based on the and-tree given in Figure 2 for Y = c.
Clearly there may be more than one maximal and-tree derivation for a given and-tree and constraint because of the di erent ways we can select L i 2 G i . However, these will all give rise to the same last state, as shown by the following proposition.
Proposition 4.3 Let T be an and-tree and a constraint. Every maximal and-tree derivation based on T for has the same last state.
In the case when constraints are term equations, this proposition is a corollary of the con uence result for the operational semantics given by Yellick and Zachary 1989] and Naish 1992]. For completeness, however, we give a direct and simple proof for arbitrary constraint domains. The proposition is an immediate consequence of the next lemma.
In the following we denote by ! the relation obtained from ! L by abstracting from the subscripts and we denote by ! the re exive and transitive closure of !.
Moreover, given an and-tree derivation, , we denote its length by j j. Moreover from the inequalities (1) and (3) it follows that j 1 j j 0 j, while from (2) and (3) it follows j 0 1 j j j, which completes the proof. 2 The previous result shows that, given an and-tree T , and a constraint , any maximal and-tree derivation based on T for will have the same nal constraint, and that if one of them is complete, then all will be complete. In the latter case we say that the nal constraint is the answer based on T for . In case the maximalderivations are not complete we say that the answer is false. For instance, the answer based on the and-tree in Figure 2 for true is true and for Y = c is X = a^Y = c.
An and-tree can be seen as a function mapping an initial constraint to its answer. More precisely: Definition 4.6 Let T be an and-tree. The operator ans T on constraints maps a constraint to the answer based on T for .
A comparison of the derivation in Figure 1 and the and tree-derivation in Figure 3 shows the close relationship between and-tree derivations and derivations. This relationship is formalized by the following result.
Proposition 4.7 Let T GP be the set of and-trees for a goal G in a program P. Then, ans P G = fans T true j T 2 T GP g n ffalseg:
Proof. Straightforward by induction on the length of a derivation. 2 5 A denotational semantics based on closure operators
In this section we construct a denotational semantics for programs with dynamic scheduling. The main feature of this semantics is that it is based on sets of closure operators on the underlying Constraint System, which, as we will see, allow to describe the operators of the language in a very simple way. We rst review some properties of closure operators which will be useful. See for example Gierz et al. 1980] for more details.
Let (X ; ; u) be a complete lattice, where u is the meet operation, and consider a mapping f : X ! X :
f is monotonic if 8x; x 0 2 X , x x 0 ) f x f x 0 ; f is idempotent if 8x 2 X , f (f x) = f x; f is extensive if 8x 2 X , x f x; and f is a closure operator if it is monotonic, idempotent and extensive. One fundamental property is that, given a closure operator f , the image of f ,f , coincides with the set of xpoints (or resting points) of f , and this set is a complete meet sublattice of X . Namely for all Y 2f , uY 2f holds (the meet of the empty set is de ned as the bottom element of X ). Furthermore, for each x 2 X , f x = ufz 2f j x zg holds. Vice versa, given a complete meet sublattice Z of X , the function x:ufz 2 Z j x zg is a closure operator. Furthermore, the set of xpoints of this operator coincides with Z . In other words, there is a bijection between closure operators and complete meet sublattices of X , and we can represent a closure operator f by the set of its xpoints. The result of f , applied to x, is the least xpoint above x.
Closure operators on constraints will be used in our semantics as denotations of sequences of literals. The main reason for this choice is that the basic operation in our language, the concatenation of literals, can simply be modeled as intersection of the resting points of the corresponding closure operators. As stated before, the reason why we have introduced and-trees in previous section is that they can be viewed as closure operators which map initial constraints into the corresponding answers.
Lemma 5.1 For every and-tree T , ans T is a closure operator.
Proof.
Let G be the root of T . Extensivity is immediate, since either ans T = false, or ans T = ^9 (vars G) 0 , for some constraint 0 . Concerning monotonicity, consider , 0 with 0 , and consider the two cases:
1. There is no complete and-tree derivation based on T for , and therefore ans T = false, or 2. There is a complete and-tree derivation based on T for with last state hG m ; m i, and therefore ans T = ^9 (vars G) m .
In the rst case, the reasons why there exist no complete derivation can be: (a) there are no maximal andtree derivations, or (b) the maximal and-tree derivations end in a state hG m ; m i such that for some atom A in G m , delay A m is false. If (a) holds, then it is possible to construct an in nite and-tree derivation 0 based on T for 0 , just mimicking one and-tree derivation based on T for . By induction we can easily show that at each state the constraint in 0 will be bigger than or equal to the constraint in the corresponding state in . Therefore, due to Condition (4) on the delay function, at each state the delayed atoms will be less than or equal to the delayed atoms in the corresponding state in 0 . If (b) holds, then we can construct an andtree derivation based on T for 0 , whose nal state is Concerning idempotency, assume that ans T = 0 . If 0 = false then we are done. Otherwise, there exists a complete and-tree derivation based on T for with nal state hG m ; m i, and 0 = ^9 (vars G) m . Then by mimicking we can construct an and-tree derivation 0 , still based on T , whose initial constraint is 9 (vars G) 0 = (9 (vars G) )^(9 (vars G) m ). By induction it is easy to show that the constraint in the nal state of 0 will be m^( 9 (vars G) m ), which is logically equivalent to m .
Thus ans T 0 = 0 , which completes the proof.
2 We say that ans T is the closure operator associated with T . We now develop a denotational semantics which is based on the closure operators associated with andtrees.
Intuitively, in our semantics the denotation of a sequence of literals is a set of closure operators, corresponding to the and-trees which have this sequence as root. We represent each closure operator by its set of resting points. Thus the basis of our semantics is the set: Clos = fC Conj C is a complete meet sublattice of Cong: There are, however, some subtleties to do with ordering closures and the sets of closures. As is usual in a denotational semantics, we wish the order to re ect their information content { the more information contained in a closure operator or set of closure operators, the higher in the ordering it should be.
Recall that if C 2 Clos maps a constraint to false, then this indicates that we know nothing about the answer to . Thus we have the ordering on C ; C 0 2 Clos given by C c C 0 i 8 2 Con:(C ) 6 = false ) (C 0 
The least element of Clos is ffalseg, and the greatest elements are the closure operators in which only false is mapped to false. Note that this ordering is not the pointwise ordering induced from the ordering on Con. Now consider the ordering on sets of closure operators. As we are dealing with sets, we require some type of powerdomain construction in which the ordering on the sets also re ects the ordering on the elements in the sets. Given two sets of and-trees T and T 0 , intuitively T 0 has more information than T , if for every and-tree T 2 T there is an and-tree in T 0 which extends T . This intuition is captured by the Hoare preordering: namely, for C; C 0 Clos, C H C 0 i 8C 2 C: 9C 0 2 C 0 :C c C 0 : Note that from this de nition it follows that C H C 0 i #C #C 0 , where # denotes the downwards closure, i.e. #C = fC 0 2 Clos j there exists C 2 C such that C 0 c C g:
As a consequence, in the Hoare preordering, two sets with the same downward closure are equivalent (they have the same information content). Hence we can identify all such sets, and take as representative of their class their downward closure. Thus we consider as semantic domain the complete lattice of downward closed subsets of }(Clos) ordered by , namely those sets C such that C =# C. Furthermore, as it is usual in the construction of the Hoare powerdomain, we discard the empty set since it has no information content, and the absence of information content is already represented by the set fffalsegg. In summary, the denotational domain is the complete lattice (< Clos; ), where < Clos = fC ClosjC is downwards closed and C 6 = ;g: with least element fffalsegg.
In the denotational semantics, each syntactic category { atom, primitive constraint, literal, and body, is associated with an element of < Clos. We assume that if A is not de ned in P then P is extended by adding the clause A false. The semantic equations are given in Figure 5 . The de nition makes use of the auxiliary functions " = f 0 2 Con j 0 g restrict W C = f 0 2 Con j there exists 2 C such that 9 W = 9 W 0 g delays A = f 2 Con j delay A holdsg:
To understand the equations, it is easier to think in terms of resting points. For an atom A, a constraint is a resting point if A is delayed with , or else is a resting point in a closure for the body of some rule de ning A. For a primitive constraint , the denotation is (the downward closure of) the single closure operator f "g. This is because a primitive constraint has a single and-tree, which corresponds to a single closure operator. The closure operator is ", because these are exactly the constraints which remain unchanged when is conjoined with them. The meaning of a body of literals, L 1 : ::: : L n , is obtained as follows. First assume that each L i is deterministic, with closure operator C i . Then a constraint is a resting point for the body i it is a resting point for each literal in the body. That is, the closure operator for L 1 : ::: : L n is T n i=1 C i . In the case that the L i are nondeterministic, then the denotation is obtained by combining all possible choices for each L i .
As an example, consider the case when P is the program path from Section 2. We show the denotation of arc; the intended environment, omitted for simplicity, is It is easy to see that the semantic equations are well de ned, i.e. that they return elements of <Clos, and that ? P is a continuous function (since the underlying ordering is set inclusion, the proof is analogous to the proof of continuity of the standard T p operator of logic programming). Let us denote by ? P "n the natural powers of ? P applied to the least element of the denotational domain (fffalsegg). Namely:
? P "0 = G: fffalsegg ? P "n + 1 = ? P (? P "n):
By the well-known theorem on the least xpoint of continuous functions, we have x ? P = G:
This characterization of x ? P will be used to prove the correctness of the denotational semantics with respect to the operational one, based on and-trees. We rst need some preliminary results. The rst one states the relations between the xpoint of a tree T whose root is labeled by an atom and those of the immediate 12
The semantic functions for a given program P are:
A P : Atom ! Env ! <Clos L P : Lit ! Env ! <Clos (5) We recall that the closure operator ans T is represented by the set of its xpoints.
Lemma 5.2 Let T be a tree whose root is labeled by the atom A and let T 0 be the (unique) immediate subtree of T . Then ans T = (delays A) (restrict (vars A) (ans T 0 )): Proof. From the de nition it is immediate to check that false 2 (ans T ) for any and-tree T . So so we do not need to consider this case and in the following we assume 6 = false. We prove the two inclusions separately. 
Since by hypothesis 6 2 delays A and hence 9 (vars A) 6 2 delays A, we can construct a complete and-tree derivation for based on T 0 : hA; 9 (vars A) i hA; 9 (vars A) i ! hB; 9 (vars A) i ! ! hN 0 ; (9 (vars A) ) ^ 00 i whose answer is ^9 (vars A) ((9 (vars A) )^ 00 ) 9
(vars A) ^9 (vars A) 00 : It remains to show that this answer coincides with . By (8) and (5) we obtain 9 (vars A) 9 (vars A) 9 (vars B) ) 9 (vars A) 9 (vars B) 0 9 (vars A) 0 . By (9) we hence derive 9 (vars A) ) 9 (vars A) 00 . Therefore the answer of 0 can be rewritten as ^9 (vars A) . Finally, apply (7). 2 We also need to consider the relations between the xpoints of two di erent subtrees T 0 and T 00 and those of the tree obtained by \merging" T 0 and T 00 . For merging to make sense, we require that the \local" variables in T 0 and T 00 are disjoint.
Definition 5.3 Let T 0 and T 00 be two and-trees of P such that (vars T 0 ) \ (vars T 00 ) (vars L) \ (vars B); where L and B are the labels of the roots of T 0 and T 00 , respectively. We de ne T = merge T 0 T 00 as the and-tree of P such that (i) the label of the root of T is L : B, (ii) the immediate subtrees of T are T 0 and T 00 .
Lemma 5 Proof.
We prove the two inclusions separately. Analogously, we can show that, for every atom A 00 in M 00 , delay A 00 (9 (vars L:B) )^ 0^ 00 holds. Therefore, by combining the previous derivations we obtain a complete and-tree derivation for based on T :
hL : It remains only to show that . Let X 0 be the set of variables occurring in 0 which do not occur in L, and let X 00 be the set of variables occurring in 00 which do not occur in B. By the assumption (vars T 0 ) \ (vars T 00 ) (vars L) \ (vars B), we know that the variables of X 0 do not occur in 00 , and vice versa the variables of X 00 do not occur in 0 . Hence we can write ^9 X 09 X 00(9 X 00 09 X 0 00 ), from which we derive ^9 X 0(9 X 00 09 X 009 X 0 00 ) ^9 X 09 X 00 0^9 X 09 X 00 00 . From (10) it follows that . Hence we conclude 2 ans T .
( ) If 2 ans T , by using Proposition 4.3, we can construct a derivation = 0 : 00 for based on T which has as answer and such that in each step of 0 the selected literal is connected to L is T , and in each step of 00 the selected literal is connected to B is T . From 0 we can derive (by eliminating B from the states) an and-tree derivation for based on T 0 , and analogously from 00 we can derive an and-tree derivation for based on T 00 . By using the same arguments as before we can show that 0 and 00 are complete, thus concluding the proof. 2 We can now state the main lemma needed for the correctness result. In the following, the depth of a tree T is the maximal number of nodes contained in any rootleaf path in T .
Lemma 5.5 Let G be a goal and P be a program. If T is an and-tree for G in P, then there exists n such that ans T 2 (? P " n) G. Conversely, for any n 1, if C 2 (? P " n) G then there exists a tree T for G in P such that C c (ans T ).
Proof. The proof of the rst part is by structural induction on G and by induction on the depth d of T . We have the following cases. Theorem 5.6 Let G be a goal and P a program. Then ans P G = fuC j C 2 x ? P Gg n ffalseg:
( ) If 2 (ans P G), there is a tree T for G in P such that = u(ans T ). By Lemma 5.5 there exists an n such that ans T 2 (? P "n) G. By monotonicity of ? P , we have ans T 2 x ? P G, which concludes this direction of the proof.
( ) Let = uC, 6 = false, for some C 2 x ? P G.
Then by continuity of ? P we have that there exists n such that C 2 (? P " n) G. By Lemma 5.5 there exists a tree T for G in P such that C c ans T .
By de nition of c , and since 6 = false, we derive = u(ans T ), which concludes the proof. 2 It is interesting to consider the special case when no literals can delay since this is the traditional constraint logic program operational semantics. In this case each closure will be constructed by intersecting the closures associated with the constraints encountered in the derivation. That is, if the constraints 1 ; :::; n are encountered it will be T n i=1 ( i "). But this is just ( V n i=1 i ) ". Thus in this simpler case the closure semantics is equivalent to a semantics which maps atoms to sets of constraints. This indicates that our closure based semantics is the analogue for (constraint) logic languages with dynamic scheduling of the S-semantics Falaschi et al. 1989 ] for logic programming with xed atom scheduling and of its extension to CLP Gabbrielli et al. 1995] .
About full abstraction
We recall that a denotational semantics is fully abstract if, whenever it distinguishes two syntactic objects, then there is a context in which the observational behavior of these two objects is di erent. In our case, the syntactic objects are essentially the literals, and the contexts are the goals in which these literals can be placed. The next example shows that our semantics is not fully abstract: Example 5.7 Consider the constraint domain Con The atoms p(X ; Y ) and q(X ; Y ) are observationally equivalent because, in whatever goal they are inserted, they will deliver the same answers for any initial constraint. However, the denotation of p(X ; Y ) and q(X ; Y ) is di erent. In fact, the denotation of pa(X ; Y ) is # fC a g where C a = (X = a)" (X = a^Y = b) "; the denotation of pb(X ; Y ) is # fC b g where C b = (X = b)" (X = b^Y = a) "; and the denotation of p(X ; Y ) is # fC a ; C b g. On the other hand, the denotation of r(X ; Y ) is # fCong, and the denotation of q(X ; Y ) is # fCon; C a ; C b g, which is di erent from # fC a ; C b g.
A natural question which arises at this point is whether full abstraction could be achieved by performing a saturation similar to the one applied in Saraswat et al. 1991] . In our setting, this would mean to add to the denotation of an atom A all the closure operators C such that C C 0 for some C 0 in the denotation of A. However, in our case this operation would be unsound. For instance, in previous example the denotation of p(X ; Y ) would be forced to contain also the closure operator C ab = (X = a)" (X = a^Y = b) " (X = a^Y = a) "; which, when trying to retrieve the observables according to Theorem 5.6 in a context which provides the constraint X = a, would deliver (among others) the wrong answer X = a^Y = a.
Conclusion
We have given a simple denotational semantics for logic programs with dynamic scheduling. The semantics is based on sets of closure operators. In a sense this is the analogue of the bottom-up S-semantics for usual logic programs, since, if no atoms are allowed to delay, then the semantic de nitions are equivalent to the semantics in which atoms are mapped to their set of answer constraints.
The semantics can be used as a basis for the analysis of logic programs with dynamic scheduling. The idea is that closure operators can be abstracted by descriptions which capture their behavior. This idea has been pursued in de la Banda et al. 1995] to give the rst practical framework for the analysis of logic programs with dynamic scheduling.
