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Abstract— This paper tackles the problem of data abstraction
in the context of 3D point sets. Our method classifies points
into different geometric primitives, such as planes and cones,
leading to a compact representation of the data. Being based
on a semi-global Hough voting scheme, the method does not
need initialization and is robust, accurate, and efficient. We
use a local, low-dimensional parameterization of primitives to
determine type, shape and pose of the object that a point
belongs to. This makes our algorithm suitable to run on
devices with low computational power, as often required in
robotics applications. The evaluation shows that our method
outperforms state-of-the-art methods both in terms of accuracy
and robustness.
I. INTRODUCTION
Many of today’s imaging sensors and computer vision
algorithms generate highly accurate and dense point clouds in
3D: monocular cameras together with (semi-)dense SLAM
algorithms, deep learning techniques that predict 3D point
locations, or range sensors such as RGB-D cameras or
laser scanners. With the availability of these point clouds
comes the need for data abstraction and extraction of more
high-level information. A typical approach to infer such
information is to train a neural network which assigns each
point to a class. This requires training data and needs GPUs
for acceptable processing speed. Applications like robotics,
video surveillance or AR/VR require algorithms that can
run on small embedded devices with limited computational
power.
We propose a method that focuses on fast yet accurate
data abstraction. In many scenarios, a large portion of the
scene can be represented by different geometric primitives.
Our approach is based on semi-global Hough voting, which
parameterizes objects locally, reducing the number of pa-
rameters and thus processing and memory requirements [1],
[2]. We use linear interpolation weights to obtain continuous
shape and pose estimates [3], and adapt them to optimally
reflect the low-dimensional nature of 3D primitives.
We briefly summarize the related work, focusing on meth-
ods that can operate under clutter and occlusion. For a more
complete overview, refer to [5]. The most influential and de-
facto standard method for primitive detection in 3D point
sets is the Efficient RANSAC algorithm by Schnabel et
al. [6]. It randomly samples triplets of points with their
associated normals, and computes the primitives that these
three points define. An inlier check validates or discards
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Fig. 1: Geometric primitives detected on the primitive-rw [4] data: our
method can find spheres, cylinders, and cones with good accuracy in the
depth data from a standard RGB-D camera (colors only for visualization).
the triplet. Several other works are inspired by RANSAC-
based algorithms [7], [8]. [9], [10] and [11] use approaches
based on region-growing. Recently, there have also been
approaches that learn to predict a set of primitives from 3D
point cloud data [12], [13]. Most notably, SPFN by Li et
al. [13] reported promising results on a synthetic dataset
of CAD models. Their method extracts object parts from
mechanical tools, but does not generalize to arbitrary types
of point clouds.
The method most similar to ours is the local Hough
transform proposed by Drost and Ilic [2]. We adapt their idea
of semi-global voting and generalize it in several ways. We
derive new voting strategies for cylinders and cones, together
with ways to compute the voting parameters without model
pre-creation as in [2].
As our method is based on Hough voting, we also give
a short overview of Hough voting, especially in the con-
text of primitive detection. Originally, the Hough transform
was used to extract straight lines from 2D image data by
casting votes into a 2D accumulator array representing the
two parameters of the line [14], [15]. Several works have
investigated the problem of discretization and other issues of
the Hough transform [3], [16], [17], [18], [19]. Niblack and
Petkovic proposed vote spreading and weighted averaging
for maximum extraction to improve the accuracy [3].
In the context of 3D primitive detection, voting-based ap-
proaches have been mostly used for plane detection, e.g. [20],
[21], [22], [23], [24]. Some work also deals with sphere or
cylinder detection [25], [26], [27], [28]. Birdal et al. [29]
use a voting scheme together with RANSAC initialization to
detect general quadrics in point clouds.
To summarize, our main contributions in this work are:
1) We derive hash-free voting conditions for cylinders and
a novel voting scheme for cones using point pairs.
2) We generalize the concept of linear interpolation vot-
ing [3] to 3D primitive detection, and extend it to con-
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TABLE I: Voting space dimensions [2], voting parameters and number of
equality constraints for the four different types of primitives.
plane sphere cylinder cone
global dim. of pose 3 3 4 5
local dim. of pose 0 0 1 2
# shape params 0 1 1 1
local dim. in total 0 1 2 3
voting parameters - R (R,ϕ) (sr,a)
voting space {c} R+ R+ × [0, pi) R+ × S2
# equality constraints 3 2 1 0
strained voting spaces, which leads to comparability of
vote counts across different primitive types.
Furthermore, we simplify the voting decision conditions
derived in [2] for lower computation cost. We also combine
primitive detection of different types in one joint voting loop
and propose a highly informative evaluation protocol.
II. PRIMITIVE DETECTION METHOD
The term geometric primitive refers to different things
depending on context. In this work, we consider planes,
spheres, cylinders and cones as geometric primitives. We
assume as input a point cloud P = {pj}j together with
oriented normals {nj}j .
A. Point pair features and voting
Given two points pr, pi with corresponding normals nr,
ni, the point pair feature (PPF) vector F (pr,pi) ∈ R≥0 ×
(0, pi)3 is defined as [1]
F (pr,pi) = (‖d‖,∠(d,nr),∠(d,ni),∠(nr,ni)) , (1)
where d = pi − pr. We define a new 4D feature vector C
that is strongly related to F by
C(pr,pi) =
(‖d‖2,n>r d,n>i d,n>r ni) =
= (F 21 , F1 cos(F2), F1 cos(F3), cos(F4)) .
(2)
The advantage of C over F is that it can be computed without
expensive trigonometric operations while the information
content is the same.
Given a point cloud P , in PPF-based approaches such
as [2], a set of reference points {pr}r is selected and the
following steps are executed for each of them [1]:
1) Initialize the voting accumulator array.
2) Pair pr with a subset {pi}i of P and compute the
corresponding point pair features C(pr,pi).
3) For each point pair pr, pi, vote for the object/pose
that it could belong to.
4) Extract the object/pose candidate with the maximal
number of votes from the accumulator array.
In the end, the extracted candidates are clustered. [2] used
a simple approach for clustering based on non-maximum
suppression (NMS), while we compute a weighted average
of similar candidates, with the weights being the vote count.
Fig. 2: Angles and distances involved in PPFs and voting parameters. Left:
for the cylinder, we shift pi along the axis up to the height of pr to obtain
p′i. For the sphere, we set p
′
i = pi. Middle: As p
′
i − pr , nr and ni are
co-planar, we illustrate the angle relations for sphere and cylinder in 2D.
Right: We obtain points on the cone axis by going from pr and pi in their
negative normal directions: a ‖ qi − qr .
B. Voting conditions for geometric primitives
Generic rigid objects can be detected by hashing the PPFs
of a model point cloud [1]. For geometric primitives we can
derive conditions on C(pr,pi) (or, equivalently, on F ) that
must hold true. As all four primitives are convex, we have
the inequality constraints C2 ≤ 0 and C3 ≥ 0. Furthermore,
we have the following conditions:
a) Planes: Two points exactly lying on a common
plane have equality constraints on three components of C:
C(pr,pi) =
(‖d‖2, 0, 0, 1) . (3)
(pr,nr) already fully define the plane, thus the local plane
voting space is zero-dimensional.
b) Spheres: For a sphere with radius R, the PPF is
given as (see also Fig. 2, middle) [2]
F (pr,pi) =
(
2R sin
(α
2
)
,
pi + α
2
,
pi − α
2
, α
)
(4)
with α = ∠(nr,ni). In particular, we have the two con-
straints F2+F3 = pi and F2−F3 = F4. We apply angle-sum
and half-angle identities on Eq. (4) to obtain
C(pr,pi) =
(
2λR2,−λR, λR, 1− λ) (5)
with λ = 1−nr>ni. Now, we can easily compute the radius
R =
C2 − C3
2(C4 − 1) , (6)
which, together with (pr,nr), uniquely defines the sphere.
Note that our formula for the radius is different from and
less computationally expensive than the one given in [2].
c) Cylinders: For a cylinder, we first make the impor-
tant observation that if we shift pi along the cylinder axis
a ∈ S2 such that it is at the same height as pr (see Fig. 2
for geometric illustration),
p′i = pi + a
>(pr − pi) · a , (7)
we can use a>nr = a>ni = 0 to obtain
C2 = (p
′
i − pr)>nr , C3 = (p′i − pr)>ni . (8)
Thus, the constraint F2 +F3 = pi as well as C2, C3 and C4
can be derived in exact analogy to the sphere PPF:
C(pr,pi) =
(‖d‖2,−λR, λR, 1− λ) . (9)
In particular, we can re-use Eq. (6) for radius computation.
Thus, although it is claimed in [2] that an implicit model
for cylinder PPFs is quite complex, we provide a very
simple way to compute the radius without any model pre-
creation. There is one local (voting) parameter for the pose
of the cylinder – the angle ϕ of the rotation axis in a local
coordinate system on the tangent plane at pr. We compute
ϕ similarly to [1]: we align nr with the positive x-axis by a
rotation Rx and define ϕ as the angle with the y-axis in the
rotated coordinate system. Note that ϕ needs to be computed
even if a cylinder model is pre-created. The cylinder axis a
can be retrieved from ϕ and Rx as ((0, cosϕ, sinϕ)Rx)>.
d) Cones: Cones are not handled in [2]. Thus, we
derive a novel PPF-based voting scheme for cones. As we
illustrate in Fig. 2, a point q on the cone axis a has the same
distance to any tangent plane, in particular
(q− pi)> ni = (q− pr)> nr . (10)
We define sr such that qr = pr − srnr is an axis point and
get
− sr = (qr − pi)> ni = −C3 − srC4 . (11)
The first equality follows from Eq. (10), while the second
one is a consequence of the definition of qr. An analogous
definition of qi, and corresponding derivations allow us to
compute the cone axis direction a, which is parallel to
qi − qr = d− C3nr + C2ni
C4 − 1 . (12)
Note that pr, pi do not need to satisfy any equality constraint
to lie on a cone. We vote for sr, which can be computed
from Eq. (11), and the axis a ∈ S2 using an accumulator
ball [22]. The accumulator ball yields nearly homogeneous
bin sizes, leading to less voting bias. As the axis direction
is only unique up to sign at this stage, we create only a
hemisphere accumulator.
Upon candidate extraction, the cone parameters (apex c,
signed axis a, and opening angle θ) can be derived from the
maximum vote parameters (sˆr, aˆ) and the reference point:
c = pr + sˆr
(
aˆ
aˆ>nr
− nr
)
, (13)
a = sgn((pr − c)>aˆ) · aˆ , (14)
sin θ = −a>nr . (15)
We summarize all voting parameters, voting space dimen-
sions and number of equality constraints in Table I. In real
world data, neither point positions nor the computed normals
are exact, which results in non-exact PPFs. Therefore, all the
derived constraints need to be relaxed. Using angle addition
theorems, we rewrite the relaxed conditions in terms of
C(pr,pi), eliminating the need for trigonometric operations.
The final conditions are summarized in Table II.
C. Joint voting
While [2] propose detectors for different primitive types,
there is no joint detector, such as [6]. We suggest a joint
voting process, which is outlined in Algorithm 1. This allows
Data: point pair feature C ∈ R≥0 × [−1, 1]3,
accumulator arrays for all four primitives
Result: updated accumulator arrays
if C2 > 0 or C3 < 0 then
return
end
if normals parallel (NP) then
if points co-planar (PC) then
vote for plane // 3 constraints, 0D voting space
end
else
compute sr and cone axis a
vote for cone (sr,a) // 0 constraints, 3D voting space
if angles symmetric (AS) then
compute radius R and cylinder angle ϕ
vote for cylinder (R,ϕ) // 1 constraint, 2D v. s.
if vectors form triangle (VT) then
vote for sphere (R) // 2 constraints, 1D v. s.
end
end
end
Algorithm 1: Voting decisions for joint primitive detection: plane PPFs are
disjoint from all other types. Sphere PPFs are a subset of cylinder PPFs,
which are a subset of cone PPFs. This is reflected in the code structure.
The conditions NP, PC, AS, and VT are defined in Table II.
for multi-primitive detection in scenes that contain more than
one primitive type.
In cases where cylinders and cones have parallel normals,
the voting parameters cannot be determined without ambigu-
ity. For the sphere, parallel normals cannot even arise. Thus,
we do not vote for sphere, cylinder or cone in these cases.
Effectively, this makes the plane case disjoint from the other
three objects, which significantly reduces computation, as
usually scenes exhibit large numbers of planar structures.
D. Linear interpolation voting
For the classical application of Hough transforms, Niblack
and Petkovic proposed to spread votes over different bins to
overcome the limitation arising from the discrete nature of
voting bins [3]. After voting, parameters are extracted as
a weighted average of the parameters in the neighborhood
of the bin which has the most votes. In an ideal noise-free
world, linear interpolation weights can perfectly reproduce
the original parameters. Pulling this concept into the world
of 3D primitive detection poses several challenges:
1) It is not clear a priori how the concept of linear interpo-
lation voting translates to the constraints (see Table II)
that effectively reduce the voting space dimensionality.
2) d-dimensional linear interpolation weights are on av-
erage 2−d, so that while a sphere vote (1D voting
space) is on average 1/2, a cone vote (3D) will be
only 1/8. We need to find a way to make the vote
counts comparable across objects.
3) The voting accumulator for the cone axis is a discrete
version of S2, so we need a notion of linear inter-
polation weights on the unit sphere that is not too
computationally expensive.
First, we notice that the number of constraints and the
dimensionality of the voting space add up to 3 for all
TABLE II: Voting conditions: from exact conditions on F (p1,p2) to relaxed conditions on C(p1,p2).
exact (F ) relaxed (F ) relaxed (C)
normals parallel (NP) F4 = 0 |F4| < NP C4 > cos NP
points co-planar (PC) F2 = F3 = pi2 |F2,3 − pi2 | < PC C22 < (sin PC)2C1 and C23 < (sin PC)2C1
angles symmetric (AS) F2 + F3 = pi |F2 + F3 − pi| < AS S2S3 − C2C3 > cos ASC1 with S2 =
√
C1 − C22 , S3 =
√
C1 − C23
vectors triangular (VT) F2 − F3 = F4 |F2 − F3 − F4| < VT C2C3C4 + S2S3C4 + S2C3S4 − C2S3S4 > cos VTC1, S4 =
√
1− C24
four types of primitives. Thus, for each constraint, we add
a weight similar to the linear interpolation weights that
measures how closely the exact condition is met. E.g., for
the cylinder, we need to fulfill AS, and thus we multiply
each vote by a constraint weight
wAS =
(
1− |F2 + F3 − pi|
AS
)
. (16)
Introducing equivalent weights for the other constraints, we
successfully resolve issue 1). Choosing the  according to the
angular voting bin size leads to the desired comparability
mentioned in 2). Lastly, we resolve 3) by using a flat
approximation of S2 parameterized by x and y in the pole
neighborhoods, and a parameterization by ϑ and ϕ elsewhere.
While this leads to non-exact linear interpolation weights, it
is a trade-off between speed and accuracy of weights.
III. EXPERIMENTAL SETUP
A. Datasets
We run our algorithm both on synthetic and real-world
datasets of different types.
The authors of SPFN [13] released the traceparts dataset
on which their method is trained. It consists of 18k point
clouds of mechanical parts, which were obtained by convert-
ing CAD models to point clouds and adding uniform noise.
Some of the shapes contain concave cylinders, i.e. cylinders
for which the normals are pointing inwards (e.g. inner walls
of a tube). Our method assumes convexity of primitives, so
we cannot fairly evaluate on traceparts and only provide a
very basic evaluation of this.
We use a subset of the real-world redwood dataset [4]
which consists of a large number of RGB-D images without
groundtruth. Images were selected that contained a primitive
in the foreground and the depth was truncated at 2m follow-
ing [30]. In total, about 100 point clouds were selected. We
call this modified dataset primitive-rw.
To evaluate the performance for different primitive types
separately, we need data that only contains one specific
object type. However, we also want to evaluate the joint
detection on the same type of data. Thus, we introduce our
own primitect dataset by rendering a number of primitives
(max. 20) in a stereographic projection manner and add
Gaussian noise. primitect features a total of 175 point clouds
with 160k points each. We focus on spheres, cylinders, cones
and joint detections.
B. Evaluation metrics
While [13] propose a whole set of evaluation metrics, we
find plots to be more intuitive to understand than tables. We
introduce two types of cumulative plots.
a) p-coverage plot: we use the p-coverage from [13]:
for each point pi in the point cloud, we compute its (positive)
distance ei to its closest object,
ei = min
k
d(pi, Oˆk) , (17)
where {Oˆk}k is the set of detected primitives and d(p, O)
the distance of a point p to a primitive O. The p-coverage
at , denoted by p(), is defined as the percentage of points
for which ei < . In [13], p() is reported for  = 0.01 and
0.02. We plot p as a function of  to get a more complete
picture. One noteworthy feature of this plot is that the area
between the p = 1 line and the curve is equal to the mean
µ of the {ei}i [31].
b) s-coverage plot: We do the same thing for each
detected primitive Oˆk for all of its inliers, and call the result
pk(). We then plot the average over all detected primitives,
and dub this function s-coverage to emphasize its similarity
to the {Sk}-coverage in [13]. Note, that our s-coverage uses
distances of actual data points to primitives. We make this
choice to generalize the metric to cases where no ground
truth is available.
c) data-aware object distance: For the actual primitive
parameters (axes, radii, etc.), it is hard to find an error
metric that is consistent across different primitive types and
parameterizations: primitive fits which are visually of very
different quality can translate to the same error in parameter
space, and vice versa. We propose a more data-aware metric
to judge the quality of primitive parameters: for a given point
set {pi}i of cardinality N , a ground truth primitive O and
a detected instance Oˆ, we compute the data-aware object
distance (DOD) D(O, Oˆ) by projecting each data point to
O and Oˆ, and computing the average distance:
D(O, Oˆ) =
1
N
N∑
i=1
‖proj(pi, O)− proj(pi, Oˆ)‖ . (18)
This choice of object distance has several advantages: 1) It
can be computed for generic object types, not only for those
whose parameter space contains S2 as a subspace (thus
providing a way to compare primitive detection to generic
object detection). 2) It is invariant to changes of coordinate
systems (which is also true for an axis angle error as in [13],
but not for general parameter-space errors). 3) DOD can
be seen as an adaptation of the visible surface discrepancy
(VSD) [30] to general point cloud data. VSD is the current
standard for evaluating object detection and pose estimation
in RGB-D images. Our definition of DOD is similar, but not
equivalent to the mean {Sk} residual of [13].
d) precision/recall: In addition to accuracy evaluation
metrics, we also evaluate the detection rate. For this, we
compute precision, recall, missed-rate and noise-rate, nor-
malizing the metrics from SegComp [32] (with T = 0.6)
by the number of detected and ground truth objects, respec-
tively:
precision = (correct detections)/detections , (19)
recall = (correct detections)/(GT objects) , (20)
missed-rate = missed/(GT objects) , (21)
noise-rate = noise/detections . (22)
Note that due to possible instances of over- and under-
segmentation, precision and noise-rate do not necessarily
sum up to 1, and neither do recall and missed-rate.
C. Choice of parameters
For each point cloud, we randomly choose 2048 reference
points and pair them with 2048 points each. Our angle bin
size is 10◦, and the radius/sr bin size is 0.005ds, where ds
is the scene diameter. We have 40 radius/sr bins, i.e. the
maximal parameter is 0.2ds. A vote is cast for a point pair
if ‖d‖ ≤ 0.2ds. The object/pose with maximum vote count
is extracted as candidate if it has more than eight votes. Each
primitive candidate is stored together with its reference point
pr, and two primitives Oi, Oj are clustered if they are of
the same type and
|d(pi, Oj)| < .01ds , ∠ (ni,∇d(pi, Oj)) < 20◦ . (23)
IV. RESULTS
a) Comparison to other methods: Our method is com-
pared against Efficient RANSAC [6], the state-of-the-art
method for years, using the implementation in CGAL [33]
with default adaptive parameters. The detection pipeline of
Drost and Ilic [2] is also implemented as a baseline method,
with the difference that we use our radius computation for
the cylinder and added the cone voting. We refer to this
implementation as Drost*. Since we want to evaluate the
detection part only, we do not use post-refinement for any
method. A comparison against SPFN [13] is not entirely fair,
as SPFN is designed to also detect concave primitives, while
it has problems detecting anything at all in point clouds that
do not represent mechanical parts. By contrast, our algorithm
is a generic method for primitive detection, but cannot detect
concave shapes due to our convexity constraints.
b) Ablation study: We show in what way our different
contributions improve upon [2] in Table III. For this, we look
at five different versions of our algorithm:
• the baseline version, which is the same as [2] for planes
and spheres ((b) in Table III).
• the full version of our algorithm (“ours”).
0 0.02 0.04
0
0.5
1
p-coverage
ours
Drost*
Eff. R.
SPFN
GT
0 0.02 0.04
0
0.5
1
s-coverage
ours
Drost*
Eff. R.
GT
Fig. 3: (left) p-coverage on the primitect dataset (mixed types): Our method
is better than/on par with Efficient RANSAC for  ≤ 0.02, for larger
distances, the lower recall leads to lower percentages. (right) s-coverage
on the same data: our method fits the data much better than either the
baseline and Efficient RANSAC.
• three versions where we switch off one of our intro-
duced features, respectively:
– with NMS clustering as described in [2], instead of
clustering-by-averaging (c),
– without weighted averaging of neighboring bin
centers (d),
– without linear interpolation vote spreading and con-
straint weights (e).
A. Detection performance
To measure the detection performance of our proposed
algorithm, we report precision, recall, missed-rate and noise-
rate on the primitect dataset with noise σ = 0.01 in Table III.
We find that our method is significantly better than the
baseline method [2]. In terms of recall and missed-rate,
Efficient RANSAC [6] outperforms our algorithm, while
we are clearly better in precision and noise-rate. Hence,
RANSAC is better in detecting as many instances as possible,
while accepting more false positives. Our proposed method
performs particularly well for sphere and cylinder detection,
while the cone detection suffers from a very high missed-rate.
This might be due to the non-linear nature of the accumulator
array for the cone axis, together with the relatively high
dimensionality of the voting space.
A second metric that implicitly evaluates detection rate
is p-coverage. It measures the percentage of points within
a certain distance to their closest geometric primitive. The
more primitives are detected, the higher this percentage is.
Fig. 3 shows that, as expected from Table III, our method
stagnates, while RANSAC nearly reaches 100%. However,
we also find that up to 2σ, we are slightly better that
RANSAC, meaning that our estimated parameters fit the data
better when the primitive is detected.
We report results on the traceparts dataset in Table IV
using their evaluation tool [13]. Note that our method is
not well-suited for their data, since we only detect convex
primitives, see Fig. 4 (bottom). On the other hand, running
SPFN on primitect data does not produce meaningful results
at all, possibly because primitect is too different from the
traceparts training data, see Fig. 4 (top).
B. Accuracy of detected objects
Fig. 3 (right) shows s-coverage on the primitect data. We
outperform both the baseline and RANSAC by a large mar-
TABLE III: Precision, recall, missed-rate and noise-rate (all given in percent) for Efficient RANSAC (a), the baseline (b) and our method. For the data-aware
object distance DOD, we also report ablation results on our method without clustering-by-averaging (c), without bin-averaging (d) and without spreading
the votes (e). Evaluation was done on the primitect dataset with noise σ = 0.01, and the DOD is reported in multiples of σ.
precision recall missed noise data-aware object distance
(a) (b) ours (a) (b) ours (a) (b) ours (a) (b) ours (a) (b) (c) (d) (e) ours
spheres 81.0 85.1 94.9 98.6 95.3 91.3 1.4 2.9 8.5 18.3 0.8 0.3 1.01 1.32 1.15 0.49 0.58 0.48
cylinders 54.9 67.4 95.9 69.8 65.1 76.4 13.7 23.9 23.3 9.0 6.1 0.7 1.45 1.64 1.31 0.65 0.63 0.60
cones 41.2 64.3 91.4 63.0 46.5 54.1 21.5 45.8 44.3 30.8 9.0 1.9 1.35 1.54 1.24 0.95 0.75 0.70
mixed 61.0 63.8 74.7 76.7 57.7 76.6 9.9 36.4 21.7 7.6 7.3 1.4 1.13 1.39 1.14 0.59 0.62 0.56
TABLE IV: Results on traceparts: due to concave shapes, our scores
are below those of SPFN for all reported metrics. Compared to Efficient
RANSAC, we get a better primitive type accuracy. Note that SPFN without
learning segmentation (SPFN-Lseg) has a similar p-coverage to us.
SPFN-Lseg SPFN Eff. R. ours
p-coverage (0.01) 62.2 88.3 65.7 63.8
p-coverage (0.02) 77.7 96.3 88.6 78.3
primitive type (%) 92.4 96.9 52.9 77.3
Fig. 4: (left) Our method, (middle) Efficient RANSAC and (right) SPFN
results on example point clouds from the primitect (first two rows) and tra-
ceparts (third row) datasets. We show detected instances (gray: unassigned)
and distances from each point to its closest primitive (blue: 0, dark red:
0.1): our method has consistently smaller distances to the detected objects
than Efficient RANSAC. Being trained for object part detection, SPFN does
not produce meaningful results on primitect. The concave cylinders on the
traceparts data are not detected by our method.
gin, which means that our parameter estimates are superior
and fit the actual data better.
We also report the average DOD for all detected objects on
primitect, σ = 0.01 in Table III, with the same conclusion:
vote spreading combined with bin averaging and clustering-
by-averaging largely improves the fit accuracy. In particular,
we are roughly twice as accurate as Efficient RANSAC.
To demonstrate testing on real data, we show the average s-
coverage on primitive-rw, separately for each primitive type.
We applied robust refinement on the primitive parameters
to get some notion of “most-optimal parameter set,” since
ground truth is not available. Note that such refinement
can become computationally expensive if outlier ratio and
noise level are unknown. We show quantitative results in
Fig. 5, and visual output in Fig. 1. Our method performs
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Fig. 5: s-coverage for the primitive-rw data: from left to right, we show
average results for spheres, cylinders and cones. We clearly outperform
both other detectors and for sphere and cylinder are even close to the result
obtained via parameter optimization.
TABLE V: Runtime in ms: Our method, Efficient RANSAC [6], [33], and
SPFN [13] on primitect. We are significantly faster than the RANSAC on
the full (160k) point cloud, and for cylinders and cones even outperform
RANSAC on point clouds downsampled to 2048 points. Efficient RANSAC
builds a tree as a pre-processing step, which takes an additional 220-240ms.
SPFN’s runtime on the GPU is similar to ours on the CPU.
joint planes spheres cyl.s cones
Proposed Method CPU 79 23 36 38 58
Eff. R. (full) CPU 283 65 73 304 212
Eff. R. (2048 p.) CPU 226 7 14 150 93
SPFN (8096 p.) GPU 95 - - - -
significantly better than both [2] and [6]. For spheres, which
have a 1D voting space, we even get close to the “optimal”
results obtained by robust parameter fitting.
C. Runtime
Runtimes are summarized in Table V. Our single-threaded
implementation on an Intel Xeon CPU, is on par with the
runtime of SPFN’s GPU implementation on the Nvidia Titan
X, and significantly faster than Efficient RANSAC (CPU).
V. DISCUSSION
We have presented a novel method to group points into
different primitives. By deriving a new PPF-based local
parameterization of cones and cylinders we can jointly assign
one of four primitives to each point. Experiments show
that our method can outperform current state-of-the-art in
terms of accuracy, robustness and speed. Due to the low-
dimensional voting space, our method can be run on low-
power devices without the need for a GPU.
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