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Abstract 
The Arctic has warmed rapidly, increasing shrub cover and density, and thawing permafrost. 
Understanding, quantifying and predicting the impact of these environmental changes on the 
hydrological regime of Arctic headwater basins represents a great scientific challenge, particularly 
due to the sparse monitoring network, limited understanding of governing physical processes and 
their interaction, and the uncertainty in future climate projections. The purpose of this research is 
to better understand the impact of climate and vegetation change on the hydrology of Arctic basins 
near the treeline. This thesis is divided into four sections with the following objectives: (1) to test 
the coupling of a ground freeze/thaw algorithm with a hydrological model at two research sites in 
northern Yukon; (2) to diagnose the hydrology of a small Arctic basin near the treeline using a 
physically based hydrological model; (3) to quantify its historical long-term changes and 
investigate the individual and combined effect of changing climate and vegetation on its 
hydrology; and (4) to use high-resolution climate simulations under a high gas concentration 
scenario along with expected vegetation changes, to investigate changes to hydrological processes 
and regime. 
Results revealed the importance of including vegetation dynamics such as changes in shrub 
extension and density in hydrological models, to capture their impact on blowing snow 
redistribution and sublimation, and canopy interception and sublimation of snow, something 
neglected by current studies. This study demonstrated that increasing shrub extension and density 
near the Arctic treeline slightly compensates the historical decrease in mean annual discharge 
produced by the decreasing precipitation, providing a small degree of hydrological resiliency. 
Historical change analysis revealed that hydrological processes are decelerating near the Arctic 
treeline, such as decreasing evapotranspiration, soil moisture, sublimation and streamflow, mostly 
driven by climate change. However, under sufficient climate change (38% and 6.1 °C increase in 
mean annual precipitation and temperature, respectively) significant hydrological changes are 
expected, reversing the simulated historical changes. Projections show a significant increase in 
mean annual streamflow discharge, shortening of the snowcover seasons, deepening of the active 
layer thickness, increasing peak snow accumulation and earlier and larger peak streamflow. Whilst 
specific to one basin, they indicate the nature of hydrological changes facing Arctic hydrology. 
These changes will have significant impacts on ecosystems, infrastructure, landscape evolution 
and atmospheric feedbacks, which are required to be properly understood and quantified to design 
sustainable and effective mitigation and adaptation plans. The analyses and discussions presented 
in this study to diagnose the past and predict future Arctic hydrology are relevant for the scientific 
community of hydrologists, engineers, water managers and policy makers, particularly those 
interested in cold regions. 
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Chapter 1 
1 Introduction 
 
 
Culvert filled with ice in the Glacier Creek River crossing with the Dempster Highway, June 3, 
2014. 
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1.1  Motivation and relevance 
The timing and volume of Arctic freshwater generation is critical for designing civil infrastructure 
(e.g. bridges and culverts), natural resources exploration and extraction, and ecological 
biodiversity. Despite the great importance of Arctic freshwater, the number of high-latitude 
research catchments have significantly decreased in the last decades (Laudon et al., 2017), 
diminishing the research capacity to develop a deeper understanding of Arctic freshwater systems 
and the potential impacts of climate and vegetation change. 
Arctic regions have undergone several environmental changes in the last decades, such as rapid 
warming (Wanishsakpong et al., 2016; Whitfield et al., 2004), decreasing snowcover duration 
(Brown et al., 2010), permafrost thaw (Liljedahl et al., 2016), shrub expansion and densification 
(Lantz et al., 2013; Sturm et al., 2001). However, the impact of these environmental changes on 
runoff generation and hydrological cycling is poorly understood, mostly due to the complex 
interaction between mass and energy fluxes in the surface and subsurface (Kane et al., 1989; 
Quinton et al., 2000; Woo et al., 1982; Woo and Steer, 1982). To represent the hydrological cycling 
of Arctic watersheds in a realistic way, several physical processes need to be coupled, such as 
ground freeze and thaw, subsurface flow and storage, infiltration into partially frozen ground, snow 
melt and accumulation, and blowing snow redistribution; however, given the high complexity of 
these processes, no study has included all of them in a single modelling framework. There are only 
a few process-based hydrological models applied to Arctic basin headwaters: Hinzman and Kane 
(1991), F. Zhang et al. (2000) and Schramm et al. (2007) in Alaska, Pohl et al. (2007) and Endrizzi 
et al. (2011) in northwestern Canada, and Semenova et al. (2013) in northeastern Russia; although 
these models have a strong physical basis for some hydrological processes, they lack either a robust 
physical representation of key physical processes (e.g. snowmelt, sublimation, and ground freeze 
and thaw) or a full representation of the hydrological cycle (i.e. summer and winter processes). 
Therefore, there is a need for a hydrological model that includes all the key hydrological processes 
found in Arctic environments, allowing a reliable investigation of hydrological cycling under 
historical conditions and plausible scenarios of future change. 
Predicting future Arctic climate and vegetation characteristics represents a great challenge for the 
scientific community, particularly due to the complexity of the environment and the intrinsic 
uncertainty of the factors that must be considered, such as CO2 emission, anthropogenic land use 
changes and wild fires. Climatic projection for the Arctic show warmer and wetter conditions by 
the end of the century, regardless of the CO2 emission scenario (Cai et al., 2018; Overland et al., 
2013), and vegetation cover and density is expected to increase in the future (Zhang et al., 2013). 
Despite observed and projected changes in vegetation cover in the Arctic, hydrological models 
used to diagnose and/or predict future hydrology have not included transient changes in vegetation, 
and therefore, their impact is unknown. Regarding climate projections, studies in Arctic headwater 
basins have only used simple approaches to generate future climate by adding or multiplying a 
factor, obtained from global climate models, to observed temperature and precipitation time series 
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(Hinzman and Kane, 1992; Pohl et al., 2007). There are fundamental problems with using this type 
of approach to downscale climate projections, particularly when it is used to drive physically based 
hydrological models. Problems include the need for forcing data beyond temperature and 
precipitation (e.g. solar irradiance and relative humidity). Physical consistency between weather 
variables is required and future climate will most likely present different patterns, such as the 
frequency and intensity of precipitation (Kendon et al., 2017; Prein et al., 2015). Therefore, there 
is a need to incorporate more physically consistent climate projections and changes in vegetation 
characteristics in hydrological models to produce more reliable hydrological predictions in Arctic 
regions. 
The following sections provide the theoretical background of this thesis, describe Arctic hydrology 
and the progress in hydrological processes studies in Arctic and cold regions, followed by a 
description of hydrological models, observed environmental changes in the Arctic and atmospheric 
modelling and climate projections. 
1.2 Theoretical background 
1.2.1 Arctic hydrology 
Arctic regions are characterized by extremely cold temperatures, which condition the physical 
dynamics that drive its hydrology, such as snow melt and accumulation (Kane et al., 1991). This 
characteristic is evidenced in the development of areas with continuous and discontinuous 
permafrost (Beilman et al., 2001; Vitt et al., 2000). Permafrost, which is further described in 
Section 1.1.1.1, plays a key role in the hydrology of cold environments, affecting variables such 
as soil moisture storage and hydraulic conductivity (Woo, 2012, p. 15). While permafrost 
occurrence drives most subsurface processes, three general surface landscape categories - tundra, 
open subarctic forest and northern lakes (Bailey et al., 1997, p. 198-219) - determine the energy 
fluxes that drive key hydrological processes, such as evapotranspiration, snow melt and 
accumulation. The energy balance in any of these landscape classes exhibits considerable 
seasonality (Marsh and Pomeroy, 1996; Pomeroy et al., 2006; Woo and Guan, 2006). For instance, 
in tundra environments and during the winter, the energy fluxes are substantially smaller than those 
of the snow-free season, in which most available energy comes from the relatively warmer ground 
(Rouse, 1984). In contrast, during the spring and summer, a significant amount of net radiation is 
available, primarily as sensible and latent (evapotranspiration) heat fluxes, but also as ground heat 
flux, which warms and thaws the ground mainly through conduction (Woo et al., 2006). As can be 
expected, land cover and meteorology are not the only drivers of northern hydrology; topography 
also plays a key role in defining surface and subsurface drainage and energy inputs by different 
slopes, aspects and elevations (Carey and Woo, 2001; Quinton et al., 2004; Woo and Guan, 2006). 
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Numerous factors drive the hydrology of northern regions; however, to understand how these 
factors are reflected in the hydrological behaviour of each basin, each physical process must be 
properly considered. The following section describes the hydrological processes that characterize 
the hydrology of Arctic regions. 
1.2.1.1 Hydrological processes 
At a basin scale, the following physical hydrological processes can be found in cold regions: snow 
accumulation and melt, infiltration into frozen and unfrozen soils, permafrost thaw, canopy 
interception of rain/snow and its evaporation/sublimation, evapotranspiration, sublimation, 
blowing snow redistribution and sublimation, groundwater flow and recharge, icing formation, 
subsurface and surface runoff, flow through organic terrain and flow through the snowpack. At the 
larger river basin-scale, river discharge and stage are highly influenced by river ice processes, such 
as ice jamming and breakup (Beltaos, 1983). The later processes are a major concern for flood risk 
analysis. A detailed description and review of the main hydrological studies developed in northern 
Canada, specifically over the Mackenzie River Basin, are presented by Woo (2008) in the 
Mackenzie GEWEX Study (MAGS) project. This project provides substantial improvement in the 
understanding of most of the hydrological processes of this region. The most relevant advances 
from this project, as well as a review of more recent literature on cold regions hydrology are 
provided below. 
Blowing snow redistribution and sublimation are key processes for cold regions hydrology; Essery 
et al. (1999) estimated that between 26% and 47% of total snowfall returns to the atmosphere as 
water vapour in an Arctic basin (Trail Valley Creek), depending on the vegetation class. In another 
study Pomeroy and Li (2000) calculated blowing snow losses by the end of the winter for a 
southern Saskatchewan prairie and an Arctic basin, in which they found that 48% and 58% of the 
snowfall was lost by sublimation of blowing snow, respectively. Blowing snow can be modelled 
as a two-mode process: saltation the dominant mode, which occurs in a narrow layer immediately 
above the snow surface (Pomeroy and Gray, 1990) and which particle size distribution fits a two-
parameter gamma function (Schmidt, 1981); and suspension, which occurs above the saltation 
layer and is supported by wind turbulence (Pomeroy and Male, 1992). The mass concentration of 
blowing snow decreases exponentially with height and increases exponentially with friction 
velocity, which is a function of the atmospheric shear stress and the atmospheric density (Pomeroy 
and Male, 1992). Recent progress in blowing snow process understanding is presented by Aksamit 
and Pomeroy (2016, 2017, 2018), in which a detailed investigation of the relationship between 
turbulent coherent structures in atmosphere and blowing snow generation at a complex alpine 
terrain site is shown. Physically based models with different complexities and resolutions have 
been developed to simulate blowing snow transport and sublimation losses; some examples are 
the PIEKTUK (Déry and Yau, 1999), SnowTran-3D (Liston and Sturm, 1998) and PBSM 
(Pomeroy et al., 1993).  
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Canopy interception of snow and radiation is a critical process in the boreal forest region. Schmidt 
and Gluns (1991) measured snow interception from three conifer species in which, for a 10 mm 
snowfall, up to 50% of the snow was intercepted, and for a 20 mm snowfall that value decreased 
to 30%. In another experiment, Schmidt (1991) contrasted observed 15-min sublimation losses 
versus a 1-mm ice sphere model from an artificial conifer installed in the middle of a pine forest 
in Colorado, USA in which, for selected days, they had good agreement with observations. 
Pomeroy and Schmidt (1993) used a similar model to that used by Schmidt (1991) but included a 
fractal function to evaluate the dimensionless exposure coefficient (Ce) to estimate the sublimation 
rate of a single tree. Hedstrom and Pomeroy (1998) conducted extensive field measurements to 
describe the boreal forest canopy snow interception and unload processes. They developed a 
physically based model in which parameters such as leaf area index, canopy exposure, and species 
type are required to estimate canopy interception of snow, sublimation of intercepted snow and 
unloading rates. The complete model description and evaluations are presented by Parviainen and 
Pomeroy (2000), where they found that the half-hourly model provides reasonable estimates of 
sublimation losses and within-canopy energetics; however, they also acknowledged the need to 
improve canopy heat storage terms and the inclusion of a model for subcanopy energetics, which 
were neglected in their experiment. 
Tundra shrub height and density play an important role in snow accumulation and melt patterns, 
primarily by: (1) changing the surface albedo, which increases when bent branches are re-exposed 
to the atmosphere, and (2) changing the surface roughness, which increases the snow accumulation 
by trapping more blowing snow (Bewley et al., 2007; Liston et al., 2002; Ménard et al., 2012; 
Pomeroy et al., 2006; Sturm et al., 2005, 2000). 
Evapotranspiration is the combination of evaporation (from soil, canopy interception and open 
water surfaces), transpiration (by stomata) and sublimation (from ice and snow surfaces) processes 
by which water changes into the vapour phase; therefore, to evapotranspirate there must be enough 
available energy to produce the phase change and the atmosphere must be dry enough to capture 
that moisture (Davie, 2008, p. 37). Evapotranspiration has been historically addressed by four 
different approaches: (1) Energy Balance, (2) Aerodynamic, (3) Combination, and (4) Empirical. 
The Energy Balance approach is based on the conservation of energy principle which means that, 
for a given control volume, the difference between all the other energy terms (net radiation, ground 
flux sensible heat advected energy and change in internal energy storage) will result in the latent 
heat, which can be expressed as mm of evaporation per unit of time if it is divided by the latent 
heat of vaporization (Dingman, 2002, p. 274-275). The Aerodynamic approach is based on Fick’s 
first law of diffusion, in which evapotranspiration rates are estimated using the eddy diffusivity 
coefficient and the specific humidity gradient (Prueger and Kustas, 2005). This approach can be 
used for neutral conditions (i.e. logarithmic wind profile); however, under non-neutral conditions 
the Monin-Obukhov Similarity Theory (MOST; Monin and Obukhov, 1954) is used. Combined 
methods use the Energy Balance and the Aerodynamic approach to calculate evapotranspiration. 
Most common approaches are the Bowen Ratio (Bowen, 1926), Penman-Monteith (Monteith, 
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1981) and Priestley-Taylor (Priestley and Taylor, 1972). Empirical models are the simplest 
approach, and they usually require very little driving data (e.g. mean temperatures); however, 
because of their empirical nature they are not reliable under conditions different from those in 
which were calibrated. Examples of this approach are the Thornthwaite model (Thornthwaite, 
1948) and the Blaney-Criddle model (Blaney and Criddle, 1962). Evapotranspiration shows large 
seasonality in the Arctic. For example, Rouse et al. (2003) calculated the energy balance for an 
Arctic tundra basin in the upland and lowland area, in which during the spring the latent heat was 
estimated to be in between 50 and 75 (W m-2), during the fall it was estimated to be 25 (W m-2) 
for both sites, for the early winter it was about 3-5 (W m-2), and for the late winter around -10 (W 
m-2) for both sites. There have been other evapotranspiration applications over the last decades, 
and some examples for tundra wetlands in cold region environments are presented by Rouse 
(1984), Wessel and Rouse (1994) and Raddatz et al. (2009) in Churchill Manitoba. 
Snow accumulation and melt is driven by several factors, some of which have been already 
mentioned, such as blowing snow redistribution and sublimation, and canopy interception of snow. 
However, not surprisingly, the exchange of energy between the snowpack and the atmosphere is 
also very important because it defines the available energy for snow melt and sublimation (Male 
and Granger, 1981). The energy balance performed at the snow surface includes solar radiation 
(long and short wave), diffusive energy from clouds and/or the surroundings, advection heat 
transfer, rainfall and snowfall advective heat, and latent and sensible heat fluxes (Gray and 
Landine, 1987; Marks et al., 1998). Once the energy in the snowpack allows snowmelt, the melted 
water flows through the snowpack. A first attempt to understand and predict this phenomenon 
assumed isothermal conditions, homogeneous snowpack and gravity flow (Colbeck, 1972); 
however, it was later updated to account for a heterogeneous and multi-layer snowpack (Colbeck, 
1979, 1975). Years later, Marsh and Woo (1984a, 1984b) studied water flow through snow, 
including ice layer formation and preferential drainage through flow fingers. Based on detailed 
observations of wetting fronts through cold snowpacks, they developed a model to understand how 
these mechanisms (ice lens and flow fingers formation) affect the time it takes for the wetting front 
to reach the ground surface. Among many findings, they concluded that it is incorrect to assume 
that wetting fronts drain uniformly through the snowpack (faster water drainage through flow 
fingers), and that once the snowpack is saturated with liquid water and its temperatures reaches 
0°C, all snowmelt is then available as runoff. Recently, Leroux and Pomeroy (2017) developed a 
2D snowmelt model that included the effects of capillary hysteresis on preferential flow paths, 
which is a step forward in improving the understanding of snowmelt timing and volume. Over the 
last decades several models have been developed to represent snow melt and accumulation using 
different approaches, from simple empirical models, such as the degree-day (Hock, 2003), to more 
complex models such as physically based multi-layered energy and mass balance models (EBSM 
- Gray and Landine (1987); SNOBAL - Marks et al. (1998); SNOWPACK - Bartelt and Lehning 
(2002)).  
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Infiltration into frozen soil is characterized by two flow regimes: a transient and a quasi-steady-
state regime (Zhao et al., 1997). The transient regime occurs immediately after water starts 
infiltrating into the frozen soil. In this regime the infiltration rate and heat transfer decrease rapidly, 
and the soil temperature increases by heat conduction at the surface. The quasi-steady-state is 
characterized by gradual changes in the infiltration rate with time; soil temperature warming is 
driven by latent heat released by the refreezing of melted water supplied from upper layers. Zhao 
et al. (1997) estimated that up to 90% of the latent heat released by the refreezing of meltwater is 
conducted at deeper levels and is used to increase soil temperature and melting. Gray et al. (1984) 
classified frozen soil infiltrability into three main groups based on studies developed in the 
Canadian Prairies: (i) unlimited, in which soils have considerable preferential flow (e.g. cracks); 
(ii) limited, in which infiltration depends on the snow water equivalent and the water/ice content 
of the first 30 cm of the soil layer; and (iii) restricted, in which infiltration is inhibited by ice lenses 
at the surface or shallow depth. Several studies quantifying infiltration into frozen soils have been 
conducted, including the development of simplified parameterization relations (Gray et al., 2001; 
Zhao and Gray, 1999, 1997); however, the need for further research is widely recognized. 
Infiltration into unfrozen soils has historically been studied more (Boughton, 1989; Philip, 1957; 
Romano et al., 1998) than frozen soils, yet specific processes need to be improved, such as 
preferential flow or macropores (Cey and Rudolph, 2009; Jarvis, 2007). Infiltration capacity 
depends on a series of factors: the rain rate, saturated and unsaturated hydraulic conductivity, water 
storage capacity, and the presence of preferential flow paths, which in turn depends on the soil 
structure formation and degradation, including soil biota (e.g. earthworms), soil properties (e.g. 
texture and porosity), topography (e.g. slope) and management (e.g. cropping and tillage) (Jarvis, 
2007). Several models have been developed to simulate infiltration into unfrozen soils. They differ 
from each other by their complexity, parameter and data requirements, such as Richard’s equations 
(Dingman, 2002, p. 249-251), Green-Ampt (Dingman, 2002,. 261-265), Philip’s Equation (Philip, 
1957), and SCS Curve Number (Boughton, 1989). The main limitations of all these methods occur 
when they are applied under preferential flow conditions.  
Surface runoff can be classified into two groups based on its source: (1) Hortonian flow (Horton, 
1933), which is produced when the water input exceeds the rate of infiltration and is common 
during the snowmelt period when infiltration is limited by frozen ground; and (2) saturation 
overland flow, which is a combination of direct rainfall and water from subsurface runoff (Woo, 
2012, p. 235-236). Surface runoff routing may be estimated using Manning’s equation for overland 
flow (Chow et al., 1994, p. 292-297) or the Muskingum method (Chow et al., 1994, p. 312). 
Although surface runoff can be a significant component of streamflow, for permafrost 
environments Quinton and Marsh (1999) found that runoff is primarily dominated by subsurface 
flow. Subsurface runoff is controlled, in part, by the hydraulic properties of the soil, particularly 
by the hydraulic conductivity and porosity (Freeze, 1972). Soil profiles in the Arctic are usually 
composed of: (1) an organic layer of peat at the ground surface at different stages of development 
and living plants such as lichens and mosses (Woo, 2008, p. 19), which have high hydraulic 
conductivity (with an average value of the order of m d-1) that decreases with depth (up to five 
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orders of magnitude) (Carey et al., 2007; Quinton et al., 2000; Quinton and Gray, 2003); and (2) a 
deeper mineral soil layer between the permafrost and the organic layer (Mackay, 1980; Quinton et 
al., 2000) that can have hydraulic conductivity 3 orders of magnitude lower than that of the organic 
layer (Quinton et al., 2000). However, mineral soils can be also found in the ground surface, which 
is the result of a cryoturbation process. These features are called mineral earth hummock and are 
widely distributed in permafrost areas (Mackay, 1980). Between mineral earth hummocks, peat 
dominated (0.3 – 0.5 m depth) preferential flow paths are present, and they are referred as to inter-
hummock area (Quinton et al., 2000). Given the substantial gradient of hydraulic conductivity in 
the soil profile, it is critical to estimate reliably the water table depth to represent successfully the 
subsurface runoff contribution to streamflow. 
Permafrost is defined by Harris et al. (1988, p. 63) as “Ground (soil or rock) that remains at or 
below 0°C for at least two years”. The permafrost depth defines the available soil depth capacity 
for water transport and storage (active layer) and, since hydraulic conductivity of organic soils can 
decrease several orders of magnitude with depth (Quinton and Gray, 2001); reliable tools to 
simulate thaw rates are essential in modelling Arctic hydrology (F. Zhang et al., 2000). Thawing 
primarily depends on the energy available to warm the soil and the soil’s heat conductivity capacity 
which, in turn, depends on factors such as water/ice content, porosity, and texture (Ling and Zhang, 
2004; Zhao et al., 1997; Zhao and Gray, 1997). Zhao et al. (1997) showed that highly complex and 
computationally intense models can be used to satisfactorily represent thaw rates for frozen soils; 
however, initial conditions (e.g. soil saturation and temperature) and soil properties (e.g. 
permeability, porosity and thermal conductivity) need to be known to run such model. Less 
detailed and computationally intense models such as Stefan’s equation (Juminikis, 1977, p. 205) 
or a modified version (Hayashi et al., 2007) can also be used. Empirical equations such as the 
temperature-index based approach can be useful in remote areas, where sparse data are typically 
available, or for regional analyses (Frauenfeld et al., 2007). 
Groundwater in the Arctic is highly influenced by the presence of permafrost, in which it usually 
acts as an aquiclude (i.e. it has poor retention and transmission of liquid water) or an aquitard (i.e. 
it is relatively impervious but it affects the hydraulic of the non-frozen zone) (Woo, 2012, p. 74). 
Active ground water can be found above, within and beneath the permafrost and is usually known 
as suprapermafrost, intrapermafrost and subpermafrost groundwater (Woo, 1986). 
Suprapermafrost is usually found in the active layer and is supplied by either snowmelt, rainfall or 
glacier melt in glacierized areas during the thaw season and may be stored as ice during the snow 
season (Woo, 2012, p. 75). Suprapermafrost may produce seepage when the water table level rises 
above the ground, which can be substantial input to streamflow, particularly in gravel terrains 
(Woo and Xia, 1995). Intrapermafrost groundwater occurs in unfrozen zones (taliks) within the 
permafrost, which are not subject to seasonal freezing but are subject to long-term climate changes; 
open taliks are produced by either an upward movement of warmer subpermafrost water (T >0°C; 
hydrothermal talik) or mineralized subpermafrost water (hydrochemical talik) (Sloan and van 
Everdingen, 1988). Because subpermafrost groundwater is beneath the permafrost, water 
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temperatures are greater than 0°C, and it is confined by the highly impervious permafrost; 
however, it is under hydrostatic pressure and has artesian conditions (Williams and Waller, 1966). 
In discontinuous permafrost regions, subpermafrost usually occurs in unconsolidated deposits, 
whereas in northern regions it is predominantly found in bedrock (Sloan and van Everdingen, 
1988). Subpermafrost recharge is restricted by permafrost, particularly in continuous permafrost. 
However, this recharge can be enhanced by fracture systems or solution conduits such as sinkholes 
(Woo, 2012, p. 77).  
Icings (or aufeis in German and naled in Russian) are ice formations produced by the freezing of 
groundwater seepage, and they can be classified into river icing, ground icing or spring icing 
(Carey, 1973). Ground icings are produced by saturation of the ground surface by the seepage of 
groundwater, whereas spring icings, as the name implies, are associated with springs or well-
defined channels which form during the early winter; however, the distinction between these two 
categories is not entirely clear (Carey, 1973). River icings are produced on top of a river, in which 
the hydrostatic head of the ground water exceeds the river level, producing ice thicknesses up to 
three times that of normal channel flow (Kane, 1981). The detailed sequence of the physical 
mechanisms that produce river icing is well described by Kane (1981). Icing can produce severe 
problems, particularly over highway infrastructure such as culverts, in which water flow may be 
completely blocked by the ice layer. 
1.2.1.2 Streamflow generation 
The Arctic exhibits significant seasonality in radiative terms (Marsh and Pomeroy, 1996; Rouse, 
1984), which are locally affected by topographic effects, such as slope and aspect (Pomeroy et al., 
2006, 2003; Sicart et al., 2006) and vegetation cover (Ménard et al., 2014, 2012; Sturm et al., 
2000). This considerable variation in radiative fluxes is reflected in the different mechanisms that 
generate streamflow. Snowmelt is the main hydrological event after the winter season, which is 
characterized by low streamflow during March or April followed by a peak snowmelt in May or 
June (Janowicz et al., 1997). However, preferential snow deposition, produced by snow 
redistribution and resulting in snowdrifts, contributes a significant portion of the snowmelt runoff 
until late summer (Marsh and Pomeroy, 1996; Pomeroy et al., 2003; Quinton and Marsh, 1999). 
As temperature increases, precipitation phase changes towards liquid, producing rainfall events. 
Rain may then fall over the snowpack, producing rain-on-snow events, in which case a 
considerable amount of advected energy is added to the snowpack, leading to substantial snowmelt 
and runoff (Marks et al., 2001; Singh et al., 1997). This phenomenon can occur very rapidly, 
melting a significant percentage of the snowpack, which can also be intensified with high wind 
speeds (Marks et al., 2001, 1998). Devastating floods have occurred in mountainous regions due 
to rain-on-snow events. Some examples are the 2013 flood in Alberta, Canada (Pomeroy et al., 
2016) and the 1996 flood in Oregon, U.S.A. (Marks et al., 1998).  
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During the snow-free period runoff from rainfall is the main source of water for streamflow, either 
through surface runoff or subsurface runoff through organic soils (Dingman, 1966; Kane et al., 
1989, 1991). The proportion of rainfall that contributes to streamflow partly depends on the depth 
of the active layer, which controls subsurface storage capacity and hydraulic conductivity (Quinton 
et al., 2000). Rainfall events will typically occur as frontal systems or convective storms, the latter 
being the dominant form of precipitation during the summer season in the Mackenzie River Basin, 
resulting in high moisture recycling rates (Szeto, 2002). Frontal systems affect larger areas and 
have longer duration (several days), whereas convective storms are limited to smaller areas and 
shorter duration, and are usually associated with intense storms (Wallace and Hobbs, 2006, p. 349).  
These mechanisms are the main generators of streamflow in Arctic regions; however, peak river 
stage events in large rivers (e.g. Yukon and Mayo River) can also be driven by ice jams (Janowicz, 
2010), creating a damping effect in the river, raising the water level. For the period of 1885 to 
2009, thirty ice jam events were reported (Whitfield, 2012) over northern latitudes. A review of 
these and other flood mechanisms for cold and temperate environments, and the effect of climate 
change on them is presented by Whitfield (2012). Janowicz (2010) presents the observed trends of 
the river ice regimes (freeze-up and break-up) for the mean rivers in northwest Canada over the 
last decades. 
1.2.2 Hydrological modelling 
Hydrological models are simplified representations of the physical processes that define the 
hydrological behaviour of any basin. They vary in complexity and computational requirements, 
and their selection depends on the purpose of the modelling, the characteristics of the environment 
in which they will be applied and the available data (Wagener et al., 2001). Hydrological models 
can be classified based on their spatial representation: lumped, distributed and coordinate system 
(Cartesian or radial), and their simulation bases: empirical/regression, stochastic time series, 
conceptual and physically based (Dingman, 2002, p. 29).  
Lumped models represent the basin as a single point or control volume in which the spatial 
variability is averaged into a single representative parameter. These models cannot represent lateral 
flows or soil moisture redistribution and have relatively low computational requirements. In 
contrast, distributed models explicitly accounts for the spatial variability and, because of this, they 
usually require more computational resources and detailed information about the characteristics of 
the basin and the meteorological inputs, which might not be always available, among other 
problems (Beven, 2001). Some well-known distributed models are the TOPMODEL (Beven, 
1997; Beven et al., 1984; Beven and Freer, 2001), WATFLOOD (Kouwen, 1988) and the SHE 
model (Abbott et al., 1986a, 1986b). Different coordinate system models are associated with 
spatial representations of 1, 2 or 3 dimensions, usually in an orthogonal system; however, a radial 
coordinate system, for example to model the ground water through wells, such as the MODFLOW 
model (Samani et al., 2004) can also be used. 
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Based on observed records, empirical/regression models develop relationships to simulate flow 
and storage processes within the watershed. Because these models are derived from observed data, 
their applicability is limited to that range of data. An example of an empirical/regression model is 
the degree-day method (Hock, 2003) which, given an air temperature and a pre-calibrated degree-
day factor, estimates snow melt. Stochastic time series models use time series analysis techniques 
to represent system dynamics. In a similar way to empirical/regression models, stochastic time 
series models use records of forcing variables (e.g. precipitation) and state variables (e.g. ground 
water level) to characterize the system. For example, the impulse-response approach can be used 
to determine ground water recharge (Viswanathan, 1984). Conceptual models represent physical 
processes with simplified relationships, in which parameters may or may not have a physical 
meaning. However, most of the time these parameters cannot be observed or measured; therefore, 
they need to be estimated by calibration (e.g. see the VIC model; Kavetski et al., 2003). Physically 
based models use physical principles, such as conservation of energy and mass, to describe 
hydrological processes. These models are usually more complex, but they allow a much more 
realistic and comprehensive representation of the hydrology. Parameters in physically based 
models can be directly determined from observations, or be estimated by reference values in the 
literature. Some well-known physically based models suitable for cold regions are TOPKAPI 
(Ciarapica and Todini, 2002), CRHM (Pomeroy et al., 2007) and SUMMA (Clark et al., 2015). 
Although a wide range of hydrological models can be found in the literature, the Arctic presents a 
particular and less common group of hydrological processes, in contrast with those in temperate 
or warmer regions. Processes such as those presented in Section 1.1.1.1 can seldom be found in 
classic hydrological models, and therefore the selection of a hydrological model must be made 
carefully. 
1.2.2.1 The Cold Regions Hydrological Model (CRHM) Platform 
The Cold Regions Hydrological Model Platform (CRHM, Pomeroy et al. (2007)) is physically 
based, modular, and user oriented platform where models with different complexity can be created, 
usually depending on data availability, basin knowledge and the purpose of the modelling exercise. 
CRHM was developed by the Centre for Hydrology at the University of Saskatchewan with the 
aim of improving the understanding of cold regions hydrology. The basic modelling units used in 
CRHM are called Hydrological Response Units (HRUs). The HRUs are spatial units that are 
assumed to have similar hydrological behavior and so can be simplified as one homogeneous area 
(control volume), which can be defined based on different basins’ characteristics, such as 
geomorphology (e.g. elevation, aspect and slope), climatology (e.g. dry and wet) and landscape 
(e.g. glaciers, forest and grassland). Though HRUs are a useful and effective way to discretize a 
watershed, limitations arise when applied to a large watershed for which non-contiguous HRUs 
may produce problems in representing water exchange between them. This problem can be solved 
by a careful HRU delineation and a previous watershed discretization by smaller sub-basins. 
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CRHM allows selection from an extensive library of modules with hydrological processes for both 
cold and temperate environments. A list of the main physical processes and their respective 
representation in CRHM is presented in Table 1.1. The main advantage of the CRHM platform is 
that it includes a comprehensive library of cold regions hydrological processes that are not 
typically found in other modelling platforms. 
  
  13 
Table 1.1: Main physical processes available in CRHM 
Physical Process Available Modules 
Precipitation Phase 
1. Psychrometric energy balance (Harder and Pomeroy, 2013) 
2. Temperature threshold 
Blowing Snow 
Transport 
1. The Prairie Blowing Snow Model (PBSM; Pomeroy and Li, 
2000). 
2. The Walmsley simplified parameterization (Walmsley et al., 
1986) of the Mason and Sykes (MS) Windflow Model (Mason 
and Sykes, 1979). 
Evapotranspiration 
1. The Granger and Gray model (Granger and Gray, 1989). 
2. The Penman Monteith model (Monteith, 1981). 
3. The Priestley and Taylor model (Priestley and Taylor, 1972). 
Surface and Subsurface 
Routing 
1. The Muskingum method (Chow et al., 1994, p. 312). 
2. The Clark’s Unit hydrograph (Clark, 1945). 
Soil Moisture Storage 
and Flow 
1. A Three-Layer Soil Model (Pomeroy et al., 2007). 
Canopy 
Interception/Sublimation 
2. The Rutter Interception Model (Valente et al., 1997) for the 
summer. 
3. The Canopy Interception model for the winter (Hedstrom and 
Pomeroy, 1998; Parviainen and Pomeroy, 2000; Pomeroy et 
al., 1998). 
Snow Melt and 
Accumulation 
1. The Energy Balance Snow Model (EBSM; Gray and Landine, 
1988). 
2. The Snowcover Energy Balance model (SNOBAL; Marks et 
al., 1998). 
Ground Freeze/Thaw 
1. The XG-algorithm (Changwei and Gough, 2013) based on 
Stefan’s equation. 
Ground Surface 
Temperature 
1. The Radiative-Conductive-Convective approach (RCC; 
Williams et al., 2015) 
2. n-factor (Woo et al., 2007) 
Infiltration 
1. The Green-Ampt model (Dingman, 2002, p. 251-261) for 
unfrozen soils. 
2. The Ayers approach (Ayers, 1959) for unfrozen soils. 
3. Infiltration into frozen soils using the method described in 
Gray et al. (1984) and Gray et al. (1986) or the one described 
by Gray et al. (2001). 
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Physical Process Available Modules 
Radiation 
1. The method presented by Annandale et al. (2002) estimates 
shortwave radiation based on temperature observations. 
2. The snow albedo can be estimated using the method presented 
by (Gray and Landine, 1987). 
3. Long wave radiation can be estimated using the 
parameterization from (Sicart et al., 2006) 
4. The theoretical global radiation and the direct and diffuse solar 
radiation can be estimated using the parameterization from 
Garnier and Ohmura (1970). 
 
1.2.3 Observed changes in Arctic regions 
This section presents observed changes for some key variable in the Arctic freshwater system: air 
temperature, precipitation, streamflow, vegetation, permafrost and river ice. Studies are presented 
chronologically.  
1.2.3.1  Air temperature  
Temperature has been consistently increasing throughout the Arctic as documented by several 
studies. van Wijngaarden (2014) presents a study over the Canadian Arctic, in which 27 
meteorological stations were used to estimate temperature trends during the period 1895-2014. He 
found that the Canadian Arctic has unequivocally increased its mean annual temperature in the last 
century, and that there is no significant variability between eastern and western Arctic. Particularly 
for the 13 stations located in Yukon and the Northwest Territories, he found an increase of 2.3, 1.6 
and 1.7 ˚C per century for January, July and annual mean temperatures. Vincent et al. (2015) 
observed trends in climate for the period 1900-2012, and the period 1948-2012 over northern 
Canada (north of 60˚N), using a homogenized dataset. They found increasing air temperature 
throughout the country (between 1 and 3 ˚C decade-1); however, the largest annual increase was 
found over northwestern Canada. Seasonally, the largest increase was during winter in 
northwestern Canada, ranging from 4 to 6 ˚C over a 65-year period. Wanishsakpong et al. (2016) 
investigated monthly temperature trends north of latitude 45˚N, for the period 1973 to 2013. They 
classified this region into 69 sub-regions, and using the dataset from the Climatic Research Unit 
(Brohan et al., 2006), they found significant warming in most regions, particularly those in high 
latitudes, such as northern Canada, Alaska, northern Pacific Ocean and eastern Siberia, where 
temperatures increased by at least 0.15 ˚C decade-1.  
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1.2.3.2  Precipitation 
New et al. (2001) calculated an average positive trend for high latitude regions (60 to 80 ˚N) of 
3.21 mm decade-1 during the twentieth century; some of this is attributed to improvements in 
instrumentation catchment efficiency, particularly during winter, and the shift of snowfall into 
rainfall, which also improves catchment efficiency. Whitfield et al. (2004) investigated 5-day 
average changes in Arctic precipitation between two decadal periods: 1976-1985 and 1986-1995. 
They defined five clusters based on statistical similarity between precipitation records. Great 
spatial and intra-annual variability in trends were found. For example, cluster 2, which includes 
stations from central Russia and northern Canada, shows a significant increase during January and 
December winter precipitation; however, these are very small (<0.5 mm). 
X. Zhang et al. (2000) showed an increase of the annual total precipitation for the period of 1950-
1998, over Canada; however, there was substantial spatial variability, with greater changes in the 
North (>60˚N). The ratio of snowfall to total precipitation, representing the combined effect of 
precipitation and temperature changes, was also estimated by X. Zhang et al. (2000), showing 
significant positive trends for northern of Canada, produced by an increase in winter precipitation 
and a negative trend for the south. Zhang et al. (2001) assessed the spatial and temporal patterns 
of heavy precipitation over Canada. They found that there is no apparent change in the frequency 
and intensity of extreme events for the last century, and that a decadal variation dominates their 
temporal variations. Over northern Canada, they found a somewhat positive trend in the number 
of heavy snowfalls for autumn and winter; however, there is substantial spatial variability. Vincent 
and Mekis (2006) had similar results using a series of climate indices such as days with rain, cold 
days, diurnal temperature and consecutive dry days. Mekis and Vincent (2011) analyzed an 
adjusted daily precipitation dataset, which include corrections, to overcome for issues such as 
undercatch, evaporation and wetting losses, and trace observations for the period of 1900-2009 
over Canada. Rainfall corrections for the Canadian Arctic accounted for more than 20%, compared 
to original values. Temporal trends over northwestern Canada presented by Mekis and Vincent 
(2011) appear to show an increase for both rainfall and snowfall for the period 1950-2009. Vincent 
et al. (2015) used an updated version of the dataset used by Mekis and Vincent (2011), for the 
period 1948-2012 in northern Canada, and applied an interpolation to 50-km spaced grid points. 
They showed an overall increasing trend with great spatial variability; however, given the limited 
number of monitoring stations in the north, these estimations must be used carefully. 
1.2.3.3  Streamflow 
Many studies have looked at observed changes in large northward flowing river basins. Over 
northern Canada, Déry and Wood (2005) present results in which the overall river discharge has 
decreased from 1964 to 2003 by -10% on average, especially for the northeast Arctic region; 
however, basins in the northwest area presented small changes with an average increase of 2% in 
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total annual discharge. McClelland et al. (2006) studied annual discharge trends of rivers to the 
Arctic Ocean for the period 1964-2000 and found an overall annual increase of 5.6 km3 yr-1, driven 
by an increase in the Eurasia water system of 6.3 km3 yr-1 and moderated by a small decrease of 
0.4 km3 yr-1 from the North American water system. Janowicz (2008) analyzed trends in 
hydrologic response over permafrost basins in northwestern Canada for 45 hydrometric stations 
with record lengths of at least 25 years. He classified the basins based on permafrost zones: 
continuous, discontinuous and sporadic. Continuous and discontinuous basins showed slightly 
positive trends for mean annual streamflow; however, it was not statistically significant, and 
negative trends were also found; sporadic permafrost basins showed even more variability. 
Janowicz (2008) also found strong positive annual minimum streamflow trends for all three 
permafrost classes, which might be explained by permafrost degradation driven by warmer 
temperatures. Overeem and Syvitski (2010) found that major Arctic rivers such as the Mackenzie 
and Yukon showed an increase of 13.2 and 7.2%, respectively, in total annual streamflow for the 
period 1977-2007, with a shift in the snowmelt period toward an earlier melt, along with a decrease 
in the peak monthly discharge - around 4% for the Mackenzie and Yukon River. More recently, 
Rood et al. (2017) studied discharge from the Mackenzie River system in Canada and found an 
overall increase in the largest tributaries (Peace and Liard river basins) and also an increase in the 
Mackenzie River at Fort Simpson (1.5% decade-1). 
It is important to note that most of these large river basins (e.g. the Mackenzie, Lena and Yenisei 
River basins) have their headwaters and primary zones of runoff generation well below the Arctic 
Circle; therefore, they are not necessarily representative of changes in the Arctic hydrological 
cycle, particularly those occurring at Arctic headwaters, which have not yet been investigated in 
detail. 
1.2.3.4 Vegetation 
Changes in Arctic vegetation have been investigated by many studies using in situ photographs 
and measurement, and remote sensing techniques. The tundra-taiga treeline in Alaska, U.S.A., has 
advanced between 80 to 100 m northward in the last 200 years (Suarez et al., 1999). Payette and 
Filion (1985) studied white spruce (picea glauca) expansion into northern Quebec, Canada, and 
found that the treeline has not changed substantially over the past centuries; however, below the 
treeline, its density has increased. Sturm et al. (2001) investigated shrub changes in Alaska using 
aerial photographs and found a significant increase between 1948 and 2000. Tape et al. (2006) 
expanded the work showed by Sturm et al. (2001) by including many more photographs and remote 
sensing analysis using the Normalized Difference Vegetation Index (NDVI) from published and 
unpublished studies, with which they concluded that the shrub expansion is a generalized 
phenomenon in the Arctic. Lantz et al. (2013) studied shrub increase in the northwestern Canadian 
Arctic using air photographs between 1972 and 2004 and found a significant average increase in 
shrub cover and density of 68.1 and 35%, respectively. Myers-Smith and Hik (2017) investigated 
shrubline expansion in southeastern Yukon, Canada, and found consistent recruitment of alpine 
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willows driven by winter temperature changes. Martin et al. (2017) investigated the factors that 
control the expansion of shrubs into the Arctic tundra and found that there are four critical controls 
driving this process, hierarchically: air temperature, soil moisture, herbivory and snow dynamics. 
Previous literature shows a ubiquitous expansion and densification of Arctic shrubs into the tundra; 
however, the studies investigating changes in the Arctic treeline show that tree density has 
increased in some Arctic regions (Hinzman et al., 2005) and its expansion further north is also 
variable and at a slower rate than shrubs, likely due to the slower reaction of trees to changes in 
climate forcing. Studies assessing changes in forest structure (e.g. density and height) and extent 
in northwestern Canada are being developed (J. Baltzer, pers. communication, 2018), which may 
change our understanding of northern forest; however, no studies have yet been published. 
1.2.3.5  Permafrost 
Lachenbruch and Marshall (1986) present one of the earliest published studies looking at changes 
in permafrost. They investigated top permafrost (0.2 to 2 m from ground surface) temperature in 
northern Alaska and found that it has increased between 2 - 4˚C during the last century. Osterkamp 
and Romanovsky (1999) investigated permafrost thaw along an instrumented north-south transect 
in the discontinuous permafrost region of Alaska during the 80s and 90s and found warmer 
permafrost between 0.5 and 1.5˚C. Jorgenson et al. (2006) investigated the degradation of ice 
wedges in Alaska at three spatial scales using field surveys, interpretation of aerial photograph 
time series at the surveying sites and aerial photograph for two larger domains. Aerial photograph 
analysis from 1945, 1982 and 2001 revealed large increases in the area covered by ice wedges. 
Liljedahl et al. (2016) studied ice wedge degradation but at a much larger scale using in situ 
observations and remote sensing techniques. They found that ice wedge degradation is a 
phenomenon occurring throughout the Arctic and at sub-decadal scales, impacting the water 
balance of lowland tundra by inducing topographic changes that drive snow redistribution and 
runoff. 
1.2.3.6 River Ice 
Magnuson et al. (2000) studied freeze-up and break-up dates between 1846 and 1995 in the 
northern hemisphere for which, on average, they found 5.8 days later freeze-up and 6.5 days earlier 
breakup per 100 years and also found that interannual variability has increased since 1950. Beltaos 
and Prowse (2009) reviewed the ice phenology of northern rivers, showing that significant changes 
have occurred in the river-ice regime during the last half of the twentieth century, such as earlier 
break-up and jamming, later freeze-up and ice thinning. They highlight the importance of properly 
characterizing these processes under changing climate and using this knowledge to inform decision 
making in the Arctic. Janowicz (2010) studied river ice regime trends for both freeze-up and break-
up in Yukon. He found for the Yukon River in Whitehorse a delay of 30 days in the date of freeze-
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up since 1902, a statistically significant earlier break-up of 5 days per century for the same river 
at Dawson, and that breakup severity is increasing. Janowicz attributed these changes not only to 
climate change but also to teleconnections with low frequency indexes, such as Pacific Decadal 
Oscillation (PDO) and El Nino Southern Oscillation (ENSO).  
1.2.4 Atmospheric models and climate projections 
Atmospheric models are simplified (yet computationally intensive) representations of the real 
dynamic processes that occur in the atmosphere, usually on a global or regional scale, such as 
cloud formation and transport, and land-ocean-cryosphere-atmosphere interactions (Manabe et al., 
1975). These parameterizations have been historically used to better understand the relation 
between the mechanisms that drive the behaviour of the atmosphere and also to make predictions 
over different spatial and temporal scales (Rummukainen, 2010). Over regional and global scales, 
numerical weather model reanalyses, and global and regional circulation models use these physical 
parameterizations to reproduce historical meteorological variables and to make climate change 
predictions.  
1.2.4.1  Global circulation models 
Global circulation models (GCMs) are gridded models that couple ocean-atmosphere-land-
cryosphere processes. The first GCM was developed in the late 1960s by National Oceanic and 
Atmospheric Administration (NOAA) Geophysical Fluid Dynamics Laboratory in Princeton, New 
Jersey, U.S.A. (Manabe et al., 1975). At present, GCMs are forced by different anthropogenic 
greenhouse gas scenarios to model future climate change. The Coupled Model Intercomparison 
Project Phase 5 (CMIP5) used four representative concentration pathway (RCP) scenarios: RCP2.6 
(van Vuuren et al., 2011), RCP4.5 (Thomson et al., 2011), RCP6.0 (Masui et al., 2011) and RCP8.5 
(Riahi et al., 2011), to project future climate change. Each RCP scenario projects a stabilized net 
radiative forcing of 2.6, 4.5, 6.0 and 8.5 W m-2 for RCP2.6, RCP4.5, RCP6.0 and RCP8.5, 
respectively, by 2100. RCP2.6 is the most optimistic scenario for which significant changes in 
energy production practices and policies must be performed. On the other hand, RCP8.5 is the 
scenario of “business as usual” that assumes a high population increase, slow income growth, 
modest changes in technology and energy consumption. Under these RCP scenarios, the global 
mean surface temperature for 2081-2100 – relative to 1986-2005 – as simulated by the CIMP5 
models ensemble is expected to increase in 1.4°C (RCP2.6), 1.5°C (RCP4.5), 1.7°C (RCP6.0) and 
2.2°C (RCP8.5); however, not surprisingly these projected changes are not expected to be 
regionally uniform (Collins et al., 2013).  
Although GCM are state of the art in terms of global atmospheric simulations, they have several 
limitations, especially at regional or local scales. Problems with the topographic representation 
have been acknowledged. For example, Gachon and Dibike (2007) showed problems associated 
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with temperature projection of GCMs over northern Canada, in which the Arctic Archipelago 
topography was misrepresented. Local extreme precipitation events such as convective storms are 
also problematic in GCMs, where the capacity to capture them is very limited due to parameterized 
process representations of convection (Del Genio et al., 2005). On a larger scale, low frequency 
climate indexes such as El Nino Southern Oscillation (ENSO) and the Pacific Decadal Oscillation 
(PDO) are also poorly represented by GCMs (Kapur et al., 2011).  
A number of GCMs have been developed over the last decades; some of the most used are the 
HadCM3 (UK; Gordon et al., 2000), IPSL (France; Marti et al., 2009), CNRM-CM5.1 (France; 
Voldoire et al., 2012), ECHAM5 (Germany; Roeckner et al., 2003), and CGCM4 (Canada; 
Scinocca et al., 2008). Because of the computational requirements to run world simulations, GCMs 
spatial resolutions is only of the order of hundreds of kilometers, which restricts its direct 
implementation into local studies. 
1.2.4.2 Regional climate models 
Regional climate models (RCMs) are numerical climate prediction models run at higher horizontal 
spatial resolutions than GCMs, typically in the order of tens of kilometers or higher, and are 
laterally forced and initialized by either CGMs or reanalyses (Section 1.2.4.3). Due to their high 
spatial resolution, RCMs are usually limited to regional or smaller domains. High resolution RCMs 
have been implemented and have shown great potential in representing observed climatic features. 
For example, Liu et al. (2016) present results from the Weather Research and Forecasting Model 
(WRF) at a high spatial resolution (4-km) RCM over North America during a 13-year period 
(2000-2013) and forced by the ERA-Interim reanalysis. The model was compared against the 
snowpack telemetry (SNOWTEL) and an ensemble of gridded observational datasets and showed 
an overall good performance, representing annual and sub-annual precipitation and surface 
temperature; however, a summer and dry bias exists. Other examples of RCMs, at relatively lower 
spatial resolution (>20-km), are presented by the ENSEMBLE (http://ensembles-
eu.metoffice.com) and NARCCAP (http://www.narccap.ucar.edu) projects in Europe and North 
America, respectively, which present the implementation of several RCMs over the same temporal 
period and spatial domains. 
1.2.4.3 Reanalyses 
Historical gridded long-term meteorological series, usually from 30 to 50 years, can be obtained 
through atmospheric reanalyses using numerical weather prediction (NWP) models. Reanalysis 
use NWPs and assimilate near-surface variables as well as remote sensing products (Dee et al., 
2011; Uppala et al., 2005). Reanalyses are particularly useful for estimating atmospheric forcing 
variables for hydrological modelling of ungauged or poorly gauged basins, where no other source 
of information is available (Choi et al., 2009; Krogh et al., 2015; Maurer et al., 2001). Used 
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extensively all over the world, reanalyses have been available for roughly two decades. Examples 
of some that are widely used are the NCEP North American Regional Reanalysis (NARR; 
Mesinger et al., 2006), NCEP/NCAR 40-yr Reanalysis (Kalnay et al., 1996), ERA-40 and ERA-
Interim (Dee et al., 2011 and Uppala et al., 2005, respectively), and the NCEP Climate Forecast 
System Reanalysis (CFSR; Saha et al., 2010). Each reanalysis has different modelling schemes, 
data assimilation techniques and area coverage - from regional to global - where its ability to better 
represent local climatic patterns is influenced by its spatio-temporal resolution and the assimilation 
of local data.  
Projects such as the Water and Global Change Project (WATCH; Weedon et al., 2011) and the 
North American Regional Climate Change Assessment Program (NARCCAP; Mearns et al., 2009) 
provide improved reanalyses products for water and atmospheric studies. The WATCH project 
uses ERA-40 and ERA-Interim to generate bias-corrected data especially developed for water-
related studies, which is available for the largest basins of the world, such as the Mackenzie, 
Mississippi, Amazon and Ganges River. The NARCCAP project provides dynamically 
downscaled NCEP/DOE AMIP-II reanalysis data, using several RCMs, such as the Weather 
Research and Forecast Model (WRF; Michalakes et al., 2004), with a 50-km spatial resolution.   
In North America, several projects have used reanalysis data to better represent atmospheric 
variability; some of them were conducted on the Mississippi River basin (Maurer et al., 2001; 
Music and Caya, 2007), northern Manitoba (Choi et al., 2009) and British Columbia (Cannon and 
Whitfield, 2002). Lindsay et al. (2014) compared seven atmospheric reanalyses: NCEP-R1, 
NCEP-R2, CFSR, 20CR, MERRA, ERA-Interim and JRA-25, in terms of monthly averages for 
variables such as: temperature, radiative fluxes and precipitation in the Arctic region. They showed 
that three reanalyses were superior to the others; these are the CFSR, MERRA and ERA-Interim. 
1.2.4.4 Downscaling techniques 
Given the relatively coarse spatial resolution of reanalyses, GCMs and some RCMs for local 
studies, spatial and/or temporal downscaling must be performed. Downscaling approaches are 
classified into two main groups: dynamical (DD) and statistical (SD) (Fowler et al., 2007; Maraun 
et al., 2010; Wilby et al., 2002). Dynamical downscaling is associated with the implementation of 
higher resolution RCMs, using the boundary conditions from the reanalysis, GCM or lower 
resolution RCM. Statistical downscaling establishes a long-term statistical relationship between 
reanalysis, RCM or GCM and observed weather. Each approach has many advantages and 
disadvantages, which have been previously reviewed (Fowler et al., 2007). For example, SD 
approaches require significantly less computational resources and technical knowledge than DD; 
DD is based on physical equations that provide physically connected weather variables, whereas 
SD is based on relatively simple empirical relationships. The latter difference is critical when using 
the downscaled weather time series to force physically based hydrological models, as these models 
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require a consistency between weather variables that it is not guaranteed by SD approaches, 
resulting in significant limitation. 
1.3 Research design 
1.3.1 Purpose of the research 
The purpose of this research is to better understand the impact of climate and vegetation change 
on the hydrology of Arctic basins near the treeline. 
Previous research investigating Arctic hydrology lacks full representation and coupling of the 
physical processes driving the hydrological cycling and, therefore, estimations of changing 
hydrological, permafrost and snow regimes are likely biased and scientifically unsatisfactory. 
Developing a new methodology that couples vegetation, climate and hydrological dynamics will 
allow a more reliable diagnosis of the historical hydrological, permafrost and snow regimes, and 
a coherent prediction of potential future changes for Arctic headwaters basins, which is critical in 
supporting decision making in this environment.  
1.3.2 Research objectives and questions 
The following three objectives were defined to pursue the aforementioned overarching purpose of 
this research. 
1) Determine the temporal and spatial variability, and interactions of the states and fluxes of 
the hydrological cycle within an Arctic basin. 
 
Previous studies in Arctic regions have shown that given the number of hydrological 
processes and their complex interactions, models that couple mass and energy fluxes in the 
surface and subsurface are required to adequately represent the hydrological cycling. 
Despite this, current Arctic models lack full physically based representation of the key 
hydrological processes, as opposed to less reliable empirical approaches. This objective 
aims to answer the following questions: 
 
a) Can a spatially distributed and physically based hydrological model, based on 
knowledge from previous process studies in the Arctic, properly represent the observed 
streamflow regime, permafrost thaw, and snow accumulation and melt characteristics 
of an Arctic headwater near the tundra-taiga transition? 
b) What are the controlling water fluxes of an Arctic headwater basin and how do they 
vary spatially and temporally? 
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2) Diagnose the historical hydrological responses to changing climate and vegetation in an 
Arctic basin. 
 
Understanding the role of observed changes in vegetation and climate on the historical 
water cycling of an Arctic basin is crucial in understanding potential hydrological changes 
under future scenarios of change, yet no study has addressed the individual roles of 
changing climate and vegetation on Arctic hydrology. This objective aims to answer the 
following questions: 
 
a) What hydrological responses are caused by the individual effect of transient climate 
and vegetation? 
b) What are the hydrological responses to changes in both climate and vegetation? 
c) Does transient vegetation change enhance or dampen climate change? 
 
3) Quantify future hydrological changes due to projected changes in climate and vegetation 
in an Arctic basin.  
 
Few studies have looked at the impact of climate change on the hydrology of Arctic 
headwaters, and the models used have been based on empirical relationships and simple 
methodologies to look at future climate. These approaches do not ensure the physical 
consistency of projected climate variables. Furthermore, changing vegetation has been 
neglected in these estimations. This objective aims to answer the following questions: 
 
a) Can a high spatial resolution (4 km) atmospheric model represent observed weather 
patterns sufficiently well for hydrological cycle simulations in an Arctic basin? 
b) What are the expected hydrological changes under a global warming scenario with 
vegetation change? 
c) Is future climate or vegetation the main driver of projected changes in the hydrological 
cycle of an Arctic basin near the treeline? 
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1.3.3 Field Campaigns 
A series of field campaigns were carried out between 2014 and 2015, with the goal of installing 
two comprehensive hydrometeorological stations, performing seasonal maintenance, data 
collection and snow surveying. Details about the hydrometeorological station sensors and location 
are provided in the Chapter 2. During the first field campaign in June 2014, both the Windy Pass 
(Figure 1.1) and Rio Roca (Figure 1.2) weather stations were installed and the instrumentation 
started recording. During the second field campaign in September 2014, the weather stations were 
revised and repaired as necessary – Windy Pass had a malfunctioning anemometer - and snow 
thermocouples were installed at two heights. One soil pit was dug for each station to install the 
soil moisture soil temperature profiles, as can be seen in Figure 1.3 and Figure 1.4 for Windy Pass 
and Rio Roca, respectively. The third field campaign was carried out in March 2015 and involved 
data collection, station maintenance and a snow survey transect. Conditions during this campaign 
are presented in Figure 1.5 and Figure 1.6 for Windy Pass and Rio Roca, respectively. The fourth 
and last field campaign was in September 2015 and involved data collection and general 
maintenance. After this campaign, other field campaigns have been carried out to ensure the proper 
functioning of the stations and data collection. This has been done in collaboration between 
Richard Janowicz’s group at the Water Resources Branch, Yukon Environment, the Centre for 
Hydrology, University of Saskatchewan and Sean Carey’s research group at McMaster University. 
 
 
Figure 1.1: Installing the Pluvio-2 at Windy Pass, June 6, 2014. 
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Figure 1.2: Installing the weather station at Rio Roca, June 4, 2014. 
 
 
Figure 1.3: Soil profile at Windy Pass, September 6, 2014. Permafrost was not reached. 
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Figure 1.4: Soil profile at Rio Roca, September 7, 2014. Permafrost was likely reached. 
 
 
Figure 1.5: Windy Pass conditions in March 30, 2015, during snow survey, data collection 
and station maintenance campaign. 
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Figure 1.6: Rio Roca conditions in March 31, 2015, during snow survey, data collection and 
station maintenance campaign. 
 
 
Figure 1.7: Windy Pass conditions in September 23, 2015, during data collection and station 
maintenance campaign. 
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Figure 1.8: Windy Pass conditions in September 23, 2015, during data collection and station 
maintenance campaign. 
1.3.4 Thesis outline 
Chapter 2: This chapter presents the implementation and validation of a single-point hydrological 
model at two weather stations in northern Canada, for which detailed weather and subsurface 
measurements starting in 2014 are available. A detail validation of the new modules representing 
ground surface temperature and ground freeze and thaw included in the CRHM platform, as well 
as validation for snow accumulation and soil moisture storage are presented. Results and analysis 
showed in this chapter provides the basis for a further implementation of these algorithms at a 
larger basin-scale in the following chapters. 
Chapter 3: This chapter describes in detail a spatially distributed and physically based hydrological 
model at Havikpak Creek, a small Arctic basin in the Northwest Territories, Canada, underlain by 
continuous permafrost. The model was developed using the Cold Regions Hydrological Model 
(CRHM) platform, and it incorporates all the key physical process found in this environment, in 
particular, it includes ground freeze and thaw dynamics for the first time. The model was validated 
against daily streamflow discharge, snow accumulation and melt, and ground thaw. The model 
was used to diagnose the hydrological cycling and water balance over a period of 28 years, 
including snowpack dynamics, permafrost thaw and runoff generation, providing the first detailed 
analysis of the hydrological fluxes and their variation over time and space. 
Chapter 4: This chapter investigates the long-term historical effect of transient climate and 
vegetation (i.e. shrub expansion and density) on the simulated hydrological cycling of Havikpak 
Creek basin. This was approached by defining three modelling scenarios: (1) changing climate and 
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constant vegetation, (2) constant climate and changing vegetation, and (3) changing climate and 
vegetation over the period 1960-2016. A long-term time series of weather variables was 
reconstructed, mostly based on observations; however, atmospheric reanalyses were used to 
complete the records. Trend analysis using a non-parametric statistical test, change point analysis 
and teleconnections with climatic indexes such as El Nino Southern Oscillation, are investigated 
in the mass and energy fluxes. 
Chapter 5: This chapter quantifies and analyses changes to the hydrological cycling in Havikpak 
Creek basin under scenarios of changing climate and vegetation, as projected by a high resolution 
(4 km), state-of-the-art atmospheric model under a pseudo-global-warming configuration, and the 
extrapolation of observed rates of shrub expansion and densification. A detailed validation of the 
weather time series produced by the atmospheric model is presented. A sensitivity analysis of the 
basin water balance to projected changes in vegetation characteristics is performed to investigate 
the uncertainty associated with vegetation projections. Changes in the hydrological regime, 
snowmelt and accumulation patterns, evapotranspiration, sublimation and ground thaw are 
detailed, quantified and discussed. 
Chapter 6: This chapter concludes this thesis, synthesising all the research presented in previous 
chapters, providing a broader discussion on Arctic hydrological research and suggesting a potential 
direction for future hydrological research in Arctic regions. 
 
  
 
 
Chapter 2 
2 Simulating permafrost hydrology in 
northern Canada 
 
 
Boreal forest and shrubs at the Windy Pass Station, Dempster Highway, Yukon, on March 
3, 2015. 
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Abstract 
Representing water cycling in permafrost-dominated regions is challenging, as it is the result of 
complex interactions between subsurface-surface-snowpack-atmospheric processes, yet it is 
critical for predicting future hydrology. Most hydrological models applied to regions with 
continuous and discontinuous permafrost have either neglected or used empirical representations 
for key hydrological processes, such as blowing snow redistribution and sublimation, snow 
accumulation and melt, snow interception by canopy and sublimation, and permafrost thaw. This 
study presents the implementation and validation of a new set of algorithms representing 
permafrost coupled with a single-point physically based hydrological model at two 
hydrometeorological stations in northern Yukon, Canada, for which detail meteorological and 
subsurface measurements are available. Hydrological processes included in the model are 
evapotranspiration, soil moisture, flow through organic terrain and mineral soil, permafrost thaw, 
energy balance snowmelt and snow accumulation, blowing snow redistribution and sublimation, 
interception and sublimation of snowfall, and infiltration in frozen and unfrozen soils. The model 
was able to successfully represent ground surface temperature (bias ≤ 0.2°C), ground thaw (bias ≤ 
11cm) and soil moisture (bias ≤1.1 mm), but it underestimated snow accumulation (about 30 mm 
at both sites) likely due snow undercatch by wind. Sensitivity analysis of simulated ground thaw 
revealed that the soil properties of the upper organic layer dominated the model’s response; 
however, the model showed a robust performance for a range of realistic physical parameters. This 
study demonstrates that a robust and yet computationally inexpensive algorithm to represent 
permafrost thaw can be successfully coupled with a physically based hydrological model, 
representing a step forward simulating permafrost hydrology. 
 
 
 
Author contributions:  
SK and JP designed the study. SK performed the simulations and analyses and prepared the 
manuscript with contributions from JP to the manuscript structure, readability and analysis and 
discussion of the results. 
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2.1 Introduction 
The Arctic is warming producing several environmental changes such as shrub expansion and 
densification (Sturm et al., 2001b; Lantz et al., 2013; Myers-Smith and Hik, 2018), and permafrost 
thaw (Payette, 2004). Particularly, permafrost thaw has been shown to be critical for hydrological 
connectivity (supra- and super-permafrost groundwater exchange, hydraulic conductivity and 
subsurface runoff and storage; Walvoord and Kurylyk, 2016), carbon dioxide and methane release 
(Knoblauch et al. 2018; Herndon 2018), changes in landscape (Myers-Smith et al., 2008; Liljedahl 
et al., 2016) and infrastructure (building foundations and roads stability). Therefore, better 
understanding of the processes controlling permafrost thaw as well as robust numerical 
representations of various complexities and under different environmental conditions (i.e. climate, 
vegetation and soil) is needed. 
Simulating the ground freeze and thaw regime represents a great challenge as it is the result of 
complex interactions between processes representing the energy and mass exchanges amongst 
atmosphere, land, snowpack and subsurface (Kane et al., 1991; Zhao et al., 1997; Woo, 2012). 
Numerical methods representing the heat transfer equation, including heat conduction, latent heat 
and convective heat exchange, coupled with subsurface flow have been shown to properly simulate 
ground freeze and thaw, using detailed ground information and forcing data (see review from 
Kurylyk and Watanabe, 2013). However, these approaches require detailed field information, 
commonly unavailable in remote regions of the Arctic, and are computationally intensive. 
Conversely, there are simplified, empirical representations for the active layer thickness based on 
empirical equations (e.g. degree-day), which have been used for hydrological modelling in cold 
regions (Z. Zhang et al., 2000; Schramm et al., 2007). The main disadvantage of these approaches 
is that they are not reliable under conditions different from which they were developed (Sivapalan, 
2003), impeding their implementation in remote and ungauged regions and for climate change 
impact studies, for which models using physical principles should be pursued instead (Pomeroy et 
al., 2013b). Therefore, models of intermediate complexities are required, that can reliably represent 
ground freeze and thaw, and can be relatively easily implemented in hydrological model for Arctic 
and subarctic environments, allowing multiple model realizations to assess model uncertainty and 
sensitivity. 
In the context of model of intermediate complexities, Stefan’s Equation (Juminikis, 1977, p. 205) 
is a commonly used and relatively simple one-directional model that estimates ground freeze and 
thaw in homogeneous soils, which considers the latent heat of fusion and neglects the soil 
volumetric heat capacity and convective heat exchange. Modified versions of Stefan’s Equation 
have been developed to be implemented in multilayered soils (Woo et al., 2004; Hayashi et al., 
2007; Fox, 1992; Yi et al., 2006). Another modified version of Stefan’s Equation developed by 
Changwei and Gough (2013), referred as the XG-algorithm, differs from previous approaches as 
it does not require averaging of soil parameters for multilayered soils and is independent of the 
number and thickness of soil layers. Algorithms based on Stefan’s Equation require ground surface 
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temperature estimation as the upper boundary condition. Measuring this variable is not common 
and even if it is measured at a point, spatially distributed estimations are required for hydrological 
models. Simulation of ground surface temperature has been typically approached by implementing 
a ratio between ground surface temperature to air temperature, referred as the n-factor (Woo, 2012, 
p. 56), which is commonly assumed to be constant. Main issues associated to the use of the n-
factor are its empirical basis and that it varies spatially (Klene et al., 2001) and temporally (Woo 
et al., 2007). Williams et al. (2015) presented a novel approach to estimate ground surface 
temperature based on air temperature, net radiation and ground thaw depth, referred as the 
radiative-conductive-convective (RCC) approach. The RCC approach showed good performance 
at tree experimental sites in Canada and it proved to have a much superior performance than the 
empirical n-factor. Both the XG-algorithm and the RCC approach were incorporated in the Cold 
Regions Hydrological Model (CRHM; Pomeroy et al. 2007) platform, and they are part of the 
Arctic Hydrology Model (AHM) developed by Krogh et al. (2017) and applied by Krogh and 
Pomeroy (2018) to investigate recent hydrological changes in an Arctic basin near the treeline. 
The purpose of this research is to verify in detail the incorporation of the XG-algorithm and the 
RCC approach to the CRHM-AHM at two instrumented permafrost hydrology research sites in 
northern Yukon, Canada, for which detailed measurements of soil temperature and water content 
and ground surface temperature are available. As a secondary goal, the sensitivity of the model to 
changes in the soil thermal properties and porosity is also examined for model transferability and 
climate change studies. 
2.2 Study sites and data 
The sites selected for this study are permafrost hydrology study sites associated with two 
hydrometeorological stations located in northern Yukon, Canada (Figure 2.1), namely, Rio Roca 
and Windy Pass. These two locations were selected as they have good access from the nearest road 
(Dempster Highway), are relatively sheltered from wind and bridge the gap between existing 
weather stations along the Dempster Highway corridor. Windy Pass is situated within the North 
Ogilvie Mountain Ecoregion, which is predominantly covered by subarctic coniferous forest 
(50%), followed by Arctic/alpine tundra (20%), rocklands (20%), and lakes and wetland (5%), 
with relatively dry (mean annual precipitation 300 to 450 mm) and cold conditions (mean annual 
temperature -7 to -10°C) (Smith et al. 2004). The elevation at Windy Pass is 1,030 metres above 
sea level (m.a.s.l.) in a terrain with a mild slope estimated at 5° and is surrounded by shrubs, moss 
and scattered spruce (Table 2.1). The soil profile at Windy Pass is characterized by an upper 
partially decomposed organic layer, from the surface to 23 cm depth, followed by a denser organic 
matter layer (15 cm thick), underlain by mineral soil (Figure 2.2a). The second station, Rio Roca, 
is located within the British-Richardson Mountains Ecoregion, which is predominantly covered by 
alpine/subarctic tundra (65%), followed by subarctic coniferous forest (20%) and rocklands (15%), 
with dry (mean annual precipitation 250 to 400 mm) and cold conditions (mean annual temperature 
-7.5 °C) (Smith et al., 2004). The elevation at Rio Roca is 660 m.a.s.l., with a ground surface slope 
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estimated at 4°, surrounded by scattered shrubs and spruce, and with moss, lichen and grass on the 
ground. The soil profile at Rio Roca is characterized by an upper partially decomposed organic 
layer, from the surface to 18 cm depth, followed by a denser and organic matter layer of at least 
63 cm thickness, at which point, continuous, ice-rich permafrost was reached and further sub-soil 
investigations were not possible (Figure 2.2b). 
 
Figure 2.1: Location of permafrost hydrology study sites in northern Yukon, Canada. 
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Table 2.1: Study site geographical characteristics. 
Station 
Geographic 
Coordinates 
Elevation 
(m.a.s.l.) 
Slope Vegetation cover 
Windy 
Pass 
65° 4’ 0.8’’ N 
138° 14’ 46.1’’ W 
1,030 5° 
Shrubs, moss and scattered 
spruce 
Rio Roca 
66° 50’ 1.0’’ N 
136° 20’ 0.0’’ W 
660 4° 
Grasses, moss, lichen and 
scattered spruce and shrub 
 
Both stations were equipped with sensors to monitor the following variables: precipitation, air 
temperature, relative humidity, incoming and outgoing shortwave radiation, wind direction and 
speed, snow depth, soil heat flux, soil moisture and temperature (4 depths), ground surface 
temperature and snow temperature. The sensors’ models, manufacturers and height/depths are 
detailed in Table 2.2. The data was recorded using a CR1000 datalogger from Campbell Scientific 
Canada Ltd., and the frequency of measurements was every 30 minutes for all variables except for 
soil moisture and temperature, which were measured every 6 hours. 
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Table 2.2: Instrumentation at the two weather stations. 
Measurement Manufacturer Model Quantity 
Sensor height or depth 
(m) with respect to 
ground surface 
Windy 
Pass 
Rio Roca 
Precipitation Ott Pluvio2 1 2.0 2.0 
Air 
Temperature 
and Relative 
Humidity 
Rotronic HC-S3-XT 1 2.1 2.9 
Outgoing and 
Incoming 
Shortwave 
Radiation 
Apogee SP-230 1 (each) 
2.0 and 2.4, 
respectively 
4.1 and 4.3, 
respectively 
Wind Speed 
and Direction 
RM Young 05108-10-L 1 4.3 5.0 
Snow Depth Campbell CSI SR50A 1 2.2 2.5 
Soil Heat Flux Hukseflux HFP01-L 1 -0.03 -0.03 
Soil Moisture 
and 
Temperature 
Campbell CS655-L 4 
-0.1, -0.23, 
-0.51, -0.91 
-0.1, -0.3,  
-0.5, -0.76 
Ground 
Surface  
Temperature 
Omega 
Type E 
Thermocouple 
1 -0.01 -0.01 
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Figure 2.2: (a) Soil profile at Windy Pass, September 6, 2014. Permafrost was not reached. 
(b) Soil profile at Rio Roca, September 7, 2014. Ice-rich permafrost was reached. 
2.2.1 Windy Pass 
Continuous weather and soil data at Windy Pass is available for this study from September 2014 
to June 2017, including two complete summer (2015 and 2016) and three winter (2014-2015, 
2015-2016 and 2016-2017) seasons. Figure 2.3a presents mean monthly precipitation and mean 
daily temperature for the available period. Precipitation was corrected for the effect of wind 
undercatch, typically found for snowfall in cold, windy and dry environments. Smith (2008) 
developed the correction used, which is an empirical relationship between wind speed and 
undercatch. Mean annual precipitation was 407 mm after wind undercatch corrections, for which 
the maximum monthly precipitation occurred in August at 104 mm, followed by July and June at 
88 mm and 51 mm, respectively, representing a total summer precipitation of 243 mm or 60% of 
the mean annual precipitation. Winter precipitation (October to April) was 107 mm or 26% of the 
mean annual precipitation. Mean annual temperature was -4.4 °C, and the maximum and minimum 
recorded temperatures were 25.0 and -42.1 °C respectively, with an average season above 0 °C of 
148 days from April 28 to September 23. Figure 2.3b presents the wind rose, which shows 
predominant winds from the north; however, the highest wind speeds were from the south and 
reached up to 8 m s-1. High wind speeds (> 4 m s-1) were infrequent. Relative humidity ranged 
from 13% to 98%, with mean annual values of 70%. Daily shortwave irradiance rose to 800 W m-
2 in mid-summer and down to 5 W m-2 in mid-winter. Average snow depth increased to 90, 68 and 
43 cm in 2015, 2016 and 2017, respectively. End of snow ablation was May 19, 14 and 9 for the 
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years 2015, 2016 and 2017, respectively; whereas the beginning of the snowcover season was Oct 
6, Sept 18 and Oct 8 for the years 2015, 2016 and 2017, respectively. Figure 2.3c presents mean 
daily soil temperature at four depths. The thawing season of 2015 was shorter than in 2016 at most 
recorded depths (Table 2.3 and Table 2.4), which is consistent with the warmer maximum and 
minimum temperatures. For example, the initiation of ground thaw at 10 cm deep started in May 
19 in 2015, whereas in 2016 it started about three weeks earlier. Note that for the available 
measurements, the deeper in the soil the longer the thawing season is. Table 2.3 and Table 2.4 
present details about ground thaw duration and initiation, ground freeze initiation, and minimum 
and maximum soil temperature at all depths. Liquid water content (not shown) was successfully 
measured at all depths but at 23 cm, for which several gaps during the summer developed. 
 
Figure 2.3: (a) Mean monthly precipitation and mean daily air temperature. (b) Wind rose. 
(c) Mean daily soil temperature at four depths. 
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Table 2.3: Soil temperature profile for the period spring 2015 – spring 2016 at Windy Pass. 
Depth 
(cm) 
Ground 
thaw 
initiation 
Ground 
freeze 
initiation 
Thaw season 
duration 
(days) 
Maximum 6-
hourly 
temperature 
(°C) 
Minimum 6-
hourly 
temperature 
(°C) 
10  May 19 Oct 11  145 13.5 -8.1 
23 May 22  Nov 15  177 9.7 -4.6 
51 May 31  Dec 25  208 7.8 -1.6 
91 June 30  Feb 9  255 6.5 -0.5 
 
Table 2.4: Soil temperature profile for the period spring 2016 – spring 2017 at Windy Pass. 
Depth 
(cm) 
Ground 
thaw 
initiation 
Ground 
freeze 
initiation 
Thaw 
season 
duration 
(days) 
Maximum 6-
hourly 
temperature 
(°C) 
Minimum 6-
hourly 
temperature 
(°C) 
10  April 30  Oct 9  162 16.4 -3.9 
23 May 19  Nov 4  152 12.1 -1.9 
51 June 5  Jan 15  224 9.3 -0.7 
91 July 2   Apr 23  295 8.1 -0.1 
2.2.2 Rio Roca 
This station has a shorter period of record than Windy Pass, due to station damage likely produced 
by a bear; therefore, continuous records are only until June 2016. Only one ground thaw season 
(2015) and two winter seasons (2014-2015 and 2015-2016) are available. Figure 2.4a presents 
mean monthly precipitation and mean daily temperature. Precipitation at Rio Roca was also 
corrected for the effect of wind undercatch using the correction from Smith (2008). Mean annual 
precipitation was 439 mm, for which the maximum monthly precipitation occurred in August at 
111 mm, followed by July and October at 64 mm and 55 mm, respectively. Mean summer 
precipitation (June to August) was 205 mm or 47% of the mean annual precipitation, whereas 
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winter precipitation accounted for 165 mm or 38% of the mean annual precipitation. Mean annual 
temperature at Rio Roca was -4.1 °C, and the maximum and minimum recorded temperatures were 
25.5 and -36.3 °C, respectively, with an average season above 0 °C of 150 days, from April 25 to 
September 22. Figure 2.4b presents the wind rose, which shows predominant winds from the north, 
similar to Windy Pass station; however, the highest wind speeds were from the east and reached 
up to 9 m s-1. Relative humidity ranged from 15% to 98%, with mean annual values of 73%. Daily 
shortwave irradiance increased to 750 W m-2 in mid-summer and down to 3 W m-2 in mid-winter. 
Snow depth from the SR50 was very noisy even after removing outlier values, and there is a 
substantial inconsistency when compared to the spatially averaged snow survey observations near 
the station. Nevertheless, the end of the snow ablation can be extracted from this and it was on 
May 9, 2015, and May 1, 2016.  
Figure 2.4c presents mean daily soil temperature at four depths. Ground thaw at 10 cm began on 
May 20 and lasted until October 2, resulting in a thawing period of 135 days, whereas for the 
deepest measurement at 76 cm, soil thaw started on July 1 and lasted until October 15, resulting in 
a shorter thawing season of 102 days (Table 2.5). The opposite was found at Windy Pass, in which 
deeper soil layers have a longer thawing season. This is explained by the colder conditions at deep 
soil layers and the continuous, ice-rich permafrost at depth found at Rio Roca, resulting in faster 
cooling of the ground and likely shallower active layer thickness, which in turn produces a faster 
freezing front from the permafrost upwards. 
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Figure 2.4: (a) Mean monthly precipitation and mean daily air temperature. (b) Wind rose. 
(c) Mean daily soil temperature at four depths. 
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Table 2.5: Soil temperature profile for the period spring 2015 – spring 2016 at Rio Roca. 
Depth 
(cm) 
Ground 
thaw 
initiation 
Ground 
freeze 
initiation 
Thaw season 
duration 
(days) 
Maximum 
Temperature 
(°C) 
Minimum 
Temperature 
(°C) 
10  May 20  Oct 2  135 9.0 -4.6 
30 June 1  Oct 9  130 5.5 -3.5 
50 June 22   Oct 9  109 4.2 -2.7 
76 July 5 Oct 15  102 2.2 -2.1 
 
2.3 Point-scale hydrological modelling 
The Arctic Hydrology Model (AHM; Krogh et al., 2017), developed using the Cold Regions 
Hydrological Model platform (CRHM; Pomeroy et al., 2007; 2016), was used to simulate the 
observations recorded at Windy Pass and Rio Roca stations. CRHM has a flexible and modular 
structure that allows selection from a large library of modules, the hydrological processes and the 
approaches (e.g. degree day or full energy balance to simulate snow accumulation and melt) to 
include in the model configuration. Hydrological processes included in this application include 
snow albedo decay, precipitation phase, sublimation/evaporation from canopy, intercepted 
snowfall/rainfall, snowmelt and accumulation, snow redistribution and sublimation by wind, 
ground freeze/thaw, evapotranspiration, surface and subsurface flow and storage, flow through 
organic terrain and snowpack, infiltration into frozen and unfrozen soils. The only difference 
between this model configuration and the one used in the CRHM-AHM is that streamflow routing 
was not included here as in subsequent thesis chapters. Most algorithms used to represent these 
hydrological processes have a strong physical base, allowing confidence model and parameter 
transferability between sites with similar conditions. Table 2.6 presents a brief description with 
the key characteristics of each module representing the hydrological processes (more details in 
Krogh et al., 2017 and subsequent chapters). The CRHM-AHM requires hourly input weather data 
consisting of precipitation, air temperature, relative humidity, wind speed and shortwave and 
longwave irradiance. As a single-point or 1-D implementation of the CRHM-AHM model, this 
application does not allow horizontal inputs of mass fluxes such as surface and subsurface flow, 
though water can flow out and snow can also be transferred through wind redistribution.  
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Table 2.6: Description of the physical processes included in the hydrological model for Rio 
Roca and Windy Pass. 
Physical process  Module description 
Precipitation Phase 
Partition 
This method estimates the phase of precipitation (rain or snow) using 
a psychrometric energy balance approach, based on the fall velocity, 
air temperature and the relative humidity (Harder and Pomeroy, 
2013) 
Albedo Decay 
Albedo decay rate is classified into three groups: premelt, melt and 
postmelt, each with a different decay rate for the snowcovered 
period. This model is suitable for cold shallow snowpacks that are 
not subject to frequent mid-winter melt events (Gray and Landine, 
1987) 
Canopy Interception, 
Sublimation and 
Evaporation 
The Rutter Interception Model (Valente et al., 1997) for rain 
interception, linked to growing season evapotranspiration. The 
Canopy Interception and Sublimation Model for the snow season 
(Ellis et al., 2010; Hedstrom and Pomeroy, 1998; Parviainen and 
Pomeroy, 2000; J. W. Pomeroy et al., 1998)  
Snow Melt and 
Accumulation 
A Snowcover Energy Balance Model (SNOBAL; Marks et al., 1998) 
is a two-layer energy balance model that allows refreezing and uses 
the bulk transfer method with stability correction (Monin and 
Obukhov, 1954) to calculate turbulent heat fluxes.  
Evapotranspiration 
Penman-Monteith Algorithm (P-M; Monteith, 1981) for unsaturated 
surfaces and Priestley-Taylor (Priestley and Taylor, 1972) for 
saturated surfaces. Jarvis (1976) to estimate stomata resistance 
changes. 
Blowing Snow 
Transport, Sublimation 
and Redistribution 
Prairie Blowing Snow Model (PBSM; Fang and Pomeroy, 2009; 
Pomeroy and Li, 2000) is a steady-state two-phase flow model that 
calculates snow saltation and suspension based on friction velocity, 
aerodynamic roughness height, exposed vegetation and fetch 
distance. A coupled sublimation algorithm integrates the sublimation 
of a single ice particle over the saltation and suspension layers and 
rescales this to bulk sublimation. 
Ground Thaw-Freeze 
A simplified solution of Stefan’s heat flow equation, the XG – 
algorithm (Changwei and Gough, 2013) 
Snow-free ground 
surface temperature 
Semi-empirical approach that uses air temperature, net radiation and 
antecedent frost table depth to estimate ground surface temperature 
(Williams et al., 2015). 
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Physical process  Module description 
Water flow through 
snowpack and organic 
layer 
Water flow detention produced by the celerity of flow through the 
snowpack or exposed organic layers above soil is calculated as per 
Pomeroy et al. (2016) based on Colbeck (1975, 1972) and 
relationships between permeability, water pressure and saturation. 
Soil Infiltration 
Infiltration into unfrozen soils using Ayers (1959) and into frozen 
soils using Gray et al. (2001). Infiltration into unfrozen soils is based 
on an empirical relationship between ground cover condition (e.g. 
bare soil or forested) and soil texture. For frozen soils, infiltration is 
first classified as unlimited, restricted and limited. For limited 
infiltration, parameterization of a finite difference heat and mass 
transfer model is based on initial surface saturation, average soil 
saturation and temperature, and infiltration opportunity time. 
Soil Moisture 
Subsurface vertical and lateral drainage controlled by effective 
hydraulic conductivity using the Brooks and Corey (1964) 
relationship. Three-layer model includes a recharge, lower and 
groundwater layer. The model allows for infiltration excess or 
saturation-excess overland flow, surface runoff, recharge through 
macropores and subsurface discharge (Fang et al., 2013). Here, no 
sub-permafrost groundwater recharge is allowed due to ice-rich soils 
and relatively shallow active layer. Lateral and vertical flows are 
calculated based on Darcy’s law using the unsaturated hydraulic 
conductivity calculated with the Brooks and Corey (1964) 
relationship. This module is linked to XG and all water and storage 
capacity in the frozen layer is considered immobile and inaccessible. 
Liquid water below a frozen layer may drain vertically or 
horizontally but not be recharged from above. Liquid water above a 
frozen layer is restricted to the unfrozen layer and may drain 
horizontally and be recharged or withdrawn by evapotranspiration. 
Surface and Subsurface 
Routing 
Surface and subsurface lag and storage (Clark, 1945). 
 
Some of the key differences with previous hydrological models using the CRHM platform are the 
incorporation of the XG-algorithm (Changwei and Gough, 2013) representing ground freeze and 
thaw, and the estimation of ground surface temperature that it is used as the upper boundary 
condition for the XG-algorithm. During the snow-free season, ground surface temperature is 
calculated using the radiative-conductive-convective approach (RCC; Williams et al., 2015), 
which is based on air temperature, net radiation and antecedent frost table depth. During the 
snowcovered season, ground surface temperature is calculated based on the lower snow layer 
temperature from two-layer snow energy balance model SNOBAL. The XG-algorithm is a 
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simplified solution for Stefan’s equation (Juminikis, 1977) to represent heat transfer in multi-
layered and non-uniform soils, considering the latent heat of fusion and neglecting the volumetric 
heat capacity of the soils (i.e. sensible heat exchange). Stefan’s equation is presented in Equation 
2-1, where ξ is the frost/thaw front depth, k is the thermal conductivity of the soil (W m-1 K-1), F 
is the surface freeze/thaw index (oC degree-days; calculated based on the ground surface 
temperature), L is the latent heat of fusion (J kg-1), w is the volumetric water content (m3 m-3), and 
ρ is the bulk density of the soil (kg m-3). 
𝜉 = √
2𝑘𝐹
𝐿𝑤𝜌
 
Equation 2-1 
 
Changwei and Gough (2013) defined the ratio P12 (Equation 2-2), where 1 and 2 are two vertically 
adjacent soil layers. 
𝑃12 =
𝜉1
𝜉2
= (
𝑘1𝜌2𝑤2
𝑘2𝜌1𝑤1
)
0.5
 Equation 2-2 
The P12 ratio is the ratio between the frost/thaw front depth of soil layer 1 and 2, which is defined 
only by the physical properties of each soil layer, and not by the freeze/thaw index (F). With 
Equations 2-1 and 2-2, and the concept of a “residual freeze/thaw index”, Changwei and Gough 
(2013) deduced a simple relationship to estimate the freezing/thawing depth in a two layered soil 
system: 
𝜉 =
{
 
 
 
 
√
2𝑘1𝐹
𝐿𝑤1𝜌1
                                          𝑖𝑓 𝐹 ≤  𝐹1
𝑍1 +
𝜉1 − 𝑍1
𝑃12
                                  𝑖𝑓 𝐹 >  𝐹1
 
Equation 2-3 
 
where Z1 is the thickness of the first soil layer (m) and F1 is the freeze/thaw index required to 
freeze/thaw the first layer. Equation 2-3 can be generalized to calculate the freeze/thaw of an n-
layered soil system. The thermal conductivity of each soil layer is estimated using the expression 
developed by Johansen (1975, p. 221) for unfrozen and frozen soils, based on their degree of 
saturation. 
The majority of the parameters used in this study are presented and discussed by Krogh et al. 
(2017) and were taken from detailed process studies in the region or in places with similar 
hydrological conditions; however, parameters describing local characteristics such as elevation, 
aspect, slope, vegetation (Table 2.1) and soil profile are specific to each site and derived from local 
measurements. The soil profile configuration used in the CRHM-AHM single-point configuration 
consists of 20 numerical layers. The top 10 layers are 0.1 m thick and the lower 10 layers are 0.2 
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m thick. The top 4 layers in the Windy Pass model represent the top organic soil and the lower 16 
layers represent the mineral soil (Figure 2.2a). The Rio Roca model has a much thicker organic 
layer represented by the top 8 layer in the model and the mineral soil represented by the remaining 
12 layers (Figure 2.2b). The thermal properties and porosities used in the organic and mineral soil 
layers are presented in Table 2.7 and are based on reference values presented by Woo (2012).  
Table 2.7: Thermal properties and porosity for the organic and mineral soil layers used in the 
CRHM-AHM model at Windy Pass and Rio Roca stations. 
Parameter Organic Mineral 
Porosity 0.8 0.4 
Soil dry thermal conductivity (W m-1 K-1) 0.1 0.25 
Soil saturated unfrozen thermal conductivity (W m-1 K-1) 0.5 2.5 
Soil saturated frozen thermal conductivity (W m-1 K-1) 1.9 1.9 
 
2.4 Results 
2.4.1 Model Performance 
2.4.1.1 Windy Pass 
Figure 2.5 presents a comparison between observed near ground surface temperature (1 cm deep) 
and simulations for the snow-free period of 2015 and 2016. The model slightly underestimated 
ground surface temperature by -0.5°C during 2015, whereas during 2016 the model overestimated 
observations by 0.4°C, resulting in a mean bias of 0.02°C for the entire period. Correlation between 
simulations and observations during 2015 and 2016 are 0.95 and 0.94, respectively, resulting in a 
correlation of 0.94 for the entire period. This analysis demonstrates the capability of the radiative-
conductive-convective model (Williams et al., 2015), implemented within the CRHM-AHM, to 
simulate daily ground surface temperature at Windy Pass. Note that the CRHM-AHM model 
determined the start of the snow-free period and the initiation of thaw. The top panel in Figure 2.6 
presents simulated and observed ground thaw, i.e. the date and depth at which the soil temperature 
reaches 0°C. During the thawing season of 2015, the model underestimated ground thaw by 10, 
13, 23 and 15 cm at 10, 23, 51 and 91 cm deep, respectively, resulting in a mean bias of -15 cm. 
During the 2016 thawing season, the model also underestimated observations by 10, 2, 7 and 3 cm 
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at 10, 23, 51 and 91 cm deep, respectively, resulting in a mean bias of -6 cm. The lower panel in 
Figure 2.6 presents a comparison of the modelled liquid water content to that observed at a depth 
within the top recharge layer. The recharge layer in CRHM-AHM is used as the top soil layer that 
receives water from infiltration and from which vegetation roots extract soil moisture for 
evapotranspiration. Observed water content at the recharge layer was calculated assuming a 10 cm 
recharge layer and a constant water content equal to the measurements at 10 cm deep. A small 
mean bias of 1.1 and 0.4 mm and a correlation coefficient of 0.16 and 0.61 were found for 2015 
and 2016, respectively. The main differences were found at the beginning of the 2015 season, in 
which the water content is underestimated; however, for the remaining of the period, the model 
showed to adequately represent water content in the top 10 cm. A more detailed analysis including 
water content observations at all depths was not possible due to several gaps found in the records 
at 23 cm depth. 
The upper panel in Figure 2.7 shows a comparison between observed and simulated snow depth. 
Simulated snow depth was underestimated by the model during the years 2015 and 2016, which is 
explained by an overestimation of the simulated snow density; however, in 2017 it was relatively 
well represented. There is significant spatial variability in observed snow depth, particularly during 
2015, as can be seen from the snow survey standard deviation (σ = 0.18 m). Continuous “point” 
snow depth observations by the SR50 allow comparison of the beginning and end of the snowcover 
season. The observed dates for the end of snow ablation for the years 2015, 2016 and 2017 were 
May 19, May 14 and May 9, respectively, whereas simulations were May 19, May 11 and May 
15.  This demonstrates that the model simulated an earlier (3 days) and later (6 days) end of snow 
ablation period for the years 2016 and 2017, respectively, but captured the exact day in 2015. This 
is particularly important, as the end of the snow ablation triggers the initiation of ground thaw. The 
lower panel in Figure 2.7 presents simulated snow water equivalent (SWE), and the mean and 
standard deviation of SWE from the snow survey transect. The model simulations underestimated 
the mean observed SWE by 29 and 30 mm for 2015 and 2016, respectively. However, as 
previously mentioned, there is substantial spatial variability in the snow survey; standard 
deviations for the years 2015 and 2016 were 54 and 34 mm, respectively and so the simulations 
are within the standard deviations. The model simulations may be biased by uncertainty in the 
wind undercatch correction used (Smith, 2008), model error (e.g. calculation of turbulent fluxes 
or ground heat), and the small topographic features producing small scale wind redistribution. 
Variability in wind redistribution is expected for the snow survey transect points far from the more 
wind-sheltered conditions found at the meteorological station, and was not captured by the single-
point model implementation. Unfortunately, there are no observations to compare simulated SWE 
during the year 2017. 
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Figure 2.5 Near ground surface temperature (1 cm depth) comparison between observed and 
single-point model at Windy Pass. 
 
Figure 2.6: Top panels: ground thaw validation at Windy Pass. Lower panel: liquid water 
content at the top recharge ground layer. 
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Figure 2.7: Upper panel: snow depth comparison between observed and single-point model at 
Windy Pass. Lower panel: snow water equivalent validation at Windy Pass. Magenta circles 
represent the mean value from a snow survey performed across the Windy Pass station. Error 
bar presents the standard deviation of the snow survey. 
2.4.1.2 Rio Roca 
Due to the shorter available period, there is only one ground thaw season to validate the model at 
Rio Roca. Figure 2.8 presents observed and simulated daily ground surface temperature, for which 
the model slightly overestimated observations by 0.04°C on average; however, simulations 
correlated well to observations, with a coefficient of correlation of 0.88. The upper panel in Figure 
2.9 shows the validation of the ground thaw algorithm used in the model. A good agreement was 
found between observations and simulations, with differences of -10, 0.02, 0.0 and -9 cm, at 10, 
30, 51 and 76 cm depths, respectively, resulting in a mean bias of -5 cm. The initiation of ground 
thaw was 5 days late due to late snow ablation in the model (Figure 2.8); this partially explains the 
bias in ground thaw.  
Unfortunately, snow depth records do not allow a meaningful comparison between simulated and 
observed snow depth to support this ground thaw analysis. The lower panel in Figure 2.9 presents 
observed mean and standard deviation of SWE from two snow surveys performed in late March 
2015 and 2016 against simulated SWE. Simulations for 2015 and 2016 underestimated observed 
mean SWE by 30 and 24 mm, respectively; however, they are both within the standard deviation 
(35 and 58 mm, respectively) of observations along the transect. SWE standard deviations suggest 
a large spatial variability along the snow transect (similarly to Windy Pass), which could be due 
to small topographic features producing small-scale wind redistribution, modelling errors and/or 
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uncertainty in the wind undercatch algorithm employed. As opposed to Windy Pass, measurements 
of liquid water content at the top layer are incomplete, precluding a comparison of the recharge 
layer water content.  
 
Figure 2.8: Near surface temperature validation at Rio Roca station. 
 
Figure 2.9: Upper panel: ground thaw validation at Rio Roca. Lower panel: snow water 
equivalent validation at Rio Roca. Blue circles represent the mean value from a snow survey 
performed across the Rio Roca station. Error bar presents the standard deviation of the snow 
survey. 
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2.4.2 Ground thaw sensitivity to thermal conductivity and porosity 
Given the uncertainty associated with the parameter values chosen for the thermal conductivity 
and porosity, a sensitivity analysis for a range of possible and documented values was performed 
to understand their impact on the simulated ground thaw. The parameters and ranges used in the 
sensitivity analysis are presented in Table 2.8. The global sensitivity analysis presented by Razavi 
and Gupta (2016a and 2016b), referred as VARS (Variogram analysis of response surfaces), was 
used for this purpose. The mean bias between observed and simulated ground thaw was used as 
the metric to assess the sensitivity. Fifteen “stars” (refer to the VARS manual for details: 
http://homepage.usask.ca/~ser134/publications/20160219_VARS-Tool%20manual.pdf) were 
used to set up the sensitivity analysis, resulting in 825 simulations for the six parameters, which is 
considered to be sufficient for this purpose. 
Figure 2.10 and Figure 2.11 present the results of the sensitivity analysis for the Windy Pass and 
Rio Roca models, respectively. In both cases, the parameter that had the greatest impact on the 
model (i.e. the largest ratio of factor sensitivity, Figure 2.10a and Figure 2.11a) was the soil dry 
thermal conductivity of the organic soil layer (p3), followed by the porosity of the organic layer 
(p1). Simulations using the different parameter-scenarios (Figure 2.10b and Figure 2.11b) suggest 
that for the Windy Pass model, the active layer thickness (ALT) varies between 1.17 and 1.42 m 
for the year 2015 and between 1.31 and 1.58 m for the year 2016, whereas for the Rio Roca model 
it varies between 0.93 and 1 m. This analysis revealed that the simulated ALT at Windy Pass is 
more sensitive to the selection of parameters, particularly those associated with the upper organic 
soil layer, than the simulated ALT at Rio Roca. This can be explained by the warmer and longer 
thawing season found at Windy Pass (Figure 2.5 and Figure 2.9), allowing a larger variability by 
the end of the thawing season. A histogram of mean bias in simulations (Figure 2.10c and Figure 
2.11c) shows that at Windy Pass, parameters uncertainty alone does not completely explain the 
model underestimation of ground thaw, as for all the scenarios, the mean bias was always at least 
-6 cm. At Rio Roca, some simulations showed a mean bias of -3 cm, suggesting that with a 
different combination of realistic parameters the model bias can be further reduced to small values, 
though it was already relatively low. 
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Figure 2.10: (a) Ratio of factor sensitivity of simulated ground thaw to selected parameters at 
Windy Pass; p1: organic layer porosity, p2: mineral soil layer porosity, p3: organic soil layer 
dry thermal conductivity, p4: mineral soil layer dry thermal conductivity, p5: organic soil layer 
saturated thermal conductivity, p6: mineral soil layer saturated thermal conductivity. (b) 
Sensitivity of simulated ground thaw to selected parameters against observations. (c) Histogram 
of simulations mean bias. 825 model simulations were performed. 
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Figure 2.11: (a) Ratio of factor sensitivity of simulated ground thaw to selected parameters at 
Rio Roca; p1: organic layer porosity, p2: mineral soil layer porosity, p3: organic soil layer dry 
thermal conductivity, p4: mineral soil layer dry thermal conductivity, p5: organic soil layer 
saturated thermal conductivity, p6: mineral soil layer saturated thermal conductivity. (b) 
Sensitivity of simulated ground thaw to selected parameters against observations. (c) Histogram 
of simulations mean bias. 825 model simulations were performed. 
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Table 2.8: Parameter ranges for ground thaw sensitivity analysis at Windy Pass and Rio Roca. 
Parameter Organic soil layer Mineral soil layer 
Porosity (.) 0.7 – 0.9  0.3 – 0.5 
Soil dry thermal conductivity (W m-1 K-1) 0.06 – 0.15 0.2 – 0.3 
Soil saturated unfrozen thermal 
conductivity (W m-1 K-1) 
0.25 – 0.75 2.0 – 3.0 
 
2.5 Discussion  
The CRHM-AHM model was found to successfully represent daily ground surface temperature at 
the two sites (Figure 2.5 and Figure 2.8); mean bias at Windy Pass and Rio Roca was 0.02 and 
0.04 °C, respectively, whereas the correlation coefficient was 0.94 and 0.88, respectively, 
demonstrating the capacity of the RCC model to be successfully transfer and applied to different 
conditions. Ground surface temperature is a critical state variable in the model, as it was used as 
the upper boundary condition to the module simulating ground thaw, and it is typically used for 
that purpose by other models (Hayashi et al. 2007; Woo et al. 2007; Kurylyk et al. 2014). The 
model underestimated ground thaw at both sites (Figure 2.6 and Figure 2.9), with a mean bias of 
11 and 5 cm at windy Pass and Rio Roca, respectively. Model underestimation of ground thaw 
could be due to late simulations of the initiation of ground thaw, which is controlled partially by 
the end of the snow ablation and meteorological inputs. Simulated end of snow ablation at Windy 
Pass was earlier than observed (Figure 2.7) in the season 2015 and 2016; therefore, it does not 
explain the underestimation of ground thaw. Unfortunately, measured snow depth at Rio Roca was 
too variable to extract a reasonable estimation for the end of the snow ablation. Another reason to 
explain the underestimation of ground thaw is an underestimation of the thermal conductivity by 
values taken from the literature, as well as modelling errors in representing soil moisture and its 
impact on thermal conductivity (Farouki 1981). In either case, the average underestimation of 
ground thaw is considered to be small and reasonable for hydrological applications, particularly, 
when parameters from the literature are being used as opposed to measured values. This is an 
important finding, as hydrological models of headwater basins in the Arctic have either neglected 
or used very simplified representations of ground thaw (i.e. degree day; Z. Zhang et al., 2000 and 
Schramm et al., 2007); however, the CRHM-AHM successfully represented evolution of the active 
layer under continuous permafrost conditions using a robust and computationally inexpensive 
approach. 
The sensitivity analysis showed that the parameters associated with the upper organic soil layer 
are the most important in the model’s behaviour (Figure 2.10a and Figure 2.11a). This is not 
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surprising, as this layer has the largest thermal conductivity. Nevertheless, this analysis also 
showed that mean differences between observed soil temperature and simulations (Figure 2.10c 
and Figure 11c) are not very sensitive to parameter selection, as observations are relatively shallow 
(<0.76 and <0.91 m for Windy Pass and Rio Roca, respectively) and the largest variability was 
found by the end of the thawing season (Figure 2.10b and Figure 2.11b). Therefore, although there 
is uncertainty in parameter selection, it does not significantly impact the mean ground thaw bias 
found in this study. This finding demonstrates the robustness of the model when using a realistic 
set of physical parameters. 
SWE validation against a snow survey transect showed an underestimation of 30 and 27 mm at 
Windy Pass and Rio Roca, respectively, suggesting problems in the representation of snow 
accumulation. Misrepresentation of SWE is attributed to some combination of problems in 
measuring snowfall due to wind undercatch and differences between the point application of the 
model, the areal representation of the snow survey and the arbitrary point measurement of snow 
depth by the SR50. Although the wind regime at both sites is relatively mild and the precipitation 
gauges were installed in a relatively wind-sheltered locations – particularly at Windy Pass -, 
problems with observed snowfall, such as wind undercatch, are likely driving much of the SWE 
underestimation. Despite the underestimation of mean SWE, the observed standard deviation of 
SWE was also relatively large, about 54 and 34 mm at Windy Pass, and 38 and 58 mm at Rio 
Roca, for the years 2015 and 2016, respectively, and so simulated SWE is within that range of 
variability. The large variability in SWE measurements is due to redistribution around small 
topographic features and small-scale wind redistribution processes that are not captured by the 
single-point model. The snow survey transects extend to areas that are not sheltered from the wind, 
explaining the large spatial variability. 
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2.6 Conclusion 
This study demonstrated that a robust and yet computationally inexpensive algorithm to represent 
active layer development in regions underlain by continuous permafrost can be successfully 
coupled to a physically based hydrological model for cold regions. A detail verification of the 
model performance in simulating continuous ground surface temperature, ground thaw and top 
soil liquid water content, and discontinuous snow accumulation from snow survey was performed 
at two northern Canadian sites. Previous hydrological models for Arctic headwater basins have 
either neglected or use simple representations for the development of the active layer (i.e. degree 
day) and, therefore, the need for a modelling framework including this and other key hydrological 
processes that can be easily transferred to other cold regions and under future climate conditions. 
The sensitivity analysis to key soil thermal properties and porosity demonstrated the robust 
representation of ground thaw using a realistic range for the physical parameters. 
The analysis presented in this chapter showed that the XG-algorithm, driven by reference 
temperatures in Snobal and the radiative-conductive-convective method in CRHM, can properly 
capture permafrost dynamics, and therefore, it can be implemented and applied at the basin scale 
in CRHM. The following chapter presents the detailed description, implementation and validation 
of the CRHM Arctic Hydrology Model (AHM), including ground freeze and thaw calculations, at 
a small Artic basin near Inuvik in the Northwest Territories, Canada. The purpose of such analysis 
is to diagnose in detail, and for the first time, the hydrology of an Arctic basin at the tundra-taiga 
transition region. 
  
 
 
CHAPTER 3 
3 Diagnosis of the hydrology of a small 
Arctic treeline basin at the tundra-taiga 
transition using a physically based 
hydrological model 
 
 
Forest around Havikpak Creek, Northwest Territories, April 1, 2015.   
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Abstract  
A better understanding of cold regions hydrological processes and regimes in transitional 
environments is critical for predicting future Arctic freshwater fluxes under climate and vegetation 
change. A physically based hydrological model using the Cold Regions Hydrological Model 
platform was created for a small Arctic basin in the tundra-taiga transition region. The model 
represents snow redistribution and sublimation by wind and vegetation, snowmelt energy budget, 
evapotranspiration, subsurface flow through organic terrain, infiltration to frozen soils, freezing 
and thawing of soils, permafrost and streamflow routing. The model was used to reconstruct the 
basin water cycle over 28 years, to understand and quantify the mass fluxes controlling its 
hydrological regime. Model structure and parameters were set from the current understanding of 
Arctic hydrology, remote sensing, field research in the basin and region, and calibration against 
streamflow observations. Calibration was restricted to subsurface hydraulic and storage 
parameters. Multi-objective evaluation of the model using observed streamflow, snow 
accumulation and ground freeze/thaw state showed adequate simulation. Significant spatial 
variability in the winter mass fluxes was found between tundra, shrubs and forested sites, 
particularly due to substantial blowing snow redistribution and sublimation from the wind-swept 
upper basin, as well as sublimation of canopy-intercepted snow from the forest (about 17% of 
snowfall). At the basin scale, the model showed that evapotranspiration is the largest loss of water 
(47%), followed by streamflow (39%) and sublimation (14%). The model’s streamflow 
performance sensitivity to a set of parameters was analysed, as well as the mean annual mass 
balance uncertainty associated with these parameters.  
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3.1  Introduction 
The Arctic is a remote and extremely cold environment that has recently captured the attention of 
policy makers, engineers and scientists, particularly for the role of Arctic sea ice in global 
atmospheric and oceanic circulation (Budikova, 2009), observed climate change (Larsen and 
Anisimov, 2014) and permafrost degradation (Liljedahl et al., 2016). Precipitation and temperature 
changes all over Canada (including the Canadian Arctic) from 1948 to 2012 were studied by 
Vincent et al. (2015) and clearly showed warming (4 to 6°C) and an overall increase in 
precipitation with significant spatial variability.  
The majority of the surface and subsurface physical processes describing the hydrology of Arctic 
river basins have been studied in detail, resulting in a good understanding of the main hydrological 
controls. The water year in the Arctic can be defined as starting after the fall-winter transition 
(beginning in October), during which temperatures cool rapidly, causing a substantial energy 
transfer from the relatively warmer ground to the atmosphere or the recently formed snowpack 
(Rouse, 1984). Snowfall may be intercepted by vegetation (forest or shrubs) and sublimate 
(Pomeroy et al., 1998). If it falls over shrubs, the snow load may bend and bury their branches, 
producing abrupt changes in surface albedo, especially during the quick spring transition, in which 
branches are re-exposed to the atmosphere (Endrizzi and Marsh, 2010; Ménard et al., 2012; 
Pomeroy et al., 2006). Tundra may be subject to significant blowing snow redistribution to 
vegetated surfaces such as shrubs and forest edges and to gullies and stream channels, and tundra 
snowpacks undergo sublimation during blowing snow transport (Essery and Pomeroy, 2004; 
Pomeroy et al., 1997; Pomeroy and Li, 2000). Spring snowmelt is the major hydrological event of 
the year, in which over 50% of the annual precipitation melts in a few weeks (Marsh et al., 2002; 
Marsh and Pomeroy, 1996). During snowmelt, partially or fully frozen ground with high ice 
content can restrict infiltration, producing overland flow or shallow subsurface flow (Kane, 1980; 
Kane and Stein, 1983; Quinton and Marsh, 1999) that may be delayed by the formation of snow-
dams produced by drifts in the channels (Woo et al., 1980). Once ground has thawed, infiltration 
into the highly porous top organic soil layer (20 – 50 cm) is restricted by the water storage potential 
above the frozen layer (Gray et al., 2001; Kane and Stein, 1983; Woo and Steer, 1982), resulting 
in preferential subsurface flow as the dominant runoff mechanism (Kane et al., 1991; Quinton and 
Marsh, 1999). Subsurface runoff occurs as a shallow saturated “suprapermafrost groundwater” 
layer perched on top of the frost table (Quinton et al., 2000; Woo and Steer, 1982). As there is an 
exponential decline in hydraulic conductivity with depth in organic soils, the depth of thaw has an 
important control on the rate of subsurface flow (Carey et al., 2007; Quinton et al., 2000; Woo and 
Steer, 1983).  The maximum thickness of the thawed layer defines the Active Layer Thickness 
(ALT) and the boundary with permafrost.  The ALT controls both ground heat transfer (Halliwell 
and Rouse, 1987) and available soil water storage capacity for late summer (Woo, 2012, p. 216). 
ALT in regions such as the Boreal forest and tundra environments in northwestern Canada ranges 
from roughly 0.25 to 1.75 m (Woo et al., 2007). 
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Robust physically based hydrological models that include cold regions processes are required to 
diagnose the hydrological regimes of Arctic basins under climate change (Woo et al., 2008), as the 
complex surface and subsurface energy and mass balance hampers the successful application of 
conceptual models developed for more temperate regions.  The relatively low density of stream 
gauges in the Arctic means that opportunities for calibration are limited and so model parameters 
must be identifiable from other observations, including those from remote sensing and research 
basin field studies (Pomeroy et al., 2013b). Several models have been developed for cold regions 
hydrology that include processes specific to the climate; however, not all have a strong physical 
basis. Examples of process-based hydrological models in Arctic environments are presented by Z. 
Zhang et al. (2000; ARHYTHM model), Kuchment et al. (2000), Schramm et al. (2007; TopoFlow 
model), Endrizzi et al. (2011; GEOtop Model) and Semenova et al. (2013; Hydrograph model), 
differentiating by the number of physical processes included and the complexity used to represent 
them. Although these models have strong physical bases for some hydrological processes, they 
lack either full representation of the hydrological cycle (i.e. summer and winter processes) or a 
robust physical representation of the key hydrological processes such as snowmelt, sublimation, 
and ground freeze-thaw or snow redistribution by wind and interception by vegetation. 
The Cold Regions Hydrological Modelling platform (CRHM; Pomeroy et al., 2007) is a process-
based, flexible, modular hydrological modelling platform that allows the selection of different 
modules from an extensive library to create a custom hydrological model. Each module represents 
a different approach to simulate hydrological processes. Many of the modules have a strong 
physical basis and describe the cold regions processes that are found in Arctic environments 
(Pomeroy and Marsh, 1997). CRHM has been applied in different regions, including China (Zhou 
et al., 2014), Patagonia (Krogh et al., 2015), Canadian Rockies (Fang et al., 2013; Pomeroy et al., 
2016), German Alps (Weber et al., 2016), northern Canada (Rasouli et al., 2014) and Svaldbard 
(López-Moreno et al., 2016). 
The purpose of this study is to investigate and reconstruct the dynamics of the water and energy 
budgets and resulting hydrological regime over a 28-year period for an Arctic basin underlain by 
permafrost in the tundra-taiga transition region. This investigation involves the implementation 
and validation of a comprehensive physically based cold regions hydrological model that couples 
atmosphere, surface and subsurface energy and mass fluxes. 
3.2 Study site and available data  
Havikpak Creek (HPC) was selected for diagnosis as the study basin as it is a relatively small (16.4 
km2) taiga-dominated Arctic basin in the transition treeline region, with previous hydrological 
process studies, good vegetation and topographic characterisation, an active, well-maintained 
stream gauge and high-quality driving meteorology.  HPC is located 2 km north of Inuvik Airport, 
Northwest Territories (NWT), Canada (68.2°20’N 133°28’W) and discharges through a culvert 
under the Dempster Highway, which is the only road linking Inuvik with the airport and southern 
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Canada. This region is underlain by continuous permafrost from 350 m to over 575 m deep 
(Natural Resources Canada, 1995). HPC has moderate topography (mean slope of approximately 
2°) and an elevation range from 60 to 240 m (Figure 3.1), with a primary SW aspect. HPC 
landcover classification was studied by Marsh et al. (1997) using Landsat Thematic Mapper 
images and a combination of supervised classification, cluster analysis, transformed thermal and 
vegetation indexes, and field validation. The result of this analysis was seven landcover classes: 
water, tundra, sparse shrub, closed shrub, sparse forest, open forest and closed forest, with forest 
representing over 50% of the HPC basin. The majority of the forest in HPC is comprised of black 
spruce taiga (Picea mariana) (Eaton et al., 2001), primarily restricted to the mid-low elevations 
(<140 masl); however, a smaller area of forest can also be found on well drained hillsides, and 
both shrub and some sparse tundra cover the highest elevations plateaux and gullies (Pomeroy and 
Marsh, 1997).   
According to the Köppen-Geiger climate classification (Peel et al., 2007) the climate in Inuvik is 
subarctic, meaning cold temperatures, no dry seasons and cold summers. Based on the Canadian 
Climate Normals (1981-2010, Environment and Climate Change Canada (ECCC)), the mean 
annual temperature at Inuvik is -8.2 oC with a mean monthly temperature below zero from October 
to May, and a maximum summer temperature of 14.1 oC in July. Total mean annual precipitation 
is 241 mm, which is distributed throughout the year, with peak precipitation during summer 
between July and September. The mean annual number of days with precipitation above 0.2 mm 
is 130 (36% of the year), from which 93 days are associated with snowfall. Regional precipitation 
near HPC has a markedly decreasing south-north gradient. For example, Fort McPherson Airport 
weather station, located about 120 km southwest of HPC, has a mean annual precipitation of 298 
mm, and Tuktoyaktuk Airport weather station, located about 160 km northeast of HPC, has a mean 
annual precipitation of 160 mm (Canadian Climate Normals, 1981-2010, ECCC). Precipitation 
variability within HPC is expected to be minimal as the basin length is only 6.5 km and localized 
summer convective activity is infrequent.   
The location of ECCC weather stations near Inuvik, namely Inuvik Airport, Inuvik Upper Air and 
Inuvik Climate, are presented in Figure 3.1. General information about these stations is presented 
in Table 3.1. 
Inuvik Airport station has been operating for the longest period and has experienced changes in its 
location over time. After the 1990s, there were changes in precipitation gauge type and the 
collection method, from manually emptied, Nipher-shielded Meteorological Service of Canada 
copper cylinders to automated, Alter-shielded Geonor storage gauges. Both Inuvik Climate and 
Upper Air have had Alter-shielded Geonor with automatic collection; these stations are adjacent 
to each other. Observed daily streamflow from 1995 to present for HPC basin is available from an 
ECCC Water Survey of Canada (WSC) hydrometric station downstream from the HPC crossing 
with the Dempster Highway (see Figure 3.1). Metadata associated with streamflow records 
acknowledge the great uncertainty associated with the measurements, particularly during the 
snowmelt period, as ice is found in the cross section of the hydrometric station. Snow water 
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equivalent on the ground has been measured regularly from 1960 to present by ECCC as a 
sequence of snow depth and density measurements along a sparsely shrub-covered transect 
surrounded by taiga forest near the Inuvik Climate station.  
 
Figure 3.1. Havikpak Creek drainage area, landcover, hydrometric and weather stations. 
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Table 3.1. Available weather records from Environment and Climate Change Canada stations 
near Inuvik 
EC 
station 
Latitude Longitude 
Elevation 
(masl) 
Start 
year 
End 
year 
Weather 
variables* 
Time-
step 
Inuvik 
Airport 
68o 18’ 14” -133o 28’ 58” 67.7 
1960 2005 Pp** Daily 
1957 1979 T, RH, U Daily 
1980 2013 T, RH, U Hourly 
Inuvik 
Climate 
68o 18’ 59” -133o 31’ 0” 103.0 2003 Present 
Pp, T, RH, 
U, SD 
Hourly 
Inuvik 
Upper 
Air 
68o 18’ 59” -133o 31’ 0” 103.0 1995 2007 
Pp, T, RH, 
U 
Daily 
* Pp: Precipitation (rain and snow), T: air temperature, RH: Relative Humidity, U: Wind Speed, 
SD: Snow Depth. ** There is a 1.5 years gap between June 1995 and January 1997. 
3.3  Methodology 
A flowchart describing input data sources and pre-processing, hydrological model setup, output 
data, validation and analysis is presented in Figure 3.2 to provide guidance to the methodology. In 
the next sections, a detailed description of each of these steps is provided 
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Figure 3.2 Modelling flowchart for Havikpak Creek (HPC). WCRB and TVC refer to two 
other research basins used in the parameterization section, namely Wolf Creek Research Basin, 
Yukon Territory and Trail Valley Creek, Northwest Territories 
3.3.1 Weather forcing time series  
To generate a single and continuous time series with weather forcing data for HPC in the period 
between 1980 and 2009, hourly records of temperature, wind speed and relative humidity from the 
Inuvik Airport station were used. Gaps in the hourly temperature records were filled using linear 
interpolation. Missing values for wind speed and relative humidity were filled as follows: (1) one-
hour gaps were filled by linear interpolation and (2) the remaining gaps were filled with the hourly 
mean values calculated for each calendar month.  
A continuous daily precipitation time series was reconstructed using data from (1) the Adjusted 
and Homogenized Canadian Climate Dataset (AHCCD; Mekis and Vincent, 2011) for the Inuvik 
station (station ID: 2202578) during the period between 1980 and 1995, which includes corrections 
for rainfall (wind speed at the orifice height, wetting of the funnel area, evaporation and wetting 
of the receiver or container) and snowfall (Nipher-shielded cylinder gauge wind undercatch and 
trace events); and (2) from a Alter-shielded weighing storage gauge wind undercatch corrected 
time series using daily and hourly precipitation recorded at Inuvik Upper Air (1995-2003; daily) 
and Inuvik Climate (2003-2009; hourly) stations.  
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3.3.1.1 Correction and temporal disaggregation of daily precipitation 
Daily and hourly snowfall records from Inuvik Upper Air and Inuvik Climate stations were 
corrected for wind undercatch, using the expression developed by Smith (2008) for the Alter-
shielded Geonor gauge. An hourly precipitation time series is preferred to force the hydrological 
model; therefore, a statistical disaggregation approach was implemented to disaggregate daily 
precipitation into hourly.  
The temporal disaggregation of precipitation has been widely studied in the literature, particularly 
for hydrological applications (Gupta and Waymire, 1993; Onof et al., 2000). A common approach 
to disaggregate precipitation is by random cascade (Licznar et al., 2011; Molnar and Burlando, 
2005). This approach is based on the assumption that, over different disaggregation levels (e.g. 
from 24 to 12 hr), some statistical properties are invariant (i.e. multiscaling properties; Gupta and 
Waymire (1990)). In this study, the multiplicative microcanonical random cascade model first 
created by Olsson and Berndtsson (1998) and further refined by Güntner et al. (2001) was used. 
The approach used in this study is referred to as the Practical Experiment E24/0.75/1 by Güntner 
et al. (2001). Observed hourly precipitation from Inuvik Climate station was aggregated and used 
to calibrate the model and was then used to disaggregate daily precipitation from 1995 to 2009. 
3.3.1.2 Spatial distribution of wind speed and temperature 
Wind speed in the relatively calm lower elevations of HPC is not representative of the wind-swept 
upland tundra, as noted by Pomeroy and Marsh (1997). To overcome the misrepresentation of 
wind speed observation, Walmsley’s parametric version of the Jackson-Hunt boundary layer 
windflow model (Walmsley et al., 1989) that simulates the effect of local topographic features was 
implemented. This model was developed to be used under moderate-to-high wind speeds, and it 
assumes a neutral thermal stratification and uniform surface roughness. The coefficients used for 
the upper tundra and shrubs are associated with a 3D rolling terrain, meaning moderate topographic 
changes in the three spatial dimensions. Temperature was spatially distributed based on elevation 
through a lapse rate estimated at 0.0074 oC m-1.  
3.3.1.3 Atmospheric reanalysis data 
Solar radiation records were not available for HPC; therefore, short- and long-wave radiation from 
atmospheric reanalysis were used to force the hydrological model. Reanalysis data has been used 
previously to overcome the lack of weather forcing data in remote regions for hydrological 
applications (e.g. Krogh et al., 2015). In this study the ERA-Interim (ERA-I; Dee et al. (2011)) 
reanalysis was used. Three-hour interval short- and long-wave radiation from ERA-Interim for the 
period between 1980 and 2009 was linearly interpolated over time to create an hourly time series. 
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ERA-Interim has a 0.75° spatial resolution; therefore, only one centroid (the closest) was used to 
extract the weather time series. 
3.3.2 Basin delineation and landcover map  
The HPC drainage area was estimated based on the Canadian Digital Elevation Model (CDEM – 
20 x 20 m); Natural Resources Canada, 2013) using the Topographic Parameterization software 
(TOPAZ; Garbrecht and Martz, 1997) and the Arc Hydro Tool Version 2.0. Basin delineation was 
then manually corrected to account for the barrier effect of the highway, resulting in a 16.4 km2 
drainage area. The CDEM was smoothed using the denoise algorithm presented by Johns et al. 
(2003) to obtain a less disturbed aspect and slope map. 
In this study the field-verified landcover classification from Marsh et al. (1997) was modified to 
include a Wetland class, as shown by the landcover classification from the Earth Observation for 
Sustainable Forest Development (EOSD; Wulder and Nelson (2003)), which is primarily covered 
by sparse shrubs. Also, sparse and open forest were merged in a new class called Taiga and, similar 
to Marsh et al. (1997), a Gully/Drift class was added where the slope is greater than 9° and around 
Open Water class. The vegetation in the Gully/Drift class is primarily sparse shrubs. Figure 3.1 
presents the final landcover map used in this study, as well as the basin delineation. 
3.3.3 Hydrological model configuration  
CRHM is a spatially distributed model that uses Hydrological Response Units (HRUs; Kouwen et 
al., 1993)) to spatially discretize the basin. HRUs can be computed by grouping different 
climatological, biophysical and physiographic characteristics such as landcover, humid or arid 
areas, slope, aspect and elevation (Krogh et al., 2015; Pomeroy et al., 2007; Pomeroy et al., 2013a, 
2013b) and need not be contiguous. HRUs for HPC basin were hierarchically defined by: (i) 
computing the main physiographic characteristics of the eight landcover classes (i.e. area, aspect 
and slope); (ii) assessing the need to split each landcover class by slope or aspect; and (iii) splitting 
the Tundra, Sparse Shrubs and Gully/Drift classes into two elevation bands, as the upper basin has 
a higher wind speed regime which is critical to properly represent blowing snow sublimation and 
redistribution (Pomeroy and Marsh, 1997). The result of this analysis is 11 HRUs (c.f. Table 3.2). 
Note that the basin was not discretized on slope or aspect, as the slopes are primarily mild (mean 
and maximum slope of 2.1° and 9°, respectively) and aspect is mostly southwest throughout the 
basin. The primary HRU physiographic characteristics are presented in Table 3.2. The model was 
run for the 30-year period between 1980 and 2009; however, the first two years were used to spin-
up the model. These two years are relatively normal in terms of mean annual precipitation and 
temperature; therefore, they are considered as representative of the modelling period.  
Table 3.2: HRU physiographic characteristics 
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HRU Name 
Area 
(km2) 
Mean Elevation 
(m) 
Mean Slope 
(°) 
Mean Aspect* 
(°) 
Upper Tundra  0.40 200 3.0 226 
Lower Tundra  1.50 102 2.0 217 
Upper Sparse 
Shrubs 
0.65 207 2.8 234 
Lower Sparse 
Shrubs 
1.40 115 2.0 210 
Closed Shrubs 2.60 116 2.1 226 
Taiga 7.20 137 2.4 215 
Forest 1.00 137 2.8 214 
Upper Gully/Drift 0.05 200 4.2 235 
Lower Gully/Drift 0.10 102 1.8 254 
Wetland 0.40 109 2.5 187 
Open Water 1.10 111 1.2 187 
*0° is north and 180° is south. 
A schematic representation of the key physical processes and mass fluxes governing the 
hydrological regime of HPC (and most Arctic basins in this region), classified into winter and 
summer processes, is presented in Figure 3.3. Key physical processes to simulate in this 
environment are precipitation phase, canopy snow/rain interception and sublimation/evaporation, 
snowmelt energy-balance, blowing snow sublimation and redistribution, evapotranspiration, 
overland runoff, infiltration into frozen and unfrozen soil, flow through organic terrain and mineral 
soil, ground freeze and thaw, and streamflow routing. In the CRHM platform, all of these processes 
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are represented by modules that can be included to generate a suitable model for this environment; 
hereafter this model will be referred as the CRHM Arctic Hydrology Model (AHM) 
The approaches used by the CRHM-AHM to simulate each of these hydrological processes in 
modules are described in Table 3.3. In this table these modules are classified into atmospheric, 
land-atmospheric and land processes. A detailed description of the parameters used for each 
physical process module is provided in Section 3.4. The equations used in the ground and thaw 
algorithm are detailed next, as this is the first time they are used in the CRHM platform. 
 
  
6
8
 
 
Figure 3.3 Conceptual model of Havikpak Creek Basin hydrology. Sketch by Lucia Scaff, University of Saskatchewan 
.
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Table 3.3 Physical processes included in the CRHM Arctic Hydrology Model (AHM) 
Physical Process  Simulation Approach Main Characteristics 
A
tm
o
sp
h
er
ic
 
Precipitation Phase 
Partition 
Harder and Pomeroy 
(2013) 
This method estimates the phase of 
precipitation (rain or snow) using a 
psychrometric energy balance 
approach, based on the fall velocity, air 
temperature and the relative humidity. 
L
an
d
-A
tm
o
sp
h
er
ic
 
Albedo Decay Gray and Landine (1987) 
Albedo decay rate is classified into 
three groups: premelt, melt and 
postmelt, each with a different decay 
rate for the snowcovered period. This 
model is suitable for cold shallow 
snowpacks that are not subject to 
frequent mid-winter melt events. 
Canopy 
Interception, 
Sublimation and 
Evaporation 
The Rutter Interception 
Model (Valente et al., 
1997) for rain interception, 
linked to growing season 
evapotranspiration.  
The Canopy Interception 
and Sublimation Model for 
the snow season (Ellis et 
al., 2010; Hedstrom and 
Pomeroy, 1998; 
Parviainen and Pomeroy, 
2000; J. W. Pomeroy et al., 
1998)   
Both models estimate precipitation 
interception and phase change based on 
geometric characteristics of the forest 
cover (leaf area index, vegetation 
height and maximum canopy 
interception load) and atmospheric 
conditions (temperature, wind speed 
and vapour pressure). 
Snow Melt and 
Accumulation 
A Snowcover Energy 
Balance Model 
(SNOBAL; Marks et al., 
1998) 
Two-layer energy balance model that 
allows refreezing and uses the bulk 
transfer method with stability 
correction (Monin and Obukhov, 1954) 
to calculate turbulent heat fluxes. 
Lower layer snow temperature forms 
an upper boundary condition for soil 
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Physical Process  Simulation Approach Main Characteristics 
freeze-thaw calculations in winter 
using the XG module. 
Evapotranspiration 
Penman-Monteith 
Algorithm (P-M; 
Monteith, 1981) for 
unsaturated surfaces and 
Priestley-Taylor (Priestley 
and Taylor, 1972) for 
saturated surfaces. Jarvis 
(1976) to estimate stomata 
resistance changes. 
P-M calculates actual 
evapotranspiration over non-saturated 
surfaces based on net radiation, 
stomata resistance and surface 
roughness. Stomata resistance is 
calculated based on a minimum 
resistance and four coefficients (>1) 
related to atmospheric and ground 
conditions.  Priestley-Taylor is a 
simplified, net radiation based method 
for saturated surfaces that includes 
horizontal advection of energy. 
Blowing Snow 
Transport, 
Sublimation and 
Redistribution 
Prairie Blowing Snow 
Model (PBSM; Fang and 
Pomeroy, 2009; Pomeroy 
and Li, 2000)  
Steady-state two-phase flow model that 
calculates snow saltation and 
suspension based on friction velocity, 
aerodynamic roughness height, 
exposed vegetation and fetch distance. 
A coupled sublimation algorithm 
integrates the sublimation of a single 
ice particle over the saltation and 
suspension layers and rescales this to 
bulk sublimation. 
L
an
d
 
Ground Thaw-
Freeze 
A simplified solution of 
Stefan’s heat flow 
equation, the XG – 
algorithm (Changwei and 
Gough, 2013) 
Simplified solution for Stefan’s 
equation that can be implemented for 
multi-layered soils, based on layer 
depth and thermal conductivity. It 
assumes a linear temperature 
distribution in the thawed or frozen 
layers. 
Ground surface 
temperature 
Radiative-conductive-
convective approach 
(Williams et al., 2015) 
Semi-empirical approach that uses air 
temperature, net radiation and 
antecedent frost table depth to estimate 
ground surface temperature as an upper 
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Physical Process  Simulation Approach Main Characteristics 
boundary condition for XG in the 
snow-free period. 
Water flow 
through snowpack 
and organic layer 
Detention flow layer 
(Pomeroy et al., 2016) 
Water flow detention produced by the 
celerity of flow through the snowpack 
or exposed organic layers above soil is 
calculated as per Pomeroy et al. (2016) 
based on Colbeck (1975, 1972) and 
relationships between permeability, 
water pressure and saturation. 
Soil Infiltration 
Infiltration into unfrozen 
soils using Ayers (1959) 
and into frozen soils using 
Gray et al. (2001). 
Infiltration into unfrozen soils is based 
on an empirical relationship between 
ground cover condition (e.g. bare soil 
or forested) and soil texture. For frozen 
soils, infiltration is first classified as 
unlimited, restricted and limited. For 
limited infiltration, parameterization of 
a finite difference heat and mass 
transfer model is based on initial 
surface saturation, average soil 
saturation and temperature, and 
infiltration opportunity time. 
Soil Moisture 
A three-layer soil model 
(Pomeroy et al., 2007). 
Subsurface vertical and 
lateral drainage controlled 
by effective hydraulic 
conductivity using the 
Brooks and Corey (1964) 
relationship. 
Three-layer model includes a recharge, 
lower and groundwater layer. The 
Model allows for infiltration excess or 
saturation-excess overland flow, 
surface runoff, recharge through 
macropores and subsurface discharge 
(Fang et al., 2013). Here, no sub-
permafrost groundwater recharge is 
allowed due to ice-rich soils and 
shallow active layer. Lateral and 
vertical flows are calculated based on 
Darcy’s law using the unsaturated 
hydraulic conductivity calculated with 
the Brooks and Corey (1964) 
relationship.  This module is linked to 
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Physical Process  Simulation Approach Main Characteristics 
XG and all water and storage capacity 
in the frozen layer is considered 
immobile and inaccessible.  Liquid 
water below a frozen layer may drain 
vertically or horizontally but not be 
recharged from above.  Liquid water 
above a frozen layer is restricted to the 
unfrozen layer and may drain 
horizontally and be recharged or 
withdrawn by evapotranspiration. 
Surface and 
Subsurface 
Routing 
Lag and Storage(Clark, 
1945) 
Clark’s lag and storage for subsurface 
routing between HRUs.   
 
In this study, the sub-permafrost groundwater layer is neglected, as the expected shallow active 
layer (e.g. between 0.4 and 0.8 m for Siksik Creek – 50 km from HPC; Quinton and Marsh, 1998) 
and ice-rich soils restrict percolation and exfiltration of groundwater in the region (Woo and 
Marsh, 2005); however, supra-permafrost groundwater is represented by the soil moisture module. 
The presence of taliks underneath the lakes and ponds in HPC is unknown and not included in the 
CRHM-AHM; however, if deep taliks were present, they could potentially create zones of 
connectivity between supra- and sub-permafrost groundwater (open taliks) as have been observed 
in other continuous and discontinuous permafrost regions (Johansson et al., 2015; Rowland et al., 
2011). To assess properly the presence of taliks, geophysical exploration techniques or ground-
based observations are required. Here, the lack of deep groundwater contribution is indicated by 
the absence of winter streamflow in HPC; however, this could potentially change in the future, as 
groundwater connectivity may increase with decreasing permafrost (Walvoord et al., 2012).  
3.3.3.1 The new ground freeze/thaw algorithm included in CRHM 
A new feature in the CRHM platform is explored and introduced in this study, which is the 
implementation of the XG-algorithm (Changwei and Gough, 2013) as a module to simulate ground 
freeze and thaw. The XG-algorithm provides a simplified solution for Stefan’s equation 
(Juminikis, 1977) to represent heat transfer in multi-layered soils with non-uniform soil properties 
(e.g. thickness, thermal conductivity and porosity). This equation considers only the latent heat of 
fusion (energy released when freezing or absorbed when thawing) and ignores the volumetric heat 
capacity of the soil. Stefan’s equation for a homogeneous soil is presented in Equation 3-1. 
 73 
𝜉 = √
2𝑘𝐹
𝐿𝑤𝜌
 
Equation 3-1 
 
Where ξ is the frost/thaw front depth, k is the thermal conductivity of the soil (W m-1 K-1), F is the 
surface freeze/thaw index (oC degree-days), L is the latent heat of fusion (J kg-1), w is the 
volumetric water content (m3 m-3), and ρ is the bulk density of the soil (kg m-3). Changwei and 
Gough (2013) defined the ratio P12: 
𝑃12 =
𝜉1
𝜉2
= (
𝑘1𝜌2𝑤2
𝑘2𝜌1𝑤1
)
0.5
 Equation 3-2 
where 1 and 2 are two vertically adjacent soil layers. The P12 ratio is the ratio between the 
frost/thaw front depth of soil layer 1 and 2, which is defined only by the physical properties of 
each soil layer, and not by the freeze/thaw index (F). By using a given freeze/thaw index, 
Equations 3-1 and 3-2, and the concept of a “residual freeze/thaw index”, Changwei and Gough 
(2013) deduced a simple relationship to estimate the freezing/thawing depth in a two layered soil 
system, which can be reduced to the following equation: 
𝜉 =
{
 
 
 
 
√
2𝑘1𝐹
𝐿𝑤1𝜌1
                                          𝑖𝑓 𝐹 ≤  𝐹1
𝑍1 +
𝜉1 − 𝑍1
𝑃12
                                  𝑖𝑓 𝐹 >  𝐹1
 
Equation 3-3 
 
where Z1 is the thickness of the first soil layer (m) and F1 is the freeze/thaw index required to 
freeze/thaw the first layer. Equation 3-3 can be easily generalized to calculate the freeze/thaw of 
an n-layered soil system, which has shown good results as demonstrated by Changwei and Gough 
(2013). The thermal conductivity of each soil layer is estimated using the expression developed by 
Johansen (1975, p. 221) for unfrozen and frozen soils, based on their degree of saturation, as 
presented in Equation 4 and 5, respectively. 
√𝑘𝑈 − 𝑘0 = √𝑘𝑙 − 𝑘0 ∗ 𝑆𝑟 Equation 3-4 
𝑘𝐹 = 𝑘
0 ∗ (
𝑘𝑙
𝑘0
)
𝑆𝑟
 Equation 3-5 
where kU and kF is the thermal conductivity of unfrozen and frozen soil, respectively, k0 is the dry 
thermal conductivity of the soil, kl is the saturated thermal conductivity and Sr (m3 m-3) is the 
degree of saturation of the soil. The units of the thermal conductivity are (W m-1 K-1). 
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3.3.4 CRHM-Arctic Hydrology Model parameterization 
Parameterization was performed using the deduction, induction, abduction (DIA) approach 
(Pomeroy et al., 2013a) as follows: (1) physiographic and vegetation parameters such as slope, 
aspect and vegetation type were obtained from the DEM and landcover map; (2) parameters from 
previous studies by Pomeroy and Marsh in HPC basin (Pomeroy et al., 1999; Pomeroy and Marsh, 
1997; Marsh et al. 1997); and (3) transferring parameters from other basins with similar 
hydrological regimes (e.g. Trail Valley Creek, NWT (Pomeroy et al., 1997) and Wolf Creek, 
Yukon (Carey and Woo, 2005). The latter has shown to be a valid and successful parameter transfer 
approach (Dornes et al., 2008). Parameters that could not be defined using the DIA approach were 
calibrated (next section).  
3.3.4.1 Deduction, Induction and Abduction approach (DIA)  
3.3.4.1.1 Snow accumulation, melt and distribution 
The albedo decay function (Gray and Landine, 1987) requires a maximum and minimum albedo, 
associated with fresh snow and snow free conditions, respectively. The albedo range for Open 
Water landcover was set to 0.9 for fresh snow (Marsh et al., 2002) and 0.1 for snow free conditions, 
whereas for Tundra, Tundra Shrubs, Taiga and Forest, fresh snow albedo was set to 0.8 and snow 
free to 0.15 (Eugster et al., 2000; Ménard et al., 2012). Snow surface roughness used by SNOBAL 
was set to 0.001, m similar to the one estimated by Marsh and Pomeroy (1996) and Neumann and 
Marsh (1998) in this region. The maximum value for the liquid water holding capacity of snow 
was set to 0.01 mm mm-1, as recommended by Marks et al. (1998). Fresh snow density was 
assumed to be 100 kg m-3, as presented by Ménard et al. (2012) for Trail Valley Creek. SNOBAL 
requires observed ground temperatures to estimate ground heat flux, which are not available for 
HPC; here, a constant temperature of -4 °C at 10 cm from the ground surface is assumed. Leaf 
Area Index (LAI), used by the canopy interception module, was estimated at 0.25 and 1.2 m2 m-2 
(Pomeroy et al., 1999) for shrubs and forest, respectively. The maximum snow load capacity was 
set to 5.9 kg m-2, as used by Pomeroy et al. (1998) for Black Spruce in the Canadian boreal forest 
and 0.5 kg m-2 for shrubs as used by Rasouli et al. (2014) in Wolf Creek Research Basin, Yukon. 
Blowing snow transport in the upper basin was simulated following the sequence from Tundra to 
Shrubs and Gully/Drift HRUs, with fetch of 1000 and 3000 m for Upper Tundra and Upper Shrubs 
HRU, respectively, according to the values observed by Pomeroy and Marsh (1997). For the lower 
elevations, the blowing snow redistribution sequence starts from Lower Tundra and Open Water 
to Lower Shrubs and then to Lower Gully/Drift HRUs, with fetch values of 40, 500, 1000 and 
3000 m for the Gully/Drift, Tundra, Shrubs and Open Water HRUs, respectively, following 
observations made by Pomeroy and Marsh (1997). 
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3.3.4.1.2 Surface runoff  
Surface runoff in all HRUs represents overland flow, except Open Water, where it represents 
streamflow.  This flow occurred through the snowpack as porous media flow at the Darcy velocity, 
as described in the next section.  When snow-free, this flow occurred only when the detention layer 
did not exist (Open Water) or for runoff in excess of that, which could be held in detention in the 
upper organic layer. For both cases, the routing of surface runoff was modelled using Clark’s lag 
and route hydrograph technique (Clark, 1945). Two parameters were required: storage and lag 
constant. These parameters were calibrated and assumed constant amongst HRUs with the same 
land cover (Table 3.6). 
3.3.4.1.3 Subsurface and hillslope flow 
Many studies have acknowledged the predominance of subsurface runoff and storage in tundra-
dominated Arctic environments near Inuvik (e.g. Quinton, 1997; Quinton and Marsh, 1999), 
especially for the high water-holding capacity of these soils (Quinton et al., 2000). Figure 3.4  
shows the soil representation used in the CRHM-AHM, which is composed of three layers 
representing upper peat, lower peat and mineral soil layers. This three-layer system has been 
identified by other studies in similar environments (Carey and Woo, 2005; Quinton and Marsh, 
1999). Carey and Woo (2001), Quinton and Marsh (1999) and Quinton et al. (2000) present value 
for the saturated hydraulic conductivity of the upper and lower peat layer in the order of 10-3 and 
10-4 (m s-1), respectively, in Arctic and subarctic environments. These orders of magnitude are 
used in the calibration scheme presented in Section 4.2. Soil porosity measured by Quinton (1997, 
p. 59) shows that the active porosity in the upper organic layer ranges from 0.75 to 0.85 and for 
the lower organic layer ranges between 0.5 and 0.8. The porosity of the mineral soil layer was 
measured by Carey and Woo (2005) in a subarctic basin, with an average value of 0.5. In this 
study, we set the porosity of the upper and lower peat, and mineral soil at 0.8, 0.8 and 0.5, 
respectively. The thickness of the upper organic layer was estimated at 10 cm and the lower organic 
layer between 30 and 40 cm (c.f. calibration section), as presented by Quinton and Marsh (1999). 
Mineral soil thickness is more uncertain; however, its water storage potential depends on the thaw 
depth.   
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Figure 3.4 a) General soil profile characterization and flow paths for a tundra-dominated 
landscape in an Arctic environment. Soil layers values taken from Quinton and Marsh (1999) in 
Siksik Creek Basin (55 km northeast of Inuvik, NWT). Soil profile picture was taken from a soil 
pit in the Ogilvie Mountains, Km Post 152 Dempster Highway (65°4’0.8” N, 138°14’46.1” W). 
b) Conceptual representation with three layers used in CRHM to simulate soil moisture 
transport and storage. 
The velocity at which water moves vertically from the upper recharge layer to the lower layer was 
estimated using Darcy’s law and the Brooks and Corey (1964) relationship for unsaturated 
hydraulic conductivity, which depends on the saturated hydraulic conductivity, the pore size 
distribution index and the degree of saturation of the soil. The pore size distribution for peat was 
estimated at 5.6, as presented by Zhang et al. (2010) for a subarctic basin (Scotty Creek Peat 
Plateau) in the Northwest Territories. Lateral flow was simulated using the same method, but with 
a correction for the ground slope. Subsurface flow routing between HRUs was simulated using 
Clark’s hydrograph (Clark, 1945), which is based on a lag and a storage coefficient estimated 
through calibration. 
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3.3.4.1.4 Permafrost thaw and freeze 
Ten sub-surface layers with a uniform thickness of 10 cm were used to simulate ground 
freeze/thaw in the first metre, and ten more layers with a uniform thickness of 20 cm were used 
for the lower two metres. The top four layers represent the upper and lower peat layers with a 
porosity of 0.8, a thermal conductivity for dry unfrozen peat of 0.06 W m-1 K-1, a frozen saturated 
hydraulic conductivity of 1.9 W m-1 K-1 and a saturated unfrozen thermal conductivity of 0.5 W 
m-1 K-1 (Woo, 2012, p. 48). The mineral soil layer was represented by the remaining 16 layers with 
a porosity of 0.5, a thermal conductivity for dry unfrozen mineral soil of 0.25 W m-1 K-1 (Woo, 
2012, p. 48), a frozen saturated hydraulic conductivity of 1.8 W m-1 K-1 (Johansen, 1975, p. 222) 
and a saturated unfrozen thermal conductivity of 1.2 W m-1 K-1 (Farouki, 1981, p. 104).  
3.3.4.1.5 Evapotranspiration 
Evapotranspiration was simulated using the Penman-Monteith (Monteith, 1981) algorithm, except 
for Open Water and Wetland HRUs, for which the Priestley and Taylor (Priestley and Taylor, 
1972) method was used. Average shrub height was estimated at 1.75 m based on field observations 
and the range presented by Marsh et al. (1997) of 0.5 to 3 m, whereas the average taiga and forest 
height was estimated at 6 and 8 m, respectively, also based on field observations. Winter Leaf Area 
Index (LAI) for both Shrub and Forest HRU was set to 0.25 and 1.2 m2 m-2 (Pomeroy et al., 1999). 
Eugster et al. (2000) compiled a series of land-atmosphere energy exchange parameters for 
different vegetation types in Arctic environments, including the maximum canopy conductance. 
From these values, the stomata resistance parameters for the Penman Monteith model were set. 
For low Arctic tundra under wet non-coastal conditions, Eugster et al. (2000) present values from 
76 to 147 s m-1, whereas for tundra shrubs in the low Arctic, values from 150 to 153 s m-1 are 
given. For non-closed spruce forest in an open subarctic environment, a value of 90 s m-1 is 
presented by Eugster et al. (2000). Based on the values compiled by Eugster et al. (2000), the 
minimum stomata resistance values of 76, 150, 90 and 90 s m-1 were set for Tundra, Tundra Shrub, 
Taiga and Forest HRU, respectively. Ground heat flux for evapotranspiration during the ground 
thaw season was estimated at 18% and 16% of net radiation based on the observations presented 
by Rouse (1984) for tundra and forest, respectively.  
3.3.4.2 Calibration 
The majority of the parameters required to run the model were set either from field observations 
or other studies in the region. However, parameters related to subsurface and surface hydraulics 
and storage were unknown or highly uncertain (see Table 3.6). The Dynamically Dimensioned 
Search algorithm (DDS) from Tolson and Shoemaker (2007) was implemented to automatically 
estimate these parameters by maximizing the Nash and Sutcliffe (1970) coefficient. DDS has been 
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implemented in other cold regions hydrology modelling studies (Dornes et al., 2008; Rasouli et 
al., 2014). Daily records from 1995 to 2004 were used for calibration and from 2006 to 2009 for 
validation (no streamflow records are available for 2005). 
3.3.5 Model sensitivity and uncertainty analysis 
The new state-of-the-art Global Sensitivity Analysis framework (VARS) presented by Razavi and 
Gupta (2016a, 2016b) was used to assess the sensitivity of streamflow performance, using the 
Nash-Sutcliffe coefficient, to parameter uncertainty. The following six parameters were used in 
the analysis, selected from an informal evaluation of their uncertainty and model process 
sensitivity to their values: (1) Leaf Area Index (‘LAI’ m2 m-2), (2) Maximum Canopy Snow Load 
Capacity (‘Sbar’ kg m-2), (3) Minimum Stomata Resistance (‘rcs’ s m-1), (4) Saturated Hydraulic 
Conductivity (‘Ks’ m s-1), (5) Soil Recharge Layer Capacity (‘Soil Recharge’ mm) and Vegetation 
Height (‘Ht’ m).  Parameter ranges used for the analysis are presented in Table 3.4 and are based 
on values from the literature for this region and field observations. The saturated hydraulic 
conductivity of the upper and lower peat layers was varied, such that the lower peat layer hydraulic 
conductivity was always one order of magnitude smaller than the upper layer, in order to avoid a 
lower peat layer with a greater hydraulic conductivity, which is contrary to observations in the 
region and soil development principles (Carey and Woo, 2001; Quinton and Marsh, 1999). The 
VARS framework uses a sampling strategy called “star based” as it requires a number of “stars” 
to sample parameter combinations. In this study 20 stars were used, resulting in 1,100 
combinations; this was considered appropriate for this application (S. Razavi, personal 
communication, 2016).  
As a secondary goal, the uncertainty of the mean annual mass balance associated with these 
parameters was also assessed using the same “star-based” sampling strategy used for the sensitivity 
analysis. This means that 1,100 parameters scenarios were run and the mass balance was computed 
for each parameter scenario.  
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Table 3.4 Parameter range for the VARS sensitivity analysis 
Parameters Tundra Shrubs 
Closed 
Shrubs 
Taiga Forest 
Leaf Area Index* (m2 m-2) 
Upper Limit n/a 0.3 0.6 0.96 1.44 
Lower Limit n/a 0.2 0.4 0.64 0.96 
Vegetation Height* (m) 
Upper Limit 0.24 2.1 7.2 9.6 
Lower Limit 0.36 1.4 4.8 6.4 
Maximum Canopy Snow 
Load Capacity* (kg m-2) 
Upper Limit n/a 0.6 7.08 
Lower Limit n/a 0.4 4.72 
Stomata Resistance* (s m-1) 
Upper Limit 91.2 180 108 
Lower Limit 60.8 120 72 
Saturated Hydraulic 
Conductivity of the Upper 
Organic Layer (m s-1) 
Upper Limit 1E-01 
Lower Limit 1E-05 
Saturated Hydraulic 
Conductivity of the Lower 
Organic Layer (m s-1) 
Upper Limit 1E-02 
Lower Limit 1E-06 
Soil Recharge (mm) 
Upper Limit 500 
Lower Limit 300 
*The upper and lower limit is defined as a ±20% from the original value. 
3.4 Results and discussion 
3.4.1 Precipitation correction and temporal disaggregation 
Corrected mean monthly precipitation and temperature for the period between 1980 and 2009 is 
presented in Figure 3.5. Corrected mean annual precipitation is 327 mm yr-1, as opposed to the 
240.6 mm yr-1 from ECCC Climate Normals, resulting in an increase of roughly 36%.  This is 
 80 
consistent with wind undercatch corrections suggested for northern Canada by Pomeroy and 
Goodison (1997) and more recent corrections by Pan et al. (2016) for relatively open sites. 
Validation of the temporal disaggregation of precipitation is presented in Table 3.5. The 
disaggregation approach successfully represents the main statistics, where the greatest errors are 
found for skewness and autocorrelation lag-1 (around 13.2% and 15.5%, respectively). Therefore, 
this method is considered valid for this region, as the assumption of a fractal behaviour in the 
frequency distribution function of the weight factors (Güntner et al., 2001) was met (not shown 
here).  
Table 3.5 Comparison of statistics between observed and disaggregated hourly precipitation 
Statistics (2005 – 
2014) 
Mean hourly 
precipitation 
(mm) 
Variance 
(mm2) 
Skewness 
(.) 
Probability 
of Dry Hour 
(.) 
Autocorrelation 
Lag-1 (.) 
Observed  0.025 0.053 34.92 0.935 0.309 
Microcanonical 
Model 
0.025 0.051 39.62 0.916 0.36 
Bias Error (%) 0% 3.8% -13.2% 2.0% -15.5% 
 
 
Figure 3.5 Wind-corrected precipitation and air temperature based on Inuvik Airport, Inuvik 
Climate and Inuvik Upper Air MSC stations - period from 1980 to 2010. Temperature error bar 
corresponds to the standard deviation. 
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3.4.2 Model calibration and validation  
Parameter ranges used for calibration and their optimum values after 1,000 iterations using the 
DDS algorithm are presented in Table 3.6. Saturated hydraulic conductivity for the upper and 
lower peat layer show similar values, both close to 1x10-3 m s-1. The conceptual nature of routing 
parameters (storage and lag) precludes a detailed interpretation of the values obtained through 
calibration; however, a consistent result is the higher subsurface lag and storage associated with 
forest, which is likely due to its larger contributing area. Also, open water and wetland have 
consistent small surface lag and storage parameter, which is in agreement with the faster response 
expected from a saturated surface. 
Table 3.6 Parameters and ranges used in the DDS calibration algorithm. 1,000 iterations 
were performed. 
Parameter Land Cover 
Optimization 
Range 
DDS Optimum 
value 
Subsurface Routing Storage (days) 
Tundra 
0 - 10  
0.99 
Shrubs 0.3 
Forest 9.9 
Wetland 9.7 
Subsurface Routing Lag (hours) 
Tundra 
0 - 100  
2.8 
Shrubs 32.3 
Forest 98.9 
Wetland 0.25 
Surface Routing Storage (days) 
Tundra 
0 – 10  
9.9 
Shrubs 0.01 
Forest 9.8 
Wetland 0.1 
Open Water 0.1 
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Parameter Land Cover 
Optimization 
Range 
DDS Optimum 
value 
Surface Routing Lag (hours) 
Tundra 
0 – 100  
12.3 
Shrubs 0.2 
Forest 0.1 
Wetland 0.02 
Open Water 0.8 
Maximum Recharge Layer Capacity 
(mm) 
All (but Open 
Water) 
300 – 500  325 
Saturated Hydraulic Conductivity (m s-
1) 
Upper Peat [1 – 9.9] x 10-3 1.04 x 10-3 
Lower Peat [1 – 9.9] x 10-4 9.88 x 10-4 
Maximum Snow Water Storage 
Capacity in Detention Layer (mm) 
All 0 – 100  1.1 
Depression Storage (mm) Wetland 0 – 200  17 
 
Simulated and observed hydrographs for the calibration and validation periods are presented in 
Figure 3.6a and Figure 3.6b, respectively. Nash-Sutcliffe (NS) coefficients for the calibration and 
validation periods are both 0.41, whereas mean BIAS is 6.8% and 9.1%, respectively. Snowmelt 
runoff largely dominates the hydrograph; therefore, it is important to capture the timing and 
magnitude of snowmelt. Peak streamflow timing is generally well represented by the model, as 
well as the recession limb of the hydrograph. Streamflow from rainfall-runoff events is less 
frequent and significantly smaller than streamflow from snowmelt events. 
Great inter-annual variability in simulated streamflow performance is observed, as years with NS 
up to 0.79 and down to negative values exist; similar results are observed for the model BIAS. 
This indicates problems with the modelled streamflows, which may be due to field-observed 
parameter uncertainty, model structure (e.g. HRU discretization) and weather forcing data 
uncertainty; however, this can also be partially explained by the significant uncertainty in 
streamflow observations, particularly in the magnitude of peak streamflows, as acknowledged by 
WSC. The quality of observed streamflow is significantly impacted by the formation of ice in the 
stream cross section, producing a variable cross section that makes the use of previously defined 
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rating curves problematic. Drifted snow in channels can also cause uncertainty in streamflow 
measurements, particularly at the beginning of the melt season. The model was compared to 
observed streamflow for all the years with data, including those with acknowledged great 
uncertainty.  
Figure 3.6c and Figure 3.6d present the probability distribution of daily streamflow and the 
cumulative mean daily streamflow for simulated and observed streamflow, respectively, during 
the period 1995 to 2009 (excluding 2005). The probability distribution of simulated daily 
streamflow shows relatively good agreement with observation; however, low exceedance 
probability streamflows are slightly underestimated due to difficulties in simulating peak flows in 
2000, 2001 and 2006. Cumulative mean daily streamflow shows an adequate performance, 
particularly during snowmelt (days of the year between 120 and 160); however, the model slightly 
overestimates streamflow during summer. 
Figure 3.7 presents a comparison between simulated and observed Snow Water Equivalent (SWE). 
Simulated SWE shows an adequate performance, especially during the accumulation period; 
although for some years, such as 2005, SWE is underestimated. Errors in simulating maximum 
snow accumulation are probably associated with uncertainty in the precipitation records and local 
snow redistribution processes that may be over-simplified in the model or not well represented 
along the snow survey transect due to local site and scale differences. Overall, the model presents 
relatively good agreement with observations, especially when considering the uncertainties 
aforementioned and the complex environment, and therefore, it is deemed suitable for further 
analysis. 
  
 84 
 
 
Figure 3.6 a) and b) Daily streamflow for the calibration (CA) and validation (VA) periods, 
respectively. Nash-Sutcliffe (NS) and Bias are presented for each water year and each full period 
(bold). No streamflow records are available for the year 2005. c) Daily observed and simulated 
streamflow frequency distribution using a Weibull distribution and d) cumulative observed and 
simulated mean daily streamflow. c) and d) use data from CA and VA period (1995 to 2009). 
 
 
Figure 3.7 Observed from a snow survey transect versus simulated snow water equivalent at 
the Lower Shrub HRU. 
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3.4.3 Snow accumulation, melt, and redistribution  
Figure 3.8 presents simulated average annual HRUs winter mass fluxes between 1982 and 2009. 
The Wetland HRU is not shown, as the winter mass fluxes are very similar to the Lower Shrubs 
HRU. The mass fluxes included are cumulative drift out/in, cumulative sublimation from the snow 
surface, cumulative blowing snow sublimation, cumulative canopy interception and sublimation, 
and daily SWE. SWE exhibits a substantial variability amongst HRUs, with maximum 
accumulation values from 67 mm for the Upper Tundra up to 475 mm for the Upper Drift/Gully 
HRU. The great variability in SWE is due to blowing snow redistribution and sublimation in the 
upper basin and snow interception and sublimation from canopy. Higher wind speeds in the upper 
elevations, together with poorly vegetated tundra, allow significant sublimation and transport of 
blowing snow. As shown in the upper left panel in Figure 3.8, blowing snow in the Upper Tundra 
HRU starts in early October and sublimates up to 76 mm yr-1 by the end of the winter; this is 40% 
of the average snowfall.  Blowing snow transport redistributes 35 mm yr-1 to the Upper Shrubs 
HRU. Blowing snow redistribution in the lower basin is much smaller, as can be seen in the lower 
right panel in Figure 3.8; only 114 mm yr-1 is transported to the Lower Drift/Gully HRU, as 
compared to 316 mm yr-1 transported to the Upper Drift/Gully HRU. This difference is explained 
by the distinct wind regimes simulated by Walmsley’s windflow model (c.f. Section 3.1.2), 
resulting in wind speeds being 55% higher in the upper basin. Sublimation from canopy 
interception also plays an important role in the snow mass balance, particularly in the Forest and 
Taiga HRUs, for which 88 and 25 mm yr-1 are sublimated, respectively. Sublimation of intercepted 
snow also occurs from Lower Shrubs, Closed Shrubs and Wetland HRUs; however, these values 
are small, at 4 to 7 mm yr-1, as the maximum canopy snow interception load and LAI are 
significantly smaller (c.f. Section 3.4.1) than those found in the forested sites. Snow surface 
sublimation has a lower spatial variability, with values ranging from 20 to 35 mm yr-1 across the 
basin. The processes result in great spatial variability in SWE, which is also reflected in the 
snowcovered area during the ablation period.  Snowcover in the Upper Gully/Drift HRU lasts until 
late June, three to four more weeks than in other HRUs. End of the winter mass fluxes are 
summarized in Table 3.7.   
Winter snow processes in HPC have been previously studied by Pomeroy and Marsh (1997) for 
the 1992-1993 season, which despite the short period of analysis, provided detailed SWE field 
observation and analysis. Figure 12 in Pomeroy and Marsh (1997) shows observed average SWE 
from snow survey transects of 55, 135, 145, 150, 405 and 155 mm for the Upland Tundra, Lowland 
Tundra, Shrubs Tundra, Taiga, Drift and Forest, respectively. The CRHM-AHM simulations for 
the same time period of time show values of 100, 170, 190, 160, 470 and 70 mm of SWE for the 
HRUs representing those locations. Overall, the CRHM-AHM overestimates the values observed 
by Pomeroy and Marsh; however, it captures the spatial variability observed by them. Also, it 
should be noted that the CRHM-AHM model represents the average value within a HRU, and the 
observations represent a transect through only part of the HRU. 
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Figure 3.8 HRU-scale mean snow fluxes for the period between 1982 and 2009. Snow Water 
Equivalent (SWE) is presented as daily values, whereas other fluxes are presented as cumulative 
values. Drift in Tundra and Shrub HRUs are losses (“Out”), whereas for the Gully/Drift HRUs it 
represents a gain of snow (“In”). Note that a different scale is used for the Gully/Drift HRU 
(lower-right panel). 
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Table 3.7 Mean winter mass fluxes for each HRU. 
Hydrological 
Response 
Unit 
End-of-
the-
winter 
SWE 
(mm) 
Blowing 
snow 
transport* 
(mm yr-1) 
Blowing snow 
sublimation 
(mm yr-1) 
Sublimation 
from canopy 
interception 
(mm yr-1) 
Sublimation 
from the snow 
surface (mm 
yr-1) 
Upper Tundra 67 -35 76 0 23 
Lower Tundra 157 -6 4 0 20 
Upper Sparse 
Tundra Shrubs 
124 -3 37 4 24 
Lower Sparse 
Tundra Shrubs 
160 -1 1 0 21 
Closed Shrubs 158 0 0 7 22 
Taiga 132 0 0 25 30 
Forest 68 0 0 88 35 
Upper 
Gully/Drift 
475 316 0 4 20 
Lower 
Gully/Drift 
275 114 0 4 20 
*Positive value is associated with blowing snow added to the HRU whereas a negative value 
represents a loss from the HRU. 
3.4.4 Active layer development 
Figure 3.9a presents the average development of the active layer from June to September between 
1982 and 2009 for a selection of representative HRUs, namely, Upper Tundra, Lower Shrubs, 
Forest and Upper Gully/Drift. Mean Active Layer Thickness (ALT) varies from roughly 0.55 m 
for the Upper Gully/Drift HRU up to 0.85 m for the Forest HRU; however, values in any individual 
year can exceed 0.8 and 1.1 m, respectively.  The main factors controlling the ALT are ice content, 
the volumetric water content of the unfrozen soil layers, which impact the heat transfer from the 
ground surface to the frozen ground, and the surface freeze/thaw index (degree-day); the latter has 
a direct relationship with air temperature and timing of snowcover depletion. As discussed in 
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Section 3.4.3, the Upper Gully/Drift holds snowcover longer than other HRUs, delaying initiation 
of the snow-free period, reducing the surface thaw-index and thus the ALT. Conversely, the 
snowpack in the Upper Tundra HRU is the first to melt, allowing a greater thaw-index; however, 
other factors such as lower volumetric water content (resulting in a lower thermal conductivity) 
and net radiation restrict further ground thawing when compared with Lower Shrubs and Forest 
HRUs. Overall, simulations of the development of the ALT show similar behaviour for all HRUs; 
however, spatial variability exists and it is important that the CRHM-AHM model was able to 
capture it. Figure 3.9b presents a comparison between observed temperature at the organic layer 
(1 – 8 cm below the surface; Marsh et al., 2000) in a single location surrounded by Taiga forest 
and simulated surface temperature at the Lower Shrubs HRU (also surrounded by Taiga forest) 
during 1999. During the simulated snowcovered period, simulations failed to represent ground 
surface temperatures accurately, which is likely due to the lack of capability in the model to 
simulate snow meltwater percolation to the ground surface via preferential flow paths (Marsh and 
Pomeroy, 1999; Marsh and Woo, 1984a) and refreezing of meltwater on top of the frozen soils 
(Pomeroy et al., 1998). In addition, during the snowcover season, CRMH-AHM simulates ground 
temperature using the lower layer temperature and depth as estimated by SNOBAL, which can be 
problematic for shallow snowpacks (Debeer and Pomeroy, 2009); in this case a snowpack of less 
than 30 cm is simulated during this period. On the other hand, a more adequate representation of 
ground temperature is achieved during the simulated snow-free period. During this period the 
diurnal cycle of ground temperature is well represented, as well as its main trend; however, a slight 
overestimation is observed. Figure 3.9c presents a comparison between observed and simulated 
thawing/freezing fronts using observed soil temperature data at 10, 20, 30 and 45 cm depth in HPC 
(Marsh et al., 2000). Observations show that ground thaw begins in mid-May (14), whereas 
simulations show a 13-day later start of May 27, which is partly explained by delay in the snowmelt 
simulations (Figure 3.9b). By July 22, observations show a thaw depth of at least 45 cm whilst 
simulations predict ground thaw to be 49 cm. The lack of observations deeper than 45 cm precludes 
a more detailed analysis of deeper ground thaw simulations. The initiation of the ground freeze is 
well represented by the model (September 28); however, observations show that 20 cm below the 
surface, the soil is already at 0°C on that date, a much faster response compared to simulations. 
During November the simulated ground freeze advanced faster than observed, with the freezing 
front reaching 60 cm when observations showed 45 cm. Figure 3.9d presents a comparison 
showing good agreement between measured ALT at Havikpak Creek by the Geological Survey of 
Canada (Smith et al., 2009) and simulations. Mean bias is 12% and the mean of the residuals is 
7.5 cm, showing a slight overestimation by the model, which may be due to the model’s neglect 
of sensible heat (Kurylyk and Hayashi, 2016). Uncertainties when comparing point measurements 
against HRU areal averages, along with the assumptions of the permafrost model may explain part 
of the disagreement between observed and simulated ALT.  These analyses suggest that the new 
XG-algorithm implemented in the CRHM platform is capable of providing adequate simulations 
of ALT over a continuous permafrost environment. 
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Figure 3.9: a) Active layer thickness for different HRUs during the thawing season. The box 
centre line represents the 50th percentile, and the lower and upper box edges the 25th and 75th 
percentiles, respectively. The edge of the line outside the box represent the range of possible 
values not considered as outlier (dots outside this range), and the circle represents the average 
value. b) Observed versus simulated ground temperature for the period between May and June 
1999. c) Simulated versus observed thawing and freezing fronts for the period between May and 
June 1999. d) Simulated versus observed active layer thickness (ALT). 
3.4.5 Water fluxes and storage 
Figure 3.10 presents the average annual water fluxes between 1982 and 2009 for all HRUs (except 
open water) aggregated by landcover classes, namely, tundra (Upper and Lower Tundra HRU), 
shrub (Upper, Lower and Closed Shrub HRU), forest (Taiga and Forest HRU), drift (Upper and 
Lower Gully/Drift HRU) and wetland (Wetland HRU). Standard deviation is included as a shade 
around the average values to illustrate inter-annual variability. Water fluxes for rainfall, snowfall, 
evapotranspiration, sublimation, surface runoff and subsurface runoff are presented as cumulative 
values, whereas SWE is presented as daily values. Surface runoff represents the excess of 
infiltration and depression storage, not including incoming surface runoff from upstream areas, 
whereas subsurface runoff includes subsurface runoff from upstream areas. For example, the 
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average subsurface runoff in wetlands reaches up to 1,750 mm yr-1, which would be impossible 
with a mean annual precipitation of 329 mm without the subsurface input from upstream areas.  
This demonstrates the necessity of an approach that routes water from HRU to HRU to calculate 
the water balance of wetlands in this low precipitation environment. Clearly, snowmelt runoff is 
the main mechanism by which surface runoff is produced; nevertheless, surface runoff from 
rainfall-runoff events during summer also contributes but with a much smaller fraction that varies 
between landcover from roughly 4% to 10% of the total surface runoff. In consequence, and as 
expected, a close relationship exists between the end-of-the-winter SWE and the total surface 
runoff for all the landcover classes, as frozen ground conditions during spring restrict meltwater 
infiltration.  
Evapotranspiration (ET) exhibits great spatial variability. ET from gullies that are covered with 
snowdrifts shows the lowest annual cumulative values (96 mm), which can be explained by the 
three to four weeks shorter snow-free season due to the deeper snowpack. Tundra and shrub ET 
shows a similar behaviour, with average annual values of 117 and 107 mm, respectively; however, 
the tundra ET exhibits greater inter-annual variability with an annual standard deviation of 23 mm, 
as opposed to the 10 mm found for shrub ET. Forest and wetland ET present the largest cumulative 
annual values, at 164 and 218 mm, respectively; both landcovers show similar inter-annual 
variability with an annual standard deviation of 17 and 23 mm, respectively.   
Sublimation, as presented in Figure 3.10, is the aggregated value of blowing snow sublimation, 
canopy interception sublimation and sublimation from the snow surface. Annual sublimation in 
wetlands and gullies with drifts is lowest at 23 mm, which is mostly composed of  sublimation 
from the snow surface, as blowing snow sublimation is suppressed and canopy interception 
sublimation is very small (c.f. Table 3.7). Tundra and shrubs also present similar annual 
sublimation losses of 40 and 32 mm, respectively; however, in this case, blowing snow sublimation 
is quite important. For example, blowing snow sublimation from the Upper Tundra HRU is 76 mm 
yr-1. The largest sublimation loss is 123 mm yr-1 and is associated with the Forest HRU, where 
sublimation from canopy interception is large (33 mm yr-1). Inter-annual variability of annual 
sublimation ranges between 6 and 9 mm which, for the gully with snowdrifts, tundra and shrubs 
represents about 29%, 23% and 22% of the mean annual sublimation, respectively; whereas for 
forests this is only 15%. 
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Figure 3.10: Line represents the annual mean of daily cumulative water fluxes and daily snow 
water equivalent for each landcover class and the shadow represents the standard deviation 
from 1982 to 2009. The water year is defined as starting from October 1. Note that a different 
scale is used for the Wetland (mid-right panel); however, the inset has the same scale as the 
other panels. 
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Table 3.8 presents HPC modelled seasonal and mean annual water fluxes for the period between 
1982 and 2009.  Annual precipitation is 329 mm, of which 58% is snowfall and 42% is rainfall, 
giving a rainfall ratio of 0.42. Mean annual evapotranspiration (ET), including evaporation of 
intercepted rain, is 156 mm (47% of mean annual precipitation), of which 135 mm (87%) occurs 
during summer. Mean annual streamflow is 127 mm, resulting in an average runoff ratio of 0.39. 
The difference in storage includes soil moisture, depression storage and SWE. On average, the 
interannual difference in storage was positive, at 2 mm year-1, meaning a greater value at the end 
of the period.   Seasonal values were much larger, with winter gains of 129 mm yr-1 due to the 
accumulation of snow, and summer losses of -63 mm yr-1, mostly due to the decrease of soil 
moisture driven by evapotranspiration and the remaining SWE in the ground. Mean annual 
sublimation is 47 mm, which includes blowing snow sublimation, canopy interception sublimation 
and sublimation from the snow surface; this value represents roughly 14% of annual precipitation 
and 25% of the mean annual snowfall.     
Marsh et al. (2004) calculated mean annual fluxes for HPC for the period between 1992 and 2000, 
using a water balance approach based on observations and the Priestley and Taylor (Priestley and 
Taylor, 1972) method to estimate ET for the entire basin.  This ET estimation method contrasts to 
that applied here, where it was restricted to wetlands with water available at the surface all summer. 
Table 1 in Marsh et al. (2004) presents values for rainfall, snowfall, streamflow, ET and the 
residual of the water balance of 135, 148, 110, 134 and 37 mm, respectively. The source of 
meteorological data is not the same, as Marsh et al. (2004) used specialized data collected by 
ECCC’s National Water Research Institute (NWRI) that was not available to this study, as opposed 
to ECCC’s MSC dataset used in the present study. Also of note is that the period of analysis is not 
the same; however, there is overlap. Differences exist in the estimation of mean rainfall and 
snowfall, which could be due to the source of the meteorological dataset, the bias-correction 
approach used for wind-undercatch or the method used to partition rain and snow (Marsh et al. 
(2004) used a simple 0°C threshold, whereas this study used a psychrometric energy balance 
approach). Consequently, differences in annual precipitation, ET and streamflow of 46, 22 and 17 
mm, respectively, are found. Interestingly, the residual of the water balance presented by Marsh et 
al. (2004) (37 mm) is close to the sublimation estimated with the CRHM-AHM model (47 mm), 
with a difference of 10 mm. The latter emphasizes the need to include sublimation calculations in 
cold regions studies, to reduce the uncertainty associated with water balance simulations, which 
has been identified by previous studies (Johansson et al., 2015; Pomeroy et al., 1997). Although 
values from the present study and those by Marsh et al. (2004) are not the same, they agree in that 
ET is the greatest loss of water in the basin, followed by streamflow, which is mostly composed 
of snowmelt runoff. Zhuravin (2004) presented a water balance study for the Kontakovi Creek 
Basin in East Siberia, which has similar features as HPC; a drainage area (21.2 km2) underlined 
by continuous permafrost, and a mix of tundra, shrubs and forest landcover. Results from Zhuravin 
(2004) showed that streamflow is the dominant mass flux, followed by ET (including sublimation 
losses), with values of 73 and 34% with respect to the mean annual precipitation, with an error 
estimated at -7%. Differences with the water balance shown in this study can be attributed to the 
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larger area covered by tundra at the Kontakovi Basin (>30%) and the steeper slope (40%), which 
reduce evapotranspiration, as tundra transpires less than forest, and a steeper slope reduces surface 
and subsurface water retention, enhancing runoff generation.   
Table 3.8: Mean annual water fluxes at a basin scale for the water years between 1982 and 
2009. First two years are used to spin-up the model. 
Mean Mass 
Fluxes (mm yr-1) 
Winter: 
Oct-Apr 
Spring: 
May 
Summer: 
Jun-Aug 
Fall: 
Sep 
Annual 
Rain 2 8 106 21 137 
Snow 162 13 3 14 192 
Evapotranspiration 1 6 135 14 156 
Streamflow 4 43 74 6 127 
Δ Storage* 129 -63 -79 13 2 
Blowing Snow 
Sublimation 
4 0 0 0 4 
Canopy 
Interception 
Sublimation 
16 1 0 1 18 
Sublimation from 
the Snow Surface  
17 8 0 0 25 
Blowing snow 
transport within the 
basin 
2 0 0 0 2 
*Difference between final and initial soil moisture, depression storage and snow water equivalent. 
There is a 3 mm yr-1 error in the mass balance closure (<1%).  
3.4.6 Model sensitivity and uncertainty  
Figure 3.11a) shows the result from VARS using values from the Integrated Variogram Across a 
Range of Scale (IVARS) between 0 - 50% of the parameter range, as suggested in the VARS-Tool 
Manual for a single global sensitivity metric. This result reveals that vegetation height (‘Ht’) is the 
parameter that impacts simulated streamflow performance the most; therefore, a reliable 
estimation of vegetation height and potential changes due to a changing environment is advised 
for future applications. This result is explained as vegetation height impacts vegetation snow 
interception efficiency, affecting the end-of-the-winter SWE and, therefore, snowmelt runoff. The 
parameter ‘Sbar’ is second in the ranking, supporting the great impact that canopy interception and 
sublimation have in the model and the need to reliably represent this physical process. The ranking 
is followed by ‘Ks’, ‘Soil Recharge’, ‘LAI’ and ‘rcs’ in decreasing order.  
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The results from the mass balance uncertainty and the values from the model with the original set 
of parameters (c.f. Section 3.4.), are presented in Figure 3.11b. Sublimation from blowing snow 
and at the snow surface shows very little uncertainty <±0.5 and ±2 mm yr-1, respectively, which is 
somewhat expected, as blowing snow has a small contribution to the basin mass balance and 
sublimation at the snow surface is not directly affected by any of the parameters used in the 
analysis; however, it is impacted by fluctuations in snow accumulation due to changes in snow 
interception. Minimum and maximum values for streamflow, evapotranspiration and sublimation 
from canopy interception are 95 - 157 mm yr-1, 131 - 168 mm yr-1 and 11 - 44 mm yr-1. Greater 
range is observed for streamflow, as this represents the combined overall uncertainty from the 
other mass fluxes. This analysis is interesting, as it shows the range of potential variability the 
mean annual mass balance has, which is intended to provide the readers with an estimation of the 
model uncertainty. 
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Figure 3.11: a) Ratio of Factor sensitivity using IVARS 50. b) Annual mass fluxes sensitivity 
to parameter uncertainty. Bars correspond to the maximum and minimum values, the box are the 
percentile 25th and 75th, and the red line is the percentile 50th. The green circle shows the mass 
fluxes associated with the control run.  The term “Sub.” refers to sublimation.  
 
3.5  Conclusions 
A physically based Arctic Hydrological Model created using the CRHM platform, coupling the 
atmosphere-snowpack-surface-subsurface energy and mass fluxes for a small basin underlain by 
permafrost in the taiga-tundra transition was implemented over a 28-year period and validated 
using field data. The model showed an adequate performance against continuous daily streamflow, 
discontinuous SWE and continuous but short records of ground surface temperature and ground 
freeze/thaw. Problems in capturing the timing and intensity of snowmelt peak flows may be 
partially associated with the formation of snow dams in the upper basin valleys that were not 
simulated by the model; however, significant uncertainties in streamflow observation due to ice 
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formation in the cross section also exist. The simulated snow water equivalent distribution and 
active layer thickness were also compared with observations presented by Pomeroy and Marsh 
(1997), Marsh et al. (2000) and the Geological Survey of Canada, all showing good agreement.  
Mean active layer thickness simulations range from about 0.5 m to 0.9 m, depending on volumetric 
water content of the soil and the date at which the ground is snow-free; therefore, blowing snow 
sinks such as upland gullies, which may hold snow up to three to four weeks longer, exhibit the 
shallower active layer. Evapotranspiration in Havikpak Creek represents the largest mass flux, 
accounting for roughly 47% of the mean annual precipitation, whereas streamflow accounts for 
approximately 39%. Sublimation represents about 14% of the mean annual precipitation, of which 
approximately 53% comes from sublimation from the snow surface, 38% from canopy interception 
and 9% from blowing snow. Although blowing snow is not very important for basin scale mass 
balances, at the local upland tundra it comprises up to 33% of its water loss. The sensitivity analysis 
revealed that from the set of parameters considered, routing parameters were not included as they 
were not measured and were calibrated; vegetation height is the parameter that most influences the 
model streamflow performance, as it has a significant impact on canopy interception and thus, a 
good estimation of its value is advised. The uncertainty analysis shows that uncertainty in estimates 
of sublimation from blowing snow and at the snow surface is relatively small (<2 mm yr-1). 
Streamflow shows the largest range of uncertainty (95 - 157 mm yr-1) as this represents the 
combined effect of the uncertainty from the other mass fluxes. 
The effect of the complex interaction between observed trends in climate (Vincent et al., 2015) 
and shrub cover (Lantz et al., 2013) on future hydrology of Arctic basins, particularly in the 
Tundra-Taiga transition region, is inherently uncertain. As a new tool to address this question, 
CRHM-AHM can be used to analyse and predict these changes under future climate and vegetation 
scenarios for HPC or other basins in subarctic and Arctic environments. The main advantages of 
using this model are that it includes all the key and complex physical processes found in this type 
of environment in a relatively simple and efficient way that can be easily duplicated for other 
basins. Future research aims to investigate past trends and future hydrology for the region using 
the Arctic Hydrology Model. 
  
 
 
 
CHAPTER 4 
4 Recent changes to the hydrological cycle of 
an Arctic basin at the tundra-taiga 
transition 
 
 
Wetland around Havikpak Creek, Northwest Territories, September 8, 2014. 
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Abstract 
The impact of transient changes in climate and vegetation on the hydrology of small Arctic 
headwater basins has not been investigated, particularly in the tundra-taiga transition region. This 
study uses weather and land cover observations and a cold regions hydrological model to 
investigate historical changes in modelled hydrological processes driving the streamflow response 
of a small Arctic basin at the treeline. The physical processes found in this environment and 
explicit changes in vegetation extent and density were simulated and validated against 
observations of streamflow discharge, snow water equivalent and active layer thickness. Mean air 
temperature and all-wave irradiance have increased by 3.7°C and 8.4 W m-2, respectively, while 
precipitation has decreased 48 mm (10%) since 1960. Two modelling scenarios were created to 
separate the effects of changing climate and vegetation on hydrological processes. Results show 
that over 1960-2016 most hydrological changes were driven by climate changes, such as 
decreasing snowfall, evapotranspiration, deepening active layer thickness, earlier snowcover 
depletion, and diminishing annual sublimation and soil moisture. However, changing vegetation 
has a significant impact on decreasing blowing snow redistribution and sublimation, counteracting 
the impact of decreasing precipitation on streamflow, demonstrating the importance of including 
transient changes in vegetation on long-term hydrological studies. Streamflow dropped by 38 mm 
as a response to the 48 mm decrease in precipitation, suggesting a small degree of hydrological 
resiliency. These results represent the first detailed estimate of hydrological changes occurring in 
small Arctic basins, and can be used as a reference to inform other studies of Arctic climate change 
impacts. 
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4.1  Introduction 
Rapid warming in the Arctic (Hansen et al., 2010; Przybylak et al., 2010; Wanishsakpong et al., 
2016) has produced significant environmental changes (Hinzman et al., 2005), such as decreasing 
snowcover duration (Brown et al., 2010) and permafrost thaw (Liljedahl et al., 2016). A reduced 
snowcover period can result in smaller, slower snowmelt, larger evapotranspiration losses and 
reduced sublimation losses from cold regions headwater basins (Pomeroy et al., 2015b; Rasouli et 
al., 2015). Permafrost thaw can impact regional and local hydrology by increasing surface and 
subsurface connectivity, and baseflow (Connon et al., 2014; Liljedahl et al., 2016; Walvoord and 
Kurylyk, 2016). Increases in vegetation cover and density have been observed and are especially 
pronounced near the tundra-taiga ecozone transition (Lantz et al., 2013; Myers-Smith et al., 2011; 
Sturm et al., 2001; Tape et al., 2006; Xu et al., 2013); however, the impact on the hydrology of 
these transition Arctic basins is poorly understood. These environmental changes will likely 
continue in the future, representing challenges for water resources managers and engineers 
throughout the Arctic.  
Precipitation trends over the Arctic are highly uncertain due to a sparse monitoring network 
(Serreze et al., 2003) and difficulties in measuring snowfall in windswept environments (Goodison 
et al., 1998; Pan et al., 2016). Nevertheless, positive and negative trends have been calculated for 
the largest Arctic river basins (Walsh, 2005, table 6.12) and throughout the Arctic (Whitfield et 
al., 2004). Over northern Canada, an overall increasing trend in annual precipitation has been 
observed (DeBeer et al., 2016; Vincent et al., 2015); however, there is great spatial variability and 
uncertainty due to the low-density observational network (Milewska and Hogg, 2001). Mean 
annual temperatures in northwestern Canada have increased more than anywhere else in Canada 
by roughly 3 – 3.5 °C between 1948 and 2012 (Vincent et al., 2015); moreover, mean winter 
temperatures show the largest increase of up to 6.5 °C (DeBeer et al., 2016). 
Arctic vegetation has changed in response to warmer temperatures (Hinzman et al., 2005; Martin 
et al., 2017; Myers-Smith and Hik, 2018). The tundra-taiga treeline in Alaska, U.S.A., has 
advanced between 80 to 100 m in the last 200 years (Suarez et al., 1999). Payette and Filion (1985) 
studied white spruce (picea glauca) expansion into northern Quebec, Canada, and found that the 
treeline has not changed substantially over the past centuries; however, below the treeline, its 
density has increased. On the other hand, both shrub coverage and density have increased in the 
Arctic. Lantz et al. (2013) reported that between 1972 and 2004, shrub density and cover have 
increased substantially in the upland tundra east of the Mackenzie River Delta of northwestern 
Canada. Similar results were found by Tape et al. (2006) in northern Alaska and pan-Arctic. 
Overall, these previous studies observed that the Arctic treeline has not undergone a substantial 
change over the last century, but shrub expansion is ubiquitous near the Arctic treeline in North 
America. Wildfires can rapidly modify vegetation cover and are important to nutrient cycling, 
biodiversity, and control of pathogens and pests (Bond and Keeley, 2005). Warmer temperatures 
and longer dry seasons are increasing vulnerability to wildfire (Romero-Lankao et al., 2014), 
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resulting in increased frequency and duration of wildfires since the mid-1980s (Westerling et al., 
2006; Williamson et al., 2009). Changes in vegetation are important, as they have been shown to 
control snow redistribution (Ellis et al., 2013; Essery and Pomeroy, 2004; Ménard et al., 2014; 
Pomeroy and Brun, 2001) and energy fluxes (Ménard et al., 2012; Pomeroy et al., 2006; Sturm et 
al., 2000). 
Many studies have looked at observed changes in large northward flowing river basins. There is 
an increase in annual discharge from large river basins to the Arctic Ocean (McClelland et al., 
2006; Overeem and Syvitski, 2010; Peterson et al., 2002; Rood et al., 2017; Yang et al., 2002), a 
decrease in river ice thickness (Peterson et al., 2002) and an earlier river/lake ice break-up dates 
(Janowicz, 2010; Prowse et al., 2011). However, most of these large river basins have their 
headwaters and primary zones of runoff generation well below the Arctic Circle; and therefore are 
not necessarily representative of changes in the Arctic hydrological cycle. As limited observations 
are available in the Arctic, model outputs have also been used to investigate change. Increasing 
trends were found in simulated monthly evapotranspiration and streamflow for the Mackenzie 
River Basin, Canada (Yip et al., 2012) and in simulated Arctic soil temperature and active layer 
thickness (Oelke et al., 2004), and decreasing trends were found in simulated Arctic snow 
accumulation and snowcover duration (Liston and Hiemstra, 2011). López-Moreno et al. (2016) 
analyzed simulated historical trends in the snow processes of a small basin above the Arctic 
treeline in Svalbard, using a physically based cold regions hydrological model that accounted for 
blowing snow redistribution and energy balance snowmelt. They found that simulated snow 
accumulation, snowcovered season and days with snowfall decreased significantly, driven by a 
significant increase in air temperature. No study has looked at changes in Arctic hydrological 
processes from headwater basins that originate near the Arctic treeline, nor has the relationship 
between changes in hydrological processes due to climate and vegetation change been 
investigated.  
Using hydrological models to simulate the hydrological cycle can compensate for an inability to 
observe it due to ungauged basins (Pomeroy et al., 2013b) and decline in the coverage of Arctic 
monitoring networks (Laudon et al., 2017). Previous studies acknowledged the need for robust 
cold regions hydrological models to simulate Arctic hydrology (Quinton and Carey, 2008; Woo et 
al., 2008), particularly due to the complex interaction between subsurface and surface mass and 
energy fluxes (Kane et al., 1991; Krogh et al., 2017; Z. Zhang et al., 2000). Physical processes that 
must be accounted for include: snow accumulation and melt (Marsh et al., 2010), snow 
interception and sublimation from forest canopies (Hedstrom and Pomeroy, 1998; Pomeroy et al., 
1998; Schmidt and Gluns, 1991), blowing snow sublimation and redistribution (Pomeroy et al., 
1997; Schmidt, 1982), evapotranspiration (Wessel and Rouse, 1994), infiltration into frozen and 
unfrozen soils (Gray et al., 2001; Kane, 1980; Kane and Stein, 1983), water flow through snowpack 
(Colbeck, 1972; Marsh and Woo, 1984a, 1984b), ground freeze and thaw (Juminikis, 1977), 
surface and subsurface flow (Quinton and Gray, 2001; Quinton and Marsh, 1999), groundwater 
(Cederstrom et al., 1953) and streamflow routing (Woo and Sauriol, 1980). The Cold Regions 
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Hydrological Model (CRHM) platform was used to create the Arctic Hydrology Model (AHM) 
configuration (CRHM-AHM) by Krogh et al. (2017). This spatially distributed and physically 
based model includes the key hydrological processes found at the Arctic treeline, such as blowing 
snow, snow and rain interception, sublimation, snowmelt, flow through snow, infiltration to frozen 
and unfrozen soils, evapotranspiration, runoff as overland flow and subsurface flow through 
organic terrain, frozen ground dynamics including active layer thaw, groundwater flow and 
streamflow routing. CRHM-AHM was shown to properly represent the winter and summer 
hydrology of this environment with minimal calibration of some uncertain routing and storage 
parameters (Krogh et al., 2017). A great advantage of this model is its flexibility and potential to 
be adapted for simulation of other Arctic basins. 
The aim of this study is to understand, diagnose and quantify the long-term hydrological changes 
of a small Arctic treeline basin, including transient changes over a multidecadal period, using the 
CRHM-AHM model. The study addresses the following research questions: what hydrological 
changes are caused by individual transient changes in climate and vegetation? What are the 
coupled hydrological impacts of changes in climate and vegetation; does transient vegetation 
change enhance or dampen climate change? Does Arctic hydrology show resiliency to the impacts 
of climate change? To address these questions, the study compares three observation-driven 
hydrological modelling scenarios: (1) observed climate change and constant vegetation cover, (2) 
observed transient changes in vegetation with climate held constant and (3) observed changes in 
climate and vegetation. 
4.2 Study site 
Havikpak Creek (HPC) with an area of 16.4 km2 is located east of Inuvik, Northwest Territories, 
Canada (Figure 4.1), near the tundra-taiga transition. HPC is in the continuous permafrost region, 
with an elevation rising from 60 m.a.s.l. in the southwest to 240 m.a.s.l. in the northeast. This basin 
was selected as it has a history of process-based hydrological studies, which provides a good 
understanding of dominating hydrological processes, has long-term meteorological records and 
has been part of important international initiatives, such as the Mackenzie GEWEX study 
(MAGS). HPC is also within the domain of the NASA Arctic-Boreal Vulnerability Experiment 
(ABoVE; https://above.nasa.gov/), which aims to better understanding the vulnerability and 
resiliency of Arctic boreal ecosystems, and therefore, its great relevance.  
Estimates of mean annual temperature and precipitation between 1981 and 2010 at Inuvik, using 
observations at the Meteorological Service of Canada weather station (Climate ID: 2202570) by 
Environment and Climate Change Canada (ECCC), are -8.2 °C and 240.6 mm, respectively 
(http://climate.weather.gc.ca/climate_normals/index_e.html). However, Krogh et al. (2017) 
showed that the corrected mean annual precipitation between 1980 and 2009 at Inuvik, based on 
the Adjusted and Homogenized Canadian Climate Dataset (AHCCD; Mekis and Vincent, 2011) 
and additional local weather stations, is 327 mm. Differences between precipitation estimates 
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published by ECCC and Krogh et al. (2017) are due to Krogh’s use of the AHCCD dataset with 
its corrections of snowfall wind undercatch and trace events. Such large adjustments to corrected 
precipitation are not uncommon at high latitudes in Canada and can influence trend detection 
(Pomeroy and Goodison, 1997). Using corrected data, 59% of the mean annual precipitation is 
snowfall; however, peak monthly precipitation occurs as rainfall in August (~45 mm; Krogh et al., 
2017). Snow accumulation typically starts in mid-September, with peak accumulation at the end 
of April or beginning of May, and snowmelt lasts until early- to mid-June (Krogh et al., 2017). 
The streamflow regime of Havikpak Creek is measured by the Water Survey of Canada and is 
characterized by a rapid increase due to snowmelt in May and June, during which the annual peak 
streamflow occurs (1-4 m3 s-1), followed by decreasing streamflow interrupted by sporadic summer 
peaks due to intense rainfall (Krogh et al., 2017). No streamflow was observed during winter. 
In 1992, HPC was predominantly covered by Black Spruce (Picea mariana) forest (50.0%) 
followed by Alder shrubs (31.7%), short grass, moss and lichen tundra (11.6%) and open water 
(6.7%) (Krogh et al., 2017). However, as shrubs colonize the tundra (Lantz et al., 2013) these 
percentages have changed. No changes in forest cover have been reported, though investigations 
into this are understood to be underway. A slight “greening” of the region has been detected 
through NDVI analysis of Landsat satellite imagery, but not attributed to specific vegetation 
changes (Ju and Masek, 2016). Soils in HPC are characterized by a top layer (roughly 10 cm) of 
decomposed and highly porous organic matter (upper peat), followed by a highly decomposed and 
denser organic layer underneath (lower peat), estimated between 20 to 50 cm thick on top of a 
mineral soil layer (Krogh et al., 2017). No soil changes have been reported. For a detailed 
description regarding HPC climate, landcover, soils, weather and hydrometric stations, the reader 
is referred to Krogh et al. (2017). 
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Figure 4.1: Havikpak Creek Basin including elevation contour lines (based on the Canadian 
Digital Elevation Map – 20m), the location of weather and hydrometric stations, and the 1992 
landcover map based on Krogh et al. (2017). Inset plot shows the location of the study site within 
North America and the approximate location of the Arctic treeline. 
4.3  Data 
Reconstructed weather time series used in this study are based on a combination of observations, 
adjusted and homogenized time series from the AHCCD dataset (station ID: 2202578; Mekis and 
Vincent, 2011), ERA-40 (Uppala et al., 2005) and ERA-Interim (Dee et al., 2011) reanalysis over 
the period 1960-2016. Reanalysis data has been used in the past to complement meteorological 
observations for hydrological studies (e.g. Krogh et al., 2015). Six hourly-timestep variables were 
used to drive CRHM-AHM (see Section 4.4.1): precipitation, air temperature, relative humidity, 
wind speed, and incoming short- and long-wave radiation (Figure 4.2). Data used for model 
validation consist of observed daily streamflow (Section 0). A reconstructed vegetation cover map, 
topographic information and a site visit informed the spatial model configuration. 
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Figure 4.2: Data source for each of the weather variables during the period 1960-2016. 
AWS: Automatic Weather Stations. AHCCD: Adjusted and Homogenized Canadian Climate 
Data. ERA-I: ERA-Interim. 
4.3.1 Air temperature 
Daily minimum, maximum and mean temperatures from the AHCCD dataset are available from 
1957 to 2014. Hourly temperature is available from Inuvik Airport from 1980 to 2016 and from 
Inuvik Climate from 2003 to 2016. To generate a uniform time series of hourly temperature, the 
following steps were followed: (1) minimum and maximum from AHCCD dataset (1957-2014) 
were used to generate hourly temperature by fitting a sinusoidal function, as presented by Chow 
and Levermore (2007; Equation 6); (2) hourly temperature measured by the Inuvik Airport station 
(1980-2016) was used to correct hourly temperature from the AHCCD dataset (1960-1980) 
through a linear regression model (R2 = 0.97); and (3) Inuvik Airport hourly data was used for the 
period 1980-2016. 
4.3.2 Precipitation   
Daily precipitation from the AHCCD dataset for the period 1960-2006 is available; however, after 
1994, several gaps were found. Precipitation measurements from the AHCCD at Inuvik were all 
made by observers and are considered reliable. After 1994, automatic systems were sometimes 
used to improve the corrections from snow ruler measurements (Mekis and Vincent, 2011). For 
measurements from 1994 to 2007, a combination of AHCCD and the local ECCC automatic 
weather stations: Inuvik Climate, Inuvik Upper Air and Inuvik Airport, was used. From 2007 
onward, the Inuvik Climate station (automatic) was the only station recording precipitation. The 
automatic station snowfall data was corrected for wind undercatch using the expression presented 
by (Smith, 2008) for the Alter-shielded Geonor solid precipitation gauge. A specific snowfall 
correction had to be applied between October and March for the water years 2010 to 2012, as 
winter precipitation from the Inuvik Climate precipitation gauge was not found to be credible. 
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Observed snow accumulation (snow water equivalent, SWE) in sheltered sites and observed 
streamflow suggest that snowfall measured during these years was grossly underestimated. The 
ratio between measured end-of-the-winter SWE (April 1) and cumulative snowfall in 2011, 2012 
and 2013 was 2.6, 1.7 and 2.5, respectively (after wind undercatch corrections); the ratio associated 
with the other years with both SWE and streamflow data (2003 to 2015) show values around 1. A 
solution to this problem was proposed and implemented by Pomeroy et al. (1997) at a nearby 
location (Trail Valley Creek) and consists of estimating ‘true’ winter snowfall from late season 
snow surveys in a small glade within a forest. Pomeroy et al. (1997) argued that the wind and sun 
sheltered, and cold conditions of the site ensured that the snow on the ground in the glade was not 
redistributed, sublimated or melted, and was therefore equal to the cumulative snowfall. SWE 
measurements used in this study have the same conditions as those found by Pomeroy et al. (1997) 
(i.e. sheltered site with mild winds and cold environment), and therefore, their approach was used 
to estimate ‘true’ snowfall.  
To disaggregate daily into hourly precipitation, the same procedure used in Krogh et al. (2017) 
was followed. This employs the microcanonical cascade model presented by Güntner et al. (2001). 
This disaggregation technique assumes that the probability distribution function of the weights 
factors, defined as the ratio between a lower and upper disaggregation level (e.g. 12 hr and 24 hr), 
from the different disaggregation levels (e.g. 3, 6, 12 and 24 hr) is constant, and it was obtained 
aggregating hourly precipitation records. The reader is referred to Güntner et al. (2001) and Krogh 
et al. (2017) for further details of this methodology and the particular application to Inuvik 
precipitation dataset, respectively. 
4.3.3 Relative humidity 
Relative humidity was calculated using six-hourly air temperature and dew point temperature from 
ERA-40 for the period 1960-2002, using the expression from Lawrence (2005). A linear 
interpolation was then used to calculate hourly values. ERA-40 values from 1960-1980 were 
corrected using a linear relationship for the period 1980-2002 between hourly ERA-40 and 
measured relative humidity at Inuvik Airport (R2 = 0.7). Finally, hourly corrected values from 
ERA-40 were used from 1960-1980 and observed values from 1980 to 2016. Relative humidity 
was not permitted to exceed 100% in this estimation. 
4.3.4 Wind speed 
Hourly 10-metre height wind speed from the AHCCD dataset and Inuvik Airport station for the 
period 1960-2006 and 2006-2016 were used, respectively.  
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4.3.5 Short- and long-wave irradiance 
Short- and long-wave irradiance were not measured and so were obtained from the ERA-40 
(Uppala et al., 2005; 1960-2002) and ERA-Interim (Dee et al., 2011; 1979-2016) atmospheric 
model reanalyses at three-hr time steps. A linear interpolation was used to obtain hourly values for 
each dataset. The ERA-Interim is a more advanced reanalysis, and has shown small biases in Arctic 
environments (Lindsay et al., 2014), so it was used as “true” incoming radiation and ERA-40 
outputs were corrected to match the ERA-Interim. The overlapping period between ERA-40 and 
ERA-Interim is 1979-2002 (23 years); this period was used to bias-correct ERA-40 over 1960-
1979 using the quantile mapping technique. Quantile mapping is a statistical approach used in 
hydrometeorological studies to bias correct weather variables times from atmospheric models 
against measurements (e.g. Boé et al., 2007); it corrects each quantile by matching the empirical 
cumulative distribution functions. The irradiance time series created uses the bias-corrected ERA-
40 for 1960-1979 and ERA-I for 1979-2016. 
4.3.6 Streamflow 
Daily streamflow discharge at HPC was observed and estimated at the hydrometric station (ID: 
10LC017) by the ECCC Water Survey of Canada (WSC). This station is downstream from the 
Havikpak Creek crossing with the Dempster Highway and its drainage area defines the basin for 
modelling purposes. Discharge estimates for this station start in 1995 and are available to 2015; 
however, the year 2005 is not available. Measuring small stream discharge in the Arctic is 
challenging and problems or uncertainties associated with the estimates are acknowledged in the 
metadata provided by the ECCC through the Environment Canada Data Explorer. The main issues 
in the hydrometric record are due to the presence of ice and snow in the cross section during 
snowmelt including peak streamflows, as ice and snow cause substantial variability in rating 
curves and make streamflow and water stage measurements quite difficult. 
4.3.7 Vegetation cover and shrub density 
The vegetation cover map and shrub density used in this study are based on the map and values 
presented by Krogh et al. (2017) from 1992, and the changing shrub cover and density rates 
presented by Lantz et al. (2013) for a larger region that includes Havikpak Creek. Lantz et al. 
(2013) showed that between 1972 and 2004 (32 years) shrub cover increased by 15% (±3.6) and 
shrub density increased by 68% (±24.1), in average. These average rates were recalculated to an 
annual basis, resulting in rates of 0.47 % yr-1 and 2.13 % yr-1 for shrub cover and density increases, 
respectively. To reconstruct times series of vegetation cover and shrub density, the average rates 
presented by Lantz et al. (2013) were used to linearly extrapolate forwards and backwards from 
the values used in Krogh et al. (2017), creating a time series of vegetation cover and shrub density 
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from 1960 to 2016. As shrubs colonize the tundra, any increase in shrub cover is compensated by 
a decrease in the tundra cover, maintaining a constant drainage area. It is unclear when shrubs 
expansion in the Arctic began (Tape et al., 2006), mostly because satellite images started to be 
available in the 70’s, limiting our understanding of vegetation changes to the 70’s onward. 
The HPC forest was held constant in this study, as there are no published studies quantifying forest 
cover or density change in the region. However, we acknowledge that there are ongoing 
investigations about changes in forest structure in the region. Greening of the NDVI is not directly 
attributable to forest change and could be due documented shrubification. There are no recorded 
wildfires in Havikpak Creek during the study period as it is close to the airport and so fire 
suppression by local authorities is very effective. 
4.4 Methodology 
4.4.1 Hydrological modelling 
The Cold Regions Hydrological Modelling platform (CRHM) is a process-based and spatially 
distributed hydrological modelling-system with a flexible modular structure that allows the 
selection of different hydrological processes from an extensive library to create a customized 
hydrological model. Most of the modules available in the CRHM have a strong physical basis, 
with particular emphasis on, but not restricted to, cold region processes. The CRHM Arctic 
Hydrology Model configuration (CRHM-AHM) developed and verified by Krogh et al. (2017) 
includes the following hydrological processes: forest canopy interception, sublimation and 
evaporation, snow-melt and snow accumulation, evapotranspiration, blowing snow redistribution 
and sublimation, ground freeze and thaw, water flow through snowpack and organic terrain, 
infiltration into frozen and unfrozen soils, soil moisture storage and flow, surface water flow and 
streamflow routing. The model was run over October 1960 to October 2016 on an hourly basis. A 
four-year spin-up period was used by repeating the years 1960-1963.  
CRHM uses Hydrological Response Units (HRUs; Flügel, 1995) as the spatial unit of 
discretization for application of the continuity equation to compute mass and energy fluxes. In the 
CRHM-AHM, HPC basin was discretized into 11 HRUs initially classified by land cover: tundra, 
sparse shrubs, close shrubs, taiga, forest, wetland, and open water. To include the different near-
surface wind regimes observed by Pomeroy and Marsh (1997) over the basin, the tundra and sparse 
shrubs HRUs were each split into an upper and lower HRU to reflect stronger wind regimes in the 
hilly, higher elevation, upper basin. To simulate the long lasting snow drifts found in steep gullies 
and around small lakes, a Gully/Drift HRU was created following the criteria from Pomeroy and 
Marsh (1997). The physiographic characteristics of the HRUs used in the CRHM-AHM applied 
in HPC are as in Krogh et al. (2017, Table 2). 
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The parameterization of the CRHM-AHM followed the Deduction-Induction-Abduction approach 
(DIA; Pomeroy et al., 2013a) by first using field information (e.g. slope and vegetation cover) 
parameters from previous studies in Havikpak Creek and other research basins with similar 
hydrological regimes and physical processes to set parameters, and then calibrating against 
streamflow a few subsurface and surface hydraulic and storage parameters for which there was 
poor understanding. The CRHM-AHM represents the snow, permafrost and streamflow regimes 
of Havikpak Creek well when compared to observations (Krogh et al., 2017). 
4.4.2 Modelling scenarios 
Three modelling scenarios representing only historical climate change (ΔC), only historical 
vegetation change (ΔV) and both historical climate and vegetation change (ΔCV) were developed 
to examine the hydrological impacts of changes in HPC since 1960 and are described below.  
4.4.2.1 Model Scenario 1 (MS1): changing climate and constant vegetation  
This scenario uses the reconstructed climate time series presented in Section 4.3 for the period 
1960-2016 with a constant vegetation cover and density representative of the year 1988, which is 
the average vegetation cover of the modelling period. 
4.4.2.2  Model Scenario 2 (MS2): constant climate and changing vegetation  
This scenario uses a “normal” water year in terms of precipitation and temperature to generate the 
stationary climate. The mean annual (October to September) precipitation and temperature for the 
period October/1960 to October/2015 is 332 mm and -8.2 °C, respectively. To select a “normal” 
water year, the residual between mean annual precipitation and air temperature for the entire period 
(1960-2016) was calculated to select water year with the minimum combined residual. This was 
the water year 1962-1963 as the mean annual precipitation and temperature were 327 mm and -
8.0 °C, respectively. Seasonal representability was also investigated by looking at the standard 
deviation of the absolute difference between mean monthly values and the 1962-1963 water year 
monthly values, resulting in a 10 mm and 1.1 °C for precipitation and temperature, respectively, 
suggesting that 1962-1963 is a good representation of the monthly variations. Given the 
importance of snowmelt to streamflow in the Arctic, winter precipitation (October to April) was 
compared; for 1962-1963 it was 194 mm, and on average over the period it was 166 mm, 
suggesting that this “normal” year is somewhat snowier than average. 
This scenario includes transient changes in vegetation using the vegetation cover and density time 
series as described in Section 4.3. The increase in shrub cover was proportionally applied to the 
Upper and Lower Sparse Shrubs HRUs, whereas the area of the Wetland and Gully/Drift HRUs 
were kept constant as their delineation does not depend on the shrub covered area, but on wetland 
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and topographic criteria (Krogh et al., 2017). To implement this transient change, the model was 
run annually and the shrub cover and density parameters were incremented every November 1. 
Figure 4.3 presents the change in area for the Sparse Shrubs and Tundra HRUs during the 
modelling period, and the year 1992, which is the vegetation cover used by Krogh et al. (2017). 
 
Figure 4.3: Annual changes in the Tundra and Shrubs HRUs area used in the CRHM-AHM 
model. 
4.4.2.3 Model Scenario 3 (MS3): changing vegetation and climate 
This scenario includes changing climate and transient vegetation as presented for the scenarios ΔC 
and ΔV, and represents the hydrology of Havikpak Creek as realistically as possible.  
4.4.2.4 Transferring initial conditions 
In ΔV and ΔCV, the CRHM-AHM was run annually to permit the updating of vegetation 
parameters at the end of the hydrological year; therefore, final conditions from one year needed to 
be transferred to the next, and updated with the change in the HRU area. To transfer the initial 
condition of a given state variable “S” (e.g. volumetric soil moisture or snow water equivalent) 
from the year (t) and HRU1 (𝑆1
𝑡) to the next year and HRU2 (𝑆2
𝑡+1), the following relationship can 
be obtained through mass conservation, assuming that area is transferred from HRU1 (Tundra) to 
HRU2 (Sparse Shrub):  
S2
t+1 =
A2
t ∗ S2
t + (A1
t+1 − A1
t ) ∗ S1
t
A2
t+1  
Equation 4-1 
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S1
t+1 = S1
t  Equation 4-2 
. 
Equation 4-1 and Equation 4-2 were used to pass on soil moisture, soil recharge and snow water 
equivalent state variables from year to year as HRU areas changed. 
4.4.3 Trend and change point analysis 
The non-parametric Mann-Kendall test (Kendall, 1975; Mann, 1945) was used to perform trend 
analysis on simulated hydrological variables and observed weather data using a significance 
threshold of p ≤ 0.05. The Mann-Kendall test has been extensively used to analyse linear trends in 
hydrological datasets (e.g. Burn and Hag Elnur, 2002; Hamed, 2008; Yip et al., 2012), proving 
better results than other methods (Hess et al., 2001). As recommended by Hamed and Rao (1998) 
time series autocorrelation was removed before performing the Mann-Kendall test to eliminate the 
detection of false trends. The trend of slopes was calculated using Sen (1968) based on Kendall’s 
rank correlation τ. Variables presented as a percentage of annual precipitation (i.e. rainfall and 
snowfall ratios) were log transformed (y = log (x / (1-x)) first. Single change point in the time 
series were detected using the R-Package “changepoint” version 2.2.2 (Killick et al., 2016) based 
upon Hinkley (1970). These two techniques (Mann-Kendall and change point analysis) were used 
together as they complement each other and can be used to look at changes in different ways. For 
example, the detection of significant trends using Mann-Kendall depends on the arbitrary 
significance threshold, whereas the change point analysis assumes that the time series is normally 
distributed. Although both techniques have their own limitations they are both equally legitimate, 
resulting in potentially two different results, such a time series with no statistically significant trend 
but a detectable mean change point.  
4.4.4 Teleconnections 
To determine the influence of climatological teleconnections on hydrometeorological conditions 
in HPC, basin-scale mass fluxes were correlated to five climatic indexes representing large scale 
circulation features over 1960-2016: (1) Arctic oscillation (AO; Thompson and Wallace, 1998), 
(2) North Atlantic Oscillation (NAO; Hurrell et al., 2001), (3) North Pacific Index (NPI; Trenberth 
and Hurrell, 1994), (4) Southern Oscillation Index (SAO; Rasmusson et al., 1982) and (5) Pacific 
Decadal Oscillation (PDO; Mantua and Hare, 2002). These climatic indexes have been used to 
investigate teleconnections in Arctic and subarctic environments (Bonsal et al., 2006; Déry and 
Wood, 2004; Serreze et al., 2002). Teleconnections analysis was restricted to ΔCV as this scenario 
fully represents observed change in HPC. 
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4.5 Results 
4.5.1 Meteorological trends 
Figure 4.4 shows point changes and trends in seasonal and water year (October to September) 
precipitation for the period October 1960 - October 2016. Seasons were defined based on local 
hydrology: winter is from October to April when the snowpack forms and redistributes, spring is 
May when most snowmelt occurs, summer is from June to August and is a season of rainfall, soil 
thaw and minimal snowmelt, and fall is September when the active layer of the grounds starts to 
refreeze and precipitation shifts to snowfall. No trends were found for seasonal or annual 
precipitation, except spring, which had a significant and decreasing trend of -2.7 mm decade-1. 
Conversely to the trend analysis, the change point analysis shows changes at most seasons and 
annually. Winter, spring and summer precipitation decreases from 187 to 160 mm, 25 to 13 mm, 
and 146 to 108 mm, respectively; whereas, fall precipitation increases from 16 to 34 mm. Annual 
precipitation decreases from 369 to 321 mm (48 mm) at the water year 1972 (Table 4.3). Analysis 
of the number of days with precipitation above the thresholds 1, 2, 5, 10 and 25 mm day-1 showed 
a decreasing trend for events greater than 1, 2 and 5 mm day-1 with a slope of -3.8, -1.7 and -0.7 
days decade-1, respectively. There are no changes in measurements methods associated with these 
changes. 
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Figure 4.4: Observed seasonal and annual precipitation for each water year (October-
September) from 1960 to 2015. (a) Winter (Oct-Apr), (b) spring (May), (c) summer (Jun-Aug), 
(d) fall (Sep) and (e) annual. Slope (β) is shown in mm decade-1 for statistically significant trends 
at the p≤0.05 significance threshold. Solid red line shows the annual change point. 
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Figure 4.5 shows seasonal and annual changes points and trends for minimum, maximum and 
mean daily air temperature. Increasing trends for mean air temperature were found annually and 
in every season, with the largest positive trend of 0.9 °C decade-1 in winter. Maximum air 
temperatures increased significantly annually and in summer, at 0.3 °C decade-1 in both cases. 
Winter, spring and fall maximum air temperatures did not show significant trends. Minimum air 
temperatures increased rapidly annually and in winter, at 1.4 °C decade-1 in both cases. Spring, 
summer and fall minimum annual temperatures did not show significant trends. Change point 
analysis showed that these trends are reflected by an increase in mean annual temperature during 
the water year 1992, from -9.1 to -7.1 °C (Table 4.3). Seasonally the change point analysis shows 
warming at all seasons but in summer and fall for minimum and mean temperature, respectively. 
Table 4.1 presents the changes in temperature for the period 1960-2016 for variables with 
statistically significant trends. The 8 °C increase in annual and winter minimum temperatures and 
3.2 °C increase in annual (5.2 °C winter) mean temperatures over 56 years are remarkable and 
amongst the highest recorded on Earth.  
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Figure 4.5: Observed seasonal and annual maximum, mean and minimum temperature for 
each water year (October-September) calculated from mean daily temperature, between 1960 
and 2015. (a) Winter (Oct-Apr), (b) spring (May), (c) summer (Jun-Aug), (d) fall (Sep) and (e) 
annual. The dashed line is the linear regression using Sen (1968). Slope (β) in °C 
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Table 4.1: Changes in precipitation and temperature for the period 1960-2016 and 
statistically significant trends at the p≤0.05 significance threshold using Mann-Kendall test. 
Changes in precipitation as percentage with respect to 1960 are also presented. 
Period 
Precipitation 
(mm) 
Minimum 
Temperature 
(°C) 
Mean 
Temperature 
(°C) 
Maximum 
Temperature (°C) 
Winter - 8.0 5.2 - 
Spring -15.1 (27%) - 2.7 - 
Summer - - 0.8 1.8 
Fall - - 1.6 - 
Annual - 8.0 3.7 1.8 
 
Table 4.2 presents the statistically significant trends for the other meteorological forcing variables 
used by CRHM-AHM at seasonal and annual scales. Mean annual short-wave irradiance has been 
decreasing by -1.4 W m-2 decade-1 driven by decreases in spring and summer, whilst mean annual 
long-wave irradiance has been increasing by 2.9 W m-2 decade-1 with greater increases in summer 
and fall than in winter and spring. Mean annual all-wave irradiance (short- and long-wave 
irradiance) has been increasing by 1.5 W m-2 decade-1; however, summer all-wave irradiance has 
been decreasing by -2.9 W m2 decade-1. Mean annual wind speed did not change and relative 
humidity has been increasing by 0.8 % decade-1. Table 4.3 shows the change point analysis for the 
atmospheric variables forcing CRHM-AHM. Mean annual short- and long-wave irradiance have 
change points in the water year 1969, from 112 to 104 and 230 to 242 W m-2, whereas all-wave 
irradiance has a change point in 1997, from 344 to 348 W m-2. Mean annual relative humidity has 
a change point in the water 2013, from 69 to 75%. No change point was found for mean annual 
wind speed. Three wind speed thresholds representing non-blowing snow (2 m s-1), light drifting 
(6 m s-1) and strong blizzards (12 m s-1) were analyzed. Significant decreases in the hours of events 
larger than 2 and 6 m s-1 were found at -71 and -23 events decade-1. The number of hourly events 
with strong blizzards showed no significant trend.  
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Table 4.2: Slope for statistically significant weather trends at the p≤0.05 significance 
threshold using Mann-Kendall test. 
Period 
Shortwave 
Irradiance (W m-2 
decade-1) 
Longwave 
Irradiance 
(W m-2 
decade-1) 
Allwave 
Irradiance 
(W m-2 
decade-1) 
Wind 
speed  
(m s-1 
decade-1) 
Relative 
Humidity 
 (% decade-1) 
Winter  0.8 2.8 3.9 - 0.6 
Spring  -4.3 2.4 - - - 
Summer -6 3.3 -2.9 -0.1 1.4 
Fall  - 3.7 2.4 - 1.2 
Annual -1.4 2.9 1.5 - 0.8 
  
Table 4.3: Mean change point analysis of the atmospheric forcing variables.  
Atmospheric Variable Mean Annual Change  Year 
Precipitation (mm) 369 to 321 1972 
Air Temperature (°C) -9.1 to -7.1 1992 
Short-wave Irradiance (W m-2) 112 to 104 1969 
Long-wave Irradiance (W m-2) 230 to 242 1969 
All-wave Irradiance (W m-2) 344 to 348 1997 
Wind Speed (m s-1) N/A N/A 
Relative Humidity (%) 69 to 75 2013 
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4.5.2 Updated CRHM-AHM validation 
The 1995 to 2015 Nash-Sutcliffe Efficiency (NSE) and mean bias were found to be 0.40 and 6%, 
respectively; suggesting that the model’s streamflow performance is consistent with that showed 
by Krogh et al. (2017), and changing vegetation dynamic parameterization has a small impact on 
the short-term model’s streamflow performance.  
4.5.3 Trends comparison between modelling scenarios 
4.5.3.1 Sub-basin scale 
Figure 4.6 presents trends in annual (water year) evapotranspiration and sublimation for various 
HRUs. Evapotranspiration (ET) refers to the actual wetted surface and canopy intercepted rain 
evaporation and plant transpiration as calculated by Penman-Monteith (P-M) and Priestley-Taylor 
(P-T; wetlands and lakes) methods (Krogh et al., 2017), but restricted by not only stomatal 
conductance in P-M but also by available storage of intercepted rainfall, ponded surface water and 
soil moisture content and the soil moisture withdrawal curve in CHRM. ET in ΔC and ΔCV has 
been significantly decreasing by 2 and 5 mm decade-1 for some HRUs, whereas in ΔV it has been 
increasing from HRU#3 (Upper Gully/Drift). Evaporation from canopy rainfall interception has 
been decreasing by up to 2 mm decade-1 in ΔC and ΔCV for most HRUs, but has no trend in ΔV 
where only vegetation increases. Soil moisture- restricted and -unrestricted ET from P-M and P-T 
equations has virtually the same trends, except from Taiga Forest (HRU#5), suggesting that soil 
moisture content has had little effect in ET. Blowing snow sublimation has a decreasing trend in 
the Upper and Lower Shrub HRUs for ΔV and ΔCV where vegetation increases, with the largest 
trend in the upper basin (~-14 mm decade-1). Decreasing blowing snow sublimation by 3 mm 
decade-1 was found in the Upper Tundra HRU for ΔC and ΔCV. Sublimation from canopy 
intercepted snow has a decreasing trend for all of the vegetated HRUs in ΔC and ΔCV, with the 
largest trend in the Forest HRU (roughly 6 mm decade-1). Sublimation at the snow surface has a 
decreasing trend in the Forest (HRU#6) in ΔC and ΔCV (~-1 mm decade-1), whereas in ΔV it has 
an increasing trend in the Upper Gully/Drift (HRU#3) and decreasing in the Upper Shrub HRU. 
Annual sublimation, defined as the sum of the previous three sublimation terms, has a decreasing 
trend in ΔV for the Upper and Lower Shrubs and Upper Gully/drift (about 2 to 3 mm decade-1, 
respectively). In ΔC and ΔCV it has a decreasing trend in the forested HRUs and Lower Shrub 
HRU, driven by the decreasing sublimation from canopy interception, which is the dominant 
sublimation term over the basin (Krogh et al., 2017). Blowing snow redistribution, defined as the 
divergence between incoming and outgoing blowing snow transport, decreased in the Upper and 
Lower Gully/Drift HRU for all scenarios, between -20 and -45 mm decade-1 in the upper basin and 
-10 and -20 in the lower basin. 
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Figure 4.6: Units in mm decade-1.Scenario comparison of significant trends (p≤0.05) for 
selected mass fluxes at an HRU-scale. X-axis as follows: Upper Tundra (#1), Upper Sparse 
Shrubs (#2), Upper Gully-Drift (#3), Close Shrubs (#4), Taiga Forest (#5), Forest (#6), Lower 
Tundra (#7), Open Water (#8), Lower Sparse Shrubs (#9), Lower Gully-Drift (#10) and Wetland 
(#11). 
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Figure 4.7 present a series of trends related to snowcover and ground freeze/thaw. Maximum SWE 
for ΔC decreased in some HRUs, with the largest trend in the Lower Sparse Shrub HRU (-17 mm 
decade-1), whereas for ΔCV the largest decreasing trend was found in the Upper Sparse Shrub 
HRU (-54 mm decade-1). Maximum SWE for ΔV showed increasing and decreasing trends in the 
Sparse Shrub and Gully/Drift HRUs, respectively, with the largest changes found in the upper 
basin. Note that increasing vegetation cover and density hampered blowing snow transport from 
Sparse Shrub towards Gully/Drift HRUs (Figure 4.6). The snowcover depletion date for ΔC and 
ΔCV advanced in almost all HRUs, around -1 and -3 days decade-1, whereas for ΔV, both 
advancing and retreating were found in the Upper Sparse Shrub and Upper Gully/Drift, 
respectively. Snowcover duration for ΔC and ΔCV declined for some HRUs (around -1 and -3 
days decade-1), whereas for ΔV, both extension and decline was found in the Upper Sparse Shrub 
and Gully/Drift HRUs (roughly 1 and -1 days decade-1). Ground thaw initiation had similar 
changes as the snowcover depletion timing, which is expected as ground thaw typically starts once 
the ground is snow-free and temperatures are above 0C. Active layer thickness (ALT) for ΔC and 
ΔCV deepened throughout the basin at between 2 and 5 cm decade-1, whereas for ΔV it deepened 
in the Upper Sparse Shrub and Gully/Drift HRUs (<2 cm decade-1). Snow ablation rate, here 
defined as the ratio between the maximum SWE and the number of days between maximum SWE 
and the depletion of snowcover, decreased for ΔC and ΔCV in some HRUs by between -0.1 and -
1.5 mm day-1 decade-1, whereas for ΔV it increased in the Sparse Shrub and decreased in the 
Gully/Drift HRUs. 
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Figure 4.7: Comparison of significant trends (p≤0.05) for snow and ground freeze/thaw 
related variables at an HRU-scale for the three scenarios. Note that trends for snowcover 
depletion date, snowcover duration and ground thaw initiation are in dates, and for maximum 
SWE, ALT and snow ablation are in rates. X-axis as follows: Upper Tundra (#1), Upper Sparse 
Shrubs (#2), Upper Gully-Drift (#3), Close Shrubs (#4), Taiga Forest (#5), Forest (#6), Lower 
Tundra (#7), Open Water (#8), Lower Sparse Shrubs (#9), Lower Gully-Drift (#10) and Wetland 
(#11). ALT: Active Layer Thickness. SWE: Snow Water Equivalent. 
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4.5.3.2 Basin scale 
The primary annual mass flux trends from the three modelling scenarios are presented in Figure 8 
at the basin scale. No trend was found for annual rainfall depths; however, a decreasing trend of -
7.8 mm decade-1 was found for snowfall depths in ΔC and ΔCV. The rainfall ratio (rainfall divided 
by total precipitation) exhibited no trend. Annual sublimation losses decreased by -1.3, -0.7 and -
1.8 mm decade-1 in scenarios ΔC, ΔV and ΔCV, respectively. The sublimation trend in ΔC was 
driven by decreasing sublimation from canopy interception, likely due to decreasing snowfall. 
Decreasing sublimation in the ΔV scenario was driven by decreasing blowing snow sublimation 
caused by expanding and densifying tundra shrubs, whereas for the ΔCV scenario, both drove 
sublimation trends. Annual ET losses decreased by -2.5 mm decade-1 in ΔCV, in contrast to the 
trend to increase by 0.06 mm decade-1 for ΔV, driven by positive trends in all ET components. ET 
in ΔC showed no trend. Decreasing ET in ΔCV was driven by a decreasing trend in evaporation 
of rain intercepted in the canopy. To investigate the potential impact of changes in stomata 
resistance on evapotranspiration, trends in mean annual stomata resistance were also calculated. 
For both scenarios with changing climate (ΔC and ΔCV), no trend was found; however, for the 
changing vegetation-only scenario (ΔV) a positive trend of 1.6 s m-1 decade-1 was found, which 
agrees with the small increase in ET found for this scenario. Annual streamflow shows an 
increasing trend of 0.6 mm decade-1 only for ΔV, likely due to the increasing snow accumulation 
at some HRUs (Figure 4.6) as a result of reduced blowing snow transport. 
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Figure 4.8: Comparison of basin-scale annual mass fluxes trends (p≤0.05) over the water 
years from 1960 to 2015, for the three scenarios. a) Main mass fluxes. b) Evapotranspiration 
components. c) Sublimation components. 
Table 4.4 presents the change point analysis for selected annual mass fluxes at the basin scale for 
the three scenarios. Rainfall shows an increase from 131 to 196 mm in 2013, whereas snowfall 
decreases from 211 to 169 mm in 1997. Similarly to the trend analysis, sublimation shows a 
decrease in all the modelling scenarios, from 39 to 28 mm, 37 to 35 mm, and 42 to 36 mm, for ΔC, 
ΔV and ΔCV, respectively. ET, which showed no significant trend for ΔC, presents a decreasing 
change point from 160 to 144 for ΔC, driven by the dryer conditions. ET for ΔV shows no change 
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point, despite the small significant trend in ET (0.06 mm decade-1). For the combined scenario 
(ΔCV) ET shows a decrease change point in 1977 from 160 to 144 mm, driven by dryer conditions 
and the decrease in radiative energy for ET (all-wave irradiance). Streamflow for ΔC has a 
decreasing change point from 180 to 140 mm in 1973, despite the lack of significant trend (Figure 
4.8). For ΔV, streamflow has a small increase from 133 to 135 mm in 1992, which somewhat 
counteracts the effect of changing climate (180 to 140 mm), resulting in a smaller change from 
178 to 140 mm in 1973 for ΔCV.  
Table 4.4: Change point analysis for selected annual basin-scale mass fluxes for the three 
modelling scenario 
Mass 
Fluxes 
ΔC: Δ Climate-only 
ΔV: Δ Vegetation-
only 
ΔCV: Δ Climate and 
Vegetation 
Mean 
Change  
(mm) 
Year 
Mean change 
(mm) 
Year 
Mean Change 
(mm) 
Year 
Rainfall 131 to 196 2013 N/A N/A 131 to 196 2013 
Snowfall 211 to 169 1997 N/A N/A 211 to 169 1997 
Sublimation 39 to 28 2013 37 to 35 1988 42 to 36 1980 
ET 160 to 144 1977 N/A N/A 160 to 144 1977 
Soil 
Moisture 
80 to 48 1968 N/A N/A 82 to 49 1968 
Streamflow 180 to 140 1973 133 to 135 1992 178 to 140 1973 
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4.5.4 Streamflow regime change 
The ΔCV scenario most comprehensively represents historical change in climate and vegetation 
in the Havikpak Creek Basin; therefore, it was used to estimate and diagnose changes in 
streamflow. Figure 4.9 presents annual time series of variables associated with annual streamflow 
and peak streamflow for the water years between 1960 and 2015. These time series are: annual 
streamflow volume (Figure 4.9a), annual peak daily streamflow discharge (Figure 4.9b), date (day 
of the year, DOY) of peak discharge (Figure 4.9c), the DOY of the centre of mass (50% of volume 
passed) of streamflow discharge (Figure 4.9d) and daily streamflow discharge associated with 
different exceedance probabilities: 5%, 25%, 50%, 75% and 95% using a Weibull distribution 
function (Figure 4.9e). The Weibull distribution was used as it shown to successfully represent 
daily streamflow probability distribution (not shown). The DOY of peak daily annual streamflow 
and the DOY of streamflow’s centre of mass decreased by -1.8 and 1.2 days decade-1, respectively. 
This finding is consistent with the earlier snow depletion date shown in Figure 4.7. The abnormally 
high value for the DOY peak daily annual streamflow and of streamflow’s centre of mass (Figure 
4.9c and d; DOY = 226, mid-August) for the water year 1968 is associated with a water year with 
abnormally high rainfall-runoff compared to snowmelt runoff. No trends were found in monthly 
streamflow volumes for each month between May and October (not shown), except for September, 
which decreased at about -47.1 m3 decade-1. 
Figure 4.10 presents the mean daily streamflow discharge for observed streamflow (1995-2015) 
and the three modelling scenarios over the period 1960-2016. The ΔC and ΔCV scenarios show 
very similar mean hydrographs; with streamflow discharge starting in mid-April reaching the peak 
discharge at 0.7 m3 s-1 in June 8 and ending by mid-November. The ΔV scenario presents a much 
different mean discharge response, which is not surprising as meteorological drivers largely 
control the mean conditions and these were kept constant in this scenario. Under this scenario 
(ΔV), streamflow starts in mid-May reaching the peak discharge at 1.7 m3 s-1 in May 22, and it 
ends in mid-August, having a much shorter discharge season. The current mean hydrological 
regime, discussed in detail by Krogh et al. (2017), shows an earlier peak flow compared with the 
long-term ΔC or ΔCV scenarios, which is consistent with the reduction in the date of peakflow 
presented in Figure 4.9c. Also, larger late-fall streamflow discharge is present under current 
conditions.  
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Figure 4.9: a) Annual streamflow volume. b) Annual peak daily streamflow. c) Day of the 
Year (DOY) of peak daily streamflow. d) Day of the Year (DOY) of streamflow volume discharge 
centre of mass. e) Streamflow discharge associated for various exceedance probabilities. X-axis 
of all subplots is the water year starting in October. 
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Figure 4.10: Mean annual hydrograph for the observed streamflow (1995-2015), and the 
three modelling scenarios: changing climate-only (ΔC), changing vegetation-only (ΔV) and 
changing climate and vegetation (ΔCV). Note the overlapping between the ΔC and ΔCV 
scenarios. 
4.5.5 Teleconnections 
Table 4.5 lists Pearson correlations coefficients between annual basin scale mass fluxes and five 
climatic indices. Statistically significant correlation coefficients with p-values  0.05 are in bold. 
Significant correlations were found between some mass fluxes and North Pacific Index (NPI), 
Southern Oscillation Index (SOI) and Pacific Decadal Oscillation (PDO); however, even 
significant Pearson coefficients were relatively low (<0.4), suggesting that large-scale climatic 
oscillations do not have an important effect on Havikpak Creek Basin hydrology. The same 
analysis on a seasonal scale provided similarly low correlation coefficients (not shown).  
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Table 4.5: Pearson correlation coefficient between basin-scale mass fluxes and climatic 
indexes, using water year values (October-September). Correlation coefficients with p-value 
≤0.05 are in bold. 
Climatic Index AO NAO NPI SOI PDO 
Rainfall 0.134 0.002 0.207 -0.007 -0.110 
Snowfall -0.013 0.151 0.116 -0.168 0.022 
Precipitation 0.075 0.114 0.219 -0.130 -0.054 
Sublimation -0.021 0.125 0.256 0.185 -0.340 
Blowing Snow Sublimation 0.044 0.020 0.336 0.200 -0.397 
Snowpack Sublimation -0.049 0.077 0.108 0.203 -0.249 
Sublimation of Intercepted 
Snowfall 
-0.014 0.172 0.143 -0.071 -0.058 
Restricted ET from P-M or P-T 
equations 
0.161 -0.200 0.253 0.268 -0.332 
Evaporation from Canopy 
Interception 
-0.034 0.125 -0.017 -0.078 0.061 
ET 0.156 -0.183 0.250 0.256 -0.323 
Soil Moisture -0.010 -0.158 0.191 -0.065 -0.073 
Streamflow -0.002 0.062 0.083 -0.262 0.141 
 
4.6  Discussion  
4.6.1 Changing climate 
The increasing air temperature trends at Inuvik found in this study (Figure 4.5) qualitatively agree 
with those trends found by other studies using gridded data products (DeBeer et al., 2016; Vincent 
et al., 2015). Inuvik winters have warmed to the greatest degree; minimum and mean air 
temperature have increased by 8.0 and 5.2 C, respectively, over 1960-2016. No temporal trend in 
precipitation was found at Inuvik (Figure 4.4), except for decrease in the spring (-2.7 mm decade-
1; Figure 4.4); however, the change point analysis showed an important decrease in year 1972 from 
369 to 321 mm yr-1 for the mean annual precipitation (Table 4.3). Vincent et al. (2015) investigated 
long-term trends in precipitation records over Canada for the period between 1948 and 2012 using 
the gridded and spatially interpolated CANGRD dataset (Rapaic et al., 2015). For the region 
around Havikpak Creek Vincent et al. (2015) showed significant spatial variability with a small 
 128 
increase of less than 10% in annual precipitation. The CANGRD dataset is a spatially interpolated 
50 km product that is based on the AHCCD dataset and has shown problems when compared 
against weather station data, particularly north of 60° N (Milewska and Hogg, 2001). Different 
trends found in this study and Vincent et al. (2015) can be explained by interpolation errors in the 
CANGRD dataset and the different period of analysis. This suggests that careful assessment of 
regional climate product needs to be performed when looking at individual sites, particularly in 
the Arctic where there are few stations.  
As presented in Section 4.3.2, the precipitation time series was produced using mostly the AHCCD 
dataset and corrected records from automated weather stations (AWS) for wind undercatch, 
producing a discontinuity in the time series in the mid-90s. Although uncertainty exists in the 
precipitation records, there is a relatively high confidence in the accuracy of precipitation, 
supported by the typically low wind speed limiting wind undercatch losses, the meticulous quality 
control and corrections used in the AHCCD dataset (Mekis and Vincent, 2011), the well-
established wind-undercatch correction used for the AWS snow gauge, and the snow surveys from 
small clearing with minimal snow distribution and sublimation that allows a good estimation of 
seasonal snowfall. Comparing this precipitation dataset with another nearby station is challenging, 
as it there is no station with similar long-term records close to Inuvik. Nevertheless, the impacts 
of such uncertainty on the presented results are expected to be small and should not change the 
core discussions and conclusions of this study.    
Mean annual short-wave irradiance from combined ERA-40 and ERA-I decreased by -1.4 W m-2 
decade-1 (Table 4.2) or -7.4% over 1960-2016 with respect to 1960. Other studies have also found 
that measured solar irradiance in the Arctic has decreased. For example, Weston et al. (2007) found 
a decreasing trend in solar irradiance at two Canadian Arctic sites: Alert and Resolute Bay, 
Nunavut Territory, for the period 1964-2002 and 1957-2003, respectively. They argued that 
decreases in short-wave irradiance are driven by changes in atmospheric composition, such as 
aerosols and greenhouse gases, producing a decreasing in the calculated daily Clearness Index. 
However, ERA-I irradiance model calculation (Saunders et al., 1999) does not include the effect 
of aerosols scattering, but it does include the effect of greenhouse gasses, such as water vapour 
and carbon monoxide. Mean annual long-wave irradiance shows an increasing trend of 2.9 W m-2 
decade-1 (Table 4.2) 7.3% over 1960-2016 with respect to 1960. This result agrees with global 
observations showing an increase in long-wave radiation (Ohmura, 2009), particularly over the 
Canadian Arctic, for which observed net long-wave is also increasing (Weston et al., 2007), and 
is consistent with an increase in cloud cover and/or water vapour in the atmosphere with resulting 
increasing atmospheric emissivity and/or increasing air temperatures. The annual modelled all-
wave irradiance is increasing by 2.6%, but with seasonal variations. Winter all-wave irradiance 
has been increasing by 10% providing more energy to snowmelt and sublimation, whereas summer 
all-wave irradiance has been decreasing by 3%, which decreases the energy for ET and ground 
thaw.  
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4.6.2 Changes to hydrological cycle  
Precipitation phase shifted from snowfall to rainfall in the scenarios including climate change (ΔC 
and ΔCV; Figure 4.8) by 22.7% from 1960 to 2016, this was driven by the increase in mean annual 
air temperature of 3.7 °C (Table 4.1). Snowcover duration decreased for ΔC (some HRUs; Figure 
4.7), whereas for ΔV both decreased and increased over the HRUs; however, the ΔCV resulted in 
a shortened snow season (most HRUs). This shortening was mostly driven by changing climate 
with reduced snowfall and snow redistribution to drifts by wind. Similarly to the snow season 
duration, the snowcover depletion date for ΔCV decreased between 8 and 17 days over 1960-2016 
(Figure 4.7), with the greatest decrease in the Upper Gully/Drift HRU, due to decreasing blowing 
snow redistribution and hence peak SWE. As peak streamflow in HPC is dominated by snowmelt 
events, these changes are consistent with the 10 day advance in peak streamflow date. Peak SWE 
decreased between 12 and 33% in the ΔC, whereas for ΔV it increased in the Sparse Shrub HRUs 
by 3 to 30% and decreased in the Gully/Drift HRUs by 22 to 40%, respectively. The ΔCV scenario 
resulted in diminishing peak SWE by 12 to 50%, due to the combination of decreasing snowfall 
and blowing snow redistribution from Sparse Shrubs to Gully/Drift HRUs. Snow ablation rates for 
ΔC decreased by 0.3 to 1.1% over 1960-2016, whereas for ΔV decreased in the Sparse Shrub 
HRUs by 0.1 to 0.4% and increases by 0.31 to 0.4% in the Gully/Drift HRUs. Changes in snow 
ablation rates due to a warmer climate have been investigated in other cold regions. Rasouli et al. 
(2014) and Pomeroy et al. (2015) modelled snow hydrology in mountain basins in Yukon and 
Alberta, Canada, respectively, and attributed the lower snow ablation rates under climate change 
to an earlier snowmelt season, occurring when lower solar radiation inputs are available. Using 
snow accumulation records in western U.S.A., Musselman et al. (2017) reached a similar 
conclusion. López-Moreno et al. (2012) also found a reduction in ablation rates in the Spanish 
Pyrenees under a scenario of warmer temperatures. However, here some snow ablation rates 
increased for ΔV, suggesting climatic factor are not the only control in ablation rates, but that 
vegetation dynamics can compensate or even reverse trends in ablation rates due to changing 
climate. 
Sublimation decreased in ΔC by 23%, due to a decrease in sublimation of intercepted snow by 
19%. Factors decreasing sublimation of intercepted snow are warmer temperatures, causing 
accelerated snow unloading from the canopy, and decreasing snowfall. Sublimation for ΔV 
decreased by 10%, due to blowing snow sublimation dropping by 44%, mostly in the upper basin. 
Decreasing blowing snow in this scenario is driven by shrub densification, increasing the 
aerodynamic roughness height and wind speeds required to initiate blowing snow transport. Shrub 
densification intensified the effect of changing climate on sublimation, decreasing sublimation by 
29% over the study period. ET was found not to change in the changing climate-only scenario; 
however, the ET of intercepted rainfall and soil moisture-restricted ET from the P-M or P-T 
equations decreased by 51 and 6%, respectively. This is explained by the different inter-annual 
variability of the two ET terms hampering the individual trends; nevertheless, the change point 
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analysis of mean annual ET shows a decrease of 16 mm yr-1 in 1977 (9.5% with respect to 1960 
for ΔC and ΔCV), consistently with the simulated trends of each ET component. ET for ΔV 
increased by a marginal 0.2%, due to the 1.5% increase in soil moisture content and 0.8% increase 
in ET of intercepted rainfall due to shrub expansion. The combined effect of changing climate and 
vegetation decreased ET by 8.5%, driven largely by changing climate. Decreasing summer all-
wave irradiance (3%) and soil moisture content (19%) were driving decreasing ET in the scenario 
with combined climate and vegetation changes. 
Active layer thickness (ALT) for ΔC increased by 11 to 28 cm over 1960-2016 for most HRUs, 
caused by the earlier snow depletion date (8 to 11 days) and ground thaw initiation (6 to 11 days), 
and warmer ground-surface temperatures due to warmer air temperatures. ALT increased up to 6 
cm for ΔV in some HRUs, driven by the earlier snowcover depletion date (3 to 8) and ground thaw 
initiation (2 to 6 days). The effect of changing vegetation dampened the deepening in ALT found 
in ΔC scenario for most HRUs; nevertheless, in the ΔCV scenario, ALT increased by 11 to 22 cm. 
Annual Streamflow volume from HPC has dropped by 38 mm (21%) whilst annual precipitation 
has dropped by 48 (13%) mm since 1960. We argue that the 10 mm (21%) difference between the 
decrease in precipitation and streamflow discharge from HPC suggest a small degree of 
hydrological resiliency, here defined as the capacity of a basin to actively counteract the impact of 
changes in weather on streamflow discharge, which is explained by the declining ET and 
sublimation. This result emphasizes the need for a full physically based representation of the 
hydrological cycle in models so that the processes driving this streamflow resiliency can be used 
to diagnose its function. 
4.6.3 Havikpak Creek basin changes versus other Arctic studies 
The ΔCV scenario best represents historical change in Havikpak Creek Basin; therefore, it is used 
to compare with other Arctic studies. Snowcover depletion dates in HPC accelerated between 1.5 
and 3.2 days decade-1 (Figure 4.7), which are higher than the average trend presented by Liston 
and Hiemstra (2011) for the entire Arctic (-1.28 days decade-1), but smaller than their largest trend 
in the Arctic (-9.89 days decade-1). The maximum ALT depth increased by 1.8 to 4.2 cm decade-1 
(Figure 4.7), which is smaller than the average trend of 4.7 cm decade-1 modelled by Oelke et al. 
(2004) over the Mackenzie River Basin. Differences in ALT change simulations can be due to: (1) 
differences in the model’s spatial representation, Oelke et al. used grids of 25 km, with which 
small-scale features are not well represented; (2) differences in the ground freeze/thaw method 
algorithm, Oelke et al. use a one-dimensional heat conduction (i.e. lateral flow is neglected); and 
(3) the driving meteorology used by Oelke et al. was the NCEP/NCAR reanalysis, which has 
shown some problems in representing Arctic climate (Serreze et al., 1998; Serreze and Hurst, 
2000). However, the average permafrost conditions of the Mackenzie River Basin (MRB) are 
thinner and warmer compared with those in HPC, and so average changes in ALT are expected to 
be larger for the MRB than for HPC.  
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Annual streamflow volume at HPC has dropped (Table 4.4); unfortunately there are no long-term 
studies of small streams that originate in the Arctic to compare this result with. There are studies 
showing increasing large river basin streamflow into the Arctic Ocean (McClelland et al., 2006; 
Overeem and Syvitski, 2010; Peterson et al., 2002; Rood et al., 2017; Yang et al., 2002). However, 
a significant portion of the runoff in these basins originates south of the Arctic Circle (e.g. the 
Mackenzie and the Lena River basins in Canada and Russia, respectively), and therefore these 
trends are not representative of changes in Arctic hydrology. Previous studies have argued that the 
increase in the streamflow of large rivers flowing into the Arctic is driven by increasing baseflow 
due to permafrost thaw and increasing precipitation. However, HPC annual precipitation and 
streamflow have both dropped and the earlier shifts in the hydrograph are inconsistent with such 
mechanism. Instead, baseflow during the end of the summer is minimal, streamflow has been 
decreasing during September, and no winter flow has been observed. Only a few similarities can 
be found between results of studies of large river basins flowing to the Arctic and HPC, such 
increasing ALT and accelerating snow-free date; however, most processes, such as 
evapotranspiration and streamflow depend on the local scale interaction between several physical 
processes, which are undergoing distinct changes that are not evident in rivers flowing into the 
Arctic. Therefore, the results of studies of these large river basins should not be confused with the 
results for an Arctic hydrology study. 
This study considered changing climate and transient vegetation change separately to identify their 
individual effects; nevertheless, they are strongly coupled in the historical record. Warming 
temperatures are well correlated with shrub growth (Myers-Smith et al., 2011), which has a 
positive feedback to atmospheric heating by decreasing surface albedo, generating greater sensible 
heat flux to the atmosphere (Pomeroy et al., 2006) and a negative feedback by consuming more 
atmospheric CO2 (Myers-Smith et al., 2011). The modelling scenario experiments here revealed 
that most simulated trends in the water balance are attributable to changes in climate; however, the 
effect of transient vegetation as expressed in shrub expansion and densification, was shown to 
further reduce blowing snow redistribution and sublimation, which intensified climate change-
driven trends produced by the reduced snow accumulation. This emphasizes the need to included 
transient vegetation changes in hydrological simulations, which is typically neglected in 
hydrological models. Reliable rates of change in vegetation species, height and density need to be 
available for this purpose; therefore, comprehensive studies investigating these changes in other 
transitioning environments are needed. 
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4.7  Conclusion 
This study diagnosed changes in the hydrology of a small Arctic basin in the tundra-taiga transition 
using a spatially distributed and physically based hydrological model. It considered both transient 
climate and vegetation changes for the first time. There was no evidence for intensification of the 
hydrological cycle as instead, most processes slowed. In the changing climate-only scenario, 
statistically significant changes were found for diminishing snow accumulation, sublimation, 
blowing snow redistribution, snowcover duration, snow ablation rate, and evapotranspiration, 
deepening active layer thickness, and earlier snowcover depletion and ground thaw initiation. 
These, along with warming temperatures, declining summer net radiation and declining 
precipitation, resulted in diminished annual streamflow volume of 40 mm over the 56 years. 
However, the decline in streamflow did not match the larger decline in precipitation (48 mm), 
providing some evidence of resilience to climate change, as despite rising temperatures, both 
evapotranspiration and sublimation dropped with declining precipitation and this attenuated the 
streamflow volume decline. Transient vegetation changes further decreased blowing snow 
sublimation by reducing blowing snow transport. The combination of changing climate and 
transient vegetation change resulted in annual streamflow volume dropping by 38 mm over 56 
years – a change that is not substantially different from that due to climate change alone. These 
results suggest that historical changes in vegetation and a degree of hydrological resiliency have 
not compensated for the effects of climate change on the hydrological regime of Havikpak Creek. 
They provide the first estimates of long-term change for a drainage basin located completely within 
the Arctic Circle, and demonstrate the large, complex and recent hydrological changes that have 
occurred, which can be used as a reference to inform other studies of Arctic climate change 
impacts. 
  
  
 
 
 
Chapter 5 
5 Impact of future climate and vegetation on 
the hydrology of an Arctic basin at the 
tundra-taiga transition 
 
 
Boreal forest and lake in northwestern Canada, Dempster Highway, September 7, 2014. 
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Abstract 
The rapidly warming Arctic is experiencing permafrost degradation and shrub expansion. Future 
climate projections show a clear increase in mean annual temperature and increasing precipitation 
in the Arctic; however, the impact of these changes on hydrological cycling in Arctic headwater 
basins is poorly understood. This study investigates the impact of climate change, as represented 
by simulations using a high-resolution atmospheric model under a pseudo-global-warming 
configuration, and projected changes in vegetation, using a spatially distributed and physically 
based Arctic hydrological model, on a small headwaters basin at the tundra-taiga transition in 
northwestern Canada. Climate projections under the RCP8.5 emission scenarios show a 6.1 °C 
warming, 38% increase in annual precipitation and a 19 W m-2 increase in all-wave annual 
irradiance over the 21st C. Hydrological modelling results suggest a dramatic shift in hydrological 
processes with maximum peak snow accumulation increasing by 70%, snowcover duration 
shortening by 26 days, active layer deepening by 0.25 m, evapotranspiration increasing by 18% 
and sublimation decreasing by 9%. This results in an intensification of the hydrological regime by 
doubling discharge volume, a 130% increase in spring runoff, and earlier and larger peak 
streamflow. Most hydrological changes were found to be driven by climate change; however, 
increasing vegetation cover and density reduced blowing snow redistribution and sublimation, and 
increased evaporation from intercepted rainfall. This study provides the first detailed investigation 
of projected changes in climate and vegetation on the hydrology of an Arctic headwater basin, and 
so it is expected to help inform larger scale climate impact studies in the Arctic. 
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5.1  Introduction 
Recent changes in Arctic climate (Wanishsakpong et al., 2016; Whitfield et al., 2004), vegetation 
(Xu et al., 2013) and other environmental functions (Hinzman et al., 2005) motivate the 
investigation of future Arctic hydrology. Streamflow discharge is typically the variable of interest 
when assessing hydrological changes under climate change scenarios (e.g. Mendoza et al. 2015; 
Arheimer and Lindström 2014); however, changes in other variables such as permafrost thaw 
(Woo et al., 2007), subsurface water storage and flow (Walvoord et al., 2012) and snow 
accumulation and cover (Liston and Hiemstra, 2011), are also of great interest. An improved 
understanding of hydrological change is necessary to more effectively adapt and mitigate the 
potential impacts of climate change; however, given the complexity of the environment and the 
uncertainty associated with climate projection, this has represented a great scientific challenge.     
Arctic climate projections from Global Climate Models (GCMs) can vary drastically between 
different CO2 emission scenarios and models; however, most simulations agree in a warmer and 
wetter Arctic by the end of the century (Kattsov et al., 2005). Due to problems with GCMs in 
representing regional or local surface weather, higher resolution (tens of km) Regional Climate 
Models (RCMs) are used to dynamically downscale GCMs over large domains such as the 
NARCCAP (Mearns et al., 2009) and ENSEMBLES (Hewitt, 2004) projects; however, large scale 
RCMs still fail to represent surface weather, particularly precipitation and particularly in areas 
with complex topography, deep convection or extreme events (Prein et al., 2015). Further 
downscaling is needed to drive hydrological models. Downscaling techniques are classified into 
statistical and dynamical approaches, the former using empirical relationships between observed 
and simulated climate of varying complexity, and the latter requiring the implementation of a high 
resolution climate model (Fowler et al., 2007; Maraun et al., 2010). Statistical downscaling has 
the advantages of being relatively easy to implement and computationally inexpensive, allowing 
the realization of multiple scenarios, whereas dynamical downscaling is computationally intensive 
and challenging to implement.  However, dynamical downscaling has the important advantage of 
producing physically connected or consistent weather variables, as opposed to most statistical 
approaches (Fowler et al., 2007).  This is viewed as critical for cold regions (Pomeroy et al., 
2015a), as the lack of physical realism in relationships amongst driving meteorological variables 
restricts the implementation of statistical downscaling in hydrological studies using physically 
based cold regions hydrological models.  Such models can fail when there is inconsistency in the 
atmospheric forcing. Given the abrupt rise in computational power over the last decades, 
dynamical downscaling at high spatial resolutions is now available (Liu et al., 2017; Pieri et al., 
2015). Recent studies have argued that performing dynamically downscaled using Convection 
Permitting Models (CPMs, spatial resolution < 4 km) is required to properly represent changes in 
extreme precipitation events (Kendon et al., 2017; Prein et al., 2015) that are hydrologically 
important. The convergence of computational capability and realisation of model need has 
encouraged the use of dynamical downscaling as opposed to statistical downscaling for both 
historical and future scenarios.  
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Shrub expansion and densification have been well documented in the Arctic, particularly near the 
treeline (Lantz et al., 2013; Myers-Smith et al., 2011). However, there are no published studies 
investigating changes in the forest structure (i.e. density, height and extension) in detail, 
particularly over northwestern Canada. Sniderhan and Baltzer (personal communication, January 
31, 2018) argued that in the recent decades a significant increase in the forest basal area produced 
by infilling of trees below the treeline near Inuvik, Northwest Territories, Canada, has occurred; 
although this study has not been published yet, it provides the first evidence of changes in forest 
structure in the western Canadian Arctic. Payette and Filion (1985) found that white spruce treeline 
in northern Quebec, has not substantially changed over the past centuries, whereas Suarez et al 
(1999) found that the tundra-taiga treeline in Alaska advanced northward between 80 to 100 m 
north over the last 200 years. Gamache and Payette (2004) studied black spruce height near the 
Arctic treeline in eastern Canada and found that height growth has not significantly changed. 
Trends in greening and browning have been studied in Canada and Alaska using remote sensing 
and the Normalized Difference Vegetation Index (NDVI), showing an spatially heterogeneous 
response but a clear greening trend in northwestern Canada and north Alaska (Ju and Masek, 
2016); however, this was not attributed to changes in specific species and is likely driven by 
reported shrub expansion and densification. Zhang et al. (2013) investigated Arctic vegetation 
projections under future climate conditions and showed an overall shrubification of the tundra; 
however, virtually no change in the tundra-taiga transition in the northwestern Canadian Arctic 
was found.  
Arctic hydrological processes needed to calculate basin hydrology below or at the treeline include: 
snow accumulation and melt, sublimation and unloading of intercepted snow from forest canopy, 
blowing snow redistribution and sublimation, evapotranspiration, infiltration into frozen and 
unfrozen soils, ground freeze and thaw, water flow through snowpack, surface and subsurface 
flow, groundwater and streamflow routing (Kane et al., 1991; Pomeroy et al., 2008). These 
processes have been included in the spatially distributed and physically based Arctic Hydrology 
Model (AHM) developed by Krogh et al. (2017) using the Cold Regions Hydrological Modelling 
platform (CRHM; Pomeroy et al. 2007). Krogh et al. (2017) verified CRHM-AHM using 
streamflow, snowpack and active layer measurements from Havikpak Creek Basin, a small Arctic 
basin near the tundra-taiga transition in northwestern Canada. This model was later used by Krogh 
and Pomeroy (2018) to diagnose recent changes (1960-2016) to the hydrology of Havikpak Creek, 
including transient changes in climate and vegetation for the first time. 
The purpose of this study is to investigate the effect of future climate and vegetation changes on 
the hydrological processes of a small Arctic treeline basin underlain by continuous permafrost. 
These steps were followed to pursue this goal: (1) climate projections from a high-resolution 
climate model under a convection-permitting configuration were compared to surface observations 
and used to force the CRHM-AHM under historical and future conditions; (2) vegetation 
projections based on observed rates of changes were used to parameterize land cover for the 
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CRHM-AHM; (3) climate and hydrological projections were analyzed and discussed; and (4) a 
sensitivity analysis examined the impact of vegetation change on the basin water balance. 
5.2  Study site 
Havikpak Creek Basin (HPC; Figure 5.1), located in the Northwest Territories, Canada, was 
selected as it has a history of hydrological process studies (Jones et al., 1999; Marsh et al., 2002; 
Pomeroy and Marsh, 1996), hydrological modelling applications (Krogh et al. (2017) and Krogh 
and Pomeroy (2018)) and is located near the tundra-taiga transition, where changes in vegetation 
are anticipated and may impact the hydrology. HPC is a small basin with a 16.4 km2 drainage area, 
that is underlain by continuous permafrost and covered primarily by taiga forest (>50%), with 
large areas of open tundra, shrubs, wetlands and open water. HPC mean annual precipitation and 
temperature from 1980 to 2010 are 327 mm and -8.2 °C (Krogh et al., 2017), resulting in long 
winters (October to April) and relatively dry conditions. Soils at HPC are characterized by an upper 
layer of permeable organic peat, composed of decomposed vegetation, lichen and moss, followed 
by a lower peat layer over a relatively impermeable mineral soil layer.  The peat and sometimes 
part of the mineral soil layers can thaw seasonally. A detailed description of HPC, including soil 
characteristics, meteorology and other characteristics are presented and discussed by Krogh et al. 
(2017). 
 
  
138 
 
Figure 5.1: Left panel shows Havikpak Creek location within North America and the domain 
of the regional climate model (Section 5.3.3), including the Arctic treeline. Right panel shows 
Havikpak Creek basin, elevation map, the location of weather and hydrometric stations, lakes, 
river network and the closest centroids of the grid points from the regional climate model. 
5.3 Data 
5.3.1 Automated weather stations  
An hourly and long-term meteorological time series for Havikpak Creek was reconstructed by 
Krogh and Pomeroy (2018) for the period 1960-2016, including precipitation, temperature, wind 
speed, relative humidity and short- and long-wave irradiance, based on a combination of in-situ 
meteorological observations, the Adjusted and Homogenized Canadian Climate Dataset (AHCCD; 
Mekis and Vincent, 2011) at the Inuvik station (ID: 2202578), and the ERA-Interim (Dee et al., 
2011) and ERA-40 atmospheric reanalyses (Uppala et al., 2005). The automated weather stations 
used were the Inuvik Climate, the Inuvik Airport and the Inuvik Upper Air (Figure 5.1), all 
maintained by Environment and Climate Change Canada (ECCC). For details about the time series 
reconstruction the readers are referred to Krogh and Pomeroy (2018).   
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5.3.2 Streamflow 
Daily streamflow records at the Havikpak Creek station (ID: 10LC017) have been measured by 
the ECCC Water Survey of Canada (WSC) since 1995. The hydrometric station is located 
downstream from the Havikpak Creek crossing with the Dempster Highway (Figure 5.1). Arctic 
stream gauging is challenging, particularly in small creeks due to the presence of ice and snow in 
the cross section during the spring snowmelt runoff, during which the annual peak streamflow 
discharge and the majority of the annual discharge volume typically occurs (Kane et al., 1991; 
Krogh et al., 2017; Marsh and Pomeroy, 1996; Woo, 1986). These problems and the associated 
uncertainty in the observations are acknowledged in the metadata provided by ECCC through the 
Environment Canada Data Explorer.   
5.3.3 Atmospheric model: The Weather Research and Forecasting (WRF) model 
5.3.3.1  Historical simulations 
The Weather Research and Forecasting (WRF; Skamarock et al., 2008) model is a state-of-the-art 
numerical weather prediction (NWP) and atmospheric modelling system developed by a group of 
US government agencies lead by the National Center for Atmospheric Research (NCAR). WRF 
(version 3.4.1) was run at a convection-permitting resolution of 4-km over western Canada for the 
period 2000-2013 (Yanping et al., 2016), covering the Mackenzie and South Saskatchewan River 
basins. The initial and lateral boundary conditions used were six-hourly time series from the ERA-
Interim reanalysis (Dee et al., 2011) at a 0.7° spatial-resolution, surface states and fluxes from the 
Noah-MP (Niu et al., 2011) land-surface scheme, and the year 2000 was used to spin-up the model. 
Main benefits of these runs are: (1) the large extent of the spatial domain, (2) the decadal period, 
(3) the high-resolution topographic representation and the (4) convection-permitting configuration. 
The last two have shown to greatly improve summer and winter precipitation representation, as 
opposed to climate models using cumulus parameterizations with lower spatial resolution (Brisson 
et al., 2016; Fosser et al., 2015; Prein et al., 2015; Rasmussen et al., 2014, 2011), providing more 
robust precipitation projections under future climate scenarios (Kendon et al., 2017, 2014). The 
outputs from this run used in this study are 2D hourly time series at the ground surface of 
precipitation, air temperature, wind speed, specific humidity, and shortwave and longwave 
irradiance.    
5.3.3.2  Future simulations 
The Pseudo-Global-Warming (PGW) approach (Schär et al., 1996; Hara et al., 2008; Kawase et 
al., 2009; Rasmussen et al., 2011, 2014; Liu et al., 2016) was used to produce future weather 
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simulations (Yanping et al., 2016). The PGW approach adds a mean monthly perturbation to the 
ERA-Interim initial and lateral boundary condition to the period 2000 – 2013. The mean monthly 
perturbations are calculated as the difference between the 25-year monthly values from the 1975-
1999 and 2075-2099 periods, using the historical and future models ensemble from the CMIP5 
model intercomparison experiment (Taylor et al., 2012), under the RCP8.5 high greenhouse gas 
concentration scenario (Riahi et al., 2011), resulting in an equivalent 2086 – 2099 period. Two 
benefits of the PGW approach are: the reduction of uncertainty caused by the interannual 
variability and the reduction of model bias contained in the Global Circulation Model projections 
(Kawase et al., 2008), and the main disadvantage is that it does not allow for future interannual 
variability. Previous studies have used PGW to quantify hydrological changes under futures 
climate scenarios (Ma et al., 2010; Mendoza et al., 2016).  
5.4  Method 
Figure 5.2 presents the modelling flowchart that summarizes the methodology used in this study. 
The first modelling stage comprises historical hydrological simulations using bias-corrected 
simulated weather from WRF. Historical runs are validated against daily observed streamflow 
discharge. Future simulations use the bias-corrected simulated weather from WRF-PGW with 
vegetation projections based on observed rates of growth. Finally, the sensitivity of the future mass 
balance to projected changes in vegetation is performed.  
 
Figure 5.2: Modelling flowchart 
5.4.1 WRF bias correction 
WRF simulated weather was bias-corrected to generate forcing data that is as representative as 
possible of observed records. Despite the great improvement that high resolution Regional Climate 
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Models (RCMs) at convection permitting scales have achieved in representing local surface 
weather (Kendon et al., 2017; Prein et al., 2015), bias-correction is still required for hydrological 
studies. Bias correction techniques typically focus on correcting mean, variance and higher 
moments, depending on the complexity of the approach. Methods referred as Quantile mapping 
bias corrections, which bias-correct all the quantiles of the simulated time series distribution, have 
been proven to outperform simpler approaches that correct only the mean or variance, particularly 
in the context of hydrological modelling applications (Chen et al., 2013). 
This study uses the univariate quantile mapping correction (QDM) from the R package MBC 
(https://CRAN.R-project.org/package=MBC), which uses the quantile delta-mapping algorithm 
described by Cannon et al. (2015). Quantile mapping correction was performed to hourly 
precipitation, air temperature, wind speed and water vapour pressure, using the observed weather 
time series presented by Krogh and Pomeroy (2018). Air temperature was divided into two periods: 
(1) spring (April-May) and (2) non-spring (June-March) for quantile mapping correction in order 
to compensate for the larger WRF cold bias that was during spring. Precipitation was also divided 
into two periods: (1) winter and (2) summer using the 0°C mean temperature threshold. The 
separation between summer and winter was important to properly represent cumulative snowfall 
and extreme rainfall events as accurately as possible. Wind speed correction was performed to the 
full period as no further classification was required. Water vapour pressure correction was required 
to properly calculate relative humidity following the Clausius-Clapeyron relationship. Quantile 
correction was performed to the entire period, and then relative humidity was calculated based on 
corrected air temperature, water vapour pressure, and the Buck formula (Buck, 1981) to compute 
the saturated water vapour with respect to water and ice. Relative humidity was not allowed to 
exceed 100%.  
5.4.2 Hydrological model 
The hydrological model used in this study is the Arctic Hydrology Model (AHM; Krogh et al., 
2017) developed with the Cold Regions Hydrological Modelling platform (CRHM; Pomeroy et 
al., 2007). The CRHM-AHM is a physically based and spatially distributed hydrological model 
that includes the following key physical processes found in Arctic environment: blowing snow 
redistribution and sublimation, snowmelt energy balance, sublimation/evaporation of canopy 
intercepted snowfall/rainfall, soil moisture storage and flow, evapotranspiration, infiltration into 
frozen and unfrozen ground, flow through organic terrain and snowpack, ground freeze and thaw, 
surface runoff and streamflow routing. The formulations used to represent each of these 
hydrological processes are described in detail by Krogh et al. (2017). The model uses Hydrological 
Response Units (HRU; Flügel, 1995) to spatially discretize HPC based on land cover classes, 
elevation and topographic features such as gullies and snowdrifts. This discretization resulted in 
11 HRUs: upper and lower tundra, upper and lower sparse shrubs, upper and lower gully/drift, 
close shrubs, taiga forest, forest, wetland and open water. CRHM-AHM is run forced by hourly 
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precipitation, air temperature, wind speed, relative humidity, and shortwave and longwave 
irradiance.  
The parameterization of the CRHM-AHM model was carried out following the Deduction-
Induction-Abduction approach, which tends to avoid calibration (DIA; Pomeroy et al., 2013a). 
Most parameters used in the CRHM-AHM were taken from field observations (e.g. vegetation 
cover, slope and aspect), previous process studies in HPC and other basins with similar 
hydrological behaviour, such as Wolf Creek Basin (Rasouli et al., 2014) and Trail Valley Creek 
Basin (Marsh and Pomeroy, 1996). A few uncertain subsurface and surface hydraulic and storage 
parameters were calibrated against observed daily streamflow using the automated Dynamically 
Dimensioned Search algorithm (DDS; Tolson and Shoemaker, 2007). Parameters used in the 
CRHM-AHM are detailed by Krogh et al. (2017). CRHM-AHM validation against daily 
streamflow, snow accumulation and active layer thickness at Havikpak Creek was described by 
Krogh et al. (2017), showing an adequate representation of all of these variables. Krogh and 
Pomeroy (2018) presented an updated streamflow validation for the CRHM-AHM model 
including the most recent years. The readers are referred to Krogh et al. (2017) for a full description 
of the CRHM-AHM model configuration, validation and sensitivity analysis to key parameters. 
5.4.2.1  Historical modelling 
The CRHM-AHM was run for the period January 2001 – October 2013 using the corrected weather 
time series from the four closest WRF centroids to HPC (Figure 5.1). To select the most suitable 
WRF centroid, simulated streamflow from each run was compared against observed streamflow, 
for which centroid #1 provided the best simulation, and therefore, it was used for all the analyses. 
Note that there were small differences amongst weather from the different centroids, resulting in 
very small differences between the four streamflow simulations and, therefore, the impact of the 
centroid selection is expected to be minimal for the analysis and discussion presented in this study.  
Shrubs extension and density characteristics were taken as the average for the years 2001 to 2013 
based on the extrapolated rates presented by Krogh and Pomeroy (2018), which are based on 
observations made by Pomeroy and Marsh (1997) and the increasing shrub cover and density 
presented by Lantz et al. (2013). The vegetation characteristics used in for the historical modelling 
are presented in Table 5.1. 
Subsurface and surface hydraulic and storage parameters calibrated by Krogh et al. (2017) were 
used for this simulation; nevertheless, the uncertainty introduced by this new weather time series 
was investigated by performing another automated calibration with the DDS algorithm.  
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5.4.2.2  Future modelling 
Future hydrological modelling include both climate and vegetation projections. Climate 
projections are those from the bias-corrected WRF-PGW for the equivalent period of 2087 to 2099. 
The year 2086 was used as a spin-up period for the climate model. Vegetation projections assume 
that the observed rates of changing shrub cover and density from Lantz et al (2013) remains the 
same in the future, as no other projections are available. To include the “new” sparse shrubs in the 
CRHM-AHM, two new HRUs were added: the upper and lower “new” sparse shrubs, resulting in 
a model with 13 HRUs. Projected area, stem density and leaf area index (LAI) for the projected 
HRUs are presented in Table 5.1. Vegetation height of the new sparse shrubs was estimated to be 
0.8 m, which corresponds to roughly half of the estimated average height of current sparse shrubs 
at HPC (Krogh et al., 2017) and reflects that these plants are colonizing previous tundra-covered 
surfaces.  
No significant changes in Arctic latitudinal treeline are expected by the end of the century in 
northwestern Canada (Zhang et al., 2013), also previous studies have shown that tree expansion 
has not change substantially over the past centuries in eastern Canada (Payette and Filion, 1985); 
however, variable greening and browning of the Canadian boreal forest has been found (Sulla-
Menashe et al., 2018). There are no quantitative projections of forest height, density or extension 
available and, therefore, the forested HRUs were held constant in the future model configuration. 
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Table 5.1: Vegetation cover and density for the historical (2001-2013) and future (2087-
2099) modelling periods. 
HRU 
Historical Modelling Future Modelling 
Area (km2) 
Stem 
density       
(# m-2) 
LAI   
(m2 m-2) 
Area 
(km2) 
Stem 
density     
(# m-2) 
LAI     
(m2 m-2) 
Upper 
Tundra 
0.35 N/A N/A 0.11 N/A N/A 
Upper 
Sparse 
Shrubs 
0.7 0.4 0.25 0.7 0.9 0.5 
“New” 
Upper 
Sparse 
Shrubs 
N/A N/A N/A 0.24 0.3 0.25 
Close 
Shrubs 
2.6 1 0.5 2.6 1 0.7 
Lower 
Tundra 
1.4 N/A N/A 0.9 N/A N/A 
Lower 
Sparse 
Shrubs 
1.5 0.4 0.25 1.5 0.9 0.5 
“New” 
Lower 
Sparse 
Shrubs 
N/A N/A N/A 0.5 0.3 0.25 
5.4.3 Statistical mean change analysis  
Projected mean annual changes between historical and future simulations for several water fluxes 
and state variables (e.g. annual streamflow discharge and active layer thickness) were tested using 
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the non-parametric Wilcoxon rank test (Wilcoxon, 1945) with a significance threshold of p ≤ 0.05. 
The Wilcoxon test assumes that the two series are independent and continuous. 
5.5 Results 
5.5.1 WRF validation 
Bias-corrected weather simulated by WRF for the period 2001-2013 was validated against 
observed records at HPC. Figure 5.3a presents a comparison of annual cumulative precipitation 
between observed, raw and bias-corrected WRF historical data. Raw WRF mean bias was only 8 
mm yr-1, demonstrating very good performance of WRF; nevertheless, this bias was removed after 
applying the quantile mapping correction of daily precipitation, which also improved the 
representation of high precipitation events (Figure 5.3b). These events are important as they 
typically occur during summer and can produce important rainfall-runoff responses. Figure 5.3c 
presents the Q-Q plot between observed and bias-corrected WRF precipitation, in which the high 
precipitation events are well represented. Despite the good representation of mean precipitation 
and its quantiles, bias-corrected WRF has mixed performance representing the variability of annual 
precipitation. For example, precipitation was overestimated by roughly 80 mm in 2004 and 
underestimated by 60 mm in 2007. Figure 5.3d compares monthly observed, raw and bias corrected 
WRF air temperature.  An overall cold bias of 2.7 °C was found for the raw WRF. Despite the cold 
bias, seasonal temperatures and quantiles (Figure 5.3e) were well represented by raw WRF. After 
bias correction of hourly temperature, WRF air temperatures agreed well with observations and 
the cold bias was removed (Figure 5.3f). 10-m hourly wind speed (not shown) simulated by WRF 
overestimated surface observations by an average of 1.5 m s-1; this was removed after bias 
correction. Calculated relative humidity from WRF bias-corrected water vapour pressure and air 
temperature represented observed mean and quantiles well (not shown).  
Table 5.2 presents a comparison between observed and bias-corrected WRF daily precipitation for 
wet and dry spells. A wet (dry) spell is defined as any period with at least three consecutive days 
with precipitation above (below) 0.1 mm days-1. Observed mean annual number of dry and wet 
spells is 28 and 14, respectively, whereas simulated mean annual number of dry and wet spells is 
30 and 13, respectively. The mean annual length of dry spells is 8.9 and 8.1 days for observation 
and simulations, respectively, whereas the mean length of wet spells is 5.4 and 5.5 days for 
observations and simulations, respectively. This suggests that the overall representation of 
simulated daily precipitation is consistent with the observed patterns of dry and wet periods, which 
is critical to properly represent the hydrological cycle.  
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Table 5.2: Dry/Wet spells comparison between observed and simulated daily precipitation. A 
threshold of 0.1 mm day-1 was used for the analysis. 
 
Dry spells Wet Spells 
Observations Simulations Observations Simulations 
Mean annual 
number of 
dry/wet spells 
28 30 14 13 
Mean annual 
length of dry/wet 
spells (days) 
8.9 8.1 5.4 5.5 
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Figure 5.3: (a) Cumulative annual precipitation comparison. (b) Quantile-quantile plot 
between observes daily precipitation and raw WRF daily precipitation. (c) Same as (b) but using 
bias-corrected daily WRF precipitation. (d) Mean monthly air temperature comparison. (e) 
Quantile-quantile plot between observed daily air temperature and raw WRF daily air 
temperature. (f) Same as (e) but using bias-corrected WRF daily air temperature. All the data 
correspond to the 2001-2013 period. 
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5.5.2 Projected changes in weather 
Figure 5.4 presents mean daily time series of projected changes using bias-corrected WRF 
simulations of air temperature, cumulative precipitation, wind speed and relative humidity, and 
raw WRF simulations of shortwave and longwave irradiance; mean annual changes are also 
included in bold when they are statistically significant (p ≤ 0.05). Table 5.3 presents seasonal and 
annual changes for the same variables presented in Figure 5.4 and the all-wave irradiance. A 
significant warming of 6.1°C in mean annual air temperature is projected by the WRF-PGW, 
particularly during winter and spring, for which an increase of 6.8 and 7.1°C, respectively, is 
indicated. The date at which temperature reaches 0°C is projected to occur roughly 2 weeks earlier 
in spring, whereas the date at which temperature drops below freezing is delayed by 16 days in 
fall. Cumulative precipitation significantly increased by 117 mm yr-1 or 38% with respect to the 
historical period, with the largest seasonal increase in winter (October to April, 94.3 mm). A 
negligible increase in mean annual wind speed of about 0.1 m s-1 is projected. The simulated mean 
annual increase in relative humidity is about 4%, with the largest increases in winter of about 10%. 
Shortwave irradiance decreased annually by 2.1 W m-2; however, a small increase of roughly 2.5 
W m-2 was found in summer, whereas longwave irradiance significantly increased by 21.2 W m-2 
annually, with the largest seasonal increase in winter of 22.8 W m-2. The total change in all-wave 
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irradiance is an annual increase of 19 W m-2, which is consistent throughout the year except in 
spring, during which a small decrease of 3.4 W m-2 was projected. 
 
Figure 5.4: Mean daily projected changes in weather time series for historical (2001-2013) 
and future (2087-2099) periods. Precipitation is presented as cumulative mean daily values. 
Mean annual change (Δ = Future-Historical) is bold when statistically significant (p ≤ 0.05). 
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Table 5.3: Seasonal and annual weather changes between the historical (2011-2013) and 
future (2087-2099) scenarios. 
Atmospheric 
Variables 
Winter 
(October-April) 
Spring 
(May) 
Summer 
(August - 
July) 
Fall 
(September) 
Annual 
Air Temperature 
(°C) 
6.8 7.1 4.4 4.9 6.1 
Precipitation 
(mm) 
94.3 13.2 6.3 3.1 117 
Wind Speed      
(m s-1) 
0.2 -0.3 0.1 0.1 0.1 
Relative Humidity 
(%) 
9.7 -13.3 -0.5 -1.9 4.3 
Shortwave 
Irradiance         
(W m-2) 
-1.5 -16.4 2.5 -5.6 -2.1 
Longwave 
Irradiance         
(W m-2) 
22.8 13 21 19.9 21.2 
All-wave 
Irradiance         
(W m-2) 
21.3 -3.4 23.5 14.3 19.1 
 
5.5.3 Hydrological model performance 
Krogh et al. (2017) and Krogh and Pomeroy (2018) showed that the CRHM-AHM model simulates 
daily streamflow, snow accumulation from snow survey and active layer thickness adequately 
when forced with observed meteorology. The CRHM-AHM performance using the parameters 
from Krogh et al. and the corrected WRF meteorology was investigated to determine its fitness for 
purpose in this study. The Nash-Sutcliffe Efficiency coefficient (NSE) and mean bias using 
observed and simulated daily streamflow resulted in 0.44 and -16%, respectively, for the period 
2002 to 2012. These results are consistent with those presented by Krogh et al. (2017) and Krogh 
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and Pomeroy (2018), suggesting a consistent representation of Havikpak Creek hydrology. 
Nevertheless, to assess the sensitivity of the model to this new forcing data, a few surface and 
subsurface storage and flow parameters calibrated by Krogh et al. (2017) were re-calibrated using 
corrected WRF data and the NSE as objective function. Automatic calibration was carried out 
performing 500 model iterations for the period 2002-2008 (six years) using the Dynamically 
Dimensioned Search algorithm (DDS; Tolson and Shoemaker, 2007), and the period 2009-2012 
(three years) for validation. The result of the parameters re-calibration and the one performed by 
Krogh et al. is presented in Table A1 (Appendix). NSE and mean bias for the period entire 2002-
2012 period using corrected WRF was 0.45 and -18%, respectively, suggesting a marginal 
improvement in NSE and a deterioration of mean bias. Figure 5.5 shows a comparison between 
observed streamflow (blue), simulated streamflow using parameters from Krogh et al. (2017) (red) 
and simulated streamflow using re-calibrated parameters (green). Annual streamflow discharge 
(Figure 5.5a) is underestimated in five years; the largest difference in 2008 was likely due to an 
underestimation of precipitation in late 2007 (Figure 5.3) reducing snow accumulation and 
subsequent snowmelt runoff. Simulated mean monthly streamflow (Figure 5.5b) represents some 
of the observed seasonality, in particular the rise in May streamflow, but underestimated the rise 
in the end of the summer streamflow. Flow duration curves (Figure 5.5c) show similar results to 
those presented by Krogh et al (2017); a good overall agreement with some errors in representing 
high flows. Cumulative streamflow shows that simulations rise slightly earlier than observations 
(Figure 5.5d), and correctly simulate the rate of increase in rising discharge, but underestimate 
spring discharge volumes. Overall, the CRHM-AHM showed consistent streamflow response with 
those presented by Krogh et al. (2017); however, a larger bias was found, likely due to the 
imperfect inter-annual variability of corrected WRF precipitation. Differences between CRHM-
AHM simulations using the few calibrated parameters from Krogh et al. (2017) or the ones re-
calibrated for this study showed only marginal differences; therefore, the parameter values 
presented by Krogh et al. (2017) are used as they produce a slight smaller mean bias and are 
presumed to be more realistic, as they were derived using observed weather. 
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Figure 5.5: Observed versus simulated streamflow for the period 2002-2012. (a) Annual 
streamflow discharge volume, (b) mean monthly streamflow discharge, (c) flow duration curve 
and (d) mean cumulative streamflow discharge. There are no streamflow records in 2005. 
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5.5.4 Changes in snow accumulation and cover 
Figure 5.6 presents historical and future mean and standard deviation of daily snow water 
equivalent (SWE) for the HPC basin and four representative land cover classes. Basin scale peak 
SWE is projected to increase in 80 mm and occur at the same day of the year (April 19). Snowcover 
duration is projected to shorten by 26 days, as there is a 15 days delay in the initiation of snow 
accumulation and 11 days earlier snowcover depletion (Table 5.4). Due to the larger peak SWE 
and the earlier snowcover depletion date, the snow ablation rate increased significantly from 1.8 
to 3.5 mm day-1.  An increase in peak SWE for most land covers of 67-83 mm was found (Figure 
5.6), mostly due to the increasing snowfall and warmer conditions that dampened redistribution or 
interception and hence sublimation.  Peak SWE in the Gully/Drift decreased by 164 mm due to 
suppression of blowing snow redistribution due to warmer temperatures and increasing shrub 
density. The smaller increase in peak SWE in the dense forest compared to the taiga forest is due 
to the dense forest’s higher interception capacity, which allows for higher sublimation losses. 
Table 5.4: Snow distribution and melt at the basin scale 
Variable Historical Future Difference  
Peak SWE (mm) 115 184 80 
Date of Peak SWE April 19     April 19  0 days 
Snow accumulation start date September 11 September 26 15 days 
Snowcover depletion date June 21 June 10   -11 days 
Snowcover duration (days) 283 257 -26 
Average snow ablation rate 
(mm day-1) 
1.8 3.5 1.5 
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Figure 5.6: Mean (solid line) and standard deviations (shade) of historical (2001-2013) and 
future (2087-2099) daily snow water equivalent (SWE) for selected land cover and basin 
average. Significant changes between future and historical peak SWE simulations at the p ≤ 0.05 
significance thresholds are bold. 
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5.5.5 Changes in active layer thickness 
Figure 5.7 shows changes associated with the active layer thickness (ALT) for selected land cover 
and the basin average. The basin average ALT is projected to increase by 0.25 m, thawing from 
approximately 0.96 down to 1.21 m in the future. Spatial heterogeneities amongst land cover types 
were found in the increased ALT, ranging from roughly 0.2 to 0.35 m between the historical and 
future scenarios. The 26 days increase in the snow-free season and increased air temperature can 
explain the deepening ALT depth (Table 5.4). Ground thaw initiation started roughly 5 days earlier 
in future simulations, shifting from May 22 to May 17 for the historical and future scenarios, 
respectively, consistently with the earlier depletion of snowcover. Ground freeze initiation is 
delayed by 17 days in the future, driven by the two weeks later initiation of snowcover. Average 
thawing rates increased in the future from 0.78 to 0.83 cm day-1, driven by the longer thawing 
season and the warmer air temperatures. 
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Figure 5.7: Mean (solid line) and standard deviation (shade) of the daily active layer 
thickness comparison between the historical (2001-2013) and future (1987-2099) scenarios. 
Significant changes between future and historical ALT simulations at the p ≤ 0.05 significance 
thresholds are bold. 
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5.5.6 Changes in the mass fluxes 
Figure 5.8 shows mean annual cumulative fluxes for the historical and future scenarios at the basin 
scale. Historically, snowfall was the largest precipitation component with 172 mm (57% of mean 
annual precipitation), whereas rainfall contributed 133 mm (43%). Future partitioning between 
rainfall and snowfall shows the largest increase, 63 mm, going towards rainfall (Figure 5.8a), 
whereas snowfall increased by only 54 mm (Figure 5.8b).  Despite this disproportionate increase, 
snowfall remains the largest precipitation component in the future with 53% of the mean annual 
precipitation. The largest increase in rainfall compared with snowfall is due to the 6.1 °C of 
warming.  That rainfall did not increase further for such a substantial temperature increase is 
because much of the snowfall fell in very cold periods that remained capable of producing snowfall 
in the future. Figure 5.8c shows that ET increased by 27 mm in the future, which along with the 
117 mm increase in mean annual precipitation results in a reduction of the evaporation ratio 
(ET/Precipitation) from 0.49 to 0.42. Increased ET is the result of the warmer and wetter 
conditions, and the larger all-wave irradiance (Table 5.3). The three components of sublimation: 
sublimation of snow intercepted on forest canopies, blowing snow sublimation and sublimation 
from the snow surface are presented in Figure 5.8d, Figure 5.8e and Figure 5.8f, respectively. 
Slightly higher mean sublimation rates from intercepted snowfall were found; however, 
cumulative intercepted sublimation dropped by 1 mm, which is not a substantial change but when 
compared with the 54 mm increase in snowfall it results in a decrease from 11% to 8% of the mean 
annual snowfall. Decreasing total sublimation from intercepted snowfall is explain by the 
shortening of the snowfall season permitting snow interception on the canopy and warming air 
temperatures that induce more rapid and earlier unloading of canopy snow. Total blowing snow 
sublimation increased by 2 mm due to the increased snowfall, which to some degree overcame the 
impact of shrub expansion and densification has in restricting blowing snow redistribution. Daily 
rates of sublimation at the snow surface remain virtually the same; however, cumulative surface 
sublimation decreased by 6 mm due to the shortening of the snowcover season. The cumulative 
sublimation decreased by 5 mm, with a substantial drop in the sublimation ratio to snowfall from 
34% to 23% (Figure 5.8g). 
Mean annual soil moisture increased by roughly 7 mm (Figure 5.8h), which is attributed to the 
increased soil storage capacity associated with deeper ALT (Figure 5.7) allowing more moisture 
in early winter when ET is minimal, as well as the increase in precipitation that was not matched 
by a proportionate increase in ET or sublimation. Larger rates of soil recharge were found at the 
beginning of the summer; however, these were somewhat compensated by the faster soil moisture 
depletion projected by mid-summer, resulting in virtually the same minimum soil moisture. The 
same minimum soil moisture in historical and future simulations is likely due to the storage in 
deeper layers of the soil (mineral soil), which have very low permeability and can hold moisture 
for longer periods of time. A significant increase in streamflow discharge volume by roughly 100 
mm was projected (Figure 5.8i), suggesting that most of the increased precipitation (117 mm) is 
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translated into streamflow. More details about changes in the streamflow regime are presented in 
the next section. 
 
Figure 5.8: Comparison of mean basin scale mass fluxes between the historical (2001-2013) 
and future (2087-2099) periods. Mass fluxes are presented as cumulative of mean daily values, 
except for soil moisture that is shown as the mean daily values. Mean annual change (Δ = 
Future-Historical) is bold when statistically significant (p ≤ 0.05).  
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5.5.7 Changes in the hydrological regime 
Figure 5.9 presents a comparison between historical and future mean monthly streamflow 
discharge (Figure 5.9a), flow duration curve (Figure 5.9b), mean daily streamflow (Figure 5.9c) 
and mean cumulative daily streamflow (Figure 5.9d). Mean monthly streamflow shows a 
significant peak in spring runoff, which increased by roughly 130%, from 0.28 to 0.65 m3 s-1 and 
a much smaller increase in fall flows. The flow duration curve shows an increase in daily 
streamflow discharge for most of the exceedance probabilities, particularly for low exceedance 
probabilities, which indicate extreme events. For example, the 1, 5 and 10% exceedance 
probability, associated with return periods of 100, 20 and 10 years, increased by 0.6, 0.3 and 0.25 
m3 s-1, respectively. Mean streamflow discharge (Figure 5.9c) initiates about a week earlier in the 
future, consistently with earlier snow depletion, whereas the end of the streamflow discharge is 
delayed by 6 days. The mean annual peak flow changed from 0.9 to 1.6 m3 s-1, whereas the date at 
which it occurs advanced by a week from May 22 to May 15. Runoff ratio increased by 45% from 
0.33 to 0.48. 
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Figure 5.9: Streamflow comparison between historical (2001-2013) and future (1987-2099). 
(a) Mean monthly streamflow. (b) Flow duration curve. (c) Mean daily streamflow discharge. (d) 
Mean cumulative daily streamflow discharge. 
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5.5.8 Mass balance sensitivity to projected vegetation changes 
To explore uncertainty and assess the mass balance sensitivity to the projected changes in 
vegetation characteristics, 1,296 vegetation scenarios were created (Table 5.5). Values in 
parenthesis in Table 5.5 show the values used in the future model configurations described in 
Section 5.4.2.2, and N/A values (not applicable) are used for parameters that are not subject to the 
sensitivity analysis. These scenarios assumed that vegetation height in those HRUs with previously 
existing shrubs: Close Shrubs, Gully/Drift and Wetland, remain the same, as there is no evidence 
of increasing shrubs height in the region. Scenarios of shrub expansion range from a slight increase 
in shrub cover to a complete shrubification of the tundra. Changes in forest LAI are included to 
assess the potential impact of increasing forest density on the mass balance.  
Table 5.5: Parameters range for the vegetation projection sensitivity analysis. In parenthesis 
the projection used in the deterministic future scenario (Section 5.4.2.2) using an estimate from 
extrapolating observed rates of growth is presented. N/A: not applicable, it is used when no 
changes were performed in the sensitivity analysis.   
HRU Area (km2) 
Stem Density   
(# m-2) 
Vegetation 
Height (m) 
LAI (m2 m-2) 
Upper Tundra 
0.01 – 0.34 
(0.11) 
N/A N/A N/A 
Lower Tundra 
0.01 –  1.39 
(0.89) 
N/A N/A N/A 
Upper New Sparse 
Shrubs 
0.01 – 0.34 
(0.24) 
0.1 – 0.6 (0.4) 0.1 – 1.5 (0.8) 0.1 – 0.4 (0.25) 
Lower New 
Sparse Shrubs 
0.01 – 1.39 
(0.51) 
0.1 – 0.6 (0.4) 0.1 – 1.5 (0.8) 0.1 – 0.4 (0.25) 
Upper Old Sparse 
Shrubs 
N/A 0.4 – 1 (0.9) 
N/A 
0.25 – 0.7 (0.5) 
Lower Old Sparse 
Shrubs 
N/A 0.4 – 1 (0.9) 
N/A 
0.25 – 0.7 (0.5) 
Close Shrubs  N/A N/A N/A 0.5 – 1.0 (0.8) 
Gully/Drift  N/A 0.4 – 1 (0.9) N/A 0.25 – 0.7 (0.5) 
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HRU Area (km2) 
Stem Density   
(# m-2) 
Vegetation 
Height (m) 
LAI (m2 m-2) 
Wetland N/A 0.4 – 1 (0.9) N/A 0.25 – 0.7 (0.5) 
Dense Forest N/A N/A N/A 1.2 – 2.0 (1.2) 
Taiga Forest N/A N/A N/A 0.8 – 1.5 (0.8) 
   
 
Figure 5.10: Left panel shows a box plot for selected mean annual hydrological fluxes 
calculated for the 1,296 future vegetation scenarios. Right panel shows the same plot but as a 
percentage of each mean annual flux. a) ET from intercepted rainfall, b) evapotranspiration, c) 
blowing snow sublimation, d) sublimation of intercepted snowfall, e) sublimation at the snow 
surface, f) total sublimation, g) soil moisture, h) snow water equivalent and i) streamflow 
discharge. 
The water balance sensitivity to changes in projected vegetation scenarios is presented in Figure 
5.10. The left panel in Figure 5.10 shows that the overall sensitivity of the water balance to 
vegetation change is relatively small for most mass fluxes. The hydrological flux with the largest 
absolute sensitivity is streamflow (i), ranging from 186 to 206 mm yr-1 (runoff ratio between 0.47 
and 0.52), followed by total sublimation (f) and sublimation of intercepted snowfall (d) ranging 
from 49 to 64 mm yr-1 and 16 to 26 mm yr-1, respectively. The right panel in Figure 5.10 shows 
the relative sensitivity of vegetation projections with respect to each mass flux as calculated with 
the vegetation projection presented in Section 5.4.2.2. The largest relative sensitivity is associated 
with evaporation from intercepted rainfall (a), which ranges between 66 and 135%; this was 
expected as the forest covers the majority of the basin and, therefore, changes to forest LAI will 
have a substantial impact on basin-scale losses from intercepted rainfall. The second largest 
relative change is associated with blowing snow sublimation (c), which ranges between 73 and 
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124%; this is explained as shrub expansion and densification reduces the snowpacks from which 
blowing snow can occur and increases the wind speed threshold required to initiate blowing snow. 
The third largest relative sensitivity is from sublimation of intercepted snowfall (d), which ranges 
between 77 and 121% due to the direct relationship between changes in forest LAI and canopy 
interception capacity. The relatively large sensitivity to these two sublimation terms ((c) and (d)) 
drive the sensitivity to total sublimation (f), which ranges between 87 and 112%. The other mass 
fluxes show a relative low sensitivity (<±10%), in which evapotranspiration (b) and sublimation 
at the snow surface (e) have the lowest sensitivity of all with roughly ±1%. 
5.6  Discussion 
Historical climate simulations using WRF at 4 km generally represented precipitation well at 
Inuvik with a small mean bias of 8 mm yr-1 or 3%, and a good agreement in the number and mean 
length of dry and wet spells (Table 5.2); however, the largest summer rainfall events were 
somewhat underestimated. These errors were greatly reduced with the quantile mapping bias 
correction (Figure 5.3). The good representation of precipitation and the physical connection 
between weather variables encourage the use of dynamically downscaled, high resolution 
atmospheric models to force physically based hydrological models, as opposed to using statistical 
downscaling techniques that do not guarantee a physical consistency such as the covariance 
amongst weather variables. The value of high resolution atmospheric models to represent 
precipitation has been noted by other studies (Cai et al., 2018; Kendon et al., 2017; Prein et al., 
2015). A cold bias in simulated temperature of 2.7 °C was found and corrected, which has also 
been found in other Arctic studies using high resolution atmospheric models. For example, Cai et 
al. (2018) dynamically downscaled ERA-Interim using polar WRF (Hines et al., 2011) at a 10 km 
spatial resolution over Alaska, and found a mean cold bias of 1.4 °C.  
Dynamically downscaled weather using a pseudo global warming (PGW) approach under the 
RCP8.5 scenario produces significantly warmer (6.1°C) and wetter (117 mm yr-1 or 39% increase) 
conditions (Table 5.3), small changes in wind speed and relative humidity, and an overall increase 
in all-wave irradiance (19 W m-2). The largest projected changes in weather are associated with air 
temperature and precipitation. These results are consistent with, but slightly larger than estimations 
from the Polar WRF forced by the Community Earth System Model 1.0 (CESM1.0) under the 
RCP8.5 scenario in northern Alaska (Cai et al., 2018), which shows an increase of 5°C in the mean 
air temperature and 100 mm or 25% in the mean annual precipitation. Overland et al. (2013) 
investigated seasonal average changes in Artic surface air temperature projections using CMIP5 
ensembles mean under the RCP8.5 and RCP4.5 scenario (Thomson et al., 2011), and found a 
roughly 2°C difference between RCP8.5 (5°C) and RCP4.5 (3°C) projections. There are inherent 
uncertainties in climate projection due to CO2 emission scenarios, model structure and parameters, 
and intrinsic internal variability (Hodson et al., 2013); however, to include all the sources of 
uncertainties is computationally very expensive (e.g. Liu et al. (2016)), particularly when applying 
high resolution climate models over large domains (i.e. regional or continental). Due to this 
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restriction, this study addressed only one climate projection; however, the strength of this approach 
lies in a robust representation of weather changes (Kendon et al., 2017) and the physical 
consistency between the atmospheric variables, which allows a detailed investigation of 
hydrological changes using physically based hydrological models.  
Large hydrological changes under changing climate and vegetation were projected to the end of 
the century. An increase of 80 mm or 70% in peak SWE, a shortening in 26 days or 9% or the 
snowcovered period and a doubling in the snow ablation rate from 1.8 to 3.5 mm day-1 are 
projected (Table 5.4). These changes are driven by the increase in snowfall by 54 mm yr-1 or 31% 
and the warmer temperatures. Callaghan et al. (2011) analyzed changes in Arctic SWE and snow 
cover duration using global climate models (GCMs) from CMIP3 for the 2050 period, and found 
a smaller increase in peak SWE of up to 15% for most of the Arctic and a larger decrease in 
snowcover duration of 10-20%. However, large scale GCMs cannot properly resolve snow 
accumulation processes in environments with complex topography or where snow redistribution 
is important. López-Moreno et al. (2012), Musselman et al. (2017), Pomeroy et al., (2015b) and 
Rasouli et al. (2014) found decreasing snowmelt rates with climate warming in the western US, 
Spain and southwestern and sub-arctic Canada – in contrast to the accelerating melt rates found 
further north in this Arctic study location.  The results suggest that the impact of warming on melt 
rates cannot be generalized and a detail analysis that includes the snow processes driving snow 
accumulation and melt need to be considered.   
One of the consequences of a shorter snowcover season is the earlier exposure of bare ground, 
triggering ground thaw 5 days earlier, and delaying the initiation of ground freeze by 17 days, 
resulting in a 22 days longer ground thaw season, increased ground thaw rates and a 0.25 m thicker 
active layer. Woo et al. (2007) projected a similar 0.3 m increase in the active layer thickness under 
the A2 scenario by 2100 for two Arctic sites with a 0.2 m peat cover. Increasing ground thaw rates 
and the larger peak SWE, allowed more infiltration producing faster soil moisture recharge during 
spring; however, soil moisture depletion in the highly porous peat layer was also fast, resulting in 
virtually the same minimum soil moisture content by late summer (Figure 5.8). Later in the fall, 
due to wetter and warmer conditions, soil moisture content increased by roughly 8 mm, resulting 
in an average increase of about 7 mm in the annual soil moisture content. Total sublimation was 
projected to slightly decrease by 5 mm or 9% mostly driven by the shortening of the snowcovered 
period and warmer temperatures dampening the sublimation from canopy-intercepted snowfall. 
The combined effect of these projected changes resulted in a significant increase of 100 mm or 
100% in streamflow volume, mostly due to the doubling of spring runoff (Figure 5.9) driven by 
the 80 mm increase in peak SWE, but also by increasing fall runoff. Note that the 117 mm increase 
in annual precipitation and the 6°C warming did not produce a particularly large increase in ET 
(26 mm or 18%); in fact, it decreased the evaporative index from 0.49 to 0.42. Similarly, the 
sublimation ratio dropped from 34 to 23%. However, the wetter and warmer conditions produced 
a substantial increase in spring runoff. Capturing this particular hydrological behaviour is critical 
in cold regions, where the hydrological regime is dominated by snowmelt, as misrepresenting the 
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timing and magnitude of precipitation can produce a completely different hydrological response 
(e.g. larger ET and less streamflow if precipitation increase shifts to the summer); this encourages 
the use of dynamical downscaling approaches.  Having the appropriate hydrological processes 
represented realistically in the model is also important - the drop in ratios of sublimation and ET 
were critical to the increase in runoff ratio and required including canopy resistance, interception 
of rainfall and snowfall and blowing snow transport processes in the model. 
Krogh and Pomeroy (2018) analysed historical change at Havikpak Creek using the CRHM-AHM 
over 1960 – 2016, showing some discrepancies between the historical trends and the future 
projections presented in this study. Decreasing historical annual trends in ET (2.5 mm decade-1), 
soil moisture (3 mm decade-1) and blowing snow sublimation (0.6 mm decade-1), and a negative 
change point in streamflow volume from 180 to 140 mm in 1968, oppose the projected increase in 
annual ET (26 mm), soil moisture (7 mm), blowing snow sublimation (2 mm) and streamflow 
discharge (100 mm) for the end of this century. These discrepancies are due to the large increase 
in precipitation projected for the future (40%) as opposed to the declining precipitation found in 
the historical period (change point in 1972 from 369 to 321 mm yr-1). Nevertheless, similarities 
also exist. For example, earlier snowcover depletion and peak streamflow, delayed ground freeze 
and snowcover initiation, and thicker active layer were found in both the historical change analysis 
and this study. These processes are mostly controlled by changes in air temperature, which 
explains consistencies between historical trends and future projections, as both analyses included 
a significant increase in mean air temperature.   
To the best of the author’s knowledge, there are only three studies that have investigated the impact 
of climate change in Arctic headwater basins. The first study by Hinzman and Kane (1992) in 
Imnavait Creek, Alaska, USA, used the HBV model and defined three scenarios of climate change 
by increasing observed temperature in 4°C and precipitation by 0 and ±15%; however, these 
simulations were performed over a one year period, limiting the generalization of the results. The 
second and third studies by Pohl et al. (2007) in Trail Valley Creek, Northwest Territories, and 
Lewis and Lamoureux (2010) in the West watershed, Melville Island, Canadian Arctic 
Archipelago, respectively, used WATFLOOD and a similar approach to generate climate change 
scenarios for the end of the century; however, the mean changes in temperature and precipitation 
were informed by different GCMs and emission scenarios. Both studies showed results that are in 
the same direction as those presented in this study, such as increasing runoff volume and 
evaporation, and earlier spring runoff and peak streamflow; however, their analysis is limited by 
the use of calibrated empirical relationships to simulate evapotranspiration and snow ablation that 
could fail under future climate conditions. Importantly, snow redistribution and sublimation 
processes were not included despite their demonstrated importance in this environment (Liston et 
al., 2002; Pomeroy and Li, 2000; Pomeroy et al., 1997), and no permafrost calculations or changes 
in vegetation were included. Those shortcomings have been addressed in this study, producing 
simulations that are expected to be more robust under future conditions. However, limitations in 
this study arise from the use of a single future climate – a necessary feature of PGW research due 
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to computational costs. Future studies should aim to include a larger number of future climate 
projections to incorporate some of the uncertainty produced by different emission scenarios and 
model structure. The physical consistency between climate variables provided by dynamically 
downscaled, high-resolution atmospheric models provided an advantage in driving physically 
based hydrological models such as the one used in this study – this advantage should not be 
abandoned in pursuit of representing uncertainty from climate models by adopting statistical 
downscaling. A potential solution to producing high resolution and long term ensembles of future 
climate is the use of hybrid approaches combining dynamical and statistical downscaling such as 
the one presented by Walton et al. (2015), or implementing atmospheric models with intermediate 
complexity that require significantly less computational resources such as ICAR (Gutmann et al., 
2016). In either case, the physical consistency between the standard weather variable required to 
drive physically based hydrological models in cold regions (i.e. air temperature, precipitation, 
wind speed, relative humidity and irradiance) has to be carefully assessed. 
5.7  Conclusion 
This study presented the implementation of a spatially distributed and physically based Arctic 
hydrological model (CRHM-AHM) forced with historical and future dynamically downscaled 
weather from a high resolution (4 km) atmospheric model (WRF) under a pseudo-global-warming 
(WRF) configuration, as well as projections of vegetation changes. A small mean bias in simulated 
precipitation (3%) and an adequate representation of the number and mean length of the dry and 
wet spells was found; however, bias correction using quantile mapping technique was 
implemented to remove the bias and better represent extreme precipitation events. A cold bias of 
2.7 °C was also found and removed using the same technique. Future weather at HPC showed 
much warmer (6.1 °C) and wetter (40%) conditions, which produced several hydrological changes. 
These changes include an intensification of the hydrological regime by increasing spring runoff 
by 130%, producing earlier (one week) and larger (77%) peak streamflow, increasing peak snow 
accumulation (70%), shortening of the snowcover duration (26 days), increasing the melt rate 
(94%), thickening of the active layer thickness (0.25 m), increasing ET (18%) and decreasing 
sublimation (9%). These projected changes are strongly conditioned to projected changes in 
climate; however, projected increase in shrub cover and density also play an important role in 
annual ET from intercepted rainfall and blowing snow redistribution and sublimation, as revealed 
by the sensitivity analysis performed to changes in vegetation characteristics.  Overall the 
hydrological processes shifted from controls exerted by cold regions processes towards summer 
processes, though the future basin remains a snow and permafrost dominated cold regions basin 
despite the impacts of climate change. 
The high-resolution WRF run provided physically consistent weather time series that did not 
require further downscaling and drove realistic hydrological model responses that did not require 
model calibration when compared with observed streamflow discharge at Havikpak Creek. This 
suggests that atmospheric modelling at 4 km resolution provides suitable driving weather for small 
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scale hydrological modelling in environments with relatively low topographic gradients, as the one 
found in the delta of the Mackenzie River. Therefore, future climate from WRF under the PGW 
configuration is expected to be robust and suitable for hydrological applications; however, the 
main limitation of this approach remain the large computational and human resources required, 
currently restricting the number of future projections to one simulation. This limitation is expected 
improve over time as computing power increases, new hybrid approaches that use both dynamical 
and statistical downscaling are developed or atmospheric models with intermediate complexity 
improve their performance. This study provides the first detailed investigation of projected 
changes in climate and vegetation on the hydrology of and hydrological processes operating in an 
Arctic headwater basin, which is expected to help inform other Arctic climate impact studies. 
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6.1  Concluding remarks 
This thesis presented research that diagnosed and predicted changes to the hydrological cycling of 
an Arctic headwater basin under scenarios of changing climate and vegetation. Key aspects of the 
methodology implemented in this study include: (1) coupling of the key hydrological processes 
found in Arctic environments in a single modelling framework, such as ground freeze and thaw, 
snow redistribution by wind, snowmelt, canopy interception of snowfall and rainfall, and 
sublimation of intercepted, surface and blowing snow, which are not typically found in 
hydrological models; (2) the inclusion of explicit transient vegetation changes for the first time in 
a hydrological model; and (3) the evaluation and application of a dynamically downscaled, high-
resolution (4 km) regional climate simulation under historical and future conditions to predict 
changes to hydrological cycling by the end of the century. The results, analysis and the new 
methodology presented in this study are expected to be relevant for policy makers, water managers 
and engineers interested in cold regions hydrology, particularly near the Arctic treeline, as key 
aspects of Arctic hydrology have been analysed and discussed for the first time, adding to a better 
understanding of the Arctic.  
The main conclusions regarding the specific objectives proposed in Chapter 1 are presented below. 
Objective 1: Determine the temporal and spatial variability, and interactions of the states and fluxes 
of the hydrological cycle within an Arctic basin. 
The first step to accomplish this goal was to develop the first physically based hydrological model 
specific for Arctic environments (CRHM-AHM) that couples all the key hydrological processes 
during winter and summer. The CRHM-AHM was tested at two weather station sites (Chapter 2) 
and at a watershed scale (Chapter 3), all sites underlined by permafrost. The novelty of this model 
lies in the coupling of an algorithm that represents ground freeze and thaw, with the subsurface 
flow and storage fluxes previously included in the CRHM platform. The CRHM-AHM properly 
represented ground thaw timing and magnitude at both single-point and watershed scales; this has 
been previously shown to be a key control in subsurface water flow and storage, as it increases 
storage capacity and impacts the location of the water table and the hydraulic conductivity 
(Quinton and Gray, 2003). The Arctic hydrology model also showed to properly represent long-
term snow accumulation and melt processes from snow survey records and daily streamflow 
discharge (Chapter 3), the latter being particularly challenging in such a remote and cold 
environment. 
The application of the CRHM-AHM to Havikpak Creek (HPC) basin revealed the mean annual 
conditions, the interactions between physical processes and mass fluxes controlling its hydrology, 
and how they vary over time and space. Precipitation is dominated by snowfall; however, peak 
monthly precipitation typically occurs during summer (August) and it can be associated with 
rainfall-runoff events. Due to the cold conditions found in this environment, long winters from 
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October to April are common and, therefore cold region hydrological processes are very important. 
Snow accumulation and redistribution are key processes over this period. Great spatial variability 
in peak snow accumulation and snow cover duration was found due to blowing snow redistribution 
from the tundra to sparse shrubs, gullies and snowdrifts, and interception and sublimation from the 
forest canopy, demonstrating the importance of including such physical processes. Properly 
capturing snow accumulation is critical to represent snowmelt runoff, which is the most important 
hydrological event, but also due to the long-lasting and deeper snowpack in gullies and snowdrift 
that can provide runoff later on the year supporting low streamflow periods. Evapotranspiration 
was shown to be the largest mass flux component of HPC’s hydrology, comprising almost half of 
the water losses, which was found to be particularly large at the wetlands. Active layer thickness 
was found to vary within HPC, which was largely controlled by two factors: (1) the volumetric 
water content in the soil as it increases the soil’s thermal conductivity and (2) the end of snow 
ablation, which is strongly couple with the initiation of ground thaw. Diagnosing and 
understanding these interactions is critical to quantifying the effect of changes in climate and 
vegetation on the hydrology of Arctic basins.     
Objective 2: Diagnose the historical hydrological responses to changing climate and vegetation in 
an Arctic basin. 
Chapter 4 discussed in detail the historical changes (1960-2016) produced individually by 
changing climate and vegetation, and their combined effect at Havikpak Creek basin. Observed 
warming and reduction in annual precipitation produced several environmental changes, such as 
decreasing streamflow, earlier peak streamflow, decreasing evapotranspiration (ET) and 
sublimation, and increasing active layer thickness. Some of these changes can be expected; 
however, changes in ET and streamflow are not easily diagnosed due to their complex nature. For 
example, ET depends not only on temperature and precipitation, but also on stomata resistance, 
net radiation, wind speed, relative humidity and soil moisture storage in the rooting zone, which 
in turn have a complex interaction with other physical processes. Using simple temperature-index 
models to estimate ET, under significant warming, will likely provide a wrong (opposite) estimate 
of changing ET, which is the most important water loss. This highlights the importance of using 
hydrological models that include a physical representation of the key processes driving Arctic 
hydrology. The effect of changing vegetation is not as important as changing climate; however, it 
has important impacts and so it is critical to include this in models. Changing vegetation reduces 
blowing snow transport and thus sublimation, allowing more snow to accumulate by the end of the 
winter, and therefore, more water available as snowmelt runoff. This process dampened the effect 
of decreasing streamflow discharge from changing climate, thus, slightly increasing HPC’s 
hydrological resiliency, and demonstrating the need to include observed rates of vegetation 
changes in Arctic hydrological models, something historically neglected that was investigated and 
quantified for the first time in this study. Historical changes in the hydrological processes of HPC 
revealed that climate and vegetation changes are decelerating its hydrological response, mostly 
driven by the decrease in observed mean annual precipitation.  
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Objective 3: Quantify future hydrological changes due to projected changes in climate and 
vegetation in an Arctic basin.  
The first challenge to accomplish this goal was generating a plausible and physically consistent 
climate prediction that can be used to force the CRHM-AHM. A dynamically downscaled, 
convection-permitting and high-resolution climate model (4 km) was able to realistically represent 
observed climate at Inuvik after bias correction. This demonstrated its suitability to realistically 
represent future climate under a pseudo-global-warming (PGW) configuration using the RCP8.5 
scenario. Significant hydrological changes were projected, such as increasing streamflow 
discharge and snow accumulation, thickening of the ALT, increasing ET and peak streamflow, 
and larger snow ablation rates, opposing the historical trends found in Chapter 4. Proportional 
losses to sublimation and ET diminished under the future climate, indicating strong streamflow 
sensitivity to increased precipitation. This suggests that under sufficient climate change (much 
warmer and wetter conditions), the historical trend towards the deceleration of the hydrological 
regime of HPC will reverse; however, hydrological states controlled by changes in air temperature 
such as active layer thickness and snowcover depletion and duration will continue to change in the 
same direction. 
Given the large amount of computational resources required to run high resolution RCMs, only 
one climate scenario was studied; however, the PGW was generated using an ensemble of climate 
projections and, therefore, it is expected to be representative of the mean conditions projected by 
RCP8.5. Furthermore, as RCP8.5 is the scenario that projects the largest climatic changes, 
compared with RCP2.6, RCP4.5 and RCP6.0, the hydrological projections presented in Chapter 5 
should be interpreted as the largest expected hydrological changes expected in this century. The 
sensitivity analysis of changing vegetation projections to the future water balance revealed a 
relatively low sensitivity to changing shrub expansion and densification, and forest infilling, which 
is explained as the large changes in climate are dominating the future hydrological response. 
However, under scenario of moderate climate changes (e.g. RCP2.6), changes in vegetation are 
expected to play a more significant role, especially in regions where advances of the taiga treeline 
may occur. This is the first study looking at climate and vegetation changes in Arctic headwater 
basins in detail and using state-of-the-art climate projections; therefore, it is expected to provide 
guidance to coming studies assessing future hydrological changes in Arctic environments. 
6.2  Concluding discussion 
6.2.1 Diagnosing Arctic hydrology 
Arctic hydrology is different from other regions as continuous permafrost plays a significant role 
controlling subsurface energy and mass fluxes, and cold temperatures result in a hydrological 
regime dominated by snow-processes, such as snow redistribution, sublimation, snow 
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accumulation and snow melt. Moreover, due to the Arctic’s remoteness and the sparse population, 
the number of research studies found in this region is considerably lower than those in warmer 
regions, making Arctic hydrology a challenging and interesting topic for research. To diagnose 
Arctic hydrology it is essential to have a comprehensive understanding of the hydrological 
processes controlling the water cycling, and, as presented in Chapter 1 (Section 1.2.1), there is a 
relatively consolidated understanding of the key hydrological processes in Arctic regions. This 
thesis presented the development of a spatially distributed and physically based hydrological 
model suitable for Arctic regions using the Cold Regions Hydrological Model platform (CRHM; 
Pomeroy et al. 2007), and its application at two new weather station sites for a period limited to 
two and three seasons (Chapter 2), and at a watershed scale in Havikpak Creek basin (Chapter 3) 
for 28 years, all in northwestern Canada. The application and verification in Havikpak Creek 
included long-term records of snow accumulation, daily streamflow, ground surface temperature 
and active layer thickness, whereas the two weather station sites validated a single-point model 
application for ground surface temperature, ground thaw and snow water equivalent under 
relatively warmer conditions than those from found at Havikpak Creek. What is unique about the 
CRHM-AHM is that it includes all the key hydrological processes typically found in Arctic 
headwater basins, such as snowmelt and accumulation energy balance, blowing snow 
redistribution and sublimation, sublimation and evaporation from canopy intercepted snowfall and 
rainfall, infiltration into frozen and unfrozen soils, flow through snowpack and organic terrain, 
ground freeze and thaw, subsurface water flow and storage, evapotranspiration and streamflow 
routing, using mostly parameterizations with strong physical basis. Previous hydrological models 
for Arctic headwater basins lack the representation of some of this processes, such as blowing 
snow redistribution and sublimation, canopy interception of snowfall and rainfall and ground 
freeze and thaw, or simple unrealistic parameterizations, such as the degree-day index for 
snowmelt, were used; therefore, the CRHM-AHM is a more comprehensive model that allows the 
investigation of the interactions between these processes under different conditions for the first 
time. A key strength of CRHM-AHM is its flexibility as it can be modified and applied to other 
Arctic basins. For example, groundwater contribution at Havikpak Creek was considered to be 
minimal as it is underlined by ice-rich continuous permafrost limiting the sub- and supra-
permafrost groundwater exchange, and no streamflow has been observed during winter; however, 
other basins may have groundwater contributions that can be easily included in the model.  
The hydrological regime of Havikpak Creek is dominated by snowmelt runoff during spring and 
early summer, as can be deduced from observed streamflow records; however, sub-basin and 
interannual variability of mass and energy fluxes have not been investigated. The 28-year (1982-
2009) simulation showed that from the 329 mm mean annual precipitation input, 47% is lost to 
evapotranspiration, 39% forms streamflow discharge and 14% sublimates. Great spatial variability 
was found for most of these mass fluxes. For example, mean annual evapotranspiration at the 
tundra sites is about 117 mm, whereas at the wetland it is 218 mm and at the forested sites it is 164 
mm. Surface runoff generation (Figure 3.10) is strongly correlated with snowmelt as frozen ground 
restricts infiltration producing large snowmelt runoff events, whereas subsurface runoff is 
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generally much smaller, except at the wetlands where subsurface runoff is very significant. Due to 
the importance of the end-of-the-winter SWE, capturing snow processes that determine SWE is 
critical in modelling Arctic basins such as Havikpak Creek. Snowfall is the largest water input to 
the watershed, representing about 59% of mean annual precipitation. From the annual snowfall 
about 25% (47 mm) is lost by sublimation, which is composed of sublimation from the snowpack 
surface (25 mm), sublimation of intercepted snowfall (18 mm) and blowing snow sublimation (4 
mm). Blowing snow redistribution is also a key process within Havikpak, as it redistributes snow 
from the wind-swept Tundra HRUs to the Gully/Drift HRUs (Figure 3.8), forming large snowdrifts 
whose meltwaters support summer streamflow.  
The change analysis presented in Chapter 4 revealed interesting results about the effect of changing 
climate and vegetation on the hydrology of HPC that have never been investigated before. The 56-
year analysis showed that since 1960 precipitation has decreased at Inuvik from 369 to 321 (13%), 
mean annual temperature has increased by 3.7 °C and all-wave irradiance has decreased by 4 W 
m-2. These climatological changes in addition to changes in vegetation characteristics, particularly 
shrub expansion and densification, have produced several hydrological changes over the 56-year 
period. The scenarios analysis presented in Chapter 4 revealed that most hydrological changes in 
HPC are dominated by changing climate, such as decreasing streamflow, soil moisture, snowfall, 
peak SWE, ET and snowcover duration, and increasing active layer thickness; however, changing 
vegetation increases the wind speed threshold required to initiation blowing snow events, 
therefore, reducing blowing snow redistribution and sublimation. Changes in shrub characteristics 
showed to dampened the effect of decreasing precipitation on HPC hydrological regime, as lower 
sublimation from increasing shrubs increases peak SWE. This result in a slight increase of 
hydrological resiliency for HPC, demonstrating the importance of including transient vegetation 
in long-term hydrological models, something typically neglected. Observed and simulated changes 
in climate, vegetation and hydrology provide useful insights on potential future hydrological 
changes under plausible scenarios of changing climate and vegetation, as observed patterns may 
continue in the future.  
6.2.2 Predicting Arctic hydrology 
Predicting Arctic hydrology was the ultimate goal of this thesis and it is presented in Chapter 5. 
Future climatological projections are inherently uncertain as they are derived from a variety of 
greenhouse gas concentration scenarios and different global climate models that are subject to 
large uncertainties. This study tackled this problem by using a pseudo-global-warming approach, 
using the average response of 19 GCMs under the RCP8.5 scenario to perturb a high resolution 
RCM (WRF; 4 km). Although this approach does not explicitly account for the uncertainty 
associated with climate projections and model structure, it does provide mean climate projections 
that are physically consistent between the atmospheric variables (e.g. shortwave irradiance and 
precipitation), which is critical for driving physically based hydrological models. This physical 
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consistency cannot be guaranteed through statistical downscaling of climate model outputs and, 
therefore, it is a key component of this study. Due to computational and technical personal 
requirements to perform the high-resolution climate simulations, only one future scenario was 
assessed. Although this is a limitation of the study, it is also one of its main strength, as no previous 
study has looked at future changes in the interaction between hydrological processes of Arctic 
headwater basins using a physically based approach before, representing a step forward in 
predicting future Arctic hydrology. Historical climate simulations successfully represented 
observed weather with a small bias in annual precipitation (3%) and good representation of the 
mean number and length of wet and dry spells (Table 5.2), which is hydrologically very important. 
An overall cold bias was found (2.7 °C); however, a strong correlation exists (Figure 5.3), and the 
bias could be easily removed using quantile-mapping techniques. Other atmospheric variables 
were properly represented as well, such as relative humidity and wind speed. Future climate 
projections show much warmer (6.1 °C) and wetter conditions (40%), increased all-wave 
irradiance through increasing long-wave, and small changes in wind speed and relative humidity. 
The largest temperature changes are projected to occur during winter and spring reducing the 
period with air temperatures above 0 °C in about one month, and rainfall and snowfall are projected 
to increase by 63 and 54 mm, respectively. 
In terms of future vegetation changes, shrub expansion and densification are expected to continue 
along with forest infilling, as warmer and wetter conditions provide longer growing seasons and 
ground thaw allows deeper roots development; however, the exact rate of this growth is uncertain, 
as there are other controlling factors, such as herbivory and forest fires. This study extrapolated 
observed rates of shrub growth from a previous study in the region (Lantz et al., 2013), and 
included a sensitivity of changes in this rate of growth to the future water cycling; from slight 
increases to a complete shrubification of the tundra, showing an overall small sensitivity to the 
absolute mean water fluxes, but a larger sensitivity to relatively changes in water fluxes such as 
evaporation from intercepted rain, blowing snow sublimation, sublimation from intercepted 
snowfall and total sublimation (Figure 5.10). This exercise allowed concluding that although 
including vegetation changes is important, as shown in Chapter 4, if significant climate change 
occurs, then plausible scenario of changing shrub characteristics become less relevant in the 
overall hydrological response.  
Under these scenarios of climate and vegetation changes for the end of the century (2086-2099), 
several hydrological changes are projected. The hydrological regime of Havikpak Creek will 
intensify, as spring (May) runoff increases by 130%, mean annual streamflow volume doubles, 
and earlier and larger peak streamflow are projected. Increasing snowfall impacts snow processes 
at Havikpak Creek by increasing mean peak SWE in 80 mm, shortening snowcover duration in 26 
days and increasing snow ablation rates by 83%. Other predicted changes include increasing ET 
by 26 mm, decreasing sublimation by 5 mm and increasing active layer thickness by 0.25 m. The 
small change in sublimation is the result of compensating processes, in one hand annual blowing 
snow sublimation increases slightly (2 mm) due to larger snowfall events and deeper snowpacks, 
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but on the other hand sublimation from intercepted snowfall and sublimation at the snowpack 
surface decrease (-1 and -6, respectively) due to the shorter snowfall and snowcovered periods, 
resulting in a small decrease in total sublimation. Overall, large changes in the hydrological cycling 
of Arctic headwater basins can be expected under these scenarios of changing climate and 
vegetation. These changes can have significant effect in the future. For example, larger peak 
streamflow may damage highway infrastructure designed for historical conditions, producing 
floods and overwhelming bridges and culverts. Changes in the snowcover season will have an 
impact in the atmospheric energy balance due to changing surface albedo, producing a positive 
feedback with climate change. Permafrost thaw can damage building foundations, deteriorate road 
stability and change natural landscape (e.g. drunken forests, ice wedge degradation). All of this 
has already been observed in the Inuvik region.  Therefore, the great importance of investigating 
future Arctic hydrology, so that authorities, engineers, researchers and communities can be better 
informed in their search for sustainable adaptation measures.  
The results, analysis and methodology used to diagnose the past and predict future Arctic 
hydrology in this thesis are expected to allow a deeper understanding of the hydrological controls 
of Arctic basins under observed and potential scenarios of change. Hopefully, Arctic researchers 
will find guidance in this research as they seek to improve the understanding of Arctic hydrology 
or to understand potential impacts of climate and vegetation changes near the Arctic treeline.  
6.3  Outlook 
An important focus of this study was the development and validation of a hydrological model 
suitable for Arctic environments, which were achieved by implementing and improving the Cold 
Regions Hydrological Model platform (CRHM), particularly by incorporating a ground freeze and 
thaw algorithm that represents heat conduction and latent heat exchange. However, further 
improvements to existing algorithms or in the incorporation of new algorithms representing 
physical and/or biological processes, not currently included, should be explored in future 
applications. For example, the effect of shrub canopy on sub-canopy energetics, particularly on 
shortwave irradiance, should be implemented, as it has been shown to have a significant effect in 
the energy balance and snowmelt (Menard et al., 2014; Pomeroy et al., 2006). Relatively simple 
models such as the one presented by Bewley et al. (2007), based on shrub geometry, can be 
explored. The bending of shrub branches produced by intercepted snowfall and the later spring-up 
produced by wet snow metamorphism and changing branches elasticity due to warmer 
temperatures (Menard et al., 2012) and its effect on surface albedo (Sturm et al., 2005) should be 
included. For example, aspects of the full shrub model presented by Ménard et al. (2012) could be 
included in the future. Another complex process that can occur in Arctic headwater basins is the 
formation of snow dams in the river channel. Woo and Sauriol (1980) investigated this process for 
the first time, and since, it has been acknowledged as a source of great uncertainty in streamflow 
routing due to the delay effect that it has on streamflow (Kane et al., 1991; Z. Zhang et al., 2000); 
however, no study has explicitly incorporated its effect. This is likely a key area for improvement 
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in Arctic basins to generate more reliable peak streamflow predictions. An improvement of winter 
ground surface temperature simulations should be pursued in the future, as current approaches 
based on the snowpack’s thermal conductivity and depth, tend to underestimate it. This is not a 
significant source of error for Havikpak Creek as cold conditions guarantee the full refreeze of the 
active layer; however, in southern regions with discontinuous permafrost, it could potentially 
become an issue representing ground freeze-up and subsurface flow, or under sufficient global 
warming.  
Due to the Arctic’s remoteness and cold conditions, the availability of quality and long-term 
meteorological data is uncommon and, therefore, the implementation of a long-term and physically 
based hydrological model, such as the one implemented in this thesis, is very challenging. 
Currently, thanks to great improvements in computational resources and climate simulations, there 
are a number of products that can be used to overcome problems related with data scarcity. 
Atmospheric reanalyses have been used to inform hydrological models on poorly gauged regions 
(Krogh et al., 2015); however, they still lack of a reliable representation of precipitation. High 
resolution and long-term dynamical downscaling using RCMs forced with reanalysis (Cai et al., 
2018; Liu et al., 2017; Pieri et al., 2015) provide more reliable weather estimates to perform 
hydrological analyses, as they offer all the required data, such as precipitation, air temperature, 
relative humidity, wind speed, and incoming longwave and shortwave radiation. However, locally 
observed weather is still a critical source of information to validate or bias correct datasets from 
high resolution RCMs, as they might misrepresent some key weather variables, which reflect in 
the poor hydrological simulations. This is particularly problematic, as the number of high-latitude 
research basins has been declining in last decades (Laudon et al., 2017); this trend needs to be 
reversed to produce more accurate predictions in Arctic regions.  
A key step towards a better understanding and quantification of future hydrology is the access to 
robust climate projections that can be verified under historical conditions. Hydrologically, 
precipitation is the variable of main concern and the most difficult to properly represent by 
atmospheric models. Features such as precipitation intensity, frequency and duration are critical, 
as well as the number and length of wet/dry spells. This study showed that some of these features 
are well represented by a state-of-the-art RCM at relatively small scales, opening new 
opportunities for hydrological studies. Other atmospheric variables such as relative humidity, wind 
speed, and radiative fluxes, were found to perform well in northwestern Canada, whereas air 
temperature showed a cold bias that can be removed using observed records. Air temperature bias 
from RCMs can be improved using spectral nudging techniques, which function in a similar way 
to data assimilation (Rummukainen, 2010). Deriving future climate projection based on high 
resolution models that can explicitly resolve convection (<4 km; Prein et al., 2015) is becoming a 
more common practice, and some studies have argued that they are more suitable as then can 
represent changes in atmospheric features such as precipitation patterns (e.g. intensity) and wind 
gusts (Kendon et al., 2017, 2014). These changes cannot be properly captured by statistical 
downscaling techniques. Although using high resolution RCMs to project future climate looks 
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very promising, there is still one issue that needs to be addressed, this is the quantification of 
uncertainty in climate projections. This is typically tackled by using different RCMs driven by a 
variety of GCMs; however, the large amount of computational resources and technical personal 
required to run high resolution RCMs prevent the realization of multiple runs. This could be 
improved by implementing hybrid approaches that combine dynamical downscaling techniques to 
understanding local atmospheric dynamics, which can be then used to guide statistical 
downscaling, such as the approach proposed by Walton et al. (2015). Although not an ideal 
solution, this can help improving uncertainty quantification as computational improvements allow 
for a full set of high resolution RCM ensembles in the future. A second solution is the 
implementation of atmospheric models with intermediate complexity that require significantly less 
computational resources, which can be used to generate ensemble predictions over large domains, 
such as the one proposed by Gutmann et al. (2016); however, the accuracy and reliability of this 
approach needs to be further investigated and verified. 
Another area of improvement is the generation of scenarios of changing vegetation in Arctic 
regions as vegetation plays a key hydrological role in winter and summer hydrological processes. 
Zhang et al. (2013) and Pearson et al. (2013) investigated changes in vegetation by the end of the 
21st century, which is a step forward a better understating of future vegetation dynamic. This need 
to be further investigated and aim for an ensemble of potential scenarios of vegetation changes to 
be included in hydrological models. Moreover, the feedback between vegetation and climate 
changes needs to be explored and explicitly included in a single framework allowing a more 
comprehensive understanding of future conditions in the Arctic. 
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Appendix  
 
Table A1 presents the results from the model re-calibration performed in Chapter 5. This table 
supports the result that demonstrates the robustness of the CRHM-AHM streamflow simulation, 
as recalibration using weather from WRF, as opposed to observations, did not significantly impact 
the performance of simulated streamflow. 
Table A1: Parameters optimization comparison between those presented by Krogh et al. 
(2017) and the re-calibration experiment using corrected WRF as forcing data. 
Parameter Land Cover 
Optimization 
Range 
Optimum value 
from Krogh et al. 
(2017) 
Current 
optimum value  
Subsurface 
Routing 
Storage 
(days) 
Tundra 
0 - 10  
0.99 0.3 
Shrubs 0.3 9.9 
Forest 9.9 2.5 
Wetland 9.7 9.9 
Subsurface 
Routing Lag 
(hours) 
Tundra 
0 - 100  
2.8 10.7 
Shrubs 32.3 98.8 
Forest 98.9 99.0 
Wetland 0.25 74.6 
Surface 
Routing 
Storage 
(days) 
Tundra 
0 – 10  
9.9 9.9 
Shrubs 0.01 0.25 
Forest 9.8 1.9 
Wetland 0.1 0.2 
Open Water 0.1 0.85 
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Parameter Land Cover 
Optimization 
Range 
Optimum value 
from Krogh et al. 
(2017) 
Current 
optimum value  
Surface 
Routing Lag 
(hours) 
Tundra 
0 – 100  
12.3 98.9 
Shrubs 0.2 2.5 
Forest 0.1 0.12 
Wetland 0.02 98.0 
Open Water 0.8 0.17 
Maximum 
Recharge 
Layer 
Capacity 
(mm) 
All (but Open 
Water) 
300 – 550  325 548 
Saturated 
Hydraulic 
Conductivity 
(m s-1) 
Upper Peat [1 – 9.9] x 10-3 1.04 x 10-3 5.3 x 10-3 
Lower Peat [1 – 9.9] x 10-4 9.88 x 10-4 9.58 x 10-4 
Maximum 
Snow Water 
Storage 
Capacity in 
Detention 
Layer (mm) 
All 0 – 100  1.1 0.08 
Depression 
Storage (mm) 
Wetland 0 – 200  17 182.7 
 
