A linear regression correction approach has been developed successfully to account for the electron correlation energy missing in Hartree-Fock calculation and to reduce the calculation errors of density functional theory. The numbers of lone-pair electrons, bonding electrons and inner layer electrons in molecules, and the number of unpaired electrons in the composing atoms in their ground states are chosen to be the most important physical descriptors to determine the correlation energy unaccounted by Hartree-Fock method or to improve the results calculated by B3LYP density functional theory method. As a demonstration, this proposed linear regression correction approach has been applied to evaluate the standard heats of formation ⌬H f ⍜ of 180 small-sized to medium-sized organic molecules at 298.15 K. Upon correction, the mean absolute deviation for the 150 molecules in the training set decreases from 351.0 to 4.6 kcal/mol and 360.9 to 4.6 kcal/mol for HF/6-31G(d) and HF/6-311ϩG(d, p) methods, respectively. For B3LYP method, the mean absolute deviations are reduced from 9.2 and 18.2 kcal/mol to 2.7 and 2.4 kcal/mol for 6-31G(d) and 6-311ϩG(d, p) basis sets, respectively.
I. INTRODUCTION
From the solution of hydrogen atom in the 1920s to the simulations of complex systems nowadays, quantum chemistry has evolved into a major subject in chemistry. A variety of ab initio methods have been developed to calculate accurately various molecule properties such as thermochemical properties. The calculated properties are often comparable to experimental measurements, and occasionally even better than the experimental counterparts. Moreover, quantum mechanical calculation can be used to examine the physical properties or processes that are inaccessible by experiments.
Among such new algorithms, the Gaussian-2 ͑G2͒ ͑Refs. 1-3͒ and Gaussian-3 ͑G3͒ ͑Refs. 4 and 5͒ theories of Pople and co-workers have been proved very successful in calculating thermochemical properties of molecules, such as heats of formation, atomization energies, ionization potentials, and electron affinities. For example, for the 222 heats of formation in the G3/99 test set, the mean absolute deviations of G3 method is just 1.05 kcal/mol. 6 Nevertheless, these methods tional energy͒, and N db ͑the number of double bonds͒. The results are promising. For B3LYP/6-311ϩG(d, p) and B3LYP/6-311ϩG(3d f ,2p) methods, the root-mean-square ͑rms͒ deviations of the calculated heats of formation for 180 organic molecules are reduced from 21.4 kcal/mol to 3.1 kcal/mol and from 12.0 kcal/mol to 3.3 kcal/mol upon the neural-network correction, respectively. However, this neural-network correction scheme cannot improve the Hartree-Fock ͑HF͒ results to the same accuracy with the same physical descriptors. On the other hand, Allinger and co-workers used a different approach, [9] [10] [11] [12] [13] in which the bond/ group equivalents, number of bonds in the molecule with low-energy rotational barriers, statistical mechanical corrections, and other descriptors were used to empirically correct the HF or DFT electronic energies to obtain heats of formation of organic molecules. The accuracy of the scheme using DFT energies reaches to 0.36 kcal/mol for alkanes. 14 Although the results are very accurate, the fact that the schemes depend much on the intuition of the researcher prevents their further application to molecules with irregular bonds and its automatic implement. Furthermore, it is not easy to extract the source of error inherent in a method from the physical descriptors employed in these schemes.
DFT methods already include the bulk of electron correlation. On the other hand, HF method contains no electron correlation at all. Physical descriptors previously used in the neural-network approach might not work well with the HF method. 8 In the Gaussian-n series of methods, the higherlevel correction employs the number of valence electron pairs and unpaired electrons in molecules and atoms as descriptors to correct the remaining high order correlation energy. [1] [2] [3] [4] [5] [6] [7] The validity of this approach is based on the fact that the majority of the correlation energy comes from the interaction between the electrons which occupy the same molecule orbital, i.e., paired electrons. Inspired by the success of the Gaussian-n series of methods, we intend to use the number of electrons instead of the total number of atoms as physical descriptor for electron correlation in the new schemes to correct HF and DFT energies.
In the present work, we propose a linear regression correction ͑LRC͒ algorithm to calculate the energies of molecules. The standard heat of formation ⌬H f ⍜ at 298.15 K is chosen as the property of interest. In this linear regression correction algorithm, the numbers of electrons in different bonding environments are employed as the physical descriptors to correct the systematic deviations of HF and DFT calculations.
II. DESCRIPTION OF LINEAR REGRESSION CORRECTION APPROACH
The central idea in our linear regression correction is to introduce the numbers of electrons in different bonding environments into the energy expression to account for the correlation energy or higher order energy corrections neglected by the HF or DFT methods. For a molecule M (A n A B n B¯) ,
and for atom A,
In the above equations, E e calc. is the calculated electronic energy by HF and DFT methods without any correction, E e LRC is the electronic energy after linear regression correction, ͕x i ͖ are physical descriptors, ͕a i ͖ and ͕b i ͖ are coefficients of the descriptors for the molecule and the atoms, respectively, and c is the scaling factor for ZPE. The descriptors considered in the present study are the following: ͑1͒ the number of lone-pair electrons in molecules, ͑2͒ the number of bonding electrons in molecules, ͑3͒ the number of inner layer ͑core͒ electrons in molecules, and ͑4͒ the number of unpaired electrons for ground state atoms. The inner layer electrons are further divided into several subsets according to the shell they belong to in the corresponding atoms. There are just three inner layers ͑shells͒ for the core electrons in the molecules studied here. We define N-1, N-2, and N-3 as the first, the second, and the third layer below the valence shell. The number of the unpaired electrons of the molecules is not included because all the molecules selected in the present study are closed shell.
In this work, heat of formation is selected as the property of interest. The raw calculation of ⌬H f ⍜ is based on atomization energy scheme. 15 By definition, the heat of formation of a molecule M (A n A B n B¯) is the enthalpy change of the following reaction:
where n A,S is the molar ratio of the element A in the molecule ͑M͒ to that in its stable state of aggregation at 298.15 K, i.e., its standard state, the subscript ''S'' represents standard state. For example, CO 2 is formed from graphite and gaseous O 2 molecule; in this case, both of n C,S and n O,S equal 1. In the atomization energy scheme, heat of formation of M at 298.15 K can be written as
where ⌬E 0 (M ) is the energy of M at 0 K, ⌬H 298 K calc. (M ) is the calculated enthalpy change of M from 0 K to 298.15 K, ⌬H f ,0 K exp (A (g) ) is the experimental heat of formation of atom A in gaseous state at 0 K, and ⌬H 298 K exp (A (S) ) is the experimental enthalpy change of element A in its standard state from 0 K to 298.15 K. Introducing Eqs. ͑1͒-͑3͒ into Eq. ͑4͒, we arrive at
Then, the linear regression correction scheme using Eq. ͑5͒ effectively corrects the unbalanced electron correlation energy calculation in atoms and in molecule by a theoretical method.
In order to determine the relative importance of the ith physical descriptor, its coefficient of partial correlation V j is calculated:
in which q is the square sum of deviations, Q j is the square sum of deviations leaving out one descriptor x j , and m is the number of descriptors. The closer V j is to 1, the more remarkable is the influence of x j .
III. COMPUTATIONAL DETAILS
The molecule set selected to train and test our linear regression correction scheme is the same as Ref. 8 except two molecules, which contains 180 small-or medium-sized organic molecules whose ⌬H f ⍜ are taken from Refs. 16 -18. All the molecules are neutral. The heaviest molecule contains 14 heavy atoms, and the largest has 32 atoms including hydrogen atoms. We divide these molecules randomly into a training set with 150 molecules, and a testing set with 30 molecules. Equilibrium structures are obtained at the HF and B3LYP [19] [20] [21] [22] (M ) and ZPEs. However, the errors caused are very small in comparison to other correction terms, and can be further corrected by the linear regression approach, and thus are not the central concern of this study.
All the calculations in the present study have been done with the GAUSSIAN 98 suite of programs. 24
IV. ASSESSMENT OF LINEAR REGRESSION CORRECTION APPROACH
The electronic energies and zero-point energies calculated by HF and B3LYP methods with 6-31G(d) and 6-311ϩG(d, p) basis sets are available on the website. 25 The raw calculated ⌬H f ⍜ compared to their experimental counterparts are illustrated in Figs. 1͑a͒, 1͑b͒, 2͑a͒, and 2͑b͒ for the HF/6-31G(d), HF/6-311ϩG(d, p), B3LYP/6-31G(d), and B3LYP/6-311ϩG(d, p) methods, respectively. The diagonal lines imply that the calculated and experimental ⌬H f ⍜ are equal. Figure 1͑a͒ shows that the raw calculated ⌬H f ⍜ of HF/6-31G(d) distribute randomly with very large deviations from experimental values. Same trend observed by other researchers, 7, 8 i.e., the larger the molecule is, the greater is the deviation, has also been found in the present study for both HF and DFT methods. The maximal deviation of HF/6-31G(d) reaches 899.4 kcal/mol for C 10 H 18 O 4 , and 821.1 kcal/mol for C 10 H 20 O 2 . For small molecules such as CH 4 and C 2 H 2 , the deviations are slightly smaller, 65.4 kcal/ mol and 118.9 kcal/mol, respectively. The mean absolute deviation of HF/6-31G(d) is 351.0 kcal/mol. The raw HF/6-311ϩG(d, p) calculation data also distribute randomly ͓see Fig. 1͑b͔͒ . The mean absolute deviation of raw HF/6-311ϩG(d, p) calculation data is 360.9 kcal/mol. In comparison, the raw ⌬H f ⍜ results given by the B3LYP/6-31G(d) and B3LYP/6-311ϩG(d, p) methods are much better than those given by HF methods. The calculated ⌬H f ⍜ by the B3LYP methods are mostly above the dashed line, implying that most calculated ⌬H f ⍜ are larger than experimental values. The mean absolute deviation is 9.2 kcal/ mol for the B3LYP/6-31G(d) method, and 18.2 kcal/mol for the B3LYP/6-311ϩG(d, p) method. The deviations of DFT results are much smaller than those of HF; however, they are still too large for any practical purpose. To improve the accuracy of DFT calculation, further correction to its energy is necessary. Equation ͑5͒ employing the six descriptors as described previously is used to correct the heat of formation. The results are collected in Table I . The linear regression coefficients obtained for the descriptors are listed in Table II , while the mean absolute deviations ͑MADs͒ and rms deviations of the corrected results and their experimental counterparts are listed in Table III . From Table III , it is immediately obvious that upon linear regression correction there is a great decrease in the de-viations. For the HF/6-31G(d) method, the mean absolute deviation is reduced from 351.0 kcal/mol to 4.6 kcal/mol, and for the HF/6-311ϩG(d, p) method, it is reduced from 360.9 kcal/mol to 4.6 kcal/mol. While for the Figs. 1͑c͒, 1͑d͒ , 2͑c͒, and 2͑d͒, in which the triangles belong to the training set and the asterisks belong to testing set. The figures clearly shows that the linear regression corrected results are much closer to their experimental counterparts for both training and testing set. Especially for the HF results, after linear regression correction, the mean absolute deviation is reduced by about 80 times, and much smaller than the results from raw B3LYP calculations.
Root-mean-square deviation analysis further demonstrates that our linear regression correction approach greatly decreases the calculation errors of HF and DFT methods. For HF/6-31G(d) and HF/6-311ϩG(d, p) methods, after linear regression correction, the rms deviations of ⌬H f ⍜ are reduced from 385.3 kcal/mol to 6.0 kcal/mol and from 395.9 kcal/mol to 6.1 kcal/mol, respectively. The DFT-LRC scheme nearly has the same accuracy as the DFT-NEURON scheme. For B3LYP/6-31G(d) and B3LYP/6-311ϩG(d, p) methods, the rms deviations are decreased from 10.8 kcal/ mol to 3.5 kcal/mol and from 20.7 kcal/mol to 3.1 kcal/mol. None of our LRC approach, DFT-NEURON approach of Chen et al., and Gaussian-n series of methods can reach the accuracy of the group/bond equivalent correction approach of Allinger and co-workers. The calculation of heat of formation in the approach of Allinger and co-workers can be viewed as an isodesmic reaction scheme, which does not require high-level correlation method to calculate the energy, and thus the results are not sensitive to the method used. In comparison, although the approaches using an atomization energy scheme are generally less accurate and more sensitive to the method used, they require less intervention of the researchers and are applicable to broader range of molecules. Nevertheless, for both HF and DFT methods, linear regression correction approach greatly decreases the large systematic deviations from the experimental values. More importantly, with descriptors of electron pairs, our linear regression correction approach has substantially eliminated the deficiencies of these methods in calculating electron correlation energy.
The coefficients of partial correlation V j are calculated to assess the validation of physical descriptors. Table IV lists the partial correlation coefficients of all descriptors. Most values of the partial correlation coefficients are close to 1, which implies that all descriptors are necessary and crucial for our linear regression correction approach. Examination of Table IV indicates that bonding electrons are very important for electron correlation correction. The large partial correlation values of the descriptors for the inner layer electrons indicate that the electron correlation change for the inner layer electrons from atoms to molecules is large and nonnegligible. Except B3LYP/6-31G(d) method, for the other three methods, the partial correlation value decreases from N-1 to N-3, indicating that the closer the electrons to the nucleus, the less important is the electron correlation in chemical reactions. Table IV also shows that the partial correlation values of the electron descriptors for the B3LYP method are all smaller than the corresponding values for the HF method, implying that electron correlation correction is much more important for HF method than for B3LYP method, since DFT methods including B3LYP have already involved some electron correlation correction, but HF method has not. We have also tested the relative contribution of an individual physical descriptor by examining the effect of leaving out one descriptor employed in Eq. ͑5͒ upon the mean absolute deviations for the 150 training molecules after retraining. The results tabulated in Table V indicate that the unpaired electrons and three inner layer electrons have remarkable contributions to the correction of correlation energy. Analyzing the HF-linear regression corrected results shows that without the descriptor of unpaired electrons, the mean absolute deviations greatly increase for both basis sets, from 4.6 kcal/mol to 13.5 kcal/mol and from 4.6 kcal/mol to 11.7 kcal/mol, respectively. It reflects a large discrepancy in the calculation of correlation energy for the unpaired electron before and after forming bonds at the HF level. It is our common sense that electron correlation energy in inner layer electrons may not change too much when forming chemical bonds. On the contrary, our results show that the correlation energy changes of inner layer electrons from atoms to molecule also have significant contribution to the overall correlation energy changes. Without three inner layer electrons, the deviation reaches 16.4 kcal/mol for HF/6-31G(d), and 15.3 kcal/mol for HF/ 6-311ϩG(d, p) . In addition, when taking the sum of three inner layer electrons as one parameter, the deviation is 12.9 kcal/mol for HF/6-31G(d), and 12.0 kcal/mol for HF/ 6-311ϩG(d, p) , which indicates that the electron correlation energy changes of different inner layer electrons are not the same and nonnegligible. The effect of lone-pair electrons is slightly smaller compared to the effect of bonding electrons. For HF/6-31G(d), without lone-pair electrons, the mean absolute deviation is 5.7 kcal/mol, while without bonding electrons, the mean absolute deviation is 6.7 kcal/mol. This is easy to understand because the chemical environment is greatly changed upon forming chemical bonds from unpaired electrons in atoms, while the change of the chemical environment for the lone-pair electrons from atoms to molecule is smaller. For HF/6-311ϩG(d, p), the case is similar. Whereas, for B3LYP-linear regression corrected results, the effect of different descriptors are all small and similar, simply due to the smaller errors of the raw B3LYP results. In addition, two major differences regarding the importance of different descriptors to the correction of HF and B3LYP methods are observed.
͑1͒ In contrast to its large effect on the correction of HF energies, the unpaired electrons in atom have a trivial impact on B3LYP results.
͑2͒ For B3LYP methods, combining the three descriptors for all inner layer electrons into one or without them has a comparable effect on each, and both have a much larger effect than excluding other descriptors. It seems to imply that the major deficiency of the B3LYP method is the dealing of the core electron correlation.
Although the mean absolute deviations of HF/6-31G(d) and HF/6-311ϩG(d, p) reaches 4.6 kcal/mol after linear regression correction, molecules substituted by nitryl and cyanogens have very large deviations far beyond the mean absolute deviation. For example, the absolute deviations of C 4 H 4 N 2 and C 6 H 8 N 2 are 23.7 kcal/mol and 22.0 kcal/mol for HF/6-31G(d), and 20.9 kcal/mol and 18.9 kcal/mol for HF/ 6-311ϩG(d, p) , respectively. The absolute deviations of C 2 H 5 NO 3 and C 3 H 7 NO 3 ͑propyl nitrate͒ are 13.2 kcal/mol The descriptors used are lone-pair, bonding, N-1, N-2, N-3, and unpaired electrons.
II:
The descriptors used are bonding, N-1, N-2, N-3, and unpaired electrons, without lone-pair electrons.
III:
The descriptors used are lone-pair, N-1, N-2, N-3, and unpaired electrons, without bonding electrons. IV: The descriptors used are lone-pair, bonding, and N-1, N-2, N-3 electrons, without unpaired electrons.
V:
The descriptors used are lone-pair, bonding, and unpaired electrons, without N-1, N-2, and N-3 electrons.
VI:
The descriptors used are lone-pair, bonding, the sum of inner layer, and unpaired electrons. and 13.0 kcal/mol for HF/6-31G(d), 18.1 kcal/mol and 18.2 kcal/mol for HF/ 6-311ϩG(d, p) , respectively. The mean absolute deviations of the molecules substituted by these two groups exceed 10 kcal/mol. On the other hand, if we delete the molecules substituted by nitryl and cyanogens in the training set, the mean absolute deviation comes to 4.0 kcal/ mol for HF/6-31G(d), and 3.8 kcal/mol for HF/6-311 ϩG(d, p). We consider that once suitable physical descriptors for these type of molecules are found, the large errors will be eliminated.
The raw calculated results for HF/6-31G(d) and HF/6-311ϩG(d, p) have much larger deviations for the experimental counterparts than those of B3LYP/6-31G(d) and B3LYP/6-311ϩG(d, p). Whereas, upon linear regression correction, both of the calculations have the deviations of the same order of magnitude, which proves sufficiently that our linear regression correction approach is appropriate for both HF and B3LYP methods at the same time. From Table I , we find that the deviations of large molecules are of the same magnitude as those of small molecules after linear regression correction. Since our linear regression correction algorithm can correct easily the large correlation energy deficiency of HF method, and the physical descriptors selected are general and have wide applicability, therefore, this linear regression correction approach can potentially be applied to much larger systems.
Our linear regression correction approach has accounted for the most part of the unbalanced correlation energy in atoms and molecule calculated by the HF and DFT methods. The physical descriptors adopted in our linear regression methods, the numbers of lone-pair electrons, bonding electrons, inner layer electrons, and unpaired valence electrons in atoms are not limited to the specific properties of organic molecules. The coefficients obtained in this study can be substituted back to Eqs. ͑1͒ and ͑3͒ to calculate the energies of the molecules and atoms. However, it should be kept in mind that this approach does not give accurate correlation energy of a molecule, but a relative accurate correlation energy change from atoms to molecule. Since most physical properties are determined ultimately by the energy, the direct linear regression correction approach for total energy has a much wider range of applications. We are extending this approach to broader applications, such as the calculation of ionization potentials, electron affinities, and thermochemical properties of radicals.
V. CONCLUSIONS
A simple and effective LRC scheme has been developed to eliminate the large errors of HF and B3LYP methods in calculating heat of formation. The descriptors in the LRC scheme are the number of lone-pair electrons, bonding electrons and inner layer electrons in molecules, and the number of unpaired electrons in ground state atoms. The mean absolute deviations of the corrected ⌬H f ⍜ is reduced to 4.6 kcal/ mol for both of HF/6-31G(d) and HF/6-311ϩG(d, p). In the mean time, the LRC approach has also improved the ⌬H f ⍜ calculation results of DFT method. The mean absolute deviations are reduced to 2.7 kcal/mol and 2.4 kcal/mol for B3LYP/6-31G(d) and B3LYP/6-311ϩG(d, p), respectively. The large systematic deviations for the calculated ⌬H f ⍜ are reduced drastically, in particular, for the HF results. As more and better experimental data are available, the LRC approach can be further improved. Last but not the least, this LRC approach can be applied to much larger systems including inorganic molecules, and has the potential to be a powerful tool to predict the physical properties of materials prior to the experiments.
