Abstract-The purpose of this study is to compare the fitting (goodness of fit) and prediction capability of eight Software Reliability Growth Models (SRGM) using fifty different failure Data sets. These data sets contain defect data collected from system test phase, operational phase (field defects) and Open Source Software (OSS) projects. The failure data are modelled by eight SRGM (Musa Okumoto, Inflection S-Shaped, Goel Okumoto, Delayed S-Shaped, Logistic, Gompertz, Yamada Exponential, and Generalized Goel Model). These models are chosen due to their prevalence among many software reliability models. The results can be summarized as follows
I. INTRODUCTION
Software development is a brain intensive activity. Therefore, the quality of the product is subject to large variations. Reliability is one of the most important attributes of software quality, which is defined as the probability of failurefree software operation for a specified period of time in a specified environment [28] . Starting from the 70's different Software Reliability Models (SRM) have been proposed for software reliability characterization and prediction. SRM is a mathematical expression that specifies the general form of the software failure process as a function of factors such as fault introduction, fault removal, and the operational environment [28] . SRM is composed of different parameters. Parameter is a variable or arbitrary constant appearing in a mathematical expression, each value of which restricts or determines the specific form of the expression. The failure rate (failures per unit time) of a software system is generally decreasing due to fault identification and removal. Software Reliability modeling is done to estimate the form of the curve of the failure rate by statistically estimating the parameters associated with the selected model. The purpose of this measure is twofold: 1) to estimate the extra execution time during test required to meet a specified reliability objective and 2) to identify the expected reliability of the software when the product is released [28] . In general SRM are categorized as white box and black box. White box approaches analyze the structure i.e. the architecture of the software that has been specified and designed. These models predict the reliability of software on the basis of the relationship among different components and their interactions. These approaches are also called deterministic approaches. They are based on logical complexity, decision point, program length, operands and operators of software. Path-Based Models and State-Based Models are two examples of this type of reliability model. In the literature these models are known as Architecture Based Reliability Models. The Black Box approaches are classified into different types, Early Prediction Models, SRGM, Input Domain Based Model, and Hybrid Black Box Models. Our work is focused on SRGM models because of their widespread use. SRGM can be applied to guide the test board in their decision of whether to stop or continue the testing. Herein we present a comparative analysis of SRGM models in term of goodnessof-fit, prediction accuracy and correctness based on thirty eight failure data sets containing system test failures data, field and OSS defects data. The rest of the paper is organized as follows. Section 2 contains background information and literature review. Section 3 provides the goals and research questions of this study; section 4 describes models and data selection. Section 5 describes results; section 6 concludes the study and gives future research direction.
II. BACKGROUND

A. Software Reliability Growth Models
SRGM is one of the prominent classes of black box SRM. They assume that reliability grows after a defect has been detected and fixed. SRGM can be applied to guide the test board in their decision of whether to stop or continue the testing. These models are grouped into concave and S-Shaped models on the basis of assumption about failure occurrence pattern. The S-Shaped models assume that the occurrence pattern of cumulative number of failures is S-Shaped: initially the testers are not familiar with the product, then they become more familiar and hence there is a slow increase in fault removing. As the testers' skills improve the rate of uncovering defects increases quickly and then levels off as the residual errors become more difficult to remove. In the concave shaped models the increase in failure intensity reaches a peak before a decrease in failure pattern is observed. Therefore the concave models indicate that the failure intensity is expected to decrease exponentially after a pick was reached. Software Reliability Growth Models measure and model the failure process itself. Because of this, they include a time component, which is characteristically based on recording times ti of successive failures i (i ≥1). Time may be recorded as execution time or calendar time. A general assumption of these models is that software must be executed according to its operational profile; that is, test inputs are selected according to the probability of their occurrence during actual operation of the software in a given environment [3] . There are many detailed descriptions of SRGM ( [1] , [2] , [3] , [4] , [5] , [6] , [7] ) with many studies and applications of the models in various contexts ([8] , [9] , [10] ). Models differ based on their assumptions about the software and its execution environment.
B. Model Selection
Over the past 40 years many SRGM have been proposed for software reliability characterization. The recurring question is therefore which model to choose in a given context. Different models must be evaluated, compared and then the best one should be chosen [11] . Many researchers like Musa et al. [12] have shown that some families of models have certain characteristics that are considered better than others; for example, the geometric family of models (i.e. models based on the hyper-geometric distribution for estimating the number of residual software faults) has a better prediction quality than the other models. By comparison with different models, Schick and Wolverton [13] , and Sukert [14] , proposed a new approach, which suggested techniques for finding the best model for each individual application among the existing models. Brocklehurst et al. [15] proposed that the nature of software failures makes the model selection process in general a difficult task. They observed that hidden design flaws are the main causes of software failures. Goel's [16] paper stated that different models predict well only on certain data sets; and the best model for a given application can be selected by comparing the predictive quality of different models. AbdelGhaly et al. [17] analyzed the predictive quality of 10 models using 5 methods of evaluation. They observed that different methods of model evaluation select different model as best predictor. Khoshgoftaar [18] suggested Akaike Information Criteria (AIC), best model selection criteria. Khoshgoftaar and Woodcock [19] proposed a method for the selection of a reliability model among various alternatives using the loglikelihood function (i.e. a function of the parameters of the models). They applied the method to the failure logs of a project. In spite of the fact that many studies have been conducted, there is no agreement on how to select the best model before starting a project.
C. SRGM in Open Source System
Different studies are available in the literature about the applicability of software reliability models for OSS, with unclear results. Syed Mohamad et al. [23] examined the defect discovery rate of two OSS products with software developed in-house using 2 SRGM. They observed that the two OSS products have a different profile of defect discovery. Ying Zhou et al [24] analyzed bug tracking data of 6 OSS projects. They observed that along their developmental cycle, OSS projects exhibit similar reliability growth pattern with that of closed source projects. They proposed the general Weibull distribution to model the failure occurrence pattern of OSS projects. Bruno Rossi et al [25] analyzed the failure occurrence pattern of 3 OSS products applying SRGM. They proposed that the best model for OSS is the Weibull distribution. Cobra Rahmani et al. [26] compared the fitting and prediction capabilities of 3 models using failure data of 5 OSS projects. They observed Shneidewind model is the best while Weibull is the worst one. Fengzhong et al [27] examined the bug reports of 6 OSS projects. They modelled the bug reports using nonparametric techniques. They suggested that Generalized Additive (GA) models and exponential smoothing approaches are suitable for reliability characterization of OSS projects. Hence in a generalized way empirical validation of software reliability models for OSS projects is needed, in order to make clear the applicability of software reliability models for OSS projects.
III. GOALS, RESEARCH QUESTIONS AND METRICS
There is no agreement on what is the best reliability model for a given project, especially at its inception. Different models predict well only on certain data sets and the best model can be selected by comparing the predictive qualities of a number of models only at the end of a project. That is why the goal of this study is to compare the reliability characterization and prediction quality of different SRGM in order to draw a general conclusion about the best fitting and best predictor models among them. Moreover, we want to study SRGM models with both industrial and open source failure datasets in order to make clear ambiguous literature results in a generalized way. Herein, we summarize the goal and introduce the research questions that derive this study using the GQM [29] describe the research questions and metrics that complete the GQM. The first step is analyzing the capability of models to simply fit the data sets. At this regard we define RQ1 and compare the fitting capability, in terms of R 2 , of the models on the whole dataset. The second step is analyzing the capability of prediction. To the regard of prediction we have two different RQs. RQ2 simply compares the models in terms of PRE and TS. RQ3 tries to help in selecting a model, taking the point of view of a project manager who only has available part of the dataset and needs to select a model for prediction. So RQ3 analyzes if a model with a good fit (high R 2 ) is also a good predictor. The RQs are now presented in detail.
RQ 1: Which SRGM models fit best?
Or, in operational terms, which SRGM has the best R 2 ? Models are fitted on the whole data sets, and their R 2 are analysed and compared. Model fitting is required to estimate the parameters of the models. Fitting can be done using Linear or Non Linear Regression (NLR) depending upon nature of the data. We will use NLR fitting due to the nature of data. NLR is an iterative process that starts with initial estimated values for each parameter. The iterative algorithm then gradually adjusts these until to converge on the best fit so that the adjustments make virtually no difference in the sum-of-squares. A model's parameters do not converge to best fit if the model cannot describe the data. On consequence the model cannot fit to the data. On the contrary, in case of convergence of the iterative algorithm, the R 2 [20] is the metric that indicates how successful the fit is. We use R 2 for goodness of fit test because it is the more powerful measure [30] . It is defined as:
In the expression k represents the size of the data set, m(ti) represents predicted cumulative failures and mi represents actual cumulative failures at time ti. R 2 takes a value between 0 and 1, inclusive. The closer the R 2 value is to one, the better the fit. We consider a good fit when R 2 > 0.90. We analyse and rank models based on their R 2 .
RQ 2: Which SRGM models are good predictors?
We use the partial failure history of the products to accomplish the prediction as [26] . The first two thirds data points of the each datasets following [22] , is used to estimate the parameters. These estimated values of the parameters are then applied to the entire time span for which failure data is collected in each dataset in order to compare the prediction qualities of the models. Prediction capability can be evaluated under two points of view, accuracy and correctness. Accuracy deals with the difference between estimated and actual over a time period. Correctness deals with the difference between predicted and actual at a specific point in time (e.g. release date). A model can be accurate but not correct and vice versa. For this reason we use the Theil's Statistic (TS) for accuracy and Predicted Relative Error (PRE) for correctness.
1) The Theil's statistic (TS) is the average deviation percentage over all data points. The closer Theil's statistic is to zero, the better the prediction accuracy of the model. It is defined as [21] 
2) Predicted Relative Error is a ratio between the error difference (actual versus predicted) and the predicted number of defects at the time point of failures prediction (e.g. release time).
P RE = P redicted−Actual N o of Def ects P redicted
We consider a prediction as good if TS is below 10% and PRE is within the range [-10%, +10%] of total number of actual defects. We rank and analyze models prediction based on their TS and PRE.
RQ 3: A model with good fit is also a good predictor?
Or, in operational terms, a model with a good R 2 also has good TS and PRE? Models are fitted on two thirds of the data sets, the R 2 is computed on this fit, TS and PRE are computed on the remaining third of the dataset. RQ2 tries to understand what models are best predictors, but takes an a posteriori view. RQ3 takes an a priori view, or uses the view of a project manager who has to decide what model to use before the end of the project (at two thirds of it), and only has the goodness of fit as a rationale for a decision.
IV. MODELS AND DATA SELECTION
A. SRGM models
This study used eight SRGM, selected because they are the most representative in their category. Table 1 reports their name and reference and, for each of them, mean value function, m (t) that represents the cumulative number of failures through time t. Each model has a different combination of parameters.
• a = expected total number of defects in the code.
• b = shape factor, i.e. the rates at which failure rate decreases.
• c = expected number of residual faults in software at end of system test. [31] Concave m(t) = a ln(1+bt) Inflection S-Shaped [32] S-Shaped m(t) = a(1-e −bt )/(1+beta.e −bt ) Goel-Okumoto [32] Concave m(t) = a(1-e −bt ) Delayed S-Shaped [32] S-Shaped m(t) = a(1-(1+bt)e −bt ) Generalized Goel [32] Concave
Concave m(t) = a(1-e −r.alpha(1−exp(−beta.t) )
B. Datasets
The goal of the study is to analyse the selected SRGM using as many software failure data sets as possible. For this purpose we collected failure data from the literature. We have searched papers on IEEE Explorer, ACM Digital Library and in three journals, i.e. Journal of Information and Software Technology, the Journal of System and Software and IEEE software. For papers searching these strings have been used: Software failure rate, Software failure intensity, Software failure Dataset, Failure rate and Reliability, Failure intensity and Reliability We found 2100 papers, 19 of which were relevant for our study because they contained failure data sets on 38 projects. Among these, 32 projects were closed source and 6 were Open Source. In 32 closed source projects, 22 contain system test failure data and 10 contain field defect data collected from the operation phase. OSS projects data have no distinction between phases. Due to space limitation the complete data sets along with their references are available online (http://softeng.polito.it/najeeb/DataSets/DS1.pdf). We have selected both system test and field defect data sets in order to evaluate the best fitting and best predictor SRGM for both system test and operation phase, because the software reliability models are used for the prediction of failure in both phases and the phase may be a factor for model selection. Six data sets contain defect data of two OSS Projects, Apache and GNOME. Three data sets have been collected from different versions of each of the two OSS projects, due to space limitation available online (http://softeng.polito.it/najeeb/DataSets/DS1.pdf). Apart from this we identified two notable and active open source projects from apache.org (https://issues.apache.org/). Both of the projects, C++ Standard Library and JUDDI are considered stable in production. The 66% of the reported issues in first project have been fixed while in the second project 95% of the reported issues have fixed and closed. We collected defect data of the selected projects from apache.org using JIRA. JIRA is a commercial issue tracker. Issues can be bugs, feature requests, improvements, or tasks. For each version we have collected all the issues reported at date of observation together with the date at which they were reported (date of opening). For each open source project, we have considered all the major versions until April 2012. For C++ Standard Library we were able to get eight (8) versions. Unfortunately, JUDDI had not so many reports and versions as compared to C++ Standard Library and we had to limit the versions to four (4) for JUDDI until October 2011. we have focused on those issues that were declared "bug" or "defect" excluding "enhancement," "feature-request," "task" or "patch". For the same reason, we have considered only those issues that were reported as closed or resolved after the release date of each version. Further, we excluded issues closed before the release date. These issues are typically found in the candidate (or testing) releases of projects. The complete datasets due to space limitation are available online (http://softeng.polito.it/najeeb/confdata/DS2.pdf).
V. RESULTS
A. RQ1: Which Model fit best?
First we consider the basic capability of a model to fit the dataset (fits or not), irrespective of the goodness of fit (R 2 ). Fig. 1 reports for each model on the X axis the percentage of datasets fitted (axis Y) in each data group (colour bars). Musa fitted to all data sets in each data group, most models also fit, except Yamada exponential, Gompertz, Generalized Goel that fit poorly, especially field test and system test datasets. In order to analyze goodness of fit, Fig. 2 reports how many times a model is the one with best R 2 . For instance Musa Okumoto has the best R 2 on 60% of field defect datasets. Musa Okumoto is top performer on field defects data; Gompertz has very good results on OSS datasets directly followed by Inflection S-Shaped Model. But apart from that there is no clear best model. However, analyzing the top performer only as in Fig  2 can be misleading, in case many models fit with a similar R 2 the same dataset. Therefore in boxplots of Figure 5 we report the boxplots of R 2 per model and per dataset category. It should be reminded however that boxplots of Figure 5 excludes the models that did not fit at all the datasets ( Figure  1 ) and is therefore meaningful for all models except Yamada exponential, Gompertz, and Generalized Goel. Musa Okumoto remains the best performer. Next to it the other models have also narrow boxplot (always better than 0.9, the threshold depicted as a colour horizontal line) but some outliers. It should be noted that all models behave extremely well on the OSS datasets except Generalized Goel. For models that could fit the data set we used the first two-third data points of the data sets to train the model, and predicted the last third. We analyze their predicting capability in terms of accuracy and precision.
Accuracy: Figure 3 shows the number of times a model is the best predictor in terms of TS. It is clear that Musa outperforms the others in both the industrial datasets. The Logistic is directly behind it. On the contrary in the case of OSS we got several ties (this explains why the sum of percentage might be greater than 100%), and the best model is Gompertz directly followed by Logistic. Figure 6 reports the TS values for all datasets. The red line represents the 0.1 threshold, usually considered indicator of good accuracy. Figure 6 allows us to discuss good models, instead of best model as in Figure 3 .
Correctness:
Looking at ranks in the bar chart diagram in Figure 4 , we observe that Musa Okumoto is the best model in terms of correctness in the majority of both system test and field defects dataset. Inflection S-Shaped is directly behind Musa Okumoto in the case of system test data sets while Logistic is directly behind this in the case of field defect data sets. On contrary in the case of OSS Gompertz is the best one. Apart from this there is no clear winner. Figure 7 reports the PRE values for all datasets. The red line represents the ±10% threshold, usually considered indicator of good correctness. Figure 7 allows us to discuss good models, instead of best model as in Figure 4 . 
C. RQ3. A model with good fit is also a good predictor?
Here we fit models on two thirds of the data sets and we analyse if the ones with good R 2 are also good predictors. Table 2 reports models and data sets. A model is described by three cells per category of dataset. The first contains the number of times a model fits the dataset, with any R 2 (information is also in Figure 1 ), the second shows how many times the model fits a data set with R 2 better than 0.9 and predicts with TS < 0.1, the third shows how many times the model fits a data set with R 2 better than 0.9 and predicts with PRE within 10%. . We observe from Table 2 that: • On industrial datasets, Musa and Inflection are the ones with better prediction capability -however this happens only in a bit more than half the datasets • On OSS datasets Gompertz and Inflection have good prediction capability for all datasets, followed by Logistic and Goel Okumoto. 
VI. CONCLUSION
We have studied selected SRGM in generalized way for the purpose to derive general conclusion. In the literature nobody has validated the SRM in such generalized way: at maximum four/five models are validated on two/three datasets [28, 24, 10] . We found that the Musa-Okumoto model is the best one in fitting and predictions in industrial datasets.
Although also Inflection S-Shaped achieved very good results with respect to the metrics thresholds we adopted. The MusaOkumoto model did not hold the same performances in OSS data, in which the Gompertz model applied better, followed by Inflection S-Shaped. We also observed two other interesting facts: 1) models which have good performances with system test data sets also good performances with field defect data, and 2) models that fit very well system test data not always predict with same performances. The practical consequences and recommendations to quality and maintenance managers are: 1) choose only one model regardless of the phase of the software lifecycle, 2) identify and choose a model that is flexible enough in case the quality process is under definition or in generable susceptible of important changes. Our future work will be devoted to the extension of the datasets used to increase the generalizability of these findings, especially in OSS projects where results and structure of datasets were very different from industrial ones.
