Although ARTMAP and ART-based models were introduced in early 70's they were not used in characterizing and classifying ecological observations. ART-based models have been extensively used for classification models based on satellite imagery. This report, to our knowledge, is the first application of ART-based methods and specifically ARTMAP for predicting habitat selection and spatial distribution of species. We compare the performance of ARTMAP to assess the breeding success of three bird species (Lanius senator, Hippolais pallida, and Calandrella brachydactyla) based on multi-spectral satellite imagery and environmental variables. ARTMAP is superior both in terms of performance (percent correctly classified -pcc = 1.00) and generalizability (pcc > 0.96) to those of feedforward multilayer backpropogation (> 0.87, > 0.65), linear and quadratic discriminant analysis (> 0.48, > 0.46) and k-nearest neighbor (> 0.82, > 0.66) methods. Compared to other methods, ARTMAP is able to incorporate new observations with far less computational effort and can easily add data to already trained models.
Introduction
occurrence of the three bird species we used k-NN, LDA, QDA, feedforward multilayer backpropogation network, 48 and ARTMAP. We provide a discussion of comparative performances of these different models. 
Traditional Classification Methods

51
We compared the performance of fuzzy ARTMAP model against traditional classification and pattern recognition 52 methods commonly employed in ecological studies. The first method was k-nearest neighbor method, which is an 53 accepted benchmark classification method, if one considers only the training data. Nearest neighbor methods use 54 those observations in the training set T closest in the input space to x to formŶ . More specifically,
where N k (x) is the neighborhood of x defined by the k closest points x i in the training sample. It is clear that when 56 the neighborhood k is considered to be k = 1, k-NN methods potentially can reach the minimum classification error 57 possible on the training set. Note that in this case the error on independent test set is intuitively expected to be quite 58 high. In addition, we also used LDA and QDA, which are mostly argued to be "amazingly robust" on industrial data 59 sets (Hastie et al., 2001) . LDA and QDA techniques enable one to infer the posterior probabilities of the output 60 categories based on the data observed, using Bayes theorem:
where f k (x) is the class-conditional density of X in class G = k, and π k is the prior probability of class k with
62
K k=1 π k = 1. LDA and QDA assume Gaussian distribution for class densities. Fundamentally, for two category 63 cases (as in our case), and assuming that the covariances Σ k of the class densities are equal, linear discriminant 64 function is given as
where the parameters of the Gaussian distributions are estimated from the data as
where N k is the number of class-k observations. An equivalent decision rule is given as
the equality assumption of class covariances Σ k does not hold, we obtain quadratic discriminant function
with an equivalent decision boundary between each pairs of classes k and l described by a quadratic equation
A more in-depth discussion of these two methods, among with k-NN method, can be found in (Scardi, 1996 (Scardi, , 2001 Tan and Beklioglu, 2005) . Although ART and ARTMAP
75
family of models are another type of artificial neural networks, they differ from connectionist approaches in several 76 aspects (Carpenter et al., 1991a (Carpenter et al., ,b,c, 1992 . For that reason, we also compared the performance of fuzzy ARTMAP 77 model to that of a generalized linear model (GLM) and of a multilayer feedforward backpropogation model. 
ARTMAP 79
Briefly, ARTMAP architecture consists of two ART modules, which are self-organizing maps (Carpenter et al., field. Thus, ARTMAP models represent a "pseudo-supervised" learning method (Carpenter et al., 1991a) . There are 84 several variants of ART modules (Carpenter and Grossberg, 1990; Carpenter et al., 1991b,c) . Here, we used fuzzy
85
ART modules, which were developed as pattern recognition methods for data sets with continuous input space 86 (Carpenter et al., 1991c (Carpenter et al., , 1992 . Shortly, each fuzzy ART system contains an input field F 0 , a F 1 field receiving 87 bottom-up signals from F 0 and top-down input from F 2 , the latter of which represents the active category (figure 1). 
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