In this paper we consider stochastic differential equations with nonnegativity constraints, driven by a fractional Brownian motion with Hurst parameter H > 1/2. We first study an ordinary integral equation, where the integral is defined in the Young sense, and we prove an existence result and the boundedness of the solutions. Then we apply this result pathwise to solve the stochastic problem.
Introduction
The study of differential equations driven by a fractional Brownian motion has been developed in recent years. It has been done, using either the formalism of the rough path analysis [4, 15, 11] or the fractional calculus [17, 20] . As is natural, afterwards has been considered some of the possible generalizations of the diffusion processes. For instance, in the literature we can find now papers about PDEs [18, 3, 5, 12] , Volterra equations [6, 7, 2] or systems with delay [10, 9, 16, 14] .
Since in some applications the quantities of interest are naturally positive, it is also natural to consider equations with positivity constraints. As far as the authors know, it has only been studied up to now the case of delay equations with positivity constraints [1] . As we shall see, the present paper follows these steps and we shall deal with stochastic equations with positivity constraints driven by a fractional Brownian motion with Hurst parameter H > 1/2. More precisely, we deal with a stochastic differential equation with normal reflection on R d of the form:
X(t) = x(0) + It is known (see e.g. [8, 13] ) that we have an explicit formula for the regulator term Y in terms of Z, the so-called reflector term: for each i = 1, . . . , d
Then the solution of (1.1) satisfies
We call (1.1) a stochastic differential equation with reflection driven by a fractional Brownian motion and to the best of our knowledge this problem has not been considered before in the wide literature on stochastic differential equations.
In order to deal with non-negative constraints we use the Skorohod's mapping. Set
Let us recall now the Skorokhod problem.
, we say that a pair (x, y) of functions in C + (R + , R d ) solves the Skorokhod problem for z with reflection if
only when x i is at zero.
Then we have an explicit formula for y in terms of z:
The path x is called the reflector of z and the path y is called the regulator of z. We will use the Skorokhod mapping to force a continuous real-valued function to be non-negative by means of reflection at the origin. We will apply it to each path of Z defined by (1.2) . Note that, since we are dealing with a multidimensional case, the mapping will be applied to each component.
At this point we have also to explain how the stochastic integral appearing in our equation has to be understood. Since the Hurst parameter H > 1/2, the stochastic integral is defined using a pathwise approach. We shall first consider a variation of the Young integration theory [19] (called algebraic integration, introduced in [11] ), in order to define a deterministic integral with respect to Hölder continuous function. Then we will prove our results for deterministic equations and at the end we will easily apply them pathwise to the fractional Brownian motion.
Let us say a few words about the strategy we have followed in order to prove our results. Existence and uniqueness results are usually proved together using a fixed point argument. In order to apply this type of argument, we have to be able to control the difference between two solutions of our system, x 1 − x 2 , where · denotes a generic norm. Dealing with stochastic integrals with respect to fractional Brownian motion a well-posed norm to work with is the λ-Hölder one. However, as can we seen in Remark 3.6, it is not possible to control the difference between two regulator terms y 1 and y 2 using a λ-Hölder norm. So, we are not able to use a fixed point argument. Actually, the existence result will be proved using an equicontinuous argument, while the uniqueness is still an open problem. We are only able to prove the uniqueness result just up to the first time the (up to then) unique solution has the first component being zero.
Here is how our paper is structured: in Section 2, we will state our main results. Then in Section 3 we shall recall the basic notions of the algebraic integration theory, the Young integration and the Skorohod mapping. Section 4 will contain the study of the deterministic integral equations: the existence and boundedness of the solutions. Finally, Section 5 will be devoted to recall how to apply the deterministic results to the stochastic case.
Main results
For any 0 < λ ≤ 1, denote by C λ (s, t; R d ) the space of λ−Hölder continuous functions, namely the functions f :
Let us consider the following assumptions on the coefficients.
d×m is bounded and there exists a constant K 0 such that the following properties hold:
Under these assumptions we are able to prove that our problem admits a solution. Our main result reads as follows:
Theorem 2.1 Assume that σ and b satisfy hypothesis (H1) and (H2), respectively, with ν ≥ H. Set λ 0 ∈ (
It can also be seen that the solution has moments of any order.
Theorem 2.2
Assume that σ and b satisfy hypothesis (H1) and (H2), respectively, with ν ≥ H. Set λ 0 ∈ (
Preliminaries
As mentioned in the introduction, we are concerned with stochastic integral with respect to a fractional Brownian motion with Hurst parameter H > 1/2. In order to define the stochastic integral we will use the Young integration. We will follow the algebraic approach introduced in [11] (see also [12, 6, 7] ). For the sake of completeness, we will recall some basic facts and notations from those papers. We refer the reader to the same references for a detailed presentation. In addition, we will recall some known results on the Skorohod mapping and prove an inequality that we will need throughout the paper.
Increments
Let us begin with the basic algebraic structures which will allow us to define a pathwise integral with respect to irregular functions: first of all, for a real number T > 0, a vector space V and an integer k ≥ 1 we denote by
Such a function will be called a (k − 1)-increment, and we will set C * (V ) = ∪ k≥1 C k (V ). An elementary operator on C k (V ) is δ, defined as follows:
wheret i means that this argument is omitted. A fundamental property of δ is that
Note that given g ∈ C 1 (V ) and h ∈ C 2 (V ), for any s, u, t ∈ [0, T ], we have
Furthermore, it can be checked that ZC k (V ) = BC k (V ) for any k ≥ 1. Moreover, the following property holds:
Observe that Lemma 3.1 yields that all the elements h ∈ C 2 (V ) such that δh = 0 can be written as h = δf for some (non unique) f ∈ C 1 (V ).
Basically, we will use k-increments with k ≤ 2. We measure the size of these increments by Hölder norms defined in the following way:
; V ) will be determined in the following way: for a continuous function g ∈ C 1 ([a 1 , a 2 ]; V ), we set
We will say that g ∈ C
where the last infimum is taken over all sequences {h i ∈ C 3 (V )} such that h = i h i and for all choices of the numbers ρ i ∈ (0, µ). Then · µ is a norm on C 3 ([a 1 , a 2 ]; V ), and we set 1 , a 2 ] ; V ). The basic point in this approach to pathwise integration of irregular processes is that, under smoothness conditions, the operator δ can be inverted. This inverse, called Λ, is defined in the following proposition, taken from [14] and whose proof can be found in [11] .
Young integration
We will consider now the particular case where V = R n , for an arbitrary n ≥ 1. Using the tools introduced in the previous subsection, here we will present a generalized integral
Following the notations introduced in [14, 7] , we will sometimes write
Let us consider first two smooth functions f and g defined on [0, T ]. One can write,
Let us study the term J (δf dg). It is easily seen that, for s, u, t ∈ [0, T ],
The increment h is an element of C 3 (R n ) satisfying δh = 0. Let us estimate now the regularity of h:
(R n ), and if κ + γ > 1 (which is the case if f and g are regular), Proposition 3.2 implies that J (δf dg) can be written as J (δf dg) = Λ(h) = Λ (δf δg) , and thus, plugging this identity into (3.6), we get:
Let us state an extension of Theorem 2.5 of [14] where it is extended the notion of integral whenever
Then:
1. Whenever f and g are smooth functions, t s f dg coincides with the usual Riemann integral.
2.
t s f dg coincides with the Young integral as defined in [19] . 3. For any β ∈ [0, 1) such that 1 < γ + k(1 − β) = µ β , the generalized integral satisfies
Proof:
The proof of the original Theorem has been presented in [11] (see also [12] , [14] ). The first two statements of our Theorem are exactly the same that those in Theorem 2.5 in [14] , so we refer the reader to this reference for their proof.
The last statement is a generalization of the one presented in Theorem 2.5 of [14] , where it is only considered the case β = 0. The proof for β > 0 can be obtained easily putting together the following inequality
and the inequality given in Theorem 2.5 of [14]
Skorohod mapping
We recall here from [8] a well-known result for the Skorohod mapping.
Lemma 3.4 For each path z ∈ C(R + , R d ), there exists a unique solution (x, y) to the Skorokhod problem for z. Thus there exists a pair of functions (φ, ϕ) :
The pair (φ, ϕ) satisfies the following:
There exists a constant K l > 0 such that for any z 1 , z 2 ∈ C + (R + , R d ) we have for each t ≥ 0,
In our paper we will use that the λ−Hölder norm of the regulator term y is bounded by that of z, as proven in the following easy lemma.
Proof:
Fixed a component i, we wish to study
When y 
where the last equality follows from the fact that y i and z i coincides whenever y i is not constant. Then, note that
Finally, we get that
Remark 3.6 It is possible to prove that a similar estimate does not hold for the difference of two regulator terms, result that we would need in order to prove a uniqueness theorem in the Hölder norm framework. Indeed, let 0 < t 1 < t 2 < t, λ ∈ (0, 1), and take
Taking t 1 fixed and t 2 − t 1 small, we prove that in general the λ−Hölder norm of the difference of two regulator terms cannot be bounded by the λ−Hölder norm of the difference of z 1 and z 2 .
Deterministic integral equations
In this section we will prove all the deterministic results.
Consider the deterministic differential equation on
where for each i = 1, . . . , d
and
We will assume that the driving noise g belongs to C γ ([0, T ]; R m ) with γ > 1 2 . Then, the integral with respect to g has to be interpreted in the Young sense and we will find a solution x in the space 
Proof:
To prove that equation (4.1) admits a solution on [0, T ], we shall prove first that it has a solution on [0, T 1 ] for T 1 small enough (T 1 will be defined later). Then we will extend the solution to [0, T ] using an induction argument to extend the result from [0, nT 1 ] to [0, (n + 1)T 1 ].
Let us consider
and for all n > 1
Step 1.1: Properties of the functions x
for all n ≥ 1. Indeed, from Lemma 3.5, we have that
Using Theorem 3.3 and the hypothesis on the coefficients
Using that
we can write that
where h(t)
Repeating iterativily inequality (4.4) with s = 0 we get that
Step 1.2: Definition of the solution The sequence of functions x (n) is equicontinuous and bounded in C([0, T 1 ]; R d ). Therefore there exists a subsequence {x (nj ) } j≥1 that converges uniformly to a function x ∈ C([0,
Since this inequality is true for all ε > 0, we get that x ∈ C λ ([0, T 1 ]; R Since {x (nj ) } j≥1 converges uniformly to x and b is Lipschitz in space, we get that lim
On the other hand, using the hypothesis on the coefficients and Theorem 3.3, for any t ∈ [0,
Finally, for each i = 1, . . . , d, set
where
Using Lemma 3.4 we have
From (4.8) and (4.9) we obtain now that
Note that
Repeating the same computations given in Step 1.1 we get that
where h(t) and M 1 are the same that appear in (4.5). Using the same ideas employed in Step 1.1, we obtain that
and sup
Following now the method used in Step 1.2 and Step 1.3, there exists a subsequence {x (nj ) } j≥1 that converges uniformly to a function
Set now:
Clearly, x belongs to
Remark 4.2 The study of the uniqueness of the solution is an open problem, due to the fact that we are not able to bound the Hölder norm of the difference of regulator terms with the same norm of the difference of the reflected terms. We can only get the uniqueness in a small time interval and when σ does not depend on time. Assuming that σ : R → R m is bounded and Lipschitz continuous, b satisfy hypothesis (H2), ν ≥ γ and λ 0 ∈ ( Then, using (4.16), we have that
From this last inequality, it follows easily that x λ,[0,T ] ≤ M 2 + M 3 g 1 γ γ .
Stochastic integral equations
In this section we apply the deterministic results to prove the main theorems of this paper.
The following Lemma, taken from [17] (see Lemma 7.4) is basic in order to extend the deterministic results to the stochastic ones.
