While different measures of problem difficulty of fitness landscapes have been proposed, recent studies have shown that many of the common ones do not closely correspond to the actual difficulty of problems when solved by evolutionary algorithms. One of the reasons for this is that most problem difficulty measures are based on neighborhood structures that are quite different from those used in most evolutionary algorithms. This paper examines several ways to increase the accuracy of problem difficulty measures by including linkage information in the measure to more accurately take into account the advanced neighborhoods explored by some evolutionary algorithms. The effects of these modifications of problem difficulty are examined in the context of several simple and advanced evolutionary algorithms. The results are then discussed and promising areas for future research are proposed.
INTRODUCTION
Understanding why certain problems are more difficult than others would aid researchers greatly in evolutionary computation. Towards this goal, many different measures have been proposed to assess problem difficulty for evolutionary algorithms and other metaheuristics. Some of the most common are the fitness distance correlation [10] , the autocorrelation function [28] , the signal-to-noise ratio [7] , and scaling [27] . A number of studies have been done to measure the effectiveness of these measures on various types of optimization problems [28, 10, 12, 26] . However, a recent study [17] showed that in many cases these measures of problem difficulty did not correlate with the actual computational requirements of an advanced evolutionary algorithm, the hybrid hierarchical Bayesian optimization algorithm (hBOA) [18, 19, 16] and there are several studies that presented critical views on various measures of problem difficulty [23, 15] .
One of the reasons for the lack of correlation between the measures of problem difficulty and the actual performance of advanced evolutionary algorithms is that the measures of difficulty and the evolutionary algorithms use different neighborhood structures. In most analyses to date, problem difficulty measures would exclusively use the single-bit flip neighborhood, in which candidate solutions are represented by binary strings and any two strings different in exactly one string position are considered neighbors. This means that the evolutionary algorithm is assumed to explore the search space by changing one bit or one variable at a time and the distance of two solutions is defined by the Hamming distance. On the other hand, many advanced evolutionary algorithms are capable of identifying interactions between problem variables and they use this information to change groups of bits or problem variables at a time, or they use other advanced operators capable of performing nontrivial modifications to solutions strings. It is possible that difficulty measures that use simple distance measures such as Hamming distance are simply not able to capture the difficulties inherent to certain types of problems when algorithms are using more complex neighborhoods to explore the search space.
The purpose of this paper is to explore whether it is possible to increase the accuracy of the problem difficulty measures in the context of advanced evolutionary algorithms by using the neighborhood structures that more closely correspond to the variation operators used. As the starting point, this paper considers two difficulty measures, the fitness distance correlation and the correlation length. These measures are then extended to explore nontrivial neighborhoods by exploiting linkage information. The resultant measures are then applied to a large number of random instances of additively separable problems. To see how closely the resulting difficulty measure matches up to advanced evolutionary algorithms, their accuracy in measuring the difficulty of ran-domly separable problems is compared to the actual performance from an ideal extended compact genetic algorithm (ECGA) [8] given exact linkage information and the hierarchical Bayesian optimization algorithm (hBOA) [18, 19, 16] . To provide a point of reference, the results are also analyzed with respect to the performance of the simple genetic algorithm (GA) with uniform crossover.
The paper is organized as follows. Section 2 outlines the class of random additively separable problems. Section 3 describes the algorithms tested. Section 4 describes the problem difficulty measures considered in this paper and their modifications using nontrivial neighborhoods. Section 5 presents the experimental results. Lastly, section 6 summarizes and concludes the paper.
RANDOM ADDITIVELY SEPARABLE PROBLEMS
The fitness of an additively separable problem is defined by a sum of subfunctions of non-overlapping proper subsets of its variables [6] :
where each XI i denotes one of the subsets of {X0, . . . , Xn−1}, and each fi denotes one subfunction.
In this paper we consider instances of random additively separable problems (rASP) where each subset is of the same size k. Each subfunction is defined as a lookup table which specifies a return value for each combination of bits of the corresponding subset. This lookup table covers all possible instantiations of bits in each subfunction and is generated randomly using the same distribution for each entry in the table (in our case, the values are generated using the uniform distribution over the interval [0, 1). Each random instance is fully described by its total size n, the partition size k and the lookup tables for each partition.
To make the instances more challenging, string positions in each instance are shuffled by reording string positions according to a randomly generated permutation using the uniform distribution over all permutations. The algorithm used to solve the rASP instances in this paper is based on refs. [21, 22] .
ALGORITHMS

Simple Genetic Algorithm
The genetic algorithm(GA) [9, 5] evolves a population of candidate solutions typically represented by binary strings of fixed length. The starting population is generated at random according to a uniform distribution over all binary strings. Each iteration starts by selecting promising solutions from the current population; in this work we use binary tournament selection without replacement. New solutions are created by applying uniform crossover and bit flip mutation. These new candidate solutions are then incorporated into the population using restricted tournament replacement (RTR) [16] . (RTR) is a niching method that helps to ensure diversity in a population by having new candidate solutions replace solutions that are similar to themselves in the population. The next iteration is executed unless some predefined termination criteria are met. For example, the run can be terminated when the maximum number of generations is reached or the entire population consists of copies of the same candidate solution.
hBOA
Some of the most powerful evolutionary algorithms are estimation of distribution algorithms (EDA) [2, 14, 11, 20] . EDAs work by building a probabilistic model of promising solutions and sampling new candidate solutions from the built model. The hierarchical Bayesian optimization algorithm (hBOA) [18, 19, 16] is an EDA that uses Bayesian networks to represent the probabilistic model. The initial population is generated at random according to the uniform distribution over the set of all potential solutions. Each iteration (generation) starts by selecting promising solutions from the current population using any standard selection method of genetic and evolutionary algorithms.
After selecting the promising solutions, hBOA uses these solutions to automatically learn both the structure (edges) as well as the parameters (conditional probabilities) of the Bayesian network. In this paper, a greedy algorithm is used to learn the structure of BNs with local structures [16] . To evaluate structures, the Bayesian-Dirichlet metric with likelihood equivalence for BNs with local structures [3] is used with an additional penalty for model complexity [4, 16] . The Bayesian network model is then sampled to generate new candidate solutions, which are incorporated into the population with RTR. The next iteration is executed unless the termination criteria are met. For more details about the basic hBOA procedure, see [18] or [16] .
Ideal ECGA
The extended compact genetic algorithm (ECGA) [8] starts by generating a population at random according to a uniform distribution over all binary strings. Each iteration of the algorithm, ECGA builds a marginal product model (MPM) that divides the variables into multiple partitions, which are processed as independent groups. Once the model is complete, the algorithm then stores the probability of any particular instance of a partition. This model is then sampled to generate new candidate solutions, which are then incorporated into the population using RTR.
For example, consider a problem with variables {x1, x2, . . . x8}. After model building the ECGA might divide them up into the disjoint partitions {x1, x4}, {x2, x6} and {x3, x5, x7, x8}. ECGA would then store the probability of any particular instance of that partition in the promising solutions and use that probability to generate new instantiations of the partitions when sampling to generate new candidate solutions. An example of a MPM dividing the variables in our example into partitions that are treated independently is given in Figure 1 While in the regular ECGA the partitions are divided up according to the MDL metric, in this paper we consider an idealized version of ECGA in which the model building phase is replaced by a perfect model built from knowledge of the problem instances being solved. By doing this, the results should not be biased by incorrect linkage groups learned during the model building phase. In this way we can compare the performance of an idealized operator with fixed linkage groups against the different neighborhood difficulty operators in section 4. For the separable problems examined in this paper, each partition will contain all the variables in one of the separable subfunctions of size k. In the rest of this paper we will refer to this version of ECGA as ECGA perf ect .
Deterministic Hill Climber
For all GA, hBOA and ECGA perf ect runs, a deterministic hill climber(DHC) was incorporated to improve performance. DHC takes a candidate solution represented by a n-bit binary string and performs one-bit changes on the solution that lead to the maximum improvement. This process is terminated when no possible single-bit flip improves solution quality.
PROBLEM DIFFICULTY
A fitness landscape consists of three main components: (1) A set S of admissible solutions, (2) a fitness function f that assigns a real value to each solution in S, and (3) a distance measure d that defines a distance between any two solutions in S. S and f define the problem being solved. Specifically, the task is to find argmaxx∈Sf (x). On the other hand, the distance measure depends on the operators used. Specifically, d(x, y) defines the number of steps to get from x to y.
Defining a good distance measure that defines these steps is not always a trivial matter. For binary strings, Hamming distance is often used, which is equal to the number of string positions in which the two binary strings differ. This makes sense for evolutionary algorithms that use simple variation operators such as bit flip mutation, as solutions varying in a few bits should always be close to each other in steps. However, for more complex variation operators, it is possible that more complex neighborhoods should be considered. For example, the ECGA manipulates groups of bits at once when sampling a partition so it is possible that even though two solutions have many different bits between them, they should still be considered close. In this paper we will consider 3 different neighborhoods, which are described in section 4.3.
Correlation Length
Consider a random walk through the landscape which starts in a random solution and moves to a random neighbor of the current solution in each step (neighbors of a candidate solution are all solutions at distance 1 from it). To measure problem difficulty based on random walks, we can use the random walk correlation function (also called the fitness autocorrelation function) [28] , which quantifies the strength of the relationship between the fitness values of a candidate solution x and the solutions that are obtained by taking a given number s of steps starting in x. In other words, the correlation function quantifies ruggedness of the landscape. For a random walk of m − 1 steps passing through solutions of fitness values {ft} t=1...m , the random walk correlation function ρ(s) for gap s is defined as [28] 
where s is the number of steps (gap), andf and σF denote the average fitness and the standard deviation of the fitness values, respectively. Typically, the larger the value of s, the weaker the correlations between fitness values; ρ(s) can thus be expected to decrease with increasing s. Furthermore, the smaller the value of ρ(s), the more rugged the landscape is. Therefore, the landscape should be relatively easier to explore for smaller ρ(s) than for larger ρ(s).
The correlation function can be used to compute the correlation length, which estimates the effective range of correlations between states in a random walk. The correlation length may be defined as [25] 
The correlation function ρ(s) can also be used to compute the autocorrelation coefficient δ = 1/(1−ρ(1)) [1] , which has approximately the same value as the correlation length [13] . The smaller the correlation length or autocorrelation coefficient, the harder the problem instance.
Fitness Distance Correlation
Consider a set of n candidate solutions with fitness values F = {f1, f2, . . . , fn} and a corresponding set D = {d1, d2, ..., dn} of the distances of these solutions to the nearest global optimum. The fitness distance correlation (FDC) [10] quantifies the strength and nature of the relationship between the fitness value and the distance to the nearest global optimum as r = cFD σF σD (4) where σF and σD are standard deviations of F and D, respectively, and cFD is the covariance of F and D. The covariance cFD is defined as should be. For example, for onemax, r = -1, whereas for the fully deceptive trap function of size 20, r ≈ +1 [10] . Since in this paper we are using DHC with all algorithms, we use a variant where only local optima are considered when calculating FDC. Each value of fi is one local optima and di is the distance of that local optima from the closest global optima.
Neighborhoods
While using the simple bit-flip neighborhood can be sufficient for many problems, evolutionary algorithms often modify large numbers of related bits at the same time. In these cases, the simple bit-flip neighborhoods used could be misleading the difficulty measures, as solutions far apart in Hamming distance might be close together in the algorithms search space. For example, when you modify even just one of the k bits in one partition, it is the same as if you modified all of them, because they correspond to a single subfunction and the bits or variables in one partition may thus be strongly correlated or interdependent. To attempt to isolate the effect of different neighborhoods on the aforementioned difficulty measures, in this work we consider 3 different neighborhoods for correlation length:
Fixed partition This neighborhood is composed of all strings that are reachable by changing any combination of bits in a subfunction. For the rASP instances in this paper, this is all the strings that are reachable by changing any of the k bits in one of the subfunctions.
Random partition
The neighborhood composed of all solutions that are reachable by changing at most x random bits. When used on the rASP instances in this paper, x = k, so that random neighborhoods of k can be compared to the strongly correlated neighborhoods of the fixed partition flip. This neighborhood is included to show that any change was not due to simply increasing the number of changed bits.
Single bit-flip This neighborhood is the simple bit-flip neighborhood commonly used.
Incorporating these neighborhoods into correlation length is straightforward. To implement the fixed partition neighborhood, the standard random bit walk is replaced by instead each step modifying randomly all of the variables that are in a single subfunction in the underlying instance. For the random partition neighborhood, a random set of size k is generated and all the variables in this set are modified randomly.
Incorporating these measures into FDC is more difficult. We must choose a distance metric such that if two solutions are next to each other in an advanced neighborhood, they will be of distance 1 in the metric. To do this, in this paper we consider 2 metrics when using FDC:
Single bit distance The simple hamming distance most commonly used with FDC, the sum total of the bit difference between two strings. This is used to compare the base fitness distance correlation against one that uses a more advanced neighborhood.
Partition distance This measures the distance by the amount of differing partitions in two strings. If the bits in a partition of one solution string are different from the corresponding bits in the same partition of a second solution string, then they are considered at least one apart. Their total distance from each other is the sum of how many different partitions they have from each other.
By comparing the two difficulty measures and the methods of incorporating different neighborhoods, it should be possible to see whether changing the type of neighborhood the difficulty measure uses improves the measure. For example, since the fixed partition flip neighborhood should strongly correspond to the type of neighborhoods in ECGA perf ect , it should be expected that the difficulty measures should more strongly correspond to the actual computational complexity of ECGA perf ect when using the fixed partition neighborhood. On the other hand, it would be expected that the difficulty measures when used with the random neighborhoods (single bit-flip and random partition ) would be less likely to correspond to the actual computational complexity of the instances was solved by ECGA perf ect .
EXPERIMENTS
Experimental Setup
For each problem instance, the correlation length was estimated by starting with 100 random walks of 1000 steps each, with all 3 neighborhood step operators used (bit-flip, random set flip and fixed partition flip). The correlation length and autocorrelation coefficient were estimated and if both these values were within 1% of their actual value with 99% probability (assuming Gaussian distribution of their means), the estimates were used. Otherwise, the random walks were repeated, this time extended by 1000 points each, with the maximum length of any walk restricted to one million steps. If the maximum length was exceeded, then the previous estimate is used.
The fitness distance correlation for each instance was calculated by starting with 100 samples of 1000 points each and then the fitness distance correlation r was computed, with this being done with all 3 different distance metrics. The local optima for these solutions was then found using DHC and the fitness distance correlation r l was computed for the local optima. These two means were returned if they were within 1% of their true value with 99% probability. If not, an additional 1,000 points for each of the 100 samples was generated and the procedure repeated. As with correlation length, if the number of points exceeded one million, the procedure was terminated.
The GA, hBOA and ECGA perf ect were applied to all problem instances. For all GA runs, bit-flip mutation was used with a probability of flipping each bit of pm = 1/n, with a probability of crossover of 0.6. All algorithms used restricted tournament replacement (RTR) [16] as the replacement operator.
For all problem instances, bisection [24, 16] was used to determine the minimum population size to ensure convergence to the global optimum in 10 out of 10 independent runs, with the results averaged over the 10 runs. The number of generations was upper bounded according to preliminary experiments by n * 4, where n is the number of bits in the instance. Each run of GA, hBOA and ECGA perf ect was terminated when the global optimum was found (suc-cess) or when the upper bound on the number of generations had been reached without discovering the global optimum (failure).
In this paper instances of rASP of n = 120 are examined, with k = 3 and k = 5. 1000 random instances were considered for each of these types. The number of DHC flips required to solve an instance is used to rank instance difficulty, as using CPU time is not reliable when using a variety of hardware.
Correlation Length Results
The relationship between correlation length using the three different neighborhood types and their actual difficulty when solving instances with a GA with k = 3 is shown in Table 1a . The first column is the type of instances ranked by percentage difficulty (decided by number of local search steps). The second column shows the number of local search steps used for its set of instances. The remaining columns show the correlation length using the various neighborhood operators, with the ranking of the values shown in brackets. Noting that correlation length should be higher for the easier instances, the results show a strong relationship between correlation length using the bit flip neighborhood and the random partition neighborhood. In general as the problem difficulty increases, the correlation length decreases. However,correlation length using the set partition neighborhood seems to have no relation to the actual difficulty of the instances when solved with the GA.
The results for correlation length with respect to the instance difficulty when using hBOA to solve separable problems with n = 120 and k = 3 is shown in Table 1b. In the case of bit flip and random partition neighborhoods, there seems to be a very weak correlation between the difficulty of the instance and the corresponding correlation length. As with GA, the set partition neighborhood shows no relation, with the 50% most difficult instances having the lowest correlation length of any of the difficulty classes.
To examine the effect of the different neighborhoods on correlation length on an algorithm using ideal recombination, Table 1c shows the results on separable problems of n = 120 and k = 3 when solved with ECGA perf ect . Unlike the previous two algorithms, correlation length with bit flip neighborhood and random partition neighborhood does not show any relation to instance difficulty. The set partition neighborhood did not do any better either, failing to show any relation between instance difficulty and correlation length.
To examine the effect of increasing problem difficulty on the relationship between the different neighborhood types, algorithms and difficulty classes, instances of separable problems of n = 120 and k = 5 were examined. Table 2a shows relationship between the difficulty of instances for the GA and their corresponding correlation length using the three neighborhood types. Correlation length with bit-flip neighborhood shows little relation with instance difficulty, with the highest correlation length given to the 50% hardest instances. The set partition neighborhood also is not effective in ranking difficulty. However, the random partition does show a relationship.
In Table 2b the results for hBOA are shown on separable problems of n = 120 and k = 5. For the bit flip and random partition neighborhoods, there is a weak relationship between their actual difficulty and their correlation length.
The set partition seems ineffective in this case, with the lowest correlation length going to the 25% easiest instances.
Lastly, the results for ECGA perf ect are shown in Table 2c . The bit flip and random partition neighborhoods are unable to accurately rank the difficulty of the instances. The set partition neighborhood is even worse, showing an inverse relationship from what we would expect if the measure was working accurately, with higher correlation lengths corresponding to harder sets of instances.
As was suggested by the study of Pelikan [17] , correlation length is not a good indicator for problem difficulty for decomposable problems of fixed size and order of subproblems (although in the study in ref [17] , the target class of problems were NK landscapes with nearest-neighbor interactions). Except for a few isolated cases, the use of advanced neighborhoods did not seem to improve the situation for any algorithm.
Fitness Distance Correlation Results
The relationship between fitness distance correlation for local optima using the two distance measures and the actual difficulty when solving instances of separable problems with k = 3 using a GA is shown in Table 3a . In the case of FDC, as instance difficulty increases the measure should also increase. The results show a strong relationship when using bit distance, with it able to accurately rank the instances. The results using partition distance are also good, only showing a problem differentiating between the 25% and 10% easiest instances.
When solving the aforementioned instances with hBOA, FDC when using both distance measures is able to accurately rank instance difficulty, as shown in Table 3b . As the class of instances becomes more difficult, the fitness distance correlation increases in all cases. However, Table 3c shows that when solving the same instances with ECGA perf ect , the measures are unable to accurately differentiate between the harder classes of instances.
To explore the effects of increasing problem difficulty on FDC for local optima, instances of size n = 120 and k = 5 were examined. Table 4 shows that for these harder instances, FDC with both distance measures was able to accurately rank all the instances. The results for FDC for local optima show that FDC was able to accurately rank problem difficulty for all algorithms using both distance measures when k = 5. Only when using ECGA perf ect on the smaller instances was FDC unable to accurately rank instance difficulty.
SUMMARY AND CONCLUSIONS
Most common problem difficulty measures assume standard bit flip neighborhoods, where the distance between solutions is measured with Hamming distance. However, many advanced evolutionary algorithms use more complex search operators than simple bit flips, which can result in more complex neighborhoods. By modifying some common measures of problem difficulty to take into account more complex neighborhoods, this paper attempted to increase their correspondence with the actual difficulty of problem instances when solved by evolutionary algorithms. These modified difficulty measures were then used on separable problems and compared to the actual computational requirements of the simple GA, hBOA and an ideal version of ECGA using a perfect model structure. Correlation length using different neighborhood types vs instance difficulty for randomly separable  problems of n = 120 and k = 3. The ranking of the measures is shown in brackets. (a) Separable problems solved with GA of n = 120, k = 3 desc. of DHC steps for correlation length correlation length correlation length instances GA using bit flip using random partition using set partition 10% easiest 3130. For correlation length based on Hamming distance, the results show a weak relationship between the difficulty of instances solved by the GA. As problem difficulty increases, this correlation seems to get even weaker. This pattern is also repeated for hBOA. Unfortunately, using the more advanced neighborhoods based on linkage information about the problem did not seem to improve the results. The results are even worse with ECGA perf ect , with correlation length using set partition neighborhood actually ranking them in reverse of their actual difficulty. Fitness distance correlation had noisy results using both distance measures when ranking difficulties for the algorithms tested when k = 3, but as problem difficulty increased it was able to accurately rank all of the different classes of instance difficulty.
We expected that using more advanced neighborhoods in difficulty measures would help improve their accuracy in predicting the difficulty of solving these problems with advanced evolutionary algorithms. However, incorporating a more advanced neighborhood into correlation length did not seem to help at all. This could possibly be due to correlation length not measuring what is actually making some of the instances more difficult than others. In a similar fashion, the more advanced distance metric in FDC was only able to match the simple Hamming distance measure for accuracy.
Many critical studies exist that point out that some of the most common measures of problem difficulty for evolutionary algorithms and other metaheuristics have only little to do with the actual problem difficulty. Since it turns out that using advanced neighborhood structures that more closely correspond to the operators used in evolutionary algorithm does not seem to improve the results, the question of what measures to use to assess problem difficulty remains open. One way to tackle this question would be to learn from the theoretical studies of scalability of GAs [6, 27] , which suggest signal-to-noise ratio, scaling, and fluctuating crosstalk as some of the major factors influencing problem difficulty. Nonetheless, these factors and other problem difficulty measures cannot be studied in isolation; otherwise, each measure will only have a limited scope and the potential for misleading results will remain great. 
