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En este trabajo se describen algunas propiedades y operaciones ba´sicas del grupo libre
y de sus subgrupos, as´ı como una metodolog´ıa para la resolucio´n algor´ıtmica de ciertos
problemas algebraicos mediante el uso de grafos. Adema´s, se ha desarrollado un programa
de co´digo abierto escrito en C++ que implementa los me´todos explicados.
Abstract
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MSC2000: 20E05
The aim of this work is, after describing the main characteristics of the free group and the
set of its subgroups, to introduce algorithmic methods used to solve some basic problems
in this area. The main tool of this methods is the use of graphs and their bijection with
the set of subgroups of the free group. In addition, most of the exposed methods have
been actually implemented in an open source C++ program.
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Introduccio´n
Los grupos libres (finitamente generados) son unos objetos algebraicos centrales en
la Teor´ıa Combinatoria y Geome´trica de Grupos, una de las a´reas del a´lgebra ma´s
modernas. El ret´ıculo de subgrupos del grupo libre es extremadamente complejo y
da lugar a multitud de problemas de investigacio´n, muchos de ellos au´n abiertos
El estudio de estas estructuras se vio´ revolucionado por un art´ıculo de J. R. Stallings
en 1983 en el que demostro´ una biyeccio´n entre los subgrupos finitamente generados
del grupo libre y un subconjunto de los grafos con unas propiedades determinadas.
Gracias a esto, muchos problemas se pueden resolver con te´cnicas mucho ma´s sen-
cillas que las utilizadas hasta la fecha. La idea general de todas ellas consiste en
obtener el grafo equivalente a un subgrupo, resolver en este un problema de grafos
equivalente al que se quiere resolver, y a “traducir” de nuevo el resultado al mundo
del a´lgebra no conmutativa.
La ventaja de este sistema radica en que los grafos son una estructura poco abstracta
que ha sido a´mpliamente estudiada desde el punto de vista algor´ıtmico, por lo que
los problemas en este a´mbito se suelen resolver de forma sencilla y eficiente mediante
el uso de algor´ıtmos generalmente conocidos. Adema´s, en el a´mbito de los grafos no
hay que tratar con una de las mayores complicaciones del a´lgebra no conmutativa,
como vendr´ıan siendo las cancelaciones.
A lo largo de este trabajo se explicara´, tras una breve introduccio´n a las estructuras
algebraicas que utilizara´n, en que´ consiste la biyeccio´n entre grafos de Stallings y
subgrupos del grupo libre. Adema´s, se indicara´n algunas formas de utilizar esta
te´cnica para la resolucio´n de problemas algebraicos conocidos como la pertenencia
o la interseccio´n.
Adema´s, como parte de este trabajo se ha desarrollado un software que lleva a la
pra´ctica muchas de las te´cnicas explicadas.
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Parte 1
El grupo libre y grafos

Cap´ıtulo 1
El grupo libre
1. Definicio´n
Sea A un conjunto finito
A = {a1, a2, . . . , ar}.
y sea A¯ el conjunto formado por los elementos de A y sus inversos formales:
A¯ = {a1, a−11 , a2, a−12 , . . . , ar, a−1r }
Una palabra es una secuencia w = s1s2...sk de elementos de A¯. Adema´s, si se cumple
que si 6= s−1i+1 ∀i ∈ [k − 1], decimos que w es una palabra reducida. Definimos la
palabra vac´ıa como la secuencia de longitud cero, y la representamos con 1.
Sea ahora FA el conjunto formado por las palabras reducidas sobre A y la palabra
vac´ıa, y definimos una operacio´n en FA que consiste en concatenar dos palabras.
Es decir, si w1 = s1s2...sn, y w2 = t1t2...tm son dos elementos de FA, entonces
w1w2 = (s1s2...sn)(t1t2...tm) = s1s2...snt1t2...tm
No´tese que esta palabra no tiene por que´ ser reducida. Por tanto, si sn = t
−1
1 ,
entonces estas dos letras se cancelan, y as´ı sucesivamente hasta que se obtiene una
palabra de FA.
La palabra vac´ıa es el elemento neutro de esta operacio´n, y dada una palabra
w = s1s2...sn, entonces su inversa es la palabra w
−1 = s−1n s
−1
n−1...s
−1
1 .
La demostracio´n de la asociatividad, a pesar de no ser complicada, es muy extensa
y se puede ver en [2].
Definicio´n 1.1. El conjunto FA con la operacio´n descrita es el grupo libre, y a A
se le denomina la base libre. Si B es otro conjunto de cardinal s, no es d´ıficil ver
que FA es isomorfo a FB si y so´lo si r = s. Se define el rango del grupo libre FA
como |A|.
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2. Subgrupos del grupo libre
Un subgrupo de un grupo es un subconjunto que tambie´n es un grupo. En el
caso del grupo libre, el estudio de sus subgrupos es un campo interesante, ya que
tiene propiedades que pueden no resultar intuitivas en relacio´n a otros grupos de
uso habitual co´mo Z o R. En la mayor´ıa de las ocasiones, estas propiedades son
consecuencia de la no conmutatividad del grupo libre.
Por ejemplo, si FA es un grupo libre de rango r, existen subgrupos en FA de
cualquier rango posible (el rango de un subgrupo es el taman˜o del mı´nimo con-
junto que lo genera), incluso rangos mayores que r. Como ejemplo particular,
H = 〈a, bab−1, b2ab−2〉 es un subgrupo de F{a,b} de rango 3, mientras que el
grupo tiene rango 2. De hecho, este grupo contiene subgrupos de rango infinito:
H∞ = 〈a, bab−1, b2ab−2, b3ab−3, ...〉.
Una propiedad que s´ı que es intuitiva pero que no es evidente viene dada por el
teorema siguiente.
Teorema 2.1 (Nielsen-Schreier). Todo subgrupo de un grupo libre es libre.
2.1. Extensiones de grupos libres. Una extensio´n de grupos libres es un par
H ≤ K. Existen ciertas relaciones de inclusio´n entre subgrupos del grupo libre que
son especialmente interesantes.
(1) H ≤fg K si H es un subgrupo de K finitamente generado.
(2) H ≤ff K si H es un factor libre de K. Esto significa que cualquier base de
H puede ser completada a una base de K. Esta propiedad siempre se cumple
en, por ejemplo, los subespacios de un espacio vectorial, pero no en el grupo
libre.
(3) H ≤fi K si H tiene ı´ndice finito dentro de K. Ma´s adelante veremos co´mo
comprobar sencillamente si un subgrupo del grupo libre tiene ı´ndice finito.
(4) H ≤alg K si para toda descomposicio´n de K en producto libre de dos subgru-
pos libres K = A ∗B, se cumple que si H ≤ A, entonces B es el grupo trivial.
Es decir, si no existe ninguna separacio´n de K en grupos no triviales que deje
a H en una de las partes.
A lo largo de este trabajo, se considerara´n so´lo subgrupos del grupo libre que sean
finitamente generados.
3. Interseccio´n de subgrupos
Sean H,K ≤ FA dos subgrupos del grupo libre finitamente generados. Su intersec-
cio´n H ∩K, por ser subgrupo de grupos libres, tambie´n es un grupo libre.
Acabamos de comprobar que un subgrupo de un grupo libre puede tener rango
mayor que el del grupo que lo contiene, o incluso ser infinito. El rango de la inter-
seccio´n, sin embargo, sigue unas ciertas restricciones.
Teorema 3.1 (Howson). La interseccio´n de dos grupos libres finitamente generados
tambie´n es finitamente generada.
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Por tanto, el rango de la interseccio´n H ∩K no puede ser infinito, y no so´lo eso,
sino que adema´s esta´ acotado en funcio´n de los rangos de H y K.
rank(H ∩K)− 1 ≤ 2(rank(H)− 1)(rank(K)− 1)
Esta cota se puede obtener combinatoriamente a partir del algoritmo de interseccio´n
de subgrupos que se explicara´ ma´s adelante.
En [7], Hanna Neumann conjeturo´ lo siguiente.
Conjetura 3.2 (Hanna Newmann).
rank(H ∩K)− 1 ≤ (rank(H)− 1)(rank(K)− 1)
Esta conjetura ha resultado ser cierta y ha sido probada recientemente usando
te´cnicas ma´s complicadas que las que veremos en este escrito.
Diremos que un subgrupo H es inerte si ∀K, rank(H∩K) ≤ rank(K). Determinar
algor´ıtmicamente si un subgrupo es inerte es un problema actualmente abierto.

Cap´ıtulo 2
Representacio´n de subgrupos
1. Grafos
El ret´ıculo de subgrupos del grupo libre esta´ en biyeccio´n con un conjunto de grafos
con unas propiedades determinadas ([3]). Esta biyeccio´n ha probado ser una gran
herramienta que simplifica el estudio de los subgrupos del grupo libre, permitiendo
resolver problemas anteriormente irresolubles por medio de conocidos problemas de
grafos que se pueden resolver algor´ıtmicamente. Todos los algoritmos expuestos en
las pa´ginas siguientes se basan en el uso de grafos para la resolucio´n de problemas
algebraicos.
Un grafo con etiquetas en A¯ es un par Γ = (V,E), donde E ⊆ V × V × A¯ que
cumple que si (u, v, a) ∈ E, entonces (v, u, a−1) ∈ E. El conjunto V es el conjunto
de nodos, y E es el conjunto de aristas del grafo Γ.
Dada una arista e = (u, v, a), diremos que u es el nodo inicial de e, v es su nodo final
y a es su etiqueta, y la arista e¯ = (v, u, a−1) es la arista opuesta de e. Evidentemente,
e¯ = e.
Un camino en Γ es una secuencia de aristas e1e2...el del grafo, tales que el nodo
final de ei es el nodo inicial de ei+1. Adema´s, si el nodo inicial de e1 es el mismo
que el nodo final de el, entonces es un camino cerrado sobre este nodo. Si ei 6=
e¯i+1∀i ∈ [n − 1], entonces se dice que el camino es reducido. Se define tambie´n el
camino opuesto de p = e1e2...el como p
−1 = e¯le¯l−1...e¯1.
Un grafo es conexo si para todo par de ve´rtices (u, v) existe un camino de u a v.
En general, un grafo Γ tendra´ un nodo que se llamara´ el nodo base y que sera´ rep-
resentado por n0. A partir de ahora, a no ser que se especifique lo contrario, cuando
se hable de caminos cerrados en Γ se hablara´ de caminos cerrados sobre n0.
9
10 2. REPRESENTACIO´N DE SUBGRUPOS
2. Relacio´n entre grafos y subgrupos del grupo libre
Sea ahora p un camino cerrado (sobre n0) en el grafo, y w la secuencia de las
etiquetas de las aristas de p. Se tiene que w es una palabra en A¯, que tras realizar
las cancelaciones pertinentes se corresponde a un elemento de FA.
Si se puede encontrar un camino cerrado en Γ que se corresponda a un elemento w
de FA, entonces tambie´n se pueden encontrar caminos cerrados que se correspondan
a wn, ya que la concatenacio´n de caminos cerrados sobre un mismo nodo tambie´n
es un camino cerrado sobre este nodo. Por otro lado, tambie´n se puede encontrar
un camino cerrado que se corresponda a w−1, que es el camino opuesto.
Dadas dos palabras w1, w2 tales que existe un camino cerrado en Γ para cada una
de ellas, la concatenacio´n de estos dos caminos da lugar a un camino que tambie´n
es cerrado y cuya palabra asociada es el producto w1w2.
Por tanto, un grafo se corresponde al subgrupo H ≤ FA generado por las palabras
correspondientes a caminos cerrados sobre n0 en Γ.
De hecho, es fa´cil obtener un grafo asociado a partir de los generadores de un
subgrupo. Partiendo del grafo trivial, que tan solo contiene el nodo base, se an˜aden
caminos cerrados disjuntos sobre el nodo base tales que la secuencia de etiquetas
de estos caminos sean los generadores del subgrupo. Hay que tener en cuenta que
este grafo depende de la base escogida para representar H, sin embargo, en general
se dara´ la base por conocida o la base sera´ indiferente. Por tanto, denotaremos este
grafo por Γ0A(H).
3. Grafos de Stallings
Bajo estas circunstancias, existen muchos grafos diferentes con los que se obtiene
el mismo subgrupo. De hecho, dado un grafo, an˜adirle una rama acabada en un
ve´rtice de grado uno, o cualquier cambio en componentes conexas que no contengan
el nodo base, no afectara´n al subgrupo asociado. Por tanto, la primera condicio´n
que se impondra´ en los grafos es que tengan una sola componente conexa y que no
tenga ve´rticas de grado uno que no sean el nodo base. El grafo Γ0A(H) cumple estas
condiciones.
Adema´s, no hemos ganado simplicidad, ya que sigue podiendo haber cancelaciones
al transformar la secuencia de etiquetas de un camino cerrado en un elemento del
grupo libre.
Una cancelacio´n en un camino reducido se debe a que se han atravesado dos aris-
tas consecutivas que tienen etiquetas contrarias. Cuando se da esta situacio´n, es
decir, que ∃u, v, w, s tal que s ∈ A, y (u, v, s), (u,w, s) ∈ E, se dice que el grafo no
esta´ folded. Un folding de este grafo consiste en obtener un nuevo grafo Γ∗ iden-
tificando los dos ve´rtices v, w (y por tanto las dos aristas). Si v o w eran el nodo
base del grafo original, entonces el nodo resultante vw de la identificacio´n de ambos
(cuya lista de adyacencia es la unio´n de las listas de adyacencia) sera´ el nodo base
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del grafo resultante. El folding queda completamente determinado con el grafo y la
tupla f = (u, v, w, s).
El folding tiene la interesante propiedad de que no afecta al subgrupo asociado al
grafo. Un camino cerrado en el Γ se puede convertir directamente en un camino
cerrado en Γ∗ simplemente sustituyendo los v y w en las aristas del camino original
por vw. La inclusio´n contraria (que se puede obtener un camino en el Γ a partir de
uno en Γ∗) no es tan trivial, pero hay una demostracio´n algor´ıtmica ma´s adelante
en el apartado de pertenencia. Adema´s, si Γ es conexo, Γ∗ tambie´n lo es y no se
crean nodos de grado uno.
Definicio´n 3.1. Un Grafo de Stallings es un grafo conexo, folded y que no tiene
ve´rtices de grado uno distintos del nodo base.
Teorema 3.2. El conjunto de los Grafos de Stallings con etiquetas en A¯ esta´ en
biyeccio´n con el conjunto de subgrupos de FA finitamente generados.
Veremos a continuacio´n la biyeccio´n explicitamente, viendo primero como obtener
el grafo de Stallings de un subgrupo y, a continuacio´n, como obtener una base del
subgrupo a partir del grafo.
3.1. Grafo de Stallings de un subgrupo. Supongamos que, partiendo del grafo
Γ0A(H), hemos obtenido una secuencia de grafos diferentes utilizando foldings.
Γ0A(H)
f1−→ Γ1A(H) f2−→ ...
fp−→ ΓpA(H)
Donde ΓpA(H) es un grafo que no admite ma´s foldings. Definimos ΓA(H) = Γ
p
A(H)
como el Grafo de Stallings del subgrupo H. Es necesario comprobar que esta defini-
cio´n es correcta.
En primer lugar, es necesario comprobar que la secuencia es finita. Esto se debe a
que al realizar un folding, el grafo resultante tiene al menos una arista menos que
el grafo original, as´ı que la longitud de la secuencia es co´mo ma´ximo el nu´mero de
aristas en el grafo.
En segundo lugar, en un grafo puede haber varios foldings factibles diferentes.
Sin embargo, el orden en el que estos se hagan no afecta al resultado final. La
demostracio´n de esto es tediosa y esta´ relacionada con la demostracio´n de la aso-
ciatividad en el grupo libre ([3]).
En tercer lugar, el grafo Γ0A(H) depende de la base escogida para representar H.
Sin embargo, en [3] podemos ver que el grafo de Stallings es independiente de ella.
Ejemplo 3.3. Sea H = 〈abcb, ca−1b, a〉 ≤ FA un subgrupo. En la Figura 1 se
muestra el grafo Γ0A(H) y su secuencia de foldings hasta obtener el grafo de Stallings
ΓA(H).
3.2. Obtener una base del subgrupo. En este apartado, nos sera´ u´til poder
tratar con una arista y con su inversa como si fuesen una sola entidad. Para ello,
consideraremos el conjunto E+ de las aristas bidireccionales: 2|E+| = |E|.
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Figura 1. Secuencia de foldings de H. Una arista entre u y v
apuntando a v y con etiqueta s representa dos aristas: (u, v, s) y
(v, u, s−1)
El proceso empieza por escoger un a´rbol generador T del grafo de Stallings, uti-
lizando por ejemplo el algoritmo de Kruskal. Por ser un a´rbol, tiene |V | − 1 aristas
(bidireccionales) y es conexo: para cada nodo u ∈ V , ∃! camino reducido pu de n0
a u.
Sea C el conjunto de las |E+|− (|V |−1) aristas que no esta´n en el a´rbol. Para cada
una de ellas ei ∈ C, tenemos que el camino ci = puiep−1vi es un camino reducido
cerrado dentro del grafo. Estos caminos nos dara´n elementos de FA que forman una
base del subgrupo asociado al grafo.
Es obvio que estos caminos tambie´n son caminos cerrados en el grafo original. Falta
ver que generan el subgrupo. Para ello, consideremos un camino cerrado reducido
p en el grafo de Stallings. Si lo escribimos en la forma:
p = t1e
1
i1
t2e
2
i2
...tm−1e
m−1
im−1 tm
Donde ei son las aristas que no esta´n en el arbol, i = ±1 y ti son subcaminos
contenidos dentro de e´l, podemos ver que este camino es equivalente a c1i1 c
2
i2
...c
m−1
im−1
tras realizar las cancelaciones oportunas.
De aqu´ı se deduce que el rango de este subgrupo es el nu´mero de ciclos independi-
entes, que viene dado por el teorema de Euler.
rank(H) = |E+| − |V |+ 1
Parte 2
Resolucio´n de problemas al-
gebraicos

Cap´ıtulo 3
Pertenencia
Dado un subgrupo del grupo libre H ≤ FA, no es un problema trivial determinar
si una palabra reducida w forma parte de H o no, debido a la gran cantidad de
cancelaciones que se pueden producir al multiplicar elementos del grupo libre. Por
ejemplo, consideremos el subgrupo H = 〈x, y, z〉 = 〈aba, ba2b−1, abab〉. Es fa´cil ver,
en este caso, que b ∈ H. Aunque no es tan obvio, tambie´n se puede ver que a /∈ H,
ya que todos los elementos de la base tienen un nu´mero par de a. Pero ver si ab−1a
forma parte de H parece ser ma´s complicado.
Utilizando la relacio´n entre los subgrupos del grupo libre y los grafos de Stallings,
comprobar si cualquier elemento es un miembro del subgrupo se convierte en un
problema fa´cil de resolver, y no so´lo eso, sino que adema´s tambie´n sera´ posible
averiguar co´mo representar un elemento como producto de los generadores y sus
inversos. Por ejemplo, en el caso anterior:
ab−1a = (abab)−1(aba)(ba2b−1)(aba)−1(abab)(aba)−1(abab)−1(aba)·
· (ba2b−1)(aba)−1(abab) = z−1xyx−1zx−1z−1xyx−1z
Por tanto, ab−1a ∈ H, pero su representacio´n como producto de generadores no es,
en absoluto, trivial.
Adema´s, este problema es clave para la resolucio´n de otros problemas ma´s impor-
tantes. Por ejemplo, dados dos subgrupos H,K ≤ FA, se tiene que H ≤ K si y
so´lo si todos los generadores de H son miembros de K. Tambie´n se podra´ deter-
minar, como se vera´ en detalle ma´s adelante, si un morfismo entre grupos libres es
exhaustivo, y en caso de biyectividad, obtener el morfismo inverso.
1. Algoritmo
Sea H ≤ FA un subgrupo y ΓA(H) su grafo de Stallings. Sea ahora una palabra
reducida w = s1s2...sk ∈ FA. Entonces w ∈ H si y solo si existe un camino cerrado
en ΓA(H) cuya secuencia de etiquetas sea exactamente w.
En caso de existir, este camino es u´nico, y se puede ir construyendo incremental-
mente. El nodo inicial del camino es el nodo base n0. Supongamos que tenemos
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construido un camino pi en ΓA(H) de longitud i, cuyo nodo final es ui y tal que su
secuencia de etiquetas son los i primeros te´rminos de w. Para poder continuar el
camino, necesitamos una arista que salga de ui cuya etiqueta sea si+1. Si no existe
tal arista, entonces w /∈ H. Si existe, entonces es u´nica, ya que el grafo esta´ folded.
Incrementamos el camino usando esta arista y repetimos el proceso hasta obtener
un camino de longitud k (la longitud de la palabra). Si este camino es cerrado
(acaba en n0), entonces w ∈ H. En caso contrario, w /∈ H.
Para ver la correctitud del algoritmo, el primer paso es comprobar que en un camino
reducido no hay cancelaciones, ya que si las hubiese, quiza´s ser´ıa posible encontrar
un camino reducido de longitud mayor que k tal que, aunque su secuencia de eti-
quetas no sea exactamente w, tras una serie de cancelaciones s´ı que lo fuese.
Para haber una cancelacion, tiene que haber dos aristas consecutivas en el camino
con etiquetas opuestas:
p = e1e2...(ui, ui+1, s)(ui+1, ui+2, s
−1)...en
Pero esto da lugar a una contradiccio´n, ya que ei = (ui+1, ui, s
−1) y por tanto hay
dos aristas cuyo nodo inicial es ui+1 y que tienen la misma etiqueta. Como el grafo
es folded, estas dos aristas deben ser la misma, y esto significa que ui = ui+2 ⇒
ei = ei+1 y el camino no es reducido.
1.1. Determinar producto de generadores. Teniendo w como un camino cer-
rado en ΓA(H) se puede obtener una representacio´n de w como producto de los
generadores originales de H y de sus inversos. Si estos generadores son independi-
entes (una base), entonces esta representacio´n es u´nica.
Para hacer esto, es necesario conocer una secuencia de foldings que transforme
Γ0A(H) en ΓA(H) (no´tese que en este caso esta´ definido con respecto a la base en
la que se quiere representar w).
Γ0A(H)
f1−→ Γ1A(H) f2−→ ...
fp−→ ΓpA(H) = ΓA(H)
La idea general consiste en “elevar” el camino por los foldings (obtener un camino
cerrado reducido en Γi(H) a partir del camino en Γi+1(H)) hasta obtener un camino
en Γ0A(H), a partir del cual es trivial obtener la representacio´n como producto de
elementos de la base: cada vez que el camino vuelve a visitar el nodo base, se ha
multiplicado o bien por uno de los elementos de la base o bien por uno de sus
inversos.
Procedamos ahora a una explicacio´n ma´s detallada del algoritmo. Supongamos
que tenemos un camino cerrado reducido pi de longitud l en Γi(H), i ∈ [p], y
queremos obtener a partir de este otro camino cerrado y reducido en Γi−1(H) que
se corresponda a la misma palabra. El grafo Γi(H) ha sido obtenido a partir de
Γi−1 por medio del folding definido por fi = (u, v, w, σ). La identificacio´n en Γi(H)
del los nodos v y w se llama vw. El nuevo camino se construira´ incrementalmente
a partir del anterior.
Supongamos que vamos por el paso j: hemos construido un camino p˜ en Γi−1(H)
a partir del prefijo de longitud j del camino pi, cuyo nodo final es x. A lo largo del
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proceso mantendremos el siguente invariante: si z = vw, entonces el nodo final de
p˜ puede ser tanto v como w; en caso contrario, el nodo final de p˜ debe ser igual a
x.
La arista que vamos a elevar ahora es eij = (x, y, s). Hay cuatro casos:
(1) x, y 6= vw: En este caso, tan solo hay que incrementar el camino p˜ con la arista
eij .
(2) x 6= vw, y = vw: Necesariamente, el grafo Γi−1(H) debe tener por lo menos
una de las dos aristas: (x, v, s), (x,w, s). Incrementar el camino p˜ con cualquiera
de las dos.
(3) x = vw, y 6= vw: El nodo final de p˜ es o v o w. Supongamos, sin pe´rdi-
da de generalidad, que es v (el caso contrario es totalmente ana´logo). Si
Γi−1(H) tiene la arista (v, y, s), la usamos para incrementar p˜. Si no la tiene,
entonces necesariamente tiene (w, y, s), y en este caso incrementamos p˜ con
(v, u, σ−1)(u,w, σ)(w, y, s).
(4) x = y = vw: Este caso es una combinacio´n de los dos anteriores. Si existe una
arista desde x hasta v o w con la etiqueta indicada, se toma, y en caso con-
trario se atraviesa el folding como en el caso anterior y ahora necesariamente
estara´ una de las dos.
Hay que tener especial cuidado en el caso de que vw sea el nodo base, ya que en este
caso, el camino puede terminar tanto en v como en w. Sin embargo, so´lo uno de
ellos sera´ el nodo base del grafo Γi−1(H), por lo que es posible no haber obtenido
un camino cerrado. En este caso, se debe alargar el camino para llegar al nodo
base utilizando las aristas del folding, como en los casos (3) y (4). De esta forma,
obtenemos un camino cerrado que representa el mismo elemento.
Sin embargo, el camino no tiene por que´ ser reducido. Definimos pi−1 como la re-
duccio´n de este camino: se cancelan los pares de aristas consecutivas de la secuencia
formados por una misma arista en direcciones opuestas.
1.2. Explicacio´n del ejemplo. En la Figura 2 se pueden ver los foldings del
subgrupo H. Dada la palabra w = ab−1a, el camino asociado a esta palabra en el
grafo de Stallings es p7 = (n0, 1, a)(1, 1, b
−1)(1, n0, a). A continuacio´n se muestran
caminos obtenidos al “elevar” este camino por los foldings.
• p6 = (n0, 1, a)(1, n0, a)(n0, 2, a−1)(2, 1, b−1)(1, n0, a).
• p5 = (n0, 3, a)(3, n0, a)(n0, 2, a−1)(2, 1, b−1)(1, n0, a−1)(n0, 3, a)(3, n0, a).
• p4 = (n0, n0, b−1)(n0, 4, b)(4, 3, a)(3, 4, a)(4, n0, b−1)(n0, n0, b)(n0, 2, a−1)
(2, 1, b−1)(1, n0, a−1)(n0, n0, b−1)(n0, 4, b)(4, 3, a)(3, 4, a)(4, n0, b−1)(n0, n0, b).
• p3 = (n0, 5, b−1)(5, 2, a−1)(2, n0, a)(n0, 4, b)(4, 3, a)(3, 4, a)(4, n0, b−1)(n0, 2, a−1)
(2, 5, a)(5, n0, b)(n0, 2, a
−1)(2, 1, b−1)(1, n0, a−1)(n0, 5, b−1)(5, 2, a−1)
(2, n0, a)(n0, 4, b)(4, 3, a)(3, 4, a)(4, n0, b
−1)(n0, 2, a−1)(2, 5, a)(5, n0, b).
• p2 = (n0, 5, b−1)(5, 2, a−1)(2, 1, b−1)(1, 6, b)(6, n0, a)(n0, 4, b)(4, 3, a)(3, 4, a)
(4, n0, b
−1)(n0, 6, a−1)(6, 1, b−1)(1, 2, b)(2, 5, a)(5, n0, b)(n0, 6, a−1)(6, 1, b−1)
(1, n0, a
−1)(n0, 5, b−1)(5, 2, a−1)(2, 1, b−1)(1, 6, b)(6, n0, a)(n0, 4, b)(4, 3, a)
(3, 4, a)(4, n0, b
−1)(n0, 6, a−1)(6, 1, b−1)(1, 2, b)(2, 5, a)(5, n0, b).
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• p1 = (n0, 5, b−1)(5, 2, a−1)(2, 1, b−1)(1, n0, a−1)(n0, 7, a)(7, 6, b)(6, n0, a)
(n0, 4, b)(4, 3, a)(3, 4, a)(4, n0, b
−1)(n0, 6, a−1)(6, 7, b−1)(7, n0, a−1)(n0, 1, a)
(1, 2, b)(2, 5, a)(5, n0, b)(n0, 6, a
−1)(6, 7, b−1)(7, n0, a−1)(n0, 5, b−1)(5, 2, a−1)
(2, 1, b−1)(1, n0, a−1)(n0, 7, a)(7, 6, b)(6, n0, a)(n0, 4, b)(4, 3, a)(3, 4, a)(4, n0, b−1)
(n0, 6, a
−1)(6, 7, b−1)(7, n0, a−1)(n0, 1, a)(1, 2, b)(2, 5, a)(5, n0, b).
• p0 = (n0, 5, b−1)(5, 2, a−1)(2, 1, b−1)(1, n0, a−1)(n0, 7, a)(7, 6, b)(6, n0, a)
(n0, 4, b)(4, 3, a)(3, 8, a)(8, n0, b
−1)(n0, 6, a−1)(6, 7, b−1)(7, n0, a−1)(n0, 1, a)
(1, 2, b)(2, 5, a)(5, n0, b)(n0, 6, a
−1)(6, 7, b−1)(7, n0, a−1)(n0, 5, b−1)(5, 2, a−1)
(2, 1, b−1)(1, n0, a−1)(n0, 7, a)(7, 6, b)(6, n0, a)(n0, 4, b)(4, 3, a)(3, 8, a)(8, n0, b−1)
(n0, 6, a
−1)(6, 7, b−1)(7, n0, a−1)(n0, 1, a)(1, 2, b)(2, 5, a)(5, n0, b).
La secuencia de etiquetas del camino p0 es
w = (b−1a−1b−1a−1)(aba)(baab−1)(a−1b−1a−1)(abab)(a−1b−1a−1)(b−1a−1b−1a−1)·
· (aba)(baab−1)(a−1b−1a−1)(abab) = z−1xyx−1zx−1z−1xyx−1z
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b
Figura 2. Secuencia de foldings del subgrupo H = 〈aba, ba2b−1, abab〉

Cap´ıtulo 4
Interseccio´n de subgrupos
El hecho de que la intersecco´n de subgrupos libres finitamente generados tambie´n
sea finitamente generada (Teorema de Howson) permite tratar este problema por
medio del uso de grafos de Stallings. Sin esta herramienta, extraer propiedades de
la interseccio´n de dos subgrupos ser´ıa ma´s complicado, incluso el simple hecho de
encontrar una base.
Por ejemplo, sean H y K dos subgrupos: H = 〈u, v, w〉 = 〈b, a3, a2bab−1a〉, y
K = 〈x, y, z〉 = 〈a3, ab, a2ba〉. A simple vista se puede ver que a3 ∈ H ∩K e inda-
gando un poco ma´s se puede ver que b−1a3b tambie´n forma parte de la interseccio´n.
Encontrar el resto de generadores a ojo co´mo estos dos no es un procedimiento
va´lido, ya que estos podr´ıan ser arbitrariamente grandes. Y no so´lo eso, sino que
tampoco se sabe cuando se han encontrado todos y hay que dejar de buscar: la
conjetura de Hanna Neumann tan so´lo proporciona una desigualdad respecto al
rango de la interseccio´n, no dice nada sobre como construir una base.
Utilizando los grafos de Stallings, sin embargo, se puede encontrar determin´ıstica-
mente una base de la interseccio´n de forma computacionalmente eficiente. En el
ejemplo anterior, por ejemplo, se obtiene que rank(H ∩K) = 5, y una posible base
ser´ıa:
a3 = v = x
b−1a3b = u−1vu = y−1xy
a−1ba3b−1a = v−1wv−1wv−1w = x−1zxz−1x
a−1bab−1a3ba−1b−1a = v−1wvw−1v = x−1zy−1xyz−1x
a−1bab−1aba−1ba−1b−1a = v−1wuw−1v = x−1zy−1zx−1yz−1x
En la Figura 3 se pueden ver los grafos de Stallings correspondientes a este ejemplo.
A continuacio´n, veremos que calcular la interseccio´n de dos subgrupos es equivalente
a una sencilla operacio´n entre grafos llamada pull-back.
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H ∩K = 〈a3, b−1a3b, a−1ba3b−1a, a−1bab−1a3ba−1b−1a, a−1bab−1aba−1ba−1b−1a〉
Figura 3. Grafos de Stallings de H, K y H ∩K
1. Pull-back de dos grafos
Dados dos grafos Γ1 = (V1, E1) y Γ2 = (V2, E2), el pull-back de Γ1 y Γ2 es un nuevo
grafo definido por Γ = Pb(Γ1,Γ2) = (V,E), donde:
V = V1 × V2
E = {((u1, u2), (v1, v2), s) ∈ V × V × A¯ | (u1, v1, s) ∈ E1, (u2, v2, s) ∈ E2}
El nodo base sera´ el nodo producto (n01, n02) de los nodos base de Γ1 y Γ2.
El pull-back, en general, no cumple los requisitos para ser un grafo de Stallings,
aunque Γ1 y Γ2 s´ı lo hagan. Puede no ser conexo y tener ve´rtices de grado uno que
no sean el nodo base. Sin embargo, si Γ1 y Γ2 esta´n folded, entonces Γ tambie´n lo
estara´.
Demostracio´n. Supongamos que Γ no esta´ folded. Entonces tiene dos aristas con
mismo nodo inicial y misma etiqueta.
e1 = ((u1, u2), (v1, v2), s) ∈ E ⇒
{
(u1, v1, s) ∈ E1
(u2, v2, s) ∈ E2
e2 = ((u1, u2), (w1, w2), s) ∈ E ⇒
{
(u1, w1, s) ∈ E1
(u2, w2, s) ∈ E2
No puede ser que v1 = w1 y v2 = w2, ya que entonces tendr´ıamos que e1 = e2.
Entonces, si v1 6= w1, tenemos dos aristas diferentes (u1, v1, s), (u1, w1, s) en el
grafo Γ1 con el mismo nodo incial y misma etiqueta, por lo que no estar´ıa folded.
Ana´logamente, si v2 6= w2, entonces el grafo Γ2 no estar´ıa folded, y como ambos lo
esta´n, se tiene una contradiccio´n. uunionsq
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Por tanto, obtener un grafo de Stallings a partir del pull-back es sencillo. Tan
so´lo hay que eliminar las componentes conexas que no contienen el nodo base e ir
“podando” sucesivamente los nodos de grado uno (distintos del nodo base), ya que
ninguna de estas operaciones afecta al subgrupo asociado al grafo. A este grafo se
le denominara´ Pb∗(H,K).
2. Pull-back e interseccio´n
Teorema 2.1. Sean H y K dos subgrupos del grupo libre. Entonces:
Γ(H ∩K) = Pb∗(ΓA(H),ΓA(K))
Demostracio´n. Es suficiente con ver que el subgrupo asociado al pull-back es la
interseccio´n, ya que las operaciones que transforman el pull-back en Pb∗(ΓA(H),ΓA(K))
no afectan al subgrupo asociado.
Para ello, veremos que podemos obtener caminos cerrados en ambos grafos a partir
de caminos en el pull-back y viceversa. Si p es un camino en el pull-back
p = ((n01, n02), (u1, v1), s1)((u1, v1), (u2, v2), s2)...((un−1, vn−1), (n01, n02), sn)
Inmediatamente, podemos definir dos caminos en ΓA(H) y ΓA(K):
pH = (n01, u1, s1)(u1, u2, s2)...(un−1, n01, sn)
pH = (n02, v1, s1)(v1, v2, s2)...(vn−1, n02, sn)
Ya que, por construccio´n, la arista ((ui, vi), (ui+1, vi+1), si+1) esta´ en el pull-back
si y so´lo si las aristas (ui, ui+1, si+1) y (vi, vi+1, si+1) esta´n en ΓA(H) y ΓA(K).
Este argumento funciona en ambas direcciones y por eso a partir de dos caminos
en los dos grafos podemos definir uno en el pull-back con la misma secuencia de
etiquetas. uunionsq
Por tanto, obtener el grafo de Stallings de la interseccio´n de dos subgrupos consiste
en calcular el grafo de Stallings de los dos subgrupos, calcular el pull-back de este
y convertirlo en un grafo de Stallings.
Una vez se tiene este grafo, en la seccio´n 3 se ha visto co´mo obtener una base del
subgrupo asociado a un grafo de Stallings.

Cap´ıtulo 5
I´ndice de un subgrupo
El ı´ndice de un subgrupo es otra de las propiedades que se pueden determinar
fa´cilmente gracias a la biyeccio´n de Stallings. Con el me´todo que se explicara´ a
continuacio´n, no so´lo es posible determinar el valor del ı´ndice, sino que si este es
finito (podr´ıa no serlo) se podra´ obtener un representante de cada una de las clases
laterales.
Para relacionar el ı´ndice con los grafos, es necesario introducir un nuevo concepto,
el de grafos A¯-regulares.
1. Grafos A¯-regulares
Un grafo Γ = (V,E) es A¯-regular si ∀u ∈ V , ∀s ∈ A¯, ∃v ∈ V tal que (u, v, s) ∈ E.
La relacio´n entre grafos A¯-regulares y el ı´ndice de un subgrupo viene dada por el
teorema siguiente.
Teorema 1.1. Sea H ≤ FA. Entonces
|FA : H| <∞⇔ ΓA(H) es A¯-regular
Demostracio´n. (⇒) Asumamos que |FA : H| = I <∞. Esto significa que pode-
mos escribir FA como unio´n finita de sus clases laterales.
FA =
I⋃
i=1
Hgi
Supongamos que ΓA(H) no es A¯-regular ⇒ ∃u ∈ V , s ∈ A¯ tal que no hay
ninguna arista que salga de u con etiqueta s. Sea w la palabra asociada a un
camino reducido de n0 a u. Entonces la palabra ws es reducida y no puede
existir ninguna palabra reducida en H que tenga ws como prefijo.
Sea L = ma´x{|g1|, |g2|, ..., |gI |}, y sea x = wsL+1 ∈ FA. Necesariamente, x
esta´ contenido en alguna de las clases laterales: x ∈ Hgi ⇒ xg−1i ∈ H. Pero
xg−1i tiene prefijo ws, por lo que no puede pertenecer a H.
⇒ ΓA(H) es A¯-regular
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(⇐) Asumamos ahora que el grafo ΓA(H) es A¯-regular. Para cada u ∈ V , sea pu
la palabra asociada a un camino desde el nodo base hasta el nodo u.
Sea ahora w ∈ FA una palabra cualquiera. Es obvio que existe un camino pw
en ΓA(H) cuya palabra asociada es w, ya que desde cualquier ve´rtice todas
las etiquetas esta´n disponibles. Al nodo final de este camino lo denotaremos
por η(w).
FA =
⋃
w∈FA
w =
⋃
w∈FA
wp−1η(w)pη(w)
=
⋃
u∈V
⋃
w∈FA|η(w)=u
wp−1u pu =
⋃
u∈V
 ⋃
w|η(w)=u
wp−1u
 pu
=
⋃
u∈V
Hpu
⇒ |FA : H| = |V | <∞
uunionsq
Por tanto, comprobar si el subgrupo tiene ı´ndice finito es tan sencillo como compro-
bar que el grafo de Stallings es A¯-regular. Adema´s, en caso afirmativo, se pueden
obtener los representantes de las clases laterales calculando la palabra asociada un
caminos desde el nodo base hasta cada uno de los otros nodos.
Corolario 1.2 (Fo´rmula de Schrier). Sea H un subgrupo de ı´ndice finito de un
grupo libre finitamente generado FA. Entonces
rank(H)− 1 = |FA : H|(rank(FA)− 1)
Demostracio´n. Sea ΓA(H) = (E, V ) el grafo de Stallings de H, y consideremos
el conjunto de aristas bidireccionales E+. Sabemos que rank(H) = |E+| − |V |+ 1.
Sin embargo, como H tiene ı´ndice finito, ΓA(H) es A¯-regular, y por tanto todos los
nodos tienen una arista incidente con cada pasible etiqueta.
⇒ rank(H)− 1 = |E+| − |V | = rank(FA)|V | − |V | = |FA : H|(rank(FA)− 1)
uunionsq
Cap´ıtulo 6
Extensiones algebraicas de un sub-
grupo
Recordemos que una extensio´n de subgrupos H ≤ K es algebraica si y solo si
∀L ⊆ FA tal que H ≤ L ≤ff K, se cumple que L = K.
De nuevo, los grafos de Stallings nos permiten identificar si una extensio´n es o no
algebraica. Sin embargo, este es el primero de los algoritmos que veremos cuyo coste
no es polino´mico, lo cual presentara´ graves limitaciones pra´cticas sobre el taman˜o
(nu´mero de nodos en el grafo de Stallings) de los subgrupos con los que podemos
trabajar.
1. Orla de un subgrupo
Definicio´n 1.1. Sean Γ1 = (V1, E1) y Γ2 = (V2, E2) dos grafos. Un morfismo
de grafos es una aplicacio´n ϕ : V1 −→ V2 tal que, si (u, v, s) ∈ E1, entonces
(ϕ(u), ϕ(v), s) ∈ E2.
Lema 1.2 ([4]). Sean H,K dos subgrupos. Entonces H ≤ K si y so´lo si existe un
morfismo de grafos ϕH,K de ΓA(H) a ΓA(K). Si existe, este morfismo es u´nico.
Definicio´n 1.3. La A-orla de un subgrupo H es el conjunto de extensiones K de
H tales que el morfismo ϕH,K es exhaustivo, y se denotara´ por OA(H).
1.1. Ca´lculo de la orla de un subgrupo. Un morfismo de grafos exhaustivo
queda determinado por una divisio´n de los nodos en subconjuntos. Supongamos que
tenemos un grafo Γ y que hemos dividido sus nodos en k subconjuntos disjuntos.
Podemos definir un grafo Γ2 con k nodos y una aplicacio´n ϕ que env´ıe cada uno de
los k subconjuntos a un nodo de Γ2. Si ahora an˜adimos en Γ2 las aristas necesarias
para que ϕ sea un morfismo de grafos, habremos construido un morfismo de grafos
exhaustivo. Es fa´cil ver que todos los morfismos exhaustivos que parten de Γ se
obtienen as´ı.
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Por tanto, podemos crear tantos morfismos exhaustivos de Γ a un grafo de orden k
como formas hay de separar los |V | nodos de Γ en k subconjuntos distintos:{|V |
k
}
El nu´mero total de morfismos exhaustivos es
|V |∑
k=1
{|V |
k
}
= B|V |
Donde Bn es el n-e´simo nu´mero de Bell, que representa el nu´mero de formas de
particionar un conjunto de n elementos. Este nu´mero escala muy ra´pidamente con n,
por lo que para grafos con 12 o 13 nodos deja de ser computacionalmente asequible
calcular todos los morfismos y grafos posibles.
Hay que tener en cuenta que no todos los grafos obtenidos en el procedimiento
anterior dara´n lugar a un subgrupo de la A-orla, ya que muchos de ellos podr´ıan
no estar folded, y un folding en uno de estos (identificar dos nodos) equivale a
identificar dos subconjuntos de la particio´n de la que se ha obtenido. Esto da lugar
a otra particio´n y por tanto obtendr´ıamos un grafo que ya esta´ en el conjunto.
En otras palabras, podemos descartar directamente todos los grafos que no esta´n
folded.
Lo que s´ı que podemos decir es que el cardinal de la A-orla esta´ superiormente
acotado por los nu´meros de Bell, y que por tanto la A-orla es finita.
Ejemplo 1.4. Sea H = 〈abcb, ca−1b, a〉 ≤ FA un subgrupo. Su grafo de Stallings
tiene 4 nodos, por tanto existen B4 = 15 relaciones de equivalencia distintas entre
sus nodos, cada una dando lugar a una aplicacio´n exhaustiva. De todas ellas, tan
so´lo 4 dan lugar a grafos que sean folded, de los cuales se obtienen los subgrupos
de la orla de H. Estos grafos se pueden ver en la Figura 4.
2. Teorema de Takahasi
A simple vista, no existe ninguna relacio´n entre la A-orla de un subgrupo y sus
extensiones algebraicas. Sin embargo, la relacio´n existe y se establecera´ ma´s tarde
gracias al teorema de Takahasi.
Teorema 2.1 (Takahasi). Sea FA el grupo libre con base A y H ≤ FA un subgrupo
finitamente generado. Entonces, existe una coleccio´n finita y calculable de exten-
siones de H, {H = H0, H1, ...,Hn} tal que para toda extensio´n K de H, existe un
subgrupo de la coleccio´n que es factor libre de K, H ≤ Hi ≤ff K ≤ FA. Cualquier
coleccio´n de extensiones que cumpla esta propiedad es una familia de Takahasi.
La demostracio´n del teorema se puede ver en [4]. Adema´s de la demostracio´n del
teorema se deduce inmediatamente que la A-orla de H satisface las condiciones
requeridas por el teorema: OA(H) es una familia de Takahasi.
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Figura 4. Grafos de Stallings correspondientes a los subgrupos
de la A-orla de H
Evidentemente, no es la u´nica. Si B es otra base de FA, entonces la B-orla, OB(H),
tambie´n es una familia de Takahasi. Adema´s, podemos an˜adir tantos subgrupos
como queramos a una familia de Takahasi sin que e´sta deje de serlo.
Sin embargo, como veremos ma´s tarde, existe una familia de Takahasi mı´nima, que
adema´s no depende de la base ambiente.
2.1. Subgrupos comprimidos.
Definicio´n 2.2. Se dice que un subgrupo H ≤ FA es comprimido si para toda
extensio´n H ≤ K, se cumple que rank(H) ≤ rank(K).
Proposicio´n 2.3. Sea H un subgrupo y L una familia de Takahasi de H. Supong-
amos que ∀K ∈ L, se cumple que rank(H) ≤ rank(K). Entonces H es comprimido.
Demostracio´n. Sea K una extensio´n de H. Por ser L una familia de Takahasi,
∃M ∈ L tal que H ≤M ≤ff K. Por tanto
rank(H) ≤ rank(M) ≤ rank(K)
uunionsq
Por tanto, para determinar si un subgrupo H es comprimido, basta con calcular una
familia de Takahasi (por ejemplo OA(H)), y comprobar que todos los elementos de
la familia tienen rango mayor o igual que el de H.
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3. Extensiones algebraicas
Definicio´n 3.1. Denotaremos con AE (H) al conjunto de las extensiones alge-
braicas de H.
Nota 3.2. Este conjunto es independiente de la base libre A escogida [4]. Es decir,
sean H ≤ K ≤ FA extensiones de grupos libres y sea ϕ ∈ Aut(FA), entonces
H ≤alg K ⇔ ϕ(H) ≤alg ϕ(K).
Proposicio´n 3.3. El conjunto de las extensiones algebraicas AE (H) esta´ contenido
en toda familia de Takahasi de H.
Demostracio´n. Sea L una familia de Takahasi de H y sea K ∈ AE (H). Por
ser L una familia de Takahasi, entonces ∃M ∈ L tal que H ≤ M ≤ff K. Como
H ≤alg K, entonces M = K, y por tanto K ∈ L. uunionsq
Esta proposicio´n nos proporciona el nexo entre las extensiones algebraicas de un
subgrupo y su A-orla. Y es que por ser la A-orla una familia de Takahasi, se tiene
que
AE (H) ⊆ OA(H)
De lo cual se deduce inmediatamente que, si H es finitamente generado, entonces
el conjunto de sus extensiones algebraicas es un conjunto finito, ya que
|AE (H)| ≤ |OA(H)| ≤ B|V | <∞
Proposicio´n 3.4. El conjunto de las extensiones algebraicas de H es el subconjunto
de cualquier familia de Takahasi de H que no tiene factores libres dentro de la
familia.
Demostracio´n. Sea L una familia de Takahasi de H.
Es evidente que una extensio´n algebraica de H no puede tener factores libres dentro
de la familia, ya que de lo contrario no ser´ıa algebraica. Veamos ahora la otra
inclusio´n.
Sea K ∈ L tal que no contiene factores libres dentro de la familia. Sea ahora una
extension M de H tal que H ≤ M ≤ff K. Por definicio´n de familia de Takahasi,
existe un subgrupo N ∈ L tal que H ≤ N ≤ff M . Como N ≤ff M ≤ff K,
entonces N ≤ff K, pero hab´ıamos dicho que K no ten´ıa factores libres dentro de
la familia, por lo que N = K y M = K, de lo que se deduce que H ≤alg K. uunionsq
Proposicio´n 3.5. El conjunto de las extensiones algebraicas de H es la familia de
Takahasi mı´nima para H.
Demostracio´n. Sea L una familia de Takahasi de H, y sea K ∈ L que cumpla
que K /∈ AE (H). Entonces ∃M ∈ L tal que M ≤ff K, ya que de lo contrario K
ser´ıa una extensio´n algebraica. Sea N una extensio´n de H tal que H ≤ K ≤ff N .
Entonces H ≤M ≤ff N , por lo que L\{K} tambie´n es una familia de Takahasi. uunionsq
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Esta u´ltima proposico´n, a pesar de ser interesante, no es necesaria para calcular las
extensiones algebraicas de un subgrupo. Para esto, tan so´lo es necesario saber que
esta´n contenidas en cualquier familia de Takahasi, y que adema´s son el subconjunto
de los elementos que no tienen factores libres dentro de la familia.
En concreto, en este mismo cap´ıtulo se ha explicado co´mo calcular expl´ıcitamente
una familia de Takahasi: OA(H). Por tanto, para calcular el conjunto de las ex-
tensiones algebraicas basta con calcular la A-orla de H, y para cada elemento de
esta´ comprobar si algu´n otro elemento es factor libre. De hecho, existe una conje-
tura que relaciona ma´s directamente el conjunto de las extensiones algebraicas con
la orla.
Conjetura 3.6.
AE (H) =
⋂
B base
OB(H)
Dada una extensio´n H ≤ K, en el cap´ıtulo siguiente se indicara´ co´mo es posible
identificar si H ≤ff K.

Cap´ıtulo 7
Morfismos de grupos libres
Dados dos grupos (G, ·) y (H, ∗), una aplicacio´n ϕ : G −→ H es un morfismo si
∀x, y ∈ G ϕ(xy) = ϕ(x) ∗ ϕ(y)
Si los dos grupos son el mismo entonces ϕ es un endomorfismo. Denotaremos por
Aut(G) al conjunto de los automorfismos de G.
Para definir un morfismo es suficiente con definirlo sobre un conjunto de generadores
del grupo. Dado un grupo libre FA y ϕ ∈ Aut(FA), la imagen de FA por ϕ es un
subgrupo de FA
ϕ(FA) = 〈ϕ(a1), ϕ(a2), ..., ϕ(ar)〉 ≤ FA
El hecho de que la imagen de un morfismo sea un subgrupo dentro del grupo de
llegada nos permitira´ conocer algunas propiedades de los morfismos aplicando las
propiedades de los subgrupos que hemos visto a lo largo de los cap´ıtulos anteriores.
1. Automorfismos biyectivos
Para saber si un endomorfismo es biyectivo, es suficiente con comprobar que es
exhaustivo (por ser automorfismo, el rango del grupo de salida y el de llegada es el
mismo).
Esto se puede comprobar fa´cilmente. Es suficiente con ver que
ai ∈ 〈ϕ(a1), ϕ(a2), ..., ϕ(ar)〉 ∀i ∈ [r]
Y en el cap´ıtulo 3 se ha visto co´mo comprobar si un elemento pertenece a un
subgrupo.
En caso de biyectividad, tambie´n podemos calcular el morfismo inverso. Basta con
utilizar, para cada elemento ai de la base, el algoritmo explicado en el cap´ıtulo 3
para calcular una representacio´n de ai en funcio´n de la base del subgrupo (se puede
porque hemos comprobado que ai esta´ en la imagen). De esta forma, obtenemos
ai =
li∏
j=1
ϕ(akij )⇒ ϕ−1(ai) = ϕ−1
 li∏
j=1
ϕ(akij )
⇒ ϕ−1(ai) = li∏
j=1
akij
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Y por tanto tenemos el morfismo inverso definido en funcio´n de la base del grupo.
2. Automorfismos de Whitehead
El conjunto de los automorfismos del grupo libre, Aut(FA), es finitamente generado
[6].
Un posible conjunto finito de generadores son los automorfismos de Whitehead,
definidos en funcio´n de la base A del grupo libre. Hay dos tipos de automorfismos
de Whitehead.
2.1. Automorfismos de Whitehead de primera especie. Son los automor-
fismos de Whitehead que permutan el conjunto A¯.
Cada uno de ellos esta´ un´ıvocamente determinado por una permutacio´n σ ∈ Sr y
por una tupla  = (1, 2, ..., r) ∈ {0, 1}r. Por tanto, hay r!2r automorfismos de
Whitehead de primera especie. El automorfismo se define para los elementos de la
base como
ϕσ,(ai) = a
i
σ(i)
Observemos que estos son los automorfismos de FA que no alteran la longitud de
las palabras. Es decir, los automorfismos ϕ tales que |ϕ(u)| = |u| ∀u ∈ FA.
2.2. Automorfismos de Whitehead de segunda especie. Dado s ∈ A¯, se
define un s-corte de A¯ como un subconjunto B ⊂ A¯ tal que s ∈ B pero s−1 /∈ B.
Un automorfismo de Whitehead de segunda especie queda un´ıvocamente determi-
nado por s ∈ A¯ y un s-corte B.
El automorfismo se define como ϕs,B(s) = s, y si ai ∈ A \ {s, s−1}:
ϕs,B(ai) = s
αais
β donde α =
{−1 s−1 ∈ B
0 s−1 /∈ B β =
{
1 s ∈ B
0 s /∈ B
Adema´s, consideraremos inva´lido el s-corte definido por B = {s}, ya que el mor-
fismo que define es la identidad. Ninguno de los otros morfismos de Whitehead de
segunda especie mantiene la longitud de las palabras.
El nu´mero de morfismos de Whitehead de segunda especie es 2r(22r−2 − 1).
3. Problema de Minimizacio´n de Whitehead
El problema de minimizacio´n de Whitehead consiste en encontrar una palabra de
taman˜o mı´nimo dentro de la o´rbita de una palabra w por automorfismos.
Es decir, consiste en encontrar wm ∈ FA tal que ∃ϕ ∈ Aut(FA) que cumpla ϕ(w) =
wm y
|wm| = mı´n
ψ∈Aut(FA)
{|ψ(w)|}
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Teorema 3.1 (Whitehead, [6]). Sea w ∈ FA. Si existe un automorfismo ϕ ∈
Aut(FA) tal que |ϕ(w)| < |w|, entonces tambie´n existe un automorfismo de White-
head ϕW tal que |ϕW (w)| < |w|.
Supongamos que tenemos una palabra w ∈ FA y que queremos resolver el problema
de minimizacio´n de Whitehead para w. Un primer enfoque del problema consistir´ıa
en probar todos los morfismos de Whitehead de segunda especie (los de primera
especie no es necesario probarlos, ya que mantienen constante la longitud de las
palabras) hasta encontrar uno que reduzca la longitud de w, y entonces repetir el
proceso. Cuando no exista ningu´n morfismo de Whitehead que reduzca la longitud,
entonces tenemos una palabra que tiene la longitud mı´nima dentro de la o´rbita de
w, y por tanto hemos resuelto el problema.
Sin embargo, este algoritmo no es bueno, ya que existe un nu´mero de morfismos
de Whitehead exponencial en el rango del grupo libre. Este factor exponencial se
puede evitar, como se explicara´ en la siguiente seccio´n, por medio de la eleccio´n del
Whitehead adecuado.
4. Whitehead de ma´ximo descenso
En vistas de la palabra w para la cual se quiere resolver el problema de minimizacio´n
de Whitehead se puede escoger, mediante un algoritmo de coste polino´mico, el mor-
fismo de Whitehead de segunda especie que reduzca en mayor cantidad la longitud
de w.
Para ello, es necesario introducir la siguiente definicio´n.
Definicio´n 4.1. Se define co´mo grafo de w ∈ FA a un par Gw = (N,κw). N
es el conjunto de nodos, y contiene 2r (r es el orden de FA) nodos, a cada uno
de los cuales nos referiremos utilizando un elemento de A¯. κw es un aplicacio´n
κw : N×N −→ N. Si w = s1s2...sn y definimos sn+1 = s1, entonces κw(a1i1 , a2i2 ) es
el nu´mero de valores de k ∈ [n] tales que sk = a1i1 y sk+1 = a−2i2 o viceversa (podr´ıa
no haber ninguno). Al nu´mero κw(a
1
i1
, a2i2 ) se le denomina la capacidad entre a
1
i1
y a2i2 .
Definicio´n 4.2. Sea s ∈ N un nodo de Gw. Se define el grado de s como
degw(s) =
r∑
j=1
κw(s, aj) +
r∑
j=1
κw(s, a
−1
j )
Definicio´n 4.3. Sea s ∈ A¯ y sea B ⊂ A¯ un s-corte de A¯. Se define la capacidad
de B como
Capw(B) =
∑
s∈B
∑
t/∈B
κw(s, t)
Junto con su teorema, Whitehead describio´ una relacio´n entre la forma de una
palabra w y el decremento en su longitud al aplicar un morfismo de Whitehead de-
terminado. La siguiente fo´rmula es una reinterpretacio´n dada en [6] de esta relacio´n,
escrita en funcio´n de los para´metros que acabamos de definir en el grafo de w.
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Teorema 4.4. Sea w ∈ FA, sea s ∈ A¯ un nodo de Gw y sea B un s-corte de A¯.
Entonces
|ϕs,B(w)| − |w| = Capw(B)− degw(s)
Queremos minimizar |ϕs,B(w)| − |w|. Para cada s ∈ A¯, buscaremos el s-corte B tal
que Capw(B) sea mı´nimo, que nos dara´ el mejor Whitehead posible con esa eleccio´n
de s. Basta con escoger la mejor de estas 2r opciones.
Si recordamos el teorema del max-flow min-cut, podemos ver que para resolver el
problema de encontrar un s-corte de capacidad mı´nima, es equivalente encontrar
un flujo ma´ximo de s a s−1 en el grafo Gw.
Existen algoritmos polino´micos que resuelven el problema de encontrar el flujo
ma´ximo, como por ejemplo el Ford-Fulkerson o el Dinic.
5. Identificacio´n de factores libres
Existe una generalizacio´n del teorema 3.1 para conjuntos de palabras.
Teorema 5.1. Dada una coleccio´n finita de palabras w1, w2, ..., wn ∈ FA, si existe
un automorfismo ϕ ∈ Aut(FA) tal que
|ϕ(w1)|+ |ϕ(w2)|+ ...+ |ϕ(wn)| < |w1|+ |w2|+ ...+ |wn|
Entonces existe un automorfismo dentro del conjunto de los automorfismos de
Whitehead que lo cumple.
Sea ahora K = 〈g1, g2, ..., gk〉 un subgrupo de FA finitamente generado y H ≤ K
una extensio´n, y queremos comprobar si H es factor libre de K. Para ello, el primer
paso es escoger una base ambiente adecuada. K es el grupo libre F{g1,g2,...,gk} y
H es un subgrupo suyo de rango n. Asumiremos n ≤ k, ya que de lo contrario es
inmediato decir que H no es un factor libre.
Sean w1, w2, ..., wn un conjunto de generadores de H escritos en la nueva base (en
funcio´n de los gi). Para identificar si H es un factor libre de K, basta con resolver el
problema de minimizacio´n de Whitehead para el conjunto de palabras w1, w2, ..., wn.
Si la longitud mı´nima para este conjunto es n (1 + 1 + ... + 1), entonces H es un
factor libre de K, y en caso contrario no lo es.
El problema de minimizacio´n se puede resolver, por ejemplo, utilizando el primer al-
goritmo explicado para ello. Se prueban todos los posibles morfismos de Whitehead
de segunda especie hasta que se encuentre alguno que reduzca la longitud total.
No´tese que, en cada paso, la longitud de una palabra en concreto puede aumen-
tar, pero la longitud total debe disminuir. Cuando ningu´n morfismo de Whitehead
sea capaz de disminuir la longitud total del conjunto, entonces se ha alcanzado el
mı´nimo.
Parte 3
Implementacio´n

Cap´ıtulo 8
Descripcio´n y uso del programa
Gran parte de los algoritmos descritos en este trabajo se han llevado a la pra´ctica
mediante el desarrollo de un programa open source escrito en C++. El programa
lleva incorporada la licencia GNU General Public License (GPL). Esta es actual-
mente la licencia ma´s utilizada. Permite el uso de la totalidad o partes del co´digo en
otros proyectos bajo la condicio´n de que estos tambie´n utilicen este tipo de licencia.
En principio, el co´digo se ha desarrollado teniendo como intencio´n su uso como
librer´ıa. Sin embargo, se puede ejecutar independientemente por medio de una
interfaz rudimentaria.
El co´digo del programa se puede ver en
https://github.com/angargo/Stallings
1. Crear subgrupos
Para definir un subgrupo dentro del programa, se usa la secuencia
subgroup <nombre del subgrupo> <nu´mero de generadores>
Y a continuacio´n escribir los generadores del subgrupo en l´ıneas separadas.
El programa asume que la base libre sera´ {a, b, c, d, e, ...}, y usa notacio´n de suma,
por ejemplo -a ser´ıa a−1, 2a ser´ıa a2 y -2a ser´ıa a−2. El elemento neutro 1 se
representa con 0. Es necesario insertar espacios entre los distintos factores.
Por ejemplo, para definir el grupo H = 〈abcb, ca−1b, a〉, utilizar´ıamos:
Input
subgroup H 3
a b c b
c -a b
a
Output
H = <
(a b c b),
(c -a b),
(a),
>
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2. Pertenencia
Para comprobar si una palabra w forma parte de un subgrupo H, se utiliza la
instruccio´n
member <nombre del subgrupo>
Seguida de la palabra w de la cual se quiere comprobar si esta´ en H. Es necesario
que H haya sido introducido en el programa previamente.
El programa respondera´ si la palabra forma parte o no del subgrupo, y en caso
afirmativo nos mostrara´ co´mo representarla en funcio´n de los generadores con los
que se ha definido inicialmente el subgrupo.
El ejemplo mostrado en el cap´ıtulo 3 ser´ıa:
Input
subgroup H 3
a b a
b 2a -b
a b a b
member H
a -b a
member H
a 2b
Output
H = <
(a b a),
(b a a -b),
(a b a b),
>
(a -b a) is a member of H
(-b -a -b -a)(a b a)(b a a -b)(-a -
b -a)(a b a b)(-a -b -a)(-b -a
-b -a)(a b a)(b a a -b)(-a -b -
a)(a b a b)
Product: a -b a
(a b b) is NOT a member of H
3. Interseccio´n
Con el algoritmo explicado en el cap´ıtulo 4 se puede calcular la interseccio´n de dos
subgrupos. Para ello, se usa la secuencia
member <nombre1> <nombre2> <nombre3>
Donde <nombre1> y <nombre2> son los nombres de dos subgrupos previamente
introducidos en el programa, y <nombre3> es el nombre que queremos que el
programa le de al subgrupo interseccio´n.
A continuacio´n, se muestra el ejemplo utilizado en el cap´ıtulo 4.
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Input
subgroup H 3
b
3a
2a b a -b a
subgroup K 3
3a
a b
2a b a
intersection H K L
Output
H = <
(b),
(a a a),
(a a b a -b a),
>
K = <
(a a a),
(a b),
(a a b a),
>
Intersecting H K
L = <
(a a a),
(-b a a a b),
(-a b a -b a b -a b -a -b a),
(-a b a -b a a a b -a -b a),
(-a b a a a -b a),
>
4. I´ndice
Para indicarle al programa que se quiere calcular el ı´ndice del subgrupo denotado
por <nombre> se utiliza el comando
index <nombre>
El programa respondera´ con el valor del ı´ndice del subgrupo dentro del grupo libre
FA definido de la siguiente manera: si s es la letra lexicogra´ficamente mayor utilizada
para definir el subgrupo, entonces el programa calculara´ su ı´ndice en F{a,b,...,s}.
En el caso de que el ı´ndice sea finito, el programa nos dara´ tambie´n un conjunto de
representantes de las clases laterales.
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Input
subgroup M 5
b a -b
a b
2b -a
-a b a
3a
index M
subgroup N 2
a
b a -b
index N
Output
M = <
(b a -b),
(a b),
(b b -a),
(-a b a),
(a a a),
>
Subgroup M has index: 4
(0)
(b)
(a)
(-a)
N = <
(a),
(b a -b),
>
Subgroup N has index: Infinite
5. Orla
Como hemos visto antes, el ca´lculo de la orla es el primero de los algoritmos men-
cionados que no es polino´mico en el taman˜o de la entrada. Por tanto, hay que tener
cierta cautela a la hora de pedirle al programa que calcule la orla de un subgrupo:
si el grafo de Stallings del subgrupo indicado tiene demasiados nodos (del orden de
12 nodos) entonces el programa no acabara´ nunca.
La instruccio´n utilizada para calcular la orla de un subgrupo es
fringe <nombre>
El programa escribira´ entonces la lista de las extensiones del subgrupo que forman
su orla.
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Input
subgroup H 3
a b c b
c -a b
a
fringe H
Output
H = <
(a b c b),
(c -a b),
(a),
>
Fringe of subgroup H
<
(b),
(c),
(a),
>
<
(a),
(b b),
(-b c b),
(-b a -c),
>
<
(a),
(b -c),
(c c b),
(c -a b),
>
<
(a),
(b c b),
(-b a -c),
>
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