Abstract. In [21] Schenck and Seceleanu showed that in three variables, any ideal generated by powers of linear forms has the WLP. This result contrasts with our previous examples in [19] of ideals generated by powers of linear forms which fail the WLP. Set R := k[x 1 , . . . , x r ]. Assume 1 < a 1 ≤ · · · ≤ a r+1 . In this paper, we concentrate our attention on almost complete intersection ideals
generated by powers of linear forms has the WLP. This result contrasts with our previous examples in [19] of ideals generated by powers of linear forms which fail the WLP. Set R := k[x 1 , . . . , x r ]. Assume 1 < a 1 ≤ · · · ≤ a r+1 . In this paper, we concentrate our attention on almost complete intersection ideals I = L a1 1 , . . . , L ar r , L ar+1 r+1 ⊂ R generated by powers of general linear forms L i . Our approach is via the connection (thanks to Macaulay duality) to fat point ideals, together with a reduction to a smaller projective space, and we prove:
• If r = 4 and a 1 = 2, then R/I has the WLP • Assume r = 4 and a 1 + a 2 + a 3 + a 4 even. Set λ = a1+a2+a3+a4 2 − 2. It holds -If a 5 ≥ λ then R/I has the WLP.
-If a 5 < λ and a 1 + a 4 ≥ a 2 + a 3 then R/I fails the WLP.
-If a 5 < λ, a 1 + a 4 < a 2 + a 3 and 2a 5 + a 1 − a 2 − a 3 − a 4 ≥ 0 then R/I fails the WLP.
• Assume r = 4 and a 1 + a 2 + a 3 + a 4 odd. Set λ = a1+a2+a3+a4−5 2
. It holds -If a 5 ≥ λ − 1 then R/I has the WLP.
-If a 5 < λ − 1 and a 1 + a 4 ≥ a 2 + a 3 then R/I fails the WLP.
-If a 5 < λ − 1, a 1 + a 4 < a 2 + a 3 and 2a 5 + a 1 + 3 − a 2 − a 3 − a 4 ≥ 0 then R/I fails the WLP. 
Introduction
Ideals generated by powers of linear forms have attracted a great deal of attention recently. For example, their Hilbert functions have been the focus of the papers [1] , [23] , [14] , among others. In this paper we obtain further results in this direction, and relate them to the presence or failure of the Weak Lefschetz Property, which we now recall.
Given a standard graded artinian algebra A = R/I, where R = k[x 1 , . . . , x r ] and k is a field, a natural question is whether multiplication by a general linear form has maximal rank, from any degree to the next. When this property does hold, the algebra is said to have the Weak Lefschetz Property (WLP). One would naively expect this property to hold, and so it is interesting to find classes of algebras where it fails, and to understand what is it about the algebra that prevents this property from holding. There has been a long series of papers, by many authors, studying different aspects of this problem. Even the characteristic of k plays an interesting role [19] , [17] , [3] .
The first result in this direction is due to R. Stanley [22] and J. Watanabe [24] , who showed that, in characteristic 0, the property holds for an artinian complete intersection generated by powers of variables. In fact, they showed that multiplication by any power of a general linear form has maximal rank (i.e. that the Strong Lefschetz Property (SLP) holds). Since the property is preserved after a change of variables, their result shows that it holds for any complete intersection whose generators are powers of linear forms. By semicontinuity, it holds for a complete intersection whose generators (of arbitrary degree) are chosen generically.
There are (at least) three natural directions suggested by this theorem. First, we can ask whether the property holds for arbitrary complete intersections. It was shown by T. Harima, J. Watanabe and the first and third authors in [15] that in two variables, all artinian algebras have the WLP. In the same paper, it was shown that it also holds for arbitrary artinian complete intersections in three variables. It remains open whether it also holds for arbitrary complete intersections in arbitrarily many variables.
Second, a natural question arising from the theorem of Stanley and of Watanabe is to ask for which monomial ideals does the WLP hold or not hold. F. Zanello [25] and H. Brenner and A. Kaid [2] gave very simple examples to show that even level monomial ideals need not have this property, and the latter gave an example that was even an almost complete intersection (the ideal was in a ring with three variables and had four minimal generators). This latter fact gave an negative answer to a question of the first two authors [18] . In [19] we gave a much more extensive study of monomial almost complete intersections and when they fail to have the WLP. This work was extended by D. Cook II and the third author in [7] . In [4] , we showed that the only other situation where level monomial ideals have to have the WLP is 3 variables, type 2.
A third interesting problem suggested by the result of Stanley and of Watanabe is to ask when the WLP holds for powers of ≥ r + 1 linear forms, since up to a change of variables their result says that any complete intersection of powers of linear forms has the WLP. In [19] , we showed by example that in four variables, for d = 3, . . . , 12, an ideal generated by the d-th powers of five general linear forms does not have the WLP. On the other hand, H. Schenck and A. Seceleanu [21] then gave the surprising result that in three variables, any ideal generated by powers of linear forms has the WLP. In contrast, Harbourne, Schenck and Seceleanu [14] have recently shown the following: Let I = ℓ t 1 , . . . , ℓ t n ⊂ k[x 1 , . . . , x 4 ] with ℓ i generic linear forms. If n ∈ {5, 6, 7, 8} then the WLP fails, respectively, for t ≥ {3, 27, 140, 704}.
In this paper, we study the WLP for quotients k[x 1 , · · · , x r ]/I where I is an almost complete intersection ideal generated by powers of general linear forms. As a main tool we first use the inverse system dictionary to relate an ideal I ⊂ k[x 1 , · · · , x r ] generated by powers of linear forms to an ideal of fat points in P r−1 , and then we show that the WLP problem of an ideal generated by powers of linear forms is closely connected to the geometry of the linear system of hypersurfaces in P r−2 of fixed degree with preassigned multiple points.
Let us briefly explain how this paper is organized. We begin in Section 2 explaining the tools that are applied throughout the paper. First, we recall a result of Emsalem and Iarrobino which gives a duality between powers of linear forms and ideals of fat points in P r−1 . Then, we reduce our WLP problem to one of computing the Hilbert function of n general fat points in P r−2 or, equivalently, to compute the dimension of the linear system of hypersurfaces in P r−2 of degree d having some points of fixed multiplicity. Moreover, using Cremona transformations, one can relate two different linear systems (see [16] , or [10] , Theorem 3).
In Section 3, we consider the case of 4 variables and we give a fairly complete answer about the failure of the WLP for
, where L i are general linear forms and 2 ≤ a 1 ≤ a 2 ≤ a 3 ≤ a 4 ≤ a 5 . In Section 4, we deal with 5 variables and we completely determine when an ideal generated by uniform (resp. almost uniform) powers of six linear forms fails WLP. We add some examples to illustrate that our methods extend beyond the mentioned results. The main result of Section 5 is Theorem 5.1 where we give a complete answer to the uniform case when the number of variables is even; in particular, we solve Conjecture 5.5.2 in [14] when the number of variables is even. The case of an odd number of variables is left as an open conjecture and we present some evidence for this conjecture, including the case of seven variables.
Finally it is worthwhile to point out that the approach of this work can be applied to many other situations, in particular, when the generators do not all have the same degree, but that the calculations quickly become overwhelming.
General approach
Let R = k[x 1 , . . . , x r ] be a polynomial ring, where k is a field of characteristic zero. Notation 2.1. Throughout this paper, when m is any integer, we will denote
Also, for a standard graded algebra A we denote by h A the Hilbert function
For any artinian ideal I ⊂ R and a general linear form ℓ ∈ R, the exact sequence
gives, in particular, that the multiplication by ℓ will fail to have maximal rank exactly when
in that case, we will say that R/I fails the WLP in degree m. In several of the papers mentioned above, this failure was studied via an examination of the splitting type of the first syzygy bundle of I. For powers of linear forms, we give an alternative approach, which we will implement in the subsequent sections.
We first recall a result of Emsalem and Iarrobino giving a duality between powers of linear forms and ideals of fat points in P n−1 . We only quote Theorem I in [11] in the form that we need. 
Now, we observe that the ideal (I, ℓ) is also an ideal generated by powers of linear forms! We conclude that if ℘ is the ideal of the point dual to ℓ then
Consider the points P 1 , . . . , P n , P in P r−1 defined by the ideals ℘ 1 , . . . , ℘ n , ℘ respectively. Let λ i be the line joining P to P i , and let H = P r−2 be a general hyperplane defined by a linear form L H . Let Q i be the point of intersection of λ i with H. For any positive integer m, we will denote by λ 
an n , and thus is also arithmetically Cohen-Macaulay.
Proof. The first equality is the result of Emsalem and Iarrobino mentioned above. Without loss of generality let P = [0, . . . , 0, 1], with defining ideal ℘ = x 1 , . . . , x r−1 and assume that H is defined by x r = 0. Any form
, and F is in ℘ j since it involves only x 1 , . . . , x r−1 and has degree j.
In this way, we reduce our WLP problem to one of computing the Hilbert function of n general fat points in P r−2 . From now on, we will denote by
In order to simplify notation, we use superscripts to indicate repeated entries. For example, L 3 (j; 5 2 , 2 3 ) = L 3 (j; 5, 5, 2, 2, 2).
Notice that, for every linear system L r (j; a 1 , . . . , a n ), one has
where the right-hand side is called the expected dimension of the linear system. If the inequality is strict, then the linear system L r (j; a 1 , . . . , a n ) is called special. It is a difficult problem to classify the special linear systems. Using Cremona transformations, one can relate two different linear systems (see [20] , [16] , or [10] , Theorem 3).
Lemma 2.4. Let n > r ≥ 2 and j, a 1 , . . . , a n be non-negative integers, and set m = (r − 1)j − (a 1 + · · · + a r+1 ). If a i + m ≥ 0 for all i = 1, . . . , r + 1, then dim k L r (j; a 1 , . . . , a n ) = dim k L r (j + m; a 1 + m, . . . , a r+1 + m, a r+2 , . . . , a n ).
Following [8] , the linear system L r (j; a 1 , . . . , a n ) is said to be in standard form if (r − 1)j ≥ a 1 + · · · + a r+1 and a 1 ≥ · · · ≥ a n ≥ 0. If r = 2, then every linear system in standard form is non-special. This is no longer true if r ≥ 3. However, De Volder and Laface [8] were able to compute the speciality in the case of at most 8 fat points in P 3 . We state their result only in the form we need it.
where
Notice that we always use the vector space dimension of the linear system rather than the dimension of its projectivization and that we adjusted the formula for the expected dimension. Furthermore, we always use the convention that a binomial coefficient a r is zero if a < r.
In this note, we are interested in certain almost complete intersections. Then one can compute the right-hand side of Inequality (2.1).
r+1 ⊂ R be an almost complete intersection generated by powers of r + 1 general linear forms. Then, for each integer j,
Proof. Considering multiplication by l a r+1 r+1 on A, the first equation follows because the complete intersection A has the SLP according to [22] or [24] . The latter also implies that the Hilbert function of A is unimodal. Its midpoint is Notice that the Hilbert function of the complete intersection A can be computed using the Koszul complex that provides its minimal free resolution.
Powers of linear forms in four variables
In this section we let R = k[x 1 , x 2 , x 3 , x 4 ], where k is a field of characteristic zero. Our main result will be to determine, in almost all cases, when an ideal generated by powers of five general linear forms has the WLP. To this end, without loss of generality we set Proof. Let X be the rational surface obtained by blowing up P 2 at the points P i . Let L, E 1 , E 2 , E 3 , E 4 , E 5 , E 6 be the standard basis of the divisor class group of X, i.e. L is the pullback of the class of a line in P 2 and E 1 , . . . , E 6 are the exceptional divisors. Under the stated assumptions d ≥ m 5 + m 6 and 2d
is numerically effective (nef) (cf. Theorem 3.4 of [9] ). Then Theorem 2.3 and Remark 2.4 of [13] show that the Castelnuovo-Mumford regularity of I Z is ≤ d + 1. This implies the claimed result. Proof. Let ℓ be a general linear form. Letting J = x
(where the vertical arrows are the natural restriction). If we know that the multiplication on the top row is surjective, then we immediately conclude surjectivity on the bottom row. Notice that 2λ is the socle degree of the artinian complete intersection R/(x
4 ), so λ is the midpoint. First assume that a 5 > λ. Then clearly R/I and R/J coincide in degrees ≤ λ, so we have injectivity (by the Stanley-Watanabe result) for (×ℓ) : [R/I] t → [R/I] t+1 for all t ≤ λ − 1. When t ≥ λ we have surjectivity for R/J, so by the above result we also have it for R/I. Now assume that a 5 = λ. We wish to show that R/I has the WLP. Again surjectivity is immediate for t ≥ λ, and injectivity is immediate for t ≤ λ−2. 
since it is for R/J in that degree. This completes the proof of (i). We now prove (ii). Our assumptions now are that a 1 + a 2 + a 3 + a 4 is even, a 5 < λ, and a 1 + a 4 ≥ a 2 + a 3 . We first note that the hypotheses force a 1 ≥ 3, since if a 1 = 2 then
= a 4 . We will show that the multiplication by ℓ fails to have maximal rank from degree λ − 1 to degree λ, although sometimes it is a failure of injectivity and sometimes it is a failure of surjectivity. (See Example 3.3.)
As mentioned in Section 2, the task is to show that
We will compute the left-hand side using the approach of Section 2 and the right-hand side using Lemma 2.6. By Proposition 2.3 and Theorem 2.2, we have
The vector space defines a linear system, and we want to find its dimension. The first step is to understand the one-dimensional base locus, which has components of degree 2 and of degree 1. We will use Bezout's theorem to formally reduce the degree of the polynomials and the order of vanishing at the points, without changing the dimension of the linear system. If the result has dimension zero then (3.2) is also zero.
. There is a unique quadratic polynomial F 2 vanishing at the five general points. By Bezout's theorem, if F 2 is not a factor of F λ then it intersects F λ with multiplicity 2λ. On the other hand, considering the multiplicities at the five points, we get that the curves meet with multiplicity at least 5λ
a contradiction. Hence F 2 is a factor of F λ . We next want to know what power of F 2 divides F λ . Thus we want to know the smallest i for which
and this is equivalent to i ≥ λ − a 5 + 1. Thus we have
(Notice that now there are only four points, and some of these multiplicities might even be zero.) Now we consider linear factors coming from the lines joining two of these four points. There are six such lines; we denote by L ij , 1 ≤ i < j ≤ 4, the line (as well as the linear form) passing through the points with multiplicities a 5 − a i and a 5 − a j . Notice that if a 5 − a i > 2a 5 − λ − 2 then there are no such forms F 2a 5 −λ−2 , so the desired dimension is zero.
Arguing in a similar manner as above, we obtain that if
times. Thus, letting
we see that (formally)
Notice that
Now, since we have assumed a 1 + a 4 ≥ a 2 + a 3 , observe that (3.5)
We claim that after removing the one-dimensional base locus, we obtain a set of ≤ 4 fat points of uniform multiplicities (possibly 0). We have already seen that after removing the powers of F 2 we are left with the problem of finding the dimension of the forms of degree 2a 5 − λ − 2 passing through four general fat points with multiplicity a 5 − a 1 , . . . , a 5 − a 4 . To compute this, we have to determine precisely what is left when we remove the lines. At each of the four points we compute the multiplicity of the fat point that remains after we remove the (multiple) lines passing through it in the base locus (which do not contribute to the desired dimension).
Similarly,
Concluding, we want to find the dimension of the vector space of forms of degree
passing through four points with multiplicity a 5 − a 4 . By Lemma 3.1, this dimension is (a 5 − a 4 + 1) (which in particular is at least 1). That is,
Using Lemma 2.6, we now compute the "expected" dimension, i.e. the right-hand side of (3.1). Let A = R/J, where
4 . In the following, recall also that λ is the midpoint of the h-vector of R/J, so 0
contradicting our assumption that a 5 < λ. This implies, in particular, that for determining h A (λ) by using the Koszul resolution of A, we only need to consider the free modules up to 1≤i<l≤4 R(−a i − a j ). From (3.5) we see that only λ − a 2 − a 3 + 2, λ − a 1 − a 3 + 2 and λ − a 1 − a 2 + 2 can be positive. Similarly, we have λ
If this is zero then clearly the actual dimension exceeds the expected one and we are done.
If not, one verifies (for example with CoCoA [6] ) that
and this last binomial coefficient is at least 1. Thus, in either case we have shown Inequality (3.1), which completes the proof of (ii).
Finally we prove (iii). Our assumptions now are that a 1 + a 2 + a 3 + a 4 is even, a 5 < λ, a 1 + a 4 < a 2 + a 3 and 2a 5 + a 1 − a 2 − a 3 − a 4 ≥ 0. The calculations from (ii) continue to be valid up to (3.3) and (3.4). We first note that the hypotheses again force a 1 ≥ 3 since if a 1 = 2 then a 5 < λ = a 2 +a 3 +a 4 −2 2
= a 5 . In our current situation, though, observe that (3.7)
Now we examine the linear system that remains when we remove the one-dimensional base locus. As in (ii), we obtain a linear system of curves of degree 2a
Now we compute the order of vanishing at the four points:
By the additional hypothesis 2a 5 + a 1 − a 2 − a 3 − a 4 ≥ 0, this order of vanishing is ≥ 0. A similar computation gives that the order of vanishing at the other three points is the same. Thus Lemma 3.1 shows that
The computation of the "expected" dimension is very similar to what we did above. From (3.7) we see that only λ − a 1 − a 2 + 2, λ − a 1 − a 3 + 2 and λ − a 1 − a 4 + 2 can be positive. We again have a 4 < a 1 + a 2 + a 3 . Thus, Lemma 2.6 provides
As above, if this is zero then we are done. If not, one verifies (for example with CoCoA ) that
and this last binomial coefficient is at least 1, establishing Inequality (3.1). This completes the proof of (iii).
Example 3.3. To illustrate that sometimes it is injectivity that fails and sometimes it is surjectivity, consider the following (produced using CoCoA). Let us now discuss cases that are not covered by Theorem 3.2, still assuming that a 1 + a 2 + a 3 + a 4 is even. (ii) If a 1 = 3, then in the following cases, R/I fails to have the WLP, and the failure is in degree λ − 1 and it fails by 1.
- ( We now consider the case where a 1 + a 2 + a 3 + a 4 odd. There are some interesting differences to Theorem 3.2. Proof. The outline of part of the proof is the same as that for Theorem 3.2, and we only highlight the differences. First note that with the hypotheses of (ii), if a 1 ≤ 4 then we have a 5 < λ − 1 =
, a contradiction. Similarly, with the hypotheses of (iii), if a 1 = 2 then we have a 2 +a 3 +a 4 −5 ≤ 2a 5 < 2λ−2 = a 2 +a 3 +a 4 −5, again a contradiction. Now, for all three parts of the theorem, in the computation of how many powers of the quadratic polynomial F 2 contribute to the base locus, the result now is that it is λ − a 5 . Thus, in the first step we want to compute
In the second step, we obtain that if (a 5 − a i + 1) + (a 5 − a j + 1) > 2a 5 − λ then L ij appears as a factor
times. Thus we let
as before, and formally we have (3.9)
For (i), we want to show that whenever a 5 ≥ λ − 1, the multiplication (×ℓ) :
4 . Notice that we have h R/J (λ) = h R/J (λ + 1). We consider several cases.
• t ≥ λ. We know that the multiplication on R/J from degree t to degree t + 1 is surjective, by the result of Watanabe and Stanley. Since R/I is a quotient, the same holds for R/I. This holds no matter what a 5 is.
, so again the result follows trivially. Notice that as a result of these first two cases, we are done if
. We know that the multiplication for R/J is injective in either of these cases, and that dim First we compute dim[R/(I, ℓ)] λ . The first step (3.8) now becomes
We now consider three cases. First, if a 1 = a 2 = a 3 = a 4 − 1 then (3.8) becomes
thanks to Lemma 3.1.
We now assume that we are not in the first case. We obtain
Our second case is a 2 + a 3 > a 1 + a 4 . Then A 1,2 , A 1,3 and A 1,4 are possibly non-zero. A calculation shows that we then must have
Our third case is a 1 + a 4 > a 2 + a 3 . Then A 1,2 , A 1,3 and A 2,3 are possibly non-zero. Another calculation shows that we must have In the first case (a 1 = a 2 = a 3 = a 4 − 1) we use the Koszul complex and easily compute that the expected dimension is 2a 4 − 6 = 2a 1 − 4, agreeing with (3.11).
In the second case and using the observations about which A i,j are positive, the Koszul resolution gives the expected dimension 2a 1 − 3, agreeing with (3.12).
In the third case, again using the observations about the A i,j and the Koszul complex, we obtain the expected dimension a 1 + a 2 + a 3 − a 4 − 3, agreeing with (3.13). Thus when a 5 = λ − 1, R/I has the WLP, concluding the proof of (i).
Now, we prove (ii)
Therefore, we get
Concluding, we want the dimension of the linear system
This is clearly positive. Arguing as in the proof of Theorem 3.2, and using the inequalities (3.14), we compute the expected dimension and we get
If the part inside the brackets is negative then clearly the actual dimension exceeds the expected one, and we are done. If not, a straightforward computation shows that
Thus the actual dimension exceeds the expected dimension, and this completes the proof of (ii).
(iii) We break this into two cases: first we will assume that a 1 + a 4 + 3 ≤ a 2 + a 3 , and then we will handle the case a 1 + a 4 + 1 = a 2 + a 3 .
So to begin, our assumptions now are that a 1 + a 2 + a 3 + a 4 is odd, a 5 < λ − 1, a 1 + a 4 + 3 ≤ a 2 + a 3 and 2a 5 + 3 − a 4 − a 3 − a 2 + a 1 ≥ 0. Hence, we have (3.15)
Now we examine the linear system that remains when we remove the one-dimensional base locus. Observe that
The additional hypothesis 2a 5 + 3 − a 4 − a 3 − a 2 + a 1 ≥ 0 guarantees that the orders of vanishing are ≥ 0. Therefore, applying Lemma 3.1, we obtain
Notice that the hypothesis also guarantees that this value is > 0. The computation of the "expected" dimension is very similar to what we did above. The extra hypothesis a 1 + a 4 + 3 ≤ a 2 + a 3 implies that only λ − a 1 − a 2 + 2, λ − a 1 − a 3 + 2 and λ − a 1 − a 4 + 2 are > 0. We again have a 4 < a 1 + a 2 + a 3 . Thus, Lemma 2.6 provides
If this number is zero, then we are done. Otherwise, a straightforward computation shows that
Thus in either case the actual value of dim[R/(I, ℓ)] λ exceeds the expected dimension. This completes the proof of the case a 1 + a 4 + 3 ≤ a 2 + a 3 . Finally, we assume that a 1 +a 4 +1 = a 2 +a 3 . We note first that this assumption actually forces the stronger condition a 1 ≥ 4, since a 4 ≤ a 5 < λ − 1 implies 7 < a 1 + a 2 + a 3 − a 4 = 2a 1 +1, and hence a 1 > 3. The condition a 1 +a 4 +1 = a 2 +a 3 implies that λ−a 1 −a 4 +2 = 0, so the computation of the expected dimension above can only get smaller, while the computation of dim[R/(I, ℓ)] λ remains unchanged. Thus the difference can only grow, and we again have shown the failure of the WLP. This completes the proof of (iii).
In the previous results we excluded the case a 1 = 2 for the most part. The reason is that then the algebra does have the WLP. The proof will be based on a result about almost complete intersections in three variables generated by powers of four general linear forms. According to [21] such an algebra has the WLP, i.e., multiplication by a general linear form has maximal rank. We show that this is also true when one multiplies by the square of such a form. Proof. If any of the numbers a 2 , . . . , a 5 equals one, then A has the SLP by [15] , so the claim is true. Thus, we may assume 2 ≤ a 2 ≤ · · · ≤ a 5 . First, assume also that
Define integers p and b by p := a 2 + a 3 + a 4 + a 5 − 4 3 and a 2 + a 3 + a 4 + a 5 = 3(p + 1) + b,
According to [21] , A has the WLP and A/ℓA has socle degree p. This implies that multiplication by ℓ on A is injective until degree p and surjective in larger degrees. Symbolically, this reads as (3.16) [
Hence, to show our claim it suffices to prove that the multiplication ×ℓ 2 :
[A] p−1 → [A] p+1 has maximal rank, which is equivalent to
In order to see this, we first compute the left-hand side and then the right-hand side. Using Theorem 2.2, we get
where p, p 2 , . . . , p 5 are the homogenous ideals of five general points in P 2 . Let Q ∈ S be the unique quadric that vanishes at these five points. Again, we use Bezout's theorem to estimate the multiplicity of Q in the base locus of the linear system L 2 (p + 1; p, p − a 2 + 2, . . . , p − a 5 + 2). For an integer j, the condition
It follows that Q appears with multiplicity at least 3 − b in the base locus. Thus, we get
The latter linear system is clearly empty if b = 1. To compute its dimension if 2 ≤ b ≤ 3, we consider the lines L i , 2 ≤ i ≤ 5, passing through the points p and p i . By Bezout's theorem, the line L i appears with multiplicity at least B i in the base locus, where
Our assumption a 5 ≤ a 2 +a 3 +a 4 −3 2 implies a 5 ≤ p + 1. Thus, we get B i = p + 1 − a i , so
Removing the lines from the base locus we obtain
, then we get, using again Theorem 2.2,
because the linear forms are general. Summarizing, we have shown so far that 
where we used again a 5 ≤ a 2 +a 3 +a 4 −3 2
. Hence, the Koszul resolution of the complete intersection B provides for its Hilbert function if j ≤ p + 1 that
where, as above, we define a binomial coefficient c 2
to be zero if c < 0. Since the complete intersection B has the SLP and A ∼ = B/ℓ
One easily checks that our assumptions provide p+1 ≤ a 3 +a 4 +a 5 −3 2
. Since a 3 +a 4 +a 5 −3 is the socle degree of B, this implies that h B (j − 1) ≤ h B (j) if j ≤ p + 1. Hence the last formula simplifies to
The socle degree of A/ℓA is at most the socle degree of S/ ℓ, ℓ
Combined with Equation (3.19) and using
Hence, we get
Comparing with Equation (3.18), this establishes the desired equality (3.17 and set B := S/b. Note that the socle degree of B is a 2 + a 3 + a 4 − 3. Stanley [22] and Watanabe [24] showed that, in characteristic 0, SLP holds for an artinian complete intersection generated by powers of linear forms. In particular, for each integer j, the multiplication map We are ready for the proof of Theorem 3.6.
Proof of Theorem 3.6. If one of the numbers a 2 , . . . , a 5 is one, then the result follows by [21] . Thus, we may assume 2 ≤ a 2 ≤ · · · ≤ a 5 .
If
, then R/I has the WLP by Theorems 3.2(i) and 3.5(i). Thus, we may assume a 5 ≤ a 2 +a 3 +a 4 −3 2
for the remainder of the proof. Let ℓ ∈ R be another general linear form. We have to show that for all integers j,
To this end, consider the ideal
4 , L a 5 ⊂ R. The complete intersection R/J has the SLP, which implies
The complete intersection R/J has socle degree a 2 +· · ·+a 5 −4 ≥ 4, thus the multiplication
. One checks that
where we used again that R/J has the SLP. Invoking Proposition 3.7, we obtain
This equality is also true (using the same computations) if h R/J (p + 1) ≤ h R/J (p + 2). Otherwise, we get h R/I (p + 2) − h R/I (p + 1) + = 0. However, using (3.16), we get [R/(I, ℓ)] p+2 = 0. Hence, we have in any case
which completes the argument.
Almost uniform powers of linear forms in 5 variables
In this section, we let
, where k is a field of characteristic zero and we will apply the approach described in §2 and results on fat points in P 3 to determine exactly when an ideal generated by uniform powers of six general linear forms in R fails the WLP. Some non-uniform cases are also discussed. To this end, without loss of generality we set I = x
, where L is a general linear form and Proof. Using CoCoA we check that if d < 4 then R/I has the WLP. Assume d ≥ 4 and we will show that R/I fails the WLP in degree 2d − 1. To this end, we take ℓ ∈ R a general linear form. As mentioned in Section 2, it is enough to show that
We will compute the left-hand side using the approach of Section 2 and the right-hand side using the fact that R/J has the SLP.
. We want to compute the vector space dimension
Applying a sequence of cubo-cubic Cremona transformations
3 ) we will transform the last linear system to another one which has the same dimension, but it will be non-special and hence we will be able to compute its dimension. In fact, we apply Lemma 2.4 and we get
is in standard form. Therefore, Theorem 2.5 provides that it is non-special and its dimension is given by
Now we have to compute the right-hand side of (4.1). Let A = R/J, where
and this shows that R/I fails the WLP in degree 2d − 1, which is what we wanted to prove.
Remark 4.2. Note that Equation (4.4) could also have been proven using Proposition 3.5 of [5] . However, we use our approach because it also applies to set-ups below where the hypotheses of the latter proposition are not satisfied.
There are several possible extensions of the above theorem. First, we can ask whether the WLP property holds for the case of non-uniform powers and, in particular, we can ask what happens in the almost uniform case. We have ⌋. We will actually prove the following sequence of statements: . We will show that R/I fails the WLP in degree 2d − 1 + j. To this end, we take ℓ ∈ R, a general linear form. As mentioned in Section 2, it is enough to show that
We will compute the left-hand side using the approach of Section 2 and the right-hand side using Lemma 2.6.
We begin by computing the vector space dimension
Applying a sequence of cubo-cubic Cremona transformations (see Lemma 2.4), we get
.
(Here we use the hypothesis d + e ≤ 2d − 2 to guarantee that
5 ) is in standard form. Therefore, Theorem 2.5 provides
We claim that 2d − 4 − 5j + 2e 3
is positive. In fact, using d ≥ 2j + 3 and e ≥ 2e, one gets
We conclude that dim[R/(I, ℓ)] 2d−1+j > 0. Now we compute the right-hand side of (4.5). Lemma 2.6 provides
Hence, we conclude in every case that R/I fails the WLP in degree 2d − 1 + j, which is what we wanted to prove. The proof of (iii ′ ) is completely analogous. Now we prove (iv ′ ). Suppose that d is odd and d − 1 ≤ e ≤ 3d−7 2
. We claim that R/I fails the WLP (usually by failing injectivity) from degree 5d−7 2 to degree 5d−5 2
. We first consider (by applying a sequence of cubo-cubic Cremona transformations (see Lemma 2.4)
− e (by Proposition 2.3).
Notice that since d − 1 ≤ e, we have
. Thanks to Lemma 3.1, these fat points impose independent conditions, so we have If the part in parentheses is non-negative then we expect injectivity, but the positivity of the part on the right (since we assumed e ≤ 3d− 7 2 ) implies that the WLP fails. Now suppose that the part in parentheses is negative, so that we expect surjectivity. Then one
), and so surjectivity (and hence WLP) fails. This completes the proof of (iv ′ ). For (v ′ ), we show that R/I fails the WLP from degree . Since we will use part of the computations also for (vi ′ ), we consider all even d such that
. In the same way as above we get
Using Theorem 2.5, we obtain − e + 3 3 .
Since we are assuming that the part in parentheses is non-negative, the positivity of the part on the right implies that WLP fails if e ≤ 3d−10 2
, as claimed. We now prove (vi ′ ). Arguing as in Theorem 3.5(iii), we see that if t ≤ λ − 2 or t ≥ λ then (×ℓ) : [R/I] t → [R/I] t+1 has maximal rank. So, it only remains to study the case t = λ − 1. We are going to prove that the multiplication (×ℓ) :
Notice that the assumptions force d ≥ 4, so we may apply the computations of (v ′ ). Thus, the desired follows by Equation (4.6).
The same argument gives us the following result. 
Then the ring R/I fails the WLP.
Our methods extend beyond the results mentioned above. 
Uniform powers of linear forms
In this section we consider the case of an almost complete intersection of general linear forms, whose generators all have the same degree, d. We give a complete answer, in the case of an even number of variables, to the question of when the WLP holds. Interestingly, the case of an odd number of variables is more delicate, and we are only able to give a partial result, concluding with a conjecture.
We first consider the case of an even number of variables.
, where k is a field of characteristic zero. We determine when an ideal generated by uniform powers of 2n + 1 general linear forms in R fails the WLP. If n = 1, then R/I always has the WLP due to [15] . If n = 2, then R/I fails the WLP if and only if d ≥ 3 by Theorem 3.2. Proof. It is clear that for d = 1, R/I has WLP.
Assume d ≥ 2. We will show that R/I fails WLP in degree nd − n. To this end, we take ℓ ∈ R, a general linear form. As mentioned in Section 2, it is enough to show that
First, we compute the left-hand side of (5.1). 
Applying Lemma 2.4, we get
Using twice Proposition 2.3, it follows that
If n = 3, then we get by applying again Lemma 2.4
as desired. If n ≥ 4, then we conclude by induction using Equation (5.2). Thus, Claim 1 is shown. Second, we consider the right-hand side of Inequality (5.1). Taking into account Claim 1, we see that R/I fails the WLP, once we have shown the following statement.
Proof of Claim 2:
We use induction on n ≥ 3.
as desired. Let n ≥ 4. By Lemma 2.6, Claim 2 can be rewritten as
Consider now the ring B = k[x 1 , . . . ,
Thus, the last inequality becomes
The Hilbert function of B is symmetric about
Hence using a relation similar to Equation (5.4), Claim 2 follows, once we have shown h C (nd − n − d + 1) − h C (nd − n − 2d + 1) ≤ h C (nd − n − d) + h C (nd − n − d) + · · · + h C (nd − n − 2d + 1) (5.5) − h C (nd − n − 2d) + h C (nd − n − 2d − 1) + · · · + h C (nd − n − 3d + 1) .
Our induction hypothesis (see Inequality (5.3)) provides
Since the Hilbert function of C is unimodal with peak in degree (n − 1)(d − 1), we have the following estimates
Adding the last inequalities, we get the desired Inequality (5.5), which completes the proof of Claim 2, and we are done. We now turn to an odd number of variables. We are not able to give a result as comprehensive as that of an even number of variables, and we only consider the case of seven variables. Proof. If d = 2, we have verified on CoCoA that R/I has the WLP. In fact, CoCoA has also given the result that when d = 3, R/I fails to have the WLP because of the failure of injectivity. However, for the failure of the WLP, a computer verification is not enough, since it is impossible to justify that the linear forms are "general enough." We conjecture that WLP also fails for d = 3.
We now assume that d ≥ 4. We will show the failure of surjectivity in a suitable degree. Let ℓ ∈ R be a general linear form. Let j = It is clear that these linear systems are not empty if e ≥ 0, thus d ≥ 1.
To prove failure of the WLP in degree j it remains to check that the expected dimension is zero. Using Lemma 2.6, we obtain Notice that the last binomial coefficient is zero if d ≤ 10, while the third one is zero for d ≤ 2. However, the computations of the polynomials below are not affected. Distinguishing the five cases above, this dimension times 5! equals It is clear that the first three polynomials are negative if e ≥ 1, while the last two are negative whenever e ≥ 0. Thus the expected dimension is zero whenever d ≥ 4. In particular, we have shown the failure of surjectivity (in particular the failure of the WLP) for d ≥ 4.
In trying to apply the approach of Theorem 5.5 to the general case, we were able to mimic the choice of j, as well as the main details of the proof that dim[R/(I, ℓ)] j > 0. However, a proof of the required inequality to verify that it is surjectivity rather than injectivity that fails eluded us. Based on experiments with CoCoA, we end with the following conjecture (also to complete the case of seven variables). Notice that the case d = 2 has the WLP in seven variables (as noted above). 
