A novel global optimization algorithm, named center-point (CP) algorithm, is proposed to solve the unit commitment problem with carbon emission trading (UC-CET) in this paper. By solving a sequence of linear continuous-relaxed subproblems and performing specific line search procedures, the CP algorithm constructs a sequence of perspective-cuts to generate a tight linear approximation of UC-CET. Then the algorithm iteratively finds integer ellipse center of the current linear approximation as the trial solutions, and makes the trial solutions close to the optimal solution by searching the neighborhood of these solutions and adding new linear constraints. The simulation results of systems with units ranging from 28 to 1080 over a scheduling period of 24h are compared with those of state-of-the-art solver CPLEX, which show that the proposed algorithm can find high-quality solutions faster than CPLEX and it is suitable to solve large-scale UC-CET.
NOMENCLATURE
Operator: {⋅} + max(0,⋅). When this operator is applied to a vector, it is performed element by element. Indices:
Index for unit. Index for time period. Constants:
Total number of units. Total number of time periods. , ,
Coefficients of the quadratic production cost function of unit .
I. INTRODUCTION n the power system, it is crucial to develop a production planning of generating units based on actual conditions and requirements. Therefore, a class of mathematical models have been developed, which are referred to the Unit Commitment (UC) problem. Generally, the objective of UC problem is to minimize energy production costs while satisfying the demand and reserve requirements and operating constraints of the generating units. In recent years, as the public pays more and more attention to the greenhouse effect, some researchers have begun to study UC problem considering carbon emissions [1] - [2] .
As a basic problem in the power system, UC problem always can be formulated as a mixed-integer nonlinear programming (MINLP) problem, which is rather difficult to solve efficiently due to the complexity of the problem. For several decades, the UC problem has always been receiving much attention. There are many (meta-)heuristic and deterministic methods proposed Linfeng Yang, Member, IEEE, Wei Li, Guo Chen, Member, IEEE, Beihua Fang, Chunming Tang, Zhaoyang Dong, Fellow, IEEE A Center-Point Algorithm for Unit Commitment with Carbon Emission Trading I to solve it. (Meta-)Heuristic methods include priority list (PL) [3] - [5] and artificial intelligence (AI) algorithms [6] - [11] . However, it is difficult to guarantee the quality of the solutions for (meta-)heuristic methods. Another class of techniques applied to UC problem are deterministic methods, which include dynamic programming (DP) [12] - [14] , branch and bound (BB) [15] , mixed-integer linear programming (MILP) [16] - [21] , Lagrangian relaxation (LR) [22] , [23] . For most deterministic methods, a long computation time is required to obtain highquality solutions in large scale problems. In this context, this paper focuses on the day-ahead operational planning of generating units considering carbon emission trading (CET). CET is also called cap-and-trade, which is an environmental policy that puts an economic cost on carbon emissions. A government sets a cap on carbon emissions for each company and a price for carbon dioxide emissions. Companies may then reduce their emissions to operate beneath the cap, or they can trade emissions rights with other companies. In general, the UC problem considering CET (UC-CET) can be formulated as a mixed-integer quadratic constrained programming (MIQCP) problem. Most deterministic methods for solving the convex MINLP problem are relied on the available welldeveloped theory, e.g. cutting plane (CP) method [24] . These methods include extended cutting plane (ECP) method [25] , outer approximation method (OAM) [26] - [28] , Benders decomposition (BD) [29] , extended supporting hyperplane (ESH) algorithm [30] , Center-Cut (CC) algorithm [31] . Among these methods, ECP is an extended version of Kelley's cutting plane method. As one of the classical approaches for solving MINLP problem, the idea of ECP method has been used for reference by other linear approximation algorithms, such as OAM, BD, etc. But it tends to be unstable and converge slowly [25] . The OAM is a very successful deterministic global optimization approach to solve convex MINLP. It was originally developed by Duran and Grossmann [26] , and then subsequently some scholars proposed some variants of OAM and applied them to power system [27] , [28] . BD and OAM have similar decomposition strategies. However, the difference between the two methods is that BD method is based on the dual information, while the OA method is based on the use of original information. Like OAM, BD method has also been used to solve UC problems [29] . But OAM and BD usually take a long time to find feasible solutions because that these two methods need to solve a MILP problem in each iteration [27] , [29] . ESH algorithm find the points on the boundary of the nonlinear constraint as linearization points unlike ECP algorithm, where the linearization points usually violate nonlinear constraints [25] , [30] . Meanwhile, unlike OAM and BD, where the linearization points are obtained by solving nonlinear programming (NLP) problems, ESH algorithm can get the linearization points by a line search procedure [30] . Therefore, ESH algorithm can quickly generate a tight linear relaxation of the original MINLP problem. But ESH algorithm can only get a feasible solution after the end of the algorithm. Like ECP, OAM, BD and ESH, CC algorithm also needs to construct an approximate polyhedron of the original problem. However, the difference is that the algorithm chooses the Chebyshev Center of the polyhedron as the trail solution. It is this feature that makes CC algorithm only need a few iterations to find feasible solutions [31] . But CC algorithm usually takes a long time to construct a linear approximation of original MINLP problem. In [32] , more details about the Chebyshev Center can be obtained.
In this paper, we propose a deterministic global optimization algorithm that can quickly find high-quality feasible solutions for UC-CET. The proposed algorithm can be divided into two steps. In the first step, a tight linear approximation of UC-CET can be rapidly generated by iteratively solving a sequence of linear continuous-relaxed subproblems, conducting linear search and constructing perspective-cuts. In the second step, high-quality solutions can be obtained by iteratively finding of the current linear approximation, searching the neighborhood of these solutions and adding new linear constraints. We discover that the CP algorithm can find better solutions by introducing the integer ellipse center.
The major contributions of this paper are summarized as follows:
(1) For UC-CET, a deterministic global optimization algorithm is proposed to find high-quality solutions faster than CPLEX.
(2) Compared to piecewise linear techniques, the CP algorithm can generate a tighter linear approximation with fewer number of cutting planes.
(3) Introducing the integer ellipse center innovatively, so that the performance of the CP algorithm is improved.
II. MATHEMATICAL FORMULATION
This section presents the UC-CET model including commitment of generator units [18] and trading of carbon emission quota [2] in a day-ahead market.
A. Objective Function
The primary objective of operational planning for UC-CET is to minimize the cost TC which is the total cost of generating power, TC = TH + CET , where TH is the fuel cost of thermal units and CET is the cost of carbon emissions trading. 1) Fuel cost of thermal units ( ) Base on perspective-cut approximation [18] , [33] , the total cost of thermal units can be formulated as
(1) where , and ̃, are auxiliary variables constrained by the following constraints respectively,
where is a given parameter, ̃= + + ( ) 2 , ̃= 
where init, , = 1 when − off, − cold, − 1 ≤ 0 and {− ,0 } + < | − off, − cold, − 1| + 1, init, , = 0 otherwise.
2) Cost of CET ( ) In this paper, we assume that the emission quota for UC-CET is 0 , the actual total emission may be greater or lower than the cap, because of the quota trades. And cost caused in this trading is
B. Constraints 1) Constraints of the thermal system  Unit generation limits: 
where (̃, ) =̃, +̃̃, +̃(̃, 2 . More details about projection substitution of (14) can be referred to the appendix A of reference [18] . And (14) restricts the total emission, (15) and (16) give the maximum emission allowances can be bought or sold.
III. CENTER-POINT ALGORITHM FOR UC-CET
In this section, we present our proposed algorithm for UC-CET. Before presenting the algorithm, we need to reformulate the UC-CET model, redefine the expression of the variables and introduce the difference between the perspective-cut and the general tangent.
A. Model of the UC-CET
The whole problem of operational planning for UC-CET is a MIQCP.
For constraint (14) , introducing auxiliary variable CET , and
Finally the problem (18) can be equivalently rewritten as min
B. Two linear approximations for
In this subsection, we will give two linear approximations for NL .
1) Linear Approximation based on tangent
Consider a set of points = {̂1,̂2, …̂ℏ}, an outer approximation (OA) polyhedral set relaxation for NL by taking tangents at points of is
2) Linear Approximation based on perspective-cut
With 0 ≤̃, ≤ , and , ∈ {0,1}, we have the tight perspective-cuts linear approximation for NL , For any ̃, , we have 2̃,̃, − (̃, ) 2 ≤̃(̃, ) 2 because that ̃(̃, ) 2 is convex function. Then, the second inclusion relation can be obtained by summing. The first inclusion relation can be proved followed by , (̃, ) 2 ≤ (̃, ) 2 [33] . Theorem 1 shows that NL PR ( ) is a tighter OA polyhedral set for NL than NL TR ( ).
C. Center-Point Method for UC-CET
The proposed center-point algorithm can be divided into two parts. The first part is mainly to linearly approximate NL to obtain a tight approximate polyhedron, and the second part is mainly to find high-quality solutions. 
It is obvious that NL is convex and has interior points, then, suppose that the original UC-CET is feasible, NLP problem (24) has solutions and ℊ( cp NLP ) < 0.  The linear programming (LP) step Now, we aim at quickly building and refining a polyhedral outer approximation of NL based on linear approximation in each iteration. For giving points set R = {̂1,̂2, …̂ℏ}, we denote NL R ( R ) as any polyhedral outer approximation of NL corresponding to R . We note that NL R ( R ) can be NL TR ( R )
After the solution of (24) is obtained, then NL R ( R ) can be tailored by iteratively solving a sequence of simple LP problems and conducting line searches for the boundary of . The following relaxation of (21) only considering the linear constraints is solved:
If ℊ( LP ) ≤ 0, NL R ( R ) is a good linear approximation for NL . Otherwise, i.e. ℊ( LP ) > 0, a line search is performed between cp NLP and LP , i.e., the equation ̂= cp NLP + (1 − ) LP (26) is used to find the value of ∈ [0,1] such that ℊ(̂) = 0. Then let R = R ∪ {̂} and update NL R ( R ). Since the nonlinear constraint ℊ( ) is a quadratic function, the explicit expression of can be directly given. The problem (25) is solved repeatedly until the iteration counter is greater than a maximum number, or until ℊ( LP ) ≤ 0. Now, we give our sub-algorithm based on nonlinear center point to generate a good linear approximation for NL in full details. Note that, in this subsection, we don't take integer requirements into consideration. However, we obtain a high-quality overestimated polyhedral set for the feasible set of the relaxation of UC-CET, i.e., min ∈ NL ∩ L ℓ( ). And, along with the increasing of iteration times, LP will just to be or gradually approach to true solution of the relaxation of UC-CET. 
Sub
where is a variable and it can be viewed as the radius of the inscribed ellipsoid. In this step, we want to find a center point (integer ellipsoid center) icp of R,B as a new trial solution by solving (29) . Obviously, there are two possibilities for icp . Either it violates the nonlinear constraint or it is a feasible solution.
In case the trial solution icp is feasible, then we need to decide the next step according to the value of . If ̂= 0, then the CP algorithm stops and icp is the optimal solution; Otherwise, we perform fixed-integer neighborhood search step.
If the trial solution icp violates the nonlinear constraint, then we can perform integer variable feasibility adjustment step.  Fixed-integer neighborhood search step Now, we know that the integer variables icp are feasible, but the trial solution icp may still not be the best possible one with the integer combination given by icp . Therefore, we will fix the integer variables in (21) to the values given by icp , resulting in the following convex quadratically constrained programming (QCP) problem icp = arg min
Then let F = F ∪ { icp }, If ℊ( icp ) = 0, we also need to let R = R ∪ { icp }.
 Integer variable feasibility adjustment step
For the infeasible solution icp , we also need to verify the feasibility of the integer vector icp . The QCP subproblem for fixed value of the integer decision vector icp is defined as min
Obviously, if ℎ = 0, then icp is feasible and next perform fixed-integer neighborhood search step; if ℎ > 0, then icp is not feasible and next perform a line search between icp and cp NLP to obtain ̂, and update R = R ∪ {̂}. Total  Units  1  2  3  4  5  6  7  8  1  2  3  4  5  6  7  8  1  12  11  0  0  1  4  0  0  28  12  58  50  15  7  16  18  7  12  183  2  13  15  2  0  4  0  0  1  35  13  55  48  18  5  18  17  15  11  187  3  15  11  0  1  4  5  6  3  45  14  240  220  0  0  20  80  0  0  560  4  10  10  2  5  7  5  6  5  50  15  260  300  40  0  80  0  0  20  700  5  13  12  5  7  2  5  4  6  54  16  300  260  40  120  60  20  20  60  880  6  46  45  8  0  5  0  12  16  132  17  300  220  0  20  80  100  120  60  900  7  40  54  14  8  3  15  9  13  156  18  300  260  60  140  100  60  40  20  980  8  51  58  17  19  16  1  2  1  165  19  200  200  40  100  140  100  120  100  1000  9  43  46  17  15  13  15  6  12  167  20  340  320  20  60  20  140  40  80  1020  10  50  59  8  15  1  18  4  17  172  21  240  340  80  140  100  40  0  100  1040  11  53  50  17  15  16  5  14  12  182  22  260  240  100  140  40  100  80  120  1080 Algorithm: CP 0) Initialization: ≥ 0, MILP = 0, ℊ ≥ 0, ℎ ≥ 0, = ∅; Call Sub-algorithm LA to obtain R and cp NLP . according to (27) , construct Obj R,B ( F ) according to (28) , and solve problem (29) to obtain ( icp ,). 3) If ℊ( icp ) < ℊ , go to step 4); otherwise, go to step 5). 4) If ̂< , stop; otherwise, go to step 6). 5) Integer variable feasibility adjustment step: solve problem (31) to obtain ℎ . If ℎ ≥ ℎ , then perform a line search between icp and cp NLP to obtain ̂, update R = R ∪ {̂}, and go to step 1); otherwise, go to step 6). 6) Fixed-integer neighborhood search step: solve problem (30) to obtain icp , and update F = F ∪ { icp } . If − ℊ ≤ ℊ( icp ) ≤ ℊ , let ̂= icp , update R = R ∪ {̂}, and go to step 1); otherwise, directly go to step 1).
In this subsection, as long as we obtain solutions of subproblems (29) with > 0, it is clear that the constraint given by (28) will force the trial solutions to have a strictly lower objective function value than the obtained feasible solutions. Thus, the constraint will force the algorithm to search for better solutions.
In each iteration, is reduced since set R,B shrink due to the addition of new constraints. If the is zero, set R,B has an empty interior, thus verifying that the optimal solution has been found.
IV. NUMERICAL RESULTS AND ANALYSIS
To assess the performance of the proposed algorithm, we compared it with the state-of-the-art solver CPLEX. Twentytwo test instances with 28 to 1080 units running for a time span of 24h were used in our experiments. As presented in [21] , an eight-unit data set was replicated to create 22 larger instances with different mixes of units. Note that we removed the instances with repeated number of units and some small-scale instances. These unit mixes are shown in Table 1 . The parameters in CP algorithm are set as follows: LP =0.001, max LP =1000, = 0.001, = 0.001, = 4. All the codes and instances of the simulations for this paper can be freely downloaded from The goals of this section are twofold. The first goal is to demonstrate the tightness and compactness of the linear approximate model generated by LA sub-algorithm. The second is that we will provide evidence to prove that: 1) CP algorithm can find high-quality feasible solutions faster than CPLEX and it is suitable to solve large-scale power systems; 2) Introducing integer ellipsoid center can improve the performance of CP algorithm. 
A. Simulation Results of LA sub-algorithm
For purpose of comparison, we build four different formulations, which are the linear approximate formulation generated by LA sub-algorithm, the standard piecewise linear approximate formulation, the piecewise linear approximate formulation with perspective-cut and the original formulation, respectively. Comparing the tightness of the four different MIP formulations can be achieved by comparing the optimal values of their continuous relaxation. The larger the optimal value, the tighter the model. Therefore, the tightness can be measured based on the difference that can be defined as CR_ORIG − CR_MILP . In this expression, CR_MILP represents the optimal values for the continuous relaxation of linear approximate MILP model for the original MINLP problem, and CR_ORIG represents the optimal value for the continuous relaxation of the original MINLP problem. Note that the accuracy of CPLEX is set to the default value. Fig.1 shows the difference values for all formulations in comparison with those for the original formulation for all test systems, where the difference for the original formulation itself is always equal to 0. The detailed values of difference for the three linear approximate formulations are also given as labels in the figure. In this figure, "No." represents the No. of each problem instance. "S_PW" represents the continuous relaxation of the standard piecewise linear approximate formulation. "PC_PW" represents the continuous relaxation of the piecewise linear approximate formulation with perspective-cut. "ORIGIN" represents the continuous relaxation of the original formulation. "CP_LA" represents the continuous relaxation of the linear approximate formulation generated by LA sub-algorithm. The detailed optimal values of continuous relaxation for the original formulation are also given in Table Ⅱ. As shown in Fig.1 , it can be seen from the instances of No. 1 -14 that the tightness of ORIGIN and CP_LA models are similar. But From the remaining instances, except for No. 17, we can see the CP_LA model is tighter than ORIGIN model. And PC_PW model is tighter than S_PW model for all instances. Because the perspective-cut can remove the continuous-relaxed feasible area without affecting the feasible solutions [33] . Meanwhile, we can see in Fig.1 that the CP_LA model is tighter than two piecewise linear approximations. This is because the linearization points of piecewise linear approximation are chosen at regular intervals, and these points are likely to be far from the optimal solution, resulting in an unsatisfactory linear approximation. Consequently, the linear approximation generated by LA sub-algorithm is tighter than other three models. Now we compare the compactness of the three linear approximate formulations. Table Ⅲ presents the number of cutting planes generated by these linear approximate techniques. It can be seen from Table Ⅲ that the number of cut planes generated by LA sub-algorithm is much less than that generated by the piecewise linear approximate technique. This is because the linearization points generated by the LA sub-algorithm are closer to the optimal solution. Therefore, the linear approximate model generated by LA sub-algorithm is more compact than the other two piecewise approximate models.
B. Simulation Results of CP Algorithm
To compare the performance of CP algorithm and CPLEX in finding feasible solutions, we compared the objective values of all feasible solutions found by CP algorithm and CPLEX within 3600s. In Fig. 2, (a) (b)(c) represents the comparison of the results for the instances of 54-,156-and 560-unit systems, respectively. we can see from the blue rectangular area that most of the red polylines are located below the black polyline, which proves that CP algorithm can find high-quality feasible solutions faster than CPLEX. To further illustrate, we set two reference points, which are a solution within 5% of CR_ORIG (1.05 * CR_ORIG ) and a solution within 1% of CR_ORIG (1.01 * CR_ORIG ). The results of the CP algorithm and CPLEX are presented in Table Ⅳ. The column "N" reports the total number of generating units. "Ctime" and "Nit" denote the execution time and number of iterations needed to find a solution within 5% or 1% of CR_ORIG , respectively. The sign "*" indicates that the incumbent solution is the best one that the CP algorithm or CPLEX solver can find but still does not meet the requirements. The sign "-" indicates that no solution found within limited time. For CP algorithm, we solve the LP problem to 0.5% optimality and the NLP problem to 0.1% optimality using CPLEX. The execution time of CP algorithm and CPLEX is limited to 3600s.
In Table Ⅳ , for all instances, the CP algorithm is able to find a feasible solution within 5% of CR_ORIG in less than 225 seconds. For some instances, a feasible solution within 1% of CR_ORIG can be obtained by CP algorithm in less than 560 seconds. Compared to CPLEX, the proposed algorithm has obvious advantages. At the same time, it can be seen from Table Ⅳ that some results did not meet the requirements (these results were marked by *). There are two main reasons causing this situation. On the one hand, it is difficult for CP algorithm and CPLEX to find a solution within 1% of CR_ORIG owing to the value of CR_ORIG is too small, such as 50-, 54-, 1000-, and 1040-unit systems. On the other hand, different instances are suitable for different algorithms, for example, CPLEX can find a better solution than CP algorithm for 880-and 980-unit systems, but for 1020-unit systems, the opposite is true. In general speaking, CP algorithm has relatively satisfactory performance in comparison with CPLEX especially for large-scale systems. Meanwhile, in order to present the performance of CP algorithm that introduces the integer ellipsoid center, we adopt the performance profiles [35] to compare the performance according to the objective value of the best solution obtained by the CP algorithm when using different values of . Then we define where is the set of methods and is the set of problems [35] . The comparison of the results is shown in Fig.3 . As can be seen from the figure, the solid red line corresponds to = 1 1+10 3 −3 ( = MILP ) is mostly located above the blue dotted line corresponds to = 1, which means that introduction of the integer ellipsoid center in CP algorithm will improve its performance. In other word, the CP algorithm introducing the integer ellipsoid center can find better solutions.
V. CONCLUSION
In this paper, we have presented a deterministic global optimization method to solve the UC-CET. By constructing perspective-cuts at linearization points acquired with solving a sequence of linear continuous-relaxed subproblems and performing line search procedure, the proposed method can quickly generate a tight linear approximation of UC-CET. And then the method can rapidly obtain high-quality solutions by iteratively finding the integer ellipse center of the current linear approximation, searching for the neighborhood of these points and adding new linear constraints. Numerical results have demonstrated the effectiveness and validity of the proposed approaches through their applications. Summarizing, the CP algorithm can be used to find high-quality solutions in short time by using off-the-shelf optimization software.
