This paper presents a novel method to recognize inharmonic and transient bird sounds efficiently. The recognition algorithm consists of feature extraction using wavelet decomposition and recognition using either supervised or unsupervised classifier. The proposed method was tested on sounds of eight bird species of which five species have inharmonic sounds and three reference species have harmonic sounds. Inharmonic sounds are not well matched to the conventional spectral analysis methods, because the spectral domain does not include any visible trajectories that computer can track and identify. Thus, the wavelet analysis was selected due to its ability to preserve both frequency and temporal information, and its ability to analyze signals which contain discontinuities and sharp spikes. The shift invariant feature vectors calculated from the wavelet coefficients were used as inputs of two neural networks: the unsupervised self-organizing map (SOM) and the supervised multilayer perceptron (MLP). The results were encouraging: the SOM network recognized 78% and the MLP network 96% of the test sounds correctly.
INTRODUCTION
Nearly all birds make different kinds of sounds which are used in communication with other conspecifics and also between different species. Sounds are only produced when needed, and so all the sounds have some meaning [1, 2] . Most sounds are produced by the syrinx, which is the avian vocal organ [3] . In most species the syrinx is bipartite, so the bird can produce two notes simultaneously [4, 5] . Bird sounds can be tonal or inharmonic, which is one way to divide the bird species into groups. Inharmonic sounds are often transient and their frequency contents are very near each other. Bird vocalization contains both songs and calls. Calls are shorter and simpler than songs, and both sexes produce them throughout the year. It seems that most birds have from 5 to 15 distinct calls, and the functions of them can be, for example, flight, alarm, excitement, and so on. Some birds can have several different calls for the same function, whereas some birds use very similar calls in different circumstances to mean different things. In addition, in many species there is high individual and regional variability in phrases and song patterns [6] [7] [8] [9] . Thus, two kinds of bird sound variability have to be taken into account in the classification. One is the variation of different sound types and another is the variation across geographic regions and among individuals.
Human ear and brain constitute an effective voice recognition system. For the human ear it is relatively easy to notice even subtle differences in sounds, whereas for the computer the recognition task is much more difficult. In bird sound research, the typical methods of classification have been listening and visual assessment of spectrograms. However, human decision is always subjective. So, the automatization of this classification process would be an important new tool for bioacoustic research [10] . Automatic classification offers new possibilities for the identification of vocal groups of birds, and may also give new tools for the classification of the sounds of other animals.
Classification of bird sounds has been studied a lot and its application range includes, for example, bird census and taxonomy [11] [12] [13] . Nevertheless, only a few studies exist where the identification of bird species by their sound is made automatically [14] [15] [16] [17] [18] [19] . Most of these studies, for example, [14, 17] , have focused on tonal and harmonic sounds, and are based on conventional spectral analysis methods. These methods are not well matched to inharmonic and transient sounds. In [19] inharmonic bird sounds have been classified using 19 low-level parameters of syllables. It seems, however, that the number of parameters is probably too high for an efficient recognition algorithm.
The aim of our study was to develop a computationally effective recognition method for inharmonic bird sounds, and to investigate the applicability of the wavelet analysis for this task. The wavelet analysis has gained a great deal of attention in the field of digital signal processing [20] . It has many advantages, for example, its ability to find out both frequency and temporal information, and to analyze signals which contain discontinuities and sharp spikes. These properties are appropriate for inharmonic and transient bird sounds. In the wavelet packet transform the original signal is converted into wavelet coefficients. The orthogonal wavelet packets can be designed by hierarchical association of PR (perfect reconstruction) paraunitary filter banks [21] . Because the number of the coefficients is usually large after the decomposition and because using all wavelet coefficients as features will often lead to inaccurate results, the extraction of the most important features is essential. The feature extraction from wavelet coefficients has been studied, for example, in [22, 23] . In spite of the many advantages of the wavelet transform, it also has a disadvantage: it is time dependent. To avoid this problem, four shift invariant parameters were used as features in this study.
Artificial neural networks (ANNs) are being applied to pattern recognition and have successfully been used in the automated classification of acoustic signals including animal sounds [24] [25] [26] [27] . The ANNs have also been used in the classification and recognition of bird sounds [28] [29] [30] . In this study, two commonly known neural networks, the unsupervised self-organizing map (SOM) and the supervised multilayer perceptron (MLP), were selected as the classifiers due to their ability to compensate discrepancies among the data. The distinguishability of bird species was first examined with the SOM, which is essentially a clustering algorithm, and after that the sound data was classified using the MLP.
METHODS
The model of the whole recognition process is presented in Figure 1 . During the preprocessing the noise was reduced from the soundtracks. Then the soundtracks were segmented into smaller pieces which are called sounds in the sequel. During the postprocessing the sounds were checked manually. All the sounds were decomposed into the wavelet coefficients using the wavelet packet decomposition (WPD). The features were calculated from these wavelet coefficients and the feature vectors were composed. The feature vectors of the training data were introduced to the MLP and the SOM networks during the training phase. Finally, both networks were tested on separate testing data and the recognition results were examined. Altogether, the phases of the recognition process were automatic, except the checking of the sounds, which was made manually.
Preprocessing, segmentation, and postprocessing
During the preprocessing the zero mean data was normalized in the range [−1, 1], and the low-frequency wind noise was reduced using a long moving average filter. Because the noise level varied a lot between the sound tracks, the noise threshold level was calculated adaptively from long-term mean energy value during the segmentation. The soundtracks were extracted automatically into smaller pieces identifying the beginning and ending of each call. The soundtrack was clipped if the onset of the sound exceeded the adaptive threshold level and the end of the sound dropped under that threshold value.
During the postprocessing the interfering broadband noise was reduced from the sound signal, s, using the eightband filter bank (cf. Figure 2) .
The outputs s i (n) from the thresholding blocks were calculated as
where the threshold value T h0 was defined as 2 times the standard deviation of the output s 8 after preliminary tests. Reduction of the noise emphasized the essential information of the bird sound. At the end of the postprocessing all sounds were checked manually and verified consistently. A few sounds were recorded in a very noisy environment or they were in inseparable groups, and were therefore rejected during the manual checking.
Wavelet packet decomposition
The wavelet packet analysis was used for the signal decomposition [31, 32] . In the WPD the signal s is split into approximation (A) and detail (D) parts. Due to the downsampling, aliasing occurs in the WPD tree. This aliasing changes the Arja Selin et al. frequency order of some branches of the tree [33] . The symmetric wavelet decomposition tree is illustrated in Figure 3 , where the WPD tree is put in an increasing frequency order from the left to the right. The preliminary tests showed that the best decomposition level (N) was six. Thus, the signal s was split into 2 6 = 64 parts, which are called bins in the sequel. The bin number 1 contained so low frequencies that proved to be irrelevant for the recognition. Because the bins 33-64 also proved to be irrelevant, the wavelet coefficients were calculated from bins 2-32 marked grey in Figure 3 .
There are several wavelet families that have proved to be particularly usable [34] . The Daubechies wavelet family (dbN) was selected, because in it both scaling and wavelet functions are compactly supported and they are orthogonal. The 10 dB was selected for the wavelet function, because the preliminary tests showed that it compromised the best decomposition results of the tested alternatives with the selected bird sounds.
Features
As mentioned before, the main disadvantage of the wavelet transform is its time dependence. That is why the four shift invariant parameters were selected as features. These four features, maximum energy, position, spread, and width are illustrated in Figure 4 .
The number of the WPD coefficients of each bin is denoted as n c . The bin energy E B (r) of the wavelet coefficients c of bin r was defined as
and the average energy E B (r) of each bin r was defined as
The largest average energy value
was then searched, and it is called the maximum energy E m of the sound. The position P represents the number of the bin r, in which the maximum energy was located.
The spread S was calculated as where q is the number of the sample and r is the number of the bin. J is a set of index pairs (q, r) for which c 2 (q, r) > T h1 (r). In (5) #J is the number of elements (cardinality) of the set J. So, the spread S is a sum of the average energies of those coefficients whose energy exceeded the threshold value T h1 . After the preliminary test with the data the threshold value T h1 (r) was calculated as
from the average energy E B (r) of bin r. The fourth feature, the width W represents the number of bins which satisfy the inequality
where the threshold value T h2 was selected as 1.3 after preliminary tests with the data. Finally all four features were normalized, in order to be comparable with one another. The normalization levels were defined after preliminary tests with the data. The maximum energy E m was normalized as where n B is the number of the coefficients of the bin which exceeded the T h1 . The position P was normalized as
The spread S was normalized as
and the width W as
Thus, 31×n c WPD coefficients were reduced to four normalized features: maximum energy E m , position P, spread S, and width W. These four features formed the final feature vector for recognition. The main reason for the normalization was the SOM, which yields better recognition results if the inputs are in the same scale. In addition, the training time of the SOM network is shorter with normalized inputs.
Classifiers
Two commonly known neural networks, unsupervised selforganizing map (SOM) [35] and supervised multilayer perceptron (MLP) [36] , were used as classifiers. The neural networks were selected due to their ability to compensate discrepancies in the data. This is one way to deal with the individual and regional variability of bird vocalizations. The motivation for using unsupervised and supervised networks was to verify the predefined decisions of the supervised MLP against the unsupervised SOM, and to compare their relative performance. In the SOM the four-dimensional data was mapped into two-dimensional space. The SOM clusters the data so that neighbouring clusters are quite similar, while more distant clusters become increasingly diverse [35] . The low and high variability between the sounds of the species can be seen from the compactness of the clusters. Thus, in this study the distinguishability of the species was first examined with the SOM, and after that the classification was made with the MLP.
In the SOM training the calculated feature vectors were introduced to a 10 × 10-size SOM network. The other sizes, for example, 6 × 6, 8 × 8, and 12 × 12, of the network were also tested. However, the chosen size yielded best recognition results. The SOM network was trained for up to 3000 epochs using the training data (cf. Table 1 ). The results did not improve although the number of the epochs was changed.
After preliminary tests, the selected MLP architecture was 4-15-40-3. Each output was finally rounded to 0 or 1, and then three output bits of each sound were converted into numbers 1-8, which was enough for classes of eight bird sounds. The MLP network was trained for up to 65 epochs and the mean square error goal was 0.0001. After the training, it became obvious that all the nodes, and the weighting and bias parameters of the MLP network were needed, which means that none of the outputs of the nodes was too close to zero. Both networks were tested on separate testing data after the training.
THE BIRD SOUND DATA
Our main purpose was to study the efficient recognition of inharmonic or transient bird sounds. The sampling rate of the sound data, F s , was 44.1 kHz and 16-bit accuracy was used. The data was analyzed in the Matlab environment [37] , and the Wavelet Toolbox [34] was utilized. The idea was to choose such bird species whose sounds are inharmonic and sounds which resemble one another. This is the reason why the inharmonic sounds of the mallard, the greylag goose, the corncrake, the river warbler and the magpie were selected. The sounds of the quail and the spotted crake are tonal, but contain some transient features, for example, irregular pitch period. The pure tonal territorial song of the male pygmy owl was chosen as a reference sound.
In the classification, the variation of different sound types in every species has to be taken into account by examining each sound type separately. That is why only one type of call of each species was used in this study. However, several types of calls of the greylag goose were included, because these calls are very similar to one another. Hence, it was Arja Selin et al.
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tested how the greylag goose can be recognized using many types of calls. In addition, a sufficient number of recordings of those eight species was available quite easily and the quality of the recordings was sufficient. The data of the selected eight species is summarized in Table 1 . The table contains scientific abbreviations and names, English names, and sound types. Also the number of sounds in the training and testing is indicated.
The sounds were recorded in Finland by Pertti Kalinainen, Ilkka Heiskanen, and Jan-Erik Bruun. There were totally 3132 sounds which were divided into training data (2278 sounds) and testing data (854 sounds). The training and testing data were from different tracks. It turned out that if there were the same number of training data of each group, the SOM network yielded better results. Thus, in the case of the SOM network the training data was reduced to 113 samples per species.
The typical spectrograms and corresponding wavelet coefficient figures of eight species that were used in this study are presented in Figure 5 . As can be seen, the wavelet transform compresses the energy of the coefficients more than traditional Fourier transform in spectrograms. Only the very essential information is preserved after the WPD.
RESULTS

Results using the SOM
The clustering result of the SOM network after training is illustrated in Figure 6 .
The areas marked with letters present how sounds of each bird species were situated in the 10 × 10 SOM network (cf. Section 2.4) after the overlapping nodes had been analyzed. The SOM network was examined node by node and the outliers were labelled. The species which had most sounds in a particular node won and the possible other sounds were classified as outliers. If two or more different species had the same number of sounds in a particular node, all were classified as outliers. If no species won, the node was classified as unspecified. If no sound is situated in the node, it was classified as empty node. Unspecified nodes are marked with black color and empty nodes with grey color in Figure 6 . In the SOM, compact clusters represent the species with little variation between sounds, and, respectively, the scattered clusters represent the species with large variation. As it can be seen, for example, the test sounds of the river warbler (R) form a compact and uniform area, whereas the sounds of the greylag goose (G) spread out in a broad area. The SOM clustered 87% of training sounds correctly.
The confusion matrix of Table 2 illustrates the recognition result of the SOM network after the trained network had been tested on the test sounds. The rows of the confusion matrix show how each species is recognized. All the test sounds of the river warbler (LOCFLU) were recognized correctly, as can be seen from the diagonal of the matrix. Altogether, 7% of the test sounds were unspecified and 15% were recognized wrongly. It should be noticed that only 51% of the sounds of the greylag goose were recognized correctly, and 23% of the sounds were recognized unspecified. That might result from the fact that several types of calls of the greylag goose were included in the study. Altogether, 92 sounds of all 854 test sounds were recognized wrongly. A total of 78% of the test sounds were recognized correctly with the SOM network. Table 3 contains the recognition result of the MLP network. All the test sounds of the quail (COTCOT) and the spotted crake (PORPOR) were recognized correctly. Again, the recognition result of the sounds of the greylag goose was poor, and the reason might be the same as with the SOM network. Twenty-four sounds of all the test sounds were recognized wrongly. Altogether, 96% of the test sounds of the eight bird species were recognized correctly with the MLP network.
Results using the MLP
DISCUSSION AND CONCLUSIONS
Our purpose was to study how inharmonic and transient bird sounds can be recognized efficiently. The results of this study are very encouraging. The results indicate that it is possible to recognize bird sounds of the test species using neural networks with only four features calculated from the wavelet packet decomposition coefficients.
Segmentation plays an important role in sound recognition, because incorrectly segmented sounds will probably be classified wrongly. In most cases, segmentation is the most complicated and challenging part of the whole recognition process. However, it is quite difficult to make it totally automatic. Noise reduction goes hand in hand with successful segmentation. The segmentation is even more difficult if the sound tracks are very noisy. In this study the segmentation and noise reduction were implemented so that the original sound information of the target species remained as intact as possible. After the automatic segmentation, all the sounds were checked manually. The noise reduction was done using an eight-band filter bank, which reduced the irrelevant noise information and emphasized the essential information of the bird sound. The main purpose of the preprocessing was to control the signal quality so that all sounds were comparable with each other.
The selection of the wavelet function and the decomposition level are the most important phases of the WPD. In this study the 10 dB was selected for the wavelet function and the level of the decomposition was selected to be six after preliminary testing. The preliminary tests were used because the authors do not know any reliable algorithm for selecting the wavelet function and the decomposition level properly. The preliminary tests indicated that the 10 dB wavelet function and the 6th decomposition level compromised the best decomposition results with selected bird sounds.
The four features were calculated from the wavelet packet decomposition coefficients. Many kinds of other features were calculated from the coefficients and they were also tested. However, the chosen four features: maximum energy, position, spread, and width, described and separated the sounds of the eight bird species best. The data of the eight bird species that was used in this study was divided so that there were about 70% training data and 30% testing data. Both networks, the SOM and the MLP, were first trained and then tested on separate data. The training data contained very probably sounds of seven mallard, nine graylag goose, three quail, eight corncrake, five pygmy owl, two river warbler, six magpie, and three spotted crake individuals. The testing data was selected from tracks different from the training data and it was also very probably from different individuals. So, the testing data consisted of sounds of two mallard individuals, four graylag goose, two quail, two corncrake, and two pygmy owl individuals, and one river warbler, one magpie, and one spotted crake individuals.
In conclusion, the SOM classified 78% and the MLP 96% of the test sounds correctly. After the testing of both networks, all wrongly recognized sounds were manually examined and labelled. The test result showed that 24 sounds were recognized wrongly using the MLP network. In the SOM network 39 of test sounds were unspecified and 92 sounds were recognized wrongly. After plotting and examining all the wavelet packet coefficient figures of the misrecognitions, the reason for the most wrong recognitions became obvious. Firstly, the coefficient pattern of the misrecognitions was shifted so that two features, the position and the width, were strayed. Secondly, the wrong recognition resulted presumably from false segmentation or low signal-to-noise ratio.
The proposed method provides quite a robust approach to sound recognition, particularly to the inharmonic and transient bird sounds. The variability among the bird sounds within and between the species was taken into account using neural networks in the classification. The sounds of the selected eight species vary only slightly. Also, the variation across geographic regions was insignificant, because all the sounds were recorded in Finland.
In conclusion, the results presented in this paper are very encouraging. They indicated that it is possible to recognize bird sounds using neural networks with only four features calculated from the wavelet packet coefficients. Although the neural networks have many benefits, such as their ability to learn and therefore generalize the variability of the data, there is a long way to go before the recognition system beats the human ear. When using neural networks in the pattern classification, there has to be a fixed number of classes into which activations are classified. Hence, the disadvantage of the neural networks is the fixed number of output classes, that is, closed set of species. When more species need to be classified, the network has to be retrained all over again before it can be tested on a new set of birds.
Although the tested algorithms proved to be quite robust recognition methods for a limited set of birds, the proposed method cannot beat a human expert listener. A human expert listener can identify birds with almost 100% accuracy by using a priori knowledge and environmental or other context-dependent information for classification, whereas our proposed method uses only a short recording without any other information. In [19] the inharmonic bird sounds were recognized with nearest neighbor classifier using Mahalanobis distance measure with 74% accuracy, whereas in this study the SOM classified 78% and the MLP 96% of the inharmonic bird sounds correctly. On the other hand, the results are quite incomparable to other methods, because the test set of birds was limited and the features were calculated differently.
The method tested in this study is intended for automatic monitoring of birds that are living in a predefined area or night time active birds or migratory birds whose probability of existence is known beforehand. The continuous monitoring of the same birds is costly and time-consuming. Thus, the aid of automatic recognition in field work might be desirable. The algorithm must be fine-tuned in a way that it recognizes the predefined and limited set of birds correctly either leaving out or storing the uncertain or unknown sounds for manual checking.
Automatic recognition presents a new method for identifying and differentiating bird species by their sounds, and may offer new tools also for bird researchers. However, the automatic recognition of bird species is by no means an easy task. The fact that sounds and calls vary among species and the same species might have many call types make automatic recognition even more difficult. In this demanding task the wavelet transform has proven to be an efficient method to be taken into consideration.
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