Abstract-Loop invariant generation is a fundamental problem in program analysis and verification. In this work, we propose a new approach to automatically constructing inductive loop invariants. The key idea is to aggressively squeeze an inductive invariant based on Craig interpolants between forward and backward reachability analysis. We have evaluated our approach by a set of loop benchmarks, and experimental results show that our approach is promising.
I. INTRODUCTION
In program verification, loops are challenging to handle. One way to prove that a loop satisfies its postcondition under a precondition is based on inductive loop invariants. Intuitively, an inductive loop invariant is a property which holds in each iteration of the loop. Given an inductive loop invariant, as long as it is weaker than the precondition, and its conjunction with the negation of the loop condition is stronger than the postcondition, we can conclude that the loop establishes its postcondition if it terminates. However, program verification based on loop invariants does not come for free. The key challenge is how to construct inductive loop invariants automatically, which is a fundamental problem in program analysis and verification.
Given a loop with precondition P and postcondition Q, traditional forward analysis [23] , [19] tries to obtain the reachability of the loop after each iteration, as shown in Fig. 1 (a) . Let F t (P ) be the set of forward reachable states starting from the precondition P after the t-th iteration of the loop, where F 0 (P ) = P . Notice that F i (P ) =⇒ F i+1 (P ) for all i ≥ 0, does not necessarily hold if we consider the strongest condition after the loop is executed (c.f. Section III for more details). Assume that the loop terminates after t iterations for some t ≥ 0, i.e., F t (P ) does not satisfy the loop condition. If F t (P ) =⇒ Q, then we can conclude that the loop satisfies its postcondition after it terminates. However, this approach may not terminate in general, or it may take a large number of forward iterations to find such a F t (P ) for some t ≥ 0.
Similarly, traditional backward reachability analysis [23] , [19] tries to obtain the set of backward reachable states, denoted by B t (Q), from the postcondition Q after t iterations (assume the loop condition is still satisfied). Notice that B i (Q) =⇒ B i+1 (Q) for all i ≥ 0 does hold if we consider the weakest condition after the loop is executed backward (c.f. Section III for more details). If we can find a backward reachability B t (Q) for some t ≥ 0 such that P =⇒ B t (Q), then we conclude that the loop satisfies its postcondition, as shown in Fig. 1 (b) . However, this backward approach may not terminate in general as well, or it may take a large number of backward iterations to find such a B t (Q) for some t ≥ 0.
In this paper 1 , we propose an approach to automatically constructing inductive loop invariants in the form of Boolean combinations of linear integer constraints over program variables. Our approach is to squeeze an invariant between forward and backward reachability of the loop. Although the forward and backward approaches may not terminate in general, they do provide some hints to construct inductive invariants. The intuitive idea behind our approach is as follows. Instead of starting from the postcondition Q, we perform the backward reachability analysis from ¬Q, the negation of the postcondition. If the loop does have an inductive invariant I to establish the postcondition Q, as shown in Fig. 2 , then ∪ ∞ t=0 F t (P ) will not intersect with B t→∞ (¬Q); otherwise I would not be inductive. In addition, ∪ ∞ t=0 F t (P ) will be included in the inductive invariant, i.e., ∪ ∞ t=0 F t (P ) =⇒ I. Furthermore, I will not intersect with B t→∞ (¬Q) as well; otherwise, I would not be an invariant to establish Q. Based on the above observation, an inductive invariant I is actually a Craig interpolant [18] (c.f. Definition 2) for ∪ t i=0 F i (P ) with respect to B t (¬Q). That is, we can squeeze an inductive invariant between the forward reachability from P and the backward reachability from ¬Q by obtaining an interpolant in between. If the number of forward/backward steps is sufficient, an inductive invariant in between should be squeezed out. This observation gives a systematic way to construct an inductive invariant. The details of our approach is described in Section IV. To summarize, this work makes the following contributions:
• We propose a novel approach to automatically constructing inductive loop invariants for loop structures consisting of multiple paths inside. The generated invariant is in the form of Boolean combinations of linear integer constraints over program variables. The proposed approach squeezes loop invariants between forward and backward analysis by obtaining interpolants in between.
To the best of our knowledge, this is the first work to combine interpolation techniques with forward and backward predicate transformers in Hoare Logic [34] .
• We have implemented our approach in a tool, called FiB. We compared FiB with other state-of-the-art invariant generation tools: BLAST [33] , InvGen [31] , Interproc [35] , CPAchecker [9] , ITP [41] , and HOLA [20] . Our experimental results show that our approach is promising for advancing the state-of-the-art invariant generation for numeric loops.
The rest of this paper is organized as follows. Section II illustrates our approach with motivating examples. Section III reviews preliminary backgrounds. The details of the proposed approach is introduced in Section IV. Evaluations of our approach are presented in Section V. Section VI summarizes related works, and Section VII concludes this work.
II. MOTIVATING EXAMPLES
In this section, we illustrate the intuitive idea behind our approach using two example programs. The first example is shown in Fig. 3 (a) . The precondition of the loop is P : (x = 0 ∧ y = 0), and the postcondition (assertion) is Q : y = 100. Traditional forward analysis based on strongest postcondition requires to execute 100 iterations of the loop to reach F 100 (P ) : (x = 100 ∧ y = 100). Since F 100 (P ) ∧ (x = 100) =⇒ Q, we can conclude that the assertion Q is satisfied if the loop terminates.
Similarly, traditional backward analysis based on weakest precondition also requires 100 iteration to find B 100 (Q) : 100 i=0 (x = i ∧ y = i). Since P =⇒ B 100 (Q), we can conclude that the assertion is satisfied if the loop terminates. If we change the constant from 100 to 100000, traditional approaches require a huge number of iterations to prove the assertion. Fig. 3 (b) shows the second example, which is almost the same as the first one except that the constant 100 is replaced by a variable n ≥ 0. In this example, traditional (either forward or backward) approaches do not terminate because the bound is now a variable instead of a constant.
assume(x == 0); assume(y == 0); while(x != 100){ x++; y++; } assert(y == 100); (a) assume(x == 0); assume(y == 0); assume(n >= 0); while(x != n){ x++; y++; } assert(y == n); Our approach works as follows for the second program. Let us first consider the case where the loop executes without any iteration. In this case, the forward reachability F 0 (P ) is P : (x = 0 ∧ y = 0 ∧ n ≥ 0). Then, we perform the backward analysis. Notice that unlike traditional backward approach starting from the postcondition Q, we obtain backward reachability from the negation of the postcondition, i.e., ¬Q. If the loop executes backward without any iteration from ¬Q, the backward reachability B 0 (¬Q) would be the conjunction of ¬Q and the negation of the loop condition, i.e., (y = n ∧ x = n). Then, we use an SMT solver to check the satisfiability of F 0 (P ) ∧ B 0 (¬Q). That is, we check whether the loop violates its postcondition in zero iteration. Obviously, the formula is not satisfiable, and we can obtain an interpolant I : (x = y), c.f. Definition 2, for F 0 (P ) with respect to B 0 (¬Q) from the SMT solver. Intuitively, the interpolant I is an abstraction of F 0 (P ), i.e., F 0 (P ) =⇒ I, and I is still inconsistent with B 0 (¬Q). Then, we check whether the interpolant I is inductive, i.e., if I holds initially in the loop, no matter how many iterations the loop executes, I still holds. The formula for the inductiveness checking is
We can check the validity of this formula by an SMT solver as well (c.f. Sections III and IV), and (x = y) is inductive and strong enough to prove the postcondition Q. Thus, (x = y) is the loop invariant obtained by our approach. However, if I is not inductive, we consider the second case where the loop executes for one iteration. The same procedure is performed: (1) check the satisfiability of (F 0 (P ) ∨ F 1 (P )) ∧ B 1 (¬Q), (2) obtain an interpolant I if the formula is not satisfiable, and (3) check the inductiveness of I. We keep increasing the number of iterations and performing the same procedure until we find an inductive invariant. The details of our approach is introduced in Section IV. In this work, we consider the imperative (IMP) language, whose syntax is shown in Fig. 4 To reason about the correctness of an IMP program, we use the interpretation of Hoare Logic [34] . A Hoare triple is a formula of the form {P } s {Q}, where s is a Stmt formula representing a statement in an IMP program, and P and Q are the precondition and postcondition of the statement s, respectively. The Hoare triple {P } s {Q} is partially correct 2 if the statement s is executed in a state in which P holds, and then it terminates in a state in which Q holds unless it aborts or runs forever.
In this work, we consider two predicate transformers [23] , [19] : wp and sp. The function wp takes as inputs an IMP statement s and a postcondition Q and returns the weakest precondition of s with respect to Q, denoted by wp(s, Q). The function sp takes as inputs an IMP statement and a precondition P and returns the strongest postcondition of s with respect to P , denoted by sp(P, s). The rules to calculate the weakest precondition and strongest postcondition for each primitive statement are given in Fig. 5 and Fig. 6 , respectively [53] . A Hoare triple {P } s {Q} can be proved if either P =⇒ wp(s, Q) holds, or sp(P, s) =⇒ Q holds.
The target loop structure in this work is a single loop with multiple paths, which can be represented as an annotated loop of the form: {P } while κ do S done {Q}. The BExp formula κ is the loop guard. The loop body S is a Stmt One way to validate the Hoare triple for an annotated loop is based on the sp predicate transformer, in which we need to prove that sp(P, while κ do S done) =⇒ Q. Traditionally [23] , [19] , it is done by approximating the strongest postcondition of the loop. We can define the strongest postcondition of a loop in a recursive way as follows:
However, the above recursive construction of the strongest postcondition may not terminate in general, which is not practical to validate an annotated loop. Furthermore, even if it terminates, it may take a large number of iterations to converge to a fix-point.
Another way to validate an annotated loop is based on the wp predicate transformer [23] , [19] , in which we need to prove that P =⇒ wp(while κ do S done, Q). Similarly, We can approximate the weakest precondition of the loop by considering the number of iterations required to establish the postcondition Q. Let B t be a predicate describing the set of states from which the loop terminates within t iterations and establish Q. We can define B t in a recursive way as follows, where B 0 = (¬κ ∧ Q):
It means that to establish Q within t iterations, the loop can either terminate immediately without any iteration and then establish Q, or perform one iteration and reach a state where it terminates within t − 1 iterations and then establish Q. Theoretically, wp(while κ do S done, Q) is equivalent to lim k→∞ B t . Since B t is an under-approximation of wp(while κ do S done, Q) for all t ≥ 0, in practice, as long as we can find B t for some t ≥ 0 such that P =⇒ B t holds, then we can conclude that P =⇒ wp(while κ do S done, Q) holds. However, this approach may not terminate in general, or it may take a large number of iterations to find such a B t for some t ≥ 0.
A promising way to validate an annotated loop is based on loop invariants, as formulated in Definition 1. However, the main problem of validating an annotated loop based on loop invariants is how to generate inductive loop invariants automatically. In the next section, we are going to introduce our approach to generating loop invariants automatically based on Craig interpolation, as formulated in Definition 2.
Definition 1: A loop invariant I of an annotated loop is a formula satisfying the following conditions: (1) P =⇒ I, (2) I ∧ ¬κ =⇒ Q, and (3) {I ∧ κ} S {I}.
Definition 2: Given two Boolean formulas A and B such that A ∧ B is unsatisfiable, a Craig interpolant for A with respect to B is a formulaÂ satisfying the following properties: (1)Â is an abstraction of A, i.e., A =⇒Â, (2)Â ∧ B is unsatisfiable, and (3)Â refers only to the common variables of A and B.
The Craig interpolation lemma [18] states that an interpolant always exists for inconsistent (unsatisfiable) formulas in firstoder logic. Modern SAT or SMT solvers, e.g., Z3
[3] and MathSAT [1], support Craig interpolation from unsatisfiable formulas.
IV. SQUEEZING LOOP INVARIANTS
In this section, we introduce how an invariant of a loop can be squeezed based on interpolation between forward/backward reachability analyses. We propose two approaches. The first one, introduced in Section IV-A is based on interpolation with respect to forward reachability. The second, introduced in Section IV-B, is based on interpolation with respect to backward reachability. Section IV-C discusses some extensions.
A. Forward Interpolation
Given an annotated loop, {P } while κ do S done {Q}, we can consider its forward reachability with the precondition P by calculating its strongest postcondition. Let us use A i = sp(A i−1 ∧κ, S) for i ≥ 1 to denote the strongest postcondition after the i-th iteration, where A 0 = P . If the loop does have an inductive invariant I, then the reachability after each iteration must be contained in I (otherwise, I would not be inductive), i.e., the condition
On the other hand, we can also consider the backward reachability of the loop by calculating the weakest precondition. However, for the backward reachability, we start from ¬Q, the negation of the postcondition. Let B i = B 0 ∨(κ∧wp(S, B i−1 )) for i ≥ 1 be the predicate representing the set of states from which the loop terminates within i iterations and violates the postcondition Q, where B 0 = (¬Q ∧ ¬κ) represents that the loop violates its postcondition Q without performing any iterations. If the loop does have an inductive invariant I to establish its postcondition Q, then the formula I ∧ B i must be unsatisfiable for all i ≥ 0, otherwise I would not be inductive and establish Q.
Based on the above observations, we can find that an inductive invariant I (if it exists) of a loop is actually an interpolant for ( 
the inverse is not true, i.e., the interpolant I is not necessary to be inductive. However, it does provide a way to find an inductive invariant of a loop. The basic idea is as follows. Firstly, we calculate, for t iterations, the forward reachability ( t i=0 A i ) as well as the backward reachability B t . Secondly, we obtain an interpolant I for ( t i=0 A i ) with respect to B t and check whether I is inductive or not. Thirdly, if I is an inductive invariant, then we are done. Otherwise, we increase the value of t and repeat the first and second steps until we find an inductive invariant. Algorithm 1 shows the pseudo-code of squeezing an inductive invariant of a loop by interpolation between the forward and backward reachabilities. The details of Algorithm 1 are described as follows:
• Initially, we set A 0 to be P , and B 0 to be (¬Q ∧ ¬κ), respectively (lines 1-2). And, we use t to denote the number of forward iterations, and r for the number of backward iterations. Their initial values are set to be zero, respectively (line 3). Notice that the values of t and r might become different during the following process.
• A decision procedure is performed to check whether the formula (
. If the formula is not satisfiable, we can further obtain an interpolant I t for ( t i=0 A i ) with respect to B r . According to the characteristic of interpolants (c.f. Definition 2), we are guaranteed to have the following two properties: (1) t i=0 A i =⇒ I t and (2) I t ∧ B r is not satisfiable. That is, the forward reachability for t iterations from the precondition P is included in I t , and I t is not going to violate the postcondition Q in r iterations, as illustrated in Fig. 7 (a) (lines 8-9 ). The reason for advancing forward from I t is that we may converge toward an inductive invariant more quickly than from the concrete reachability ( t i=0 A i ) because I t is an over-approximation of the concrete reachability, as illustrated in Fig. 7 (b) . Similarly, for backward reachability, we advance backward for one more iteration from B r (lines 10-11).
• Notice that for the sequence of forward reachability A 0 , A 1 , . . . , A t , if there exists 0 < j ≤ t such that A j is an over-approximation (i.e., A j is obtained by the strongest postcondition operator from the interpolant I j−1 instead of from the concrete reachability A j−1 , as shown in Fig. 7 (b) , then every A m for j ≤ m ≤ t would be an over-approximation as well. Thus, if the formula ( t i=0 A i ) ∧ B r is satisfiable (line 12), there could be two cases. The first case is that A t is concrete, which means that A 0 , A 1 , . . . , A t are all concrete. In this case, we conclude that the loop violates its postcondition Q because the solution to the satisfiability problem of ( t i=0 A i ) ∧ B r is such a counterexample starting from P and violating Q within t + r iterations (line 13). The second case is shown in Fig. 7 (c) , where A t is an overapproximation. We cannot conclude anything for this case because A t may contain spurious counterexamples. To be sound and simplify the process, we backtrack to the latest concrete forward reachability (line 15), from which we advance forward for one more iteration (lines [16] [17] , as illustrated in Fig. 7 (d) . After that, the new forward and backward reachability layout will be analyzed in the next iteration of Algorithm 1. We repeat the process until either a counterexample or an inductive invariant is found. The soundness of Algorithm 1 is proved by Lemma 1 and Theorem 1. Notice that Algorithm 1 does not guarantee its termination. In practice, we can set an upper bound on the number of forward or backward iterations.
Lemma 1: We also want to prove that if Algorithm 1 returns "no", the loop violates its postcondition Q. According to Algorithm 1, it returns "no" only when ( t i=0 A i ) ∧ B r is satisfiable and A t is concrete. Since A t is concrete, we can conclude that A 0 , A 1 , . . . , A t are all concrete, and ( t i=0 A i ) represents the set of concrete states which the loop can reach from P within t iterations. In addition, B r is the predicate representing the set of states from which the loop terminates within r iterations and violates the postcondition Q. Thus, a solution to the satisfiability problem of ( t i=0 A i ) ∧ B r is a counterexample starting from P and violating Q within t + r iterations.
Discussion. In our implementation of Algorithm 1, we use an SMT solver to solve the formula ( t i=0 A i ) ∧ B r in each iteration and directly obtain an interpolant from the solver if the formula is not satisfiable. However, the interpolant for an unsatisfiable formula is not unique, i.e., we may have many candidates fulfilling the three conditions in Definition 2. Which one is better is worthy of further investigation, and of course we need to define what "better" means first. Currently, our implementation relies on the quality of the interpolants returned by the SMT solver, which dominates the performance of our approach. In fact, initially, we have tried the Z3 [3] SMT solver. However, Z3 always returns the trivial interpolant ( t i=0 A i ), which makes our approach degenerate into traditi-onal forward/backward analysis. Thus, we have tried another SMT solver, MathSAT [1], and it returns better interpolants than trivial ones, which makes our implementation effective to find inductive invariants (c.f. Section V). Techniques providing quality interpolants, like beautiful interpolants [6] , could help to further improve the performance of our approach.
B. Backward Interpolation
In the previous approach, we obtain interpolants from forward reachability. In this section, we introduce another approach in the reverse direction. The basic idea is based on the following observation. Given an annotated loop, {P } while κ do S done {Q}, if it does have an inductive invariant I, then the negation of the invariant, ¬I, must be inductive as well. That is, starting from ¬I, no matter how many iterations we take backward for the loop, we will still be in the set of states satisfying ¬I, i.e., wp(S, ¬I) =⇒ ¬I. If it were not the case, ¬I could cross over to I after some backward iterations so that I would not be inductive. This observation provides us another way to squeeze an inductive invariant. The intuition is that when we do the interpolation between the forward/backward reachabilities, i.e., the unsatisfiable formula ( t i=0 A i ) ∧ B r , we obtain an interpolant I for B r instead of for ( t i=0 A i ). Then, we check whether the negation of the interpolant, ¬I, is inductive or not. If yes, then ¬I is an inductive invariant, and we are done. Otherwise, we increase the values of t and r by one, respectively, and repeat the same process until we find an inductive invariant. Algorithm 2 shows the pseudo-code of the backward approach. Since Algorithm 2 is very similar to Algorithm 1 by symmetry, we omit its detailed descriptions here.
The soundness of Algorithm 2 is proved by Lemma 1 and Theorem 2. Notice that Algorithm 2 does not guarantee its termination. In practice, we can set an upper bound on the number of forward or backward iterations.
Theorem 2: Algorithm 2 is correct. Proof 2: We want to prove that ¬I r returned by Algorithm 2 satisfies the following three conditions: (1) P =⇒ ¬I r , (2) ¬I r ∧ ¬κ =⇒ Q, and (3) {¬I r ∧ κ} S {¬I r }. Since ¬I r is returned by Algorithm 2 only if condition (3) holds, we only have to prove conditions (1) and (2).
Condition ( (S, B j ) ) for 0 ≤ j < r, we know B 0 =⇒ B 1 =⇒ . . . =⇒ B r . Thus, B 0 = ¬κ ∧ ¬Q =⇒ I r , which is logically equivalent to (κ∨Q)∨I r . According to the associativity law, (κ∨Q)∨I r is equivalent to (κ∨I r )∨Q, which is also logically equivalent to ¬κ ∧ ¬I =⇒ Q. Therefore, condition (2) holds. 
C. Extensions
Our approaches have been proposed to handle one singlelevel loop. In this section, we discuss how to extend our approaches to handle general loop structures, e.g., nested loops or a sequence of loops. Fig. 8 (a) shows the general structure of a two-level nested loop, where we only have the precondition and postcondition of the outer loop. In this case, we are not able to perform our approaches on the inner loop because we do not know its precondition and postcondition. To handle this case, one straightforward solution is to flatten the nested loops into one single-level loop. Fig. 8 (b) illustrates how the flattening can be done. Briefly, we just introduce an auxiliary variable, block, indicating which loop is active now. One can easily verify that the flattened loop is equivalent to the original one. If the outer loop has more than one loop inside, we can inductively perform the flattening. Once the loop is flattened, our approaches apply.
The second case that our approaches are not directly applicable is a sequence of loops. Fig. 9 (a) shows the general structure of two loops in a sequence. We can see that the postcondition of the first loop as well as the precondition of the second are missing. To bridge the gap, we can combine them into one single-level loop. Fig. 9 (b) illustrates how the translation is done. Similarly, we use auxiliary variable, block, to indicate the active loop. One can easily verify that the translation is correct. If we have more than two loops in a sequence, we can inductively perform the translation such that our approaches apply. In a general program, we may have nested loops and sequence loops mixed together. In such a situation, we can inductively perform the translation based on the two primitive cases in Fig. 8 and Fig. 9 . One more interesting extension is to combine the forward and backward approaches into a bidirectional one. That is, in each forward/backward advancing iteration, we obtain the forward interpolant as well as the backward interpolant simultaneously. If either of them is inductive, we are done; otherwise, we start from them to advance in the next iteration. If they intersect with each other, we backtrack to the concrete cases and then continue from there. The process is repeated until an invariant is found.
V. EVALUATION
The proposed approach to automatically generating inductive loop invariants has been implemented in a tool, called FiB. In the implementation, we use the SMT solver, MathSAT [1], to solve the satisfiability problems as well as to obtain interpolants if the formula is not satisfiable.
To evaluate our approach, we compared FiB with six existing state-of-the-art invariant generation tools: BLAST [33] , InvGen [31] , Interproc [35] , CPAchecker [9] , ITP [41] , and HOLA [20] . Each of the compared tools represents a different family of invariant generation techniques. BLAST is a CEGAR-based model checker that generates loop invariants from counterexamples based on interpolations. InvGen assumes that the invariant is of a given template form and generates loop invariants by solving constraints with unknown parameters. Interproc generates loop invariants based on abstract interpretation. CPAchecker is a configurable software assert(y == 100);
¬ϕ : pc = 9 ∧ y = 100 Fig. 10 . Transition Relation Construction model checker which supports CEGAR based verification approaches. HOLA generates loop invariants based on logical abduction and quantifier elimination. ITP is a transitionrelation-based model checking technique, which calculates fixpoints by interpolation. For our experiments on ITP, we adopt the standard approach (Chapter 2 of [14] ) to encode the transition relation of a program. Fig. 10 shows an example illustrating the encoding. An auxiliary variable pc is required to indicate the program counter (line number). For example, if the next statement to be executed is x = x + 1, that is, pc = 5, then the statement is encoded as t 3 in Fig. 10 . The overall transition relatioin would be T : t 1 ∨t 2 ∨t 3 ∨t 4 ∨t 5 . The initial condition would be I : x = 0 ∧ y = 0 ∧ pc = 4, and the assertion checking problem becomes the reachability problem of the formula: pc = 9 ∧ y = 100. We have implemented the ITP approach in our FiB tool for exeperiments. Both ITP and our approach use MathSAT as their satisfiable checking and interpolation engine with the same configuration. HOLA was already compared with BLAST, InvGen, and Interproc in [20] through a set of benchmarks collected from other loop invariant generation papers [10] , [29] , [8] , [36] , [27] , InvGen test suite [5], NECLA verification benchmarks [4] , and the HOLA test suite [20] . Considering that the set of benchmarks is rather comprehensive, we adopted the same set for evaluation. All the details of benchmarks and tools are collected and can be found in [2] . Out of the original 46 benchmarks, we filtered out those with assertions (postconditions) inside the loops and selected the 41 benchmarks for evaluation. Each benchmark has at least one loop and at least one assertion, and some benchmarks have nested loops or sequence of loops. If the benchmark has nested or sequence loops, it is manually translated into a single loop using the translation mentioned in Section IV-C. Table I shows the experimental results that are obtained on a machine, with an Intel Xeon 3.5GHz CPU and 16GB memory, running the 64-bit Ubuntu version 16.04. Each benchmark number in the first column of Table I corresponds to that in [20] , and all the assertions in benchmarks are satisfied. For each tool, the symbol indicates that the tool is able to verify all assertions in the benchmark, while the symbol indicates that the tool is not able to infer the loop invariants to verify the assertions, or the verification result is wrong. The columns labeled "Time" indicate the execution time (in seconds) to generate loop invariants for verifying the assertions. The symbol indicates that the tool did not terminate in 200 seconds. We mark the least execution time of correct verification in gray color for each benchmark.
As Table I shows, the proposed approaches are very effective to construct loop invariants to prove the assertions within 2 seconds for each benchmark, especially the backward interpolation approach (FiB-B) . The forward interpolation approach (FiB-F) and the bidirectional approach (FiB-Bi) failed to prove the assertion in benchmark 21 within 200 seconds. Among the other six tools, HOLA performs the best, which only failed to verify three benchmarks (wrong verification results in no. 15 and no. 19, and timeout in no. 34). Generally, we found that the backward interpolation approach (FiB-B) outperforms the forward approach (FiB-F) and bidirectional approach (FiB-Bi), especially for benchmarks 5, 21, 23, and 41. Table II shows the statistics of our three approaches including the number of forward iterations (f), the number of forward backtracks (fb), the number of backward iterations (b), the number of backward backtracks (bb), whether the invariant is obtained based on abstract interpolants or concrete states (a/c), and whether the obtained invariant is disjunctive (∨?). The size of the obtained invariant refers to the number of nodes in its syntax tree, e.g. the size of (x = y) is three. If the benchmark has more than one assertion to be checked, we list the average size of the invariant for all the assertions. We also show the size of the fixpoints found by the ITP approach. Since ITP aims to find a fixpoint instead of an inductive invariant, we TABLE II can observe that the size of a fixpoint is usually much larger than that of an inductive invariant. More discussions about why our approach outperforms ITP can be found in Section VI.
We can also observe that the backward (FiB-B) approach has zero backtracks except benchmarks no. 17 and 34, which explains why it performs the best among the proposed three approaches. After our investigation based on the statistics given in Table II , we summarize the reasons why FiB-B is the best: (1) The assertion (postcondition) to be proved is usually more symbolic (abstract), e.g., x > 0, than the precondition of the loop (e.g., x = 0 ∧ y = 0). Thus, the interpolant for the backward reachability would converge to be inductive more easily. (2) For the assignment statement, the weakest precondition (wp) calculation is faster than the strongest postcondition (sp) calculation because wp does not require quantifier elimination (except the nondeterminism assignment statement), but sp does. (3) Considering the assertion of a loop is usually more symbolic than its precondition, after the same number of iterations, the backward analysis based on wp provides more general information than forward analysis based on sp. Thus, the interpolant for the backward direction would be more close to an inductive invariant, which can be confirmed in the a/c column in Table II by the fact that FiB-B often obtains an inductive invariant based on abstract interpolants from previous iterations. That is why FiB-B has much less backward backtracks than FiB-F.
VI. RELATED WORKS AND DISCUSSIONS
Automatic loop invariant generation is a fundamental problem in program analysis and verification. Theoretically, it is an undecidable problem. To tackle this problem in practice, both static and dynamic analysis based techniques have been proposed. Static analysis based techniques can be further classified to the following categories based on the underlying techniques that are used: abstract interpretation [17] , [44] , [16] , [37] , [38] , SMT solving based techniques such as counterexample guided abstraction refinement (CEGAR) [33] , [7] , [13] , constraint-based methods [31] , [15] , [30] , Craig interpo-lation [43] , [32] , [41] , [42] , [40] , abduction [45] , [11] , [26] , [28] , [12] , [20] , learning-based approach [39] , and algebraic approaches [47] , [46] , [48] . Dynamic analysis based techniques include guess-and-check techniques [22] , [21] , [49] , [50] , [51] and learning-based techniques [24] , [25] . Our approach belongs to the static analysis category.
The very related work to ours is ITP [41] , in which a transition system (I, T ), where I is the initial condition and T is the transition relation, as well as a safety property ϕ are considered. Given a value k, their approach constructs a BMC formula in k + 1 steps: I ∧ T ∧ T k ∧ ¬ϕ, and obtains an interpolant I for I ∧ T with respect to T k ∧ ¬ϕ. That is, I is an over-approximation of states that can be reachable within one step and not going to violate ϕ within k steps. Then, I is considered in the formula:
If it is not satisfiable, an interpolant I for I ∧T with respect to T k ∧¬ϕ is an over-approximation of state that can be reachable in two steps and not going to violate ϕ within k steps. However, if the formula is satisfiable, then nothing can be concluded, and the algorithm aborts. The value of k needs to be increased by a certain value, and the same process is repeated until a real counterexample is found or the obtained interpolant reaches a fix-point. If ITP advances t steps and then aborts, we increase k by t in the next iteration. Table II shows the number of aborts and the sufficient value of k to have a conclusive result. In our experiments, we start with k = 4, which is small but sufficient to find fix-points, e.g., benchmark no. 9, 16, 35, and 43.
Our approach is different from ITP in several aspects. We list the differences and try to analyze why our approach outperforms ITP in the followings:
• Our approach obtains the concrete forward/backward reachability and tries to squeeze out an inductive invariant based on the interpolation in between; ITP overapproximates the set of reachable states for each step with a k-lookhead to see if a fixpoint can be quickly reached based on the abstraction. If our approach fails to find an inductive invariant in one iteration, we only have to advance one further step from the current reachability for the next iteration because the reachability is concrete and can be accumulated. However, if ITP fails to find a fixpoint in one iteration, it has to be restarted from scratch with a new k larger than the previous one, whose value is tricky to decide because if the increment of k is too small, many restarts may be required; if the increment is too big, the satisfiability checking problem may become difficult to solve.
• Our approach handles program statements compositionally. As we know, quantifier elimination is computationally expensive [41] . However, in our approach, we process one program statement at a time; thus, only one quantified variable has to be eliminated at a time. In addition, only assignment statements require quantifier elimination. Thus, quantifier elimination is not a performance bottleneck in our approach, which is also confirmed in our experiments. On the contrary, the ITP approach considers the global transition relation of all program statements.
If there are n variables in the program, the k-step BMC problem consists of k × n variables. If the value of k is large, solving the BMC formula takes longer time, as evidenced by benchmark no. 19 and 32. Furthermore, if the transition relation of a program is lengthy, the BMC problem also becomes difficult to solve.
Another closely related work is DAR [52] , which also considers a transition system (I, T ) and a safety property ϕ. Their approach obtains two interpolation sequences: (1) The forward interpolation sequence (F 0 = I), F 1 , F 2 , . . . , F k satisfying F i ∧ T =⇒ F i+1 for 0 ≤ i < k and F i =⇒ ϕ for 0 ≤ i ≤ k. (2) The backward interpolation sequence (B 0 = ¬ϕ), B 1 , B 2 , . . . , B k satisfying B i ∧ T =⇒ B i+1 for 0 < i ≤ k and B i =⇒ ¬I for 0 ≤ i ≤ k. The two interpolation sequences are strengthened or extended by the local and global strengthening procedures until a counterexample is found or either interpolation sequence reaches a fix-point.
Our approach is different from DAR in several aspects. We list the differences as follows:
• Our approach handles program statements compositionally, while the DAR approach, similar to ITP, considers the global transition relation.
• What DAR maintains are sequences of abstractions (interpolants). Once each interpolation sequence is changed or extended, some subsequent process has to be performed so that the properties mentioned above are still valid. What our approach maintains are concrete forward and backward reachable states step by step, whose validity is not changed. They can be accumulated for the following iterations without any recalculations.
We have tried to obtain the DAR tool on internet for evaluation, but failed. According to the experimental results reported in [52] , the performance of DAR and ITP are evenly balanced. We are interested in implementing the DAR approach by ourselves in the future for evaluation.
VII. CONCLUSION AND FUTURE WORK
In this work, we propose an novel approach to automatically constructing inductive loop invariants, which solves the fundamental problem in program analysis and verification. Our approach squeezes an inductive invariant based on Craig interpolants between forward and backward predicate transformers. In the future, we would like to investigate the quality of interpolants.
