ABSTRACT
Introduction
Vegetative state (VS) is a clinical condition resulting from severe brain damage and characterized by the lack of awareness (of self and environment), voluntary or otherwise purposeful behavioral responses, and communication in patients [1] [2] [3] [4] [5] [6] . The early prediction of outcome has high priority for both the patient's family and attending physicians, who need to plan dedication and resources [7] [8] [9] . However, no prognostic model has yet proved suitable of generalization across different settings. Neither the traditional or newly developed electrophysiological techniques (waking and sleep EEG, visual auditory or somatosensory evoked potentials, event-related potentials, EEG brain imaging) nor other methods of functional evaluation (fMRI) are usable prognostic tools. An empirical prognostic model has been developed based on the appearance/disappearance and timing of observation of conventional neurological signs [10, 11] and made available to clinicians. Eye tracking (i.e. smooth eye pursuit of moving target), spontaneous motility, the oculocephalic reflex and the chewing/sucking reflex were the relevant signs according to the model developed by data mining algorithms, with greater accuracy of prediction in posttraumatic subjects in VS. Prognosis nevertheless depended on evolution over time rather than on early assessment.
Purpose of this study is to assess the efficacy of theavailable decisional models in comparison with those suitable of application in this context. To this end, a subpopulation of subjects in VS due to head trauma was studied at admittance to the dedicated unit for VS of the Institute S. Anna -RAN.
Methods
Two hundreds forty one patients admitted to the dedicated semi-intensive care over an 11-year period (April 1998 -June 2009) were considered retrospectively. Inclusion criteria were posttraumatic aetiology and a diagnosis of vegetative state, as clinically defined compliant to the criteria suggested by the Multi-Society Task Force and the guidelines of the London Consensus Conference [5, 12] . Patients recovering consciousness within 4 weeks from brain injury, with severe spinal fractures spinal cord damage or otherwise requiring intensive treatment or surgery, or in VS resulting from alcohol or drug overdose, or with a Glasgow Coma Scale [13] rating > 8 at admission were excluded in order to minimize misdiagnoses.
For each patient the following parameters were collected: age, sex, days in hospital reanimation unit, Gascow Coma Scale at admission, necessity of tracheotomy, necessity of nasogastric feeding tube (NFT), need of per-cutaneous endoscopic gastronomy (PEG), presence of dysautonomic syndrome. The presence of preselected neurological signs (spontaneous motility, chewing and sucking reflexes, oculo-cephalic reflex, eye tracking) was searched for at admission. The outcome were assessed by the Glasgow Outcome Scale (GOS) [14] ; patients were allocated to two main clusters of classes, i.e. to negative (GOS 1 or 2) or positive (GOS score 3 to 5) outcome.
All the numerical variables were normalized in the interval (0,1). Four different machine learning methods were used for data analysis: K Nearest Neighbours (K-NN) [15] , Naïve Bayes [16] , C4.5 Decision Tree [17, 18] , Support Vector Machine (SVM) [19] . The selected algorithms follow distinct approaches in model development. A major methodological issue was to compare the suitability of a decision tree rule-based approach (C4.5), Bayesian methods or numerical algorithms (SVM, K-NN) [20] .
These algorithms require the "a priori" specification of one or more parameters [21] . We used a repeated cross validation procedure to evaluate the results of each parameter configuration and avoid over-fitting. Cross validation is an established technique for the assessment of the generalizability of the result of a statistical analysis [22] . It partitions the dataset in several complementary folds, to then use each fold as test-set, while the remaining dataset is used to build a model/execute the analysis. The results of the different test-sets are then averaged. The repetition of dataset splitting guarantees the results independence from the actual dataset subdivision [23] .
As a further step, we used the Area Under the Curve (AUC) [24, 25] metrics to identify the best configuration of parameters for each machine learning algorithm. AUC values can range from 0 (total misclassification) to 1 (perfect classification); random classification is arounf 0.5. AUC has the advantage of independency from distribution, i.e. evaluation of the results is not biase in overrepresented classes. In addition, we estimated for each algorithm the sensitivity and specificity for positive outcome [26] . All the experiments were performed making use of the WEKA (Waikato Environment for Knowledge Analysis) software [27, 28] .
Results and Discussion
AUC values indicate good classification performances for all the used classifiers; however, the sensitivity and specificity estimates outline differences among the used statistical methods (Tables 1 and 2) . Sensitivity was always higher than specificity, therefore indicating that the methods detect positive outcomes more easily (i.e. positive outcome can be excluded for patients classified as candidates to a negative outcome; on the contrary, low specificity does not exclude a negative prognosis for pa- tients whose outcome was classified as positive); high sensitivity of the machine learning model is therefore a prerequisite in the early identification of patients with positive prognosis. In this respect, SVM seems to be the most suitable models for performing differential prognostic evaluations. On the contrary, Naïve Bayes sensitivity and specificity values are similar, indicating that such models can identify both the positive and negative outcomes with acceptable accuracy. C4.5 and K-NN methods proved Pareto dominated [29] by the other two algorithms.
Conclusions
We compared four different machine learning methods (C4.5, SVM, Naïve Bayes and K-NN) to identify the most suitable algorithm in the prognostic evaluation of subjects in vegetative state. All the tested algorithms are usable in this respect. SVM can be used for differential prognostic evaluations, i.e. SVM models may be a useful clinical tool to exclude a positive outcome. K-NN and C4.5 could be used for the same purpose, but their sensitivity and specificity are inferior to SVM. The Naïve Bayes classifiers do not appear usable for differential prognosis, due to poor efficiency in recognizing a specific class of subjects, but have limited classification errors and can be still considered as a valid (ancillary) prognostic tool. A decision to use classifiers specialized in differential prognosis or predictive models able to give reasonably accurate evaluation for both classes would depend on the clinical rationale and applied protocols. It may be worth noting that C4.5 remains a tool with potential clinical application in spite of poor performances; it is the only algorithm among those studied to be able to provide graphical models user-friendly to the clinician. The ccombined use of different machine learning tools may be preferable in the vegetative state clinical setting,
