We examine solutions 
Introduction
We continue our program pursued in Mitrea and Taylor (1999) of estimating solutions to the Dirichlet problem Lu = 0 on u = f on (1.1)
Mitrea and Taylor
where is a strongly Lipschitz domain in a compact Riemannian manifold M, and
where is the Laplace-Beltrami operator on M, and V is a nonnegative, bounded measurable function. Work in the case of ⊂ n , with the standard Euclidean metric and associated constant-coefficient Laplacian, has been done by Dahlberg (1977) , Verchota (1984) , Jerison and Kenig (1995) , and others; cf. Kenig (1994) for an account. Key estimates include
and u * L q ≤ C f L q 1 1 < q < 2 + (1.4) with = > 0. Here u * denotes a nontangential maximal function, i.e., u * x = sup u y dist y x < dist y x ∈ for a fixed, sufficiently large ( = > 1), and L p 1 is the L p -Sobolev space of order 1. In the manifold case, these estimates were established for Lipschitz metric tensors in , for Hölder continuous metric tensors in , and in Mitrea and Taylor (2002) for metric tensors satisfying the following Dini-type condition: there is a covering of M by coordinate charts in which the components g jk of the metric tensor have a modulus of continuity : g jk ∈ C i e g jk x − g jk y ≤ C x − y (1.5) with t assumed to satisfy the condition In Jerison and Kenig (1995) , the authors have established (1.7) for optimal ranges of s and p, in Lipschitz domains in n , for the standard constant-coefficient Laplacian. The work in Jerison and Kenig (1995) was extended in to the manifold context provided the metric tensor satisfied g jk ∈ C 1+r for some r > 0. Such results are useful for estimating solutions to an inhomogeneous Dirichlet problem, involving Lu = g on , as done in Jerison and Kenig (1995) and . These estimates in turn were used in Dindos and Mitrea (2002) to study semilinear elliptic equations on Lipschitz domains.
Here we want to investigate such estimates for rougher metric tensors. One phenomenon that affects both the results and the methods necessary to prove them is that for rough metric tensors the range of s p for which (1.7) holds is necessarily more restricted than for smooth metric tensors. For example, (1.7) cannot possibly hold for all metric tensors satisfying g jk ∈ C r unless 1 + r > s + 1/p, since otherwise even the interior estimates implied by (1.7) would fail. One of our goals will be to establish (1.7), at least for an appropriate range of s and p, for rough metric tensors (i.e., which are not necessarily in C 1 ). Our analysis will make use of the method of layer potentials. In §2 we will set up these layer potentials, in the context of a metric tensor satisfying (1.5)-(1.6). We proceed in §3 with estimates on such layer potentials in this context and applications to the Dirichlet problem (1.1). We show that, if (1.5)-(1.6) holds, there exists = L > 0 such that (1.7) holds for s 1/p ∈ # = ∩ s t s + t ≤ 1 , where denotes the interior of the parallelogram with vertices 0 0 0 1/2 + , 1 1/2 − 1 1 . The "half-parallelogram" region # is shown in Figure 1 . As indicated above, this type of result cannot hold when s + 1/p > 1 (in the sense that even PI B established for s 1/p in the convex hull of = ∩ s t s + t < 1 and a small segment in the positive s-axis (having the origin as its left endpoint).
In §4 we study the Neumann problem, Lu = 0 on u = g on (1.12) and the Dirichlet-to-Neumann map, f = g (1.13) relating (1.1) and (1.12). We derive estimates on the solution operator NI to (1.12), such as the following analogue of (1.7):
(1.14)
We show that this holds when s 1/p ∈ and s + 1/p ≤ 1, as long as the metric tensor satisfies (1.5)-(1.6). In another direction, we estimate on Hölder spaces, showing
is a Zygmund space. In §5 we extend the scope of the analysis in the previous sections, obtaining results for s 1/p ∈ , the interior of the hexagonal region with vertices at
for some small , > 0. These are in parallel with the sharp results previously obtained in Jerison and Kenig (1995) for constant coefficient operators and in , in the case of a metric tensor of class C 1+r ; here the extension works for metric tensors satisfying (1.5)-(1.6). The boundedness of the operator (1.15) plays a key role in this extension.
In § §6-7 we strengthen our hypotheses (1.5)-(1.6) on the metric by assuming that M is covered by coordinate charts in which g jk ∈ C r r ∈ 0 1 (1.17)
In §6 we prove that, under the assumption (1.17) on the metric,
thus naturally complementing the results in §3. The two-dimensional region described in (1.18) is depicted in Figure 2 . Note that when r = 1, i.e. when the metric has C 1 coefficients, the slant line s + 1/p = 1 + r passes through the point with coordinates 1 1 and hence induces no extra limitations on the indices s p, as far as membership of the point s 1/p to the hexagon (1.16) is concerned. Thus, in this case, we recover (and extend) the main results in , which in turn build on the earlier work of Jerison and Kenig (1995) . The limiting case r = 0 formally corresponds to metric tensors with Dini continuous coefficients, a situation already discussed above.
Sobolev and Besov Space Estimates
Versions of (1.18) when s + 1/p > 1 + r are also studied; cf. Proposition 6.5 for a precise statement.
In §7 we show that there exists p > 2 such that
provided p ∈ 1 p and > 0. Here B p q s denotes the scale of Besov spaces and a ∨ b = max a b . In particular, if (1.17) holds, then
(1.20)
Setup
As indicated in the introduction, we consider M, a compact, connected, smooth, n-dimensional manifold, equipped with a Riemannian metric tensor g jk dx j ⊗ dx k .
(The summation convention is implicitly used throughout.) This metric induces a canonical volume element, denoted in the sequel by dV . For the moment, we assume that g jk ∈ L , for all j k; this assumption will be progressively strengthened as we proceed. This metric also gives rise to a Laplace operator,
where 1/p + 1/p = 1. Hereafter, L p s will stand for the scale of L p -based Sobolev spaces. We also denote by L p s 0 the closure of test functions in the L p s -norm. Let us agree that the embedding of the space of integrable function on M into distribution is realized via duality with respect to the volume element. That is, f ∈ L 1 M defines the distribution
In local coordinates, this amounts to associating to each function f ∈ L 1 the (Euclidean) distribution g 1/2 f , where g jk is the inverse matrix to g jk , and g = det g jk . In this scenario, the (distributional) equation u = f locally becomes the elliptic, divergence form, second order PDE (with bounded, measurable coefficients):
Fix now a nonnegative potential V ∈ L M , so that V > 0 on a set of positive measure in M, and set
Then, under the above assumptions, a standard argument shows that
is a negative definite, self-adjoint isomorphism. For more regular metric tensors, more refined mapping properties of L can be deduced. For example, under the assumption
it is known that
is an isomorphism for each 1 < p < ; cf. the discussion in Mitrea and Taylor (2002) .
There is an analogue of (2.6), of relevance to the Dirichlet problem, which we now discuss. Let ⊂ M be an arbitrary Lipschitz subdomain of M. Granted the above hypotheses, a reasoning based on Poincaré's inequality and simple functional analysis gives that the operator (2.5) acts at the level
Sobolev and Besov Space Estimates 7 as a (negative definite) self-adjoint isomorphism. In turn, this and (2.6) readily imply that the Dirichlet problem,
is well-posed (here the boundary trace is taken in the sense of Sobolev spaces). Denote by PI the Poisson integral operator associated with the Lipschitz domain , i.e., the solution operator for the (variational) Dirichlet problem (2.10). Thus
is well-defined and bounded (in fact, an isomorphism). We shall also work with the Dirichlet problem for L in considered in Dahlberg's sense, i.e.,
where this time the trace is taken in the sense of nontangential pointwise convergence to the boundary. There is also the "regular" counterpart of (2.12), amounting to
Let us assume for a moment that (2.12) and (2.13) are well-posed. We temporarily denote by PI the solution operator of the problem (2.12), and we are assuming PIf satisfies (2.13) when f ∈ L , PI is compatible with PI, the Poisson integral originally introduced in conjunction with (2.10). Thus, in this scenario, we could safely drop the tilde and simply refer to PI as the common solution operator of the problems (2.10) and (2.12), (2.13). In particular, 2 12 and 2 13 well
When the metric tensor has Hölder continuous coefficients (in which case (2.12) and (2.13) are automatically well-posed), a different proof of the coincidence between PI and PI has been given in §4 of .
With E x y denoting the Schwartz kernel of L −1 (in the context of (2.6) and (2.8)), we now introduce the single and double layer potential operators by setting
and
respectively. We shall also need the boundary versions of (2.15)-(2.16), i.e.,
where the integral is interpreted in the principal value sense (i.e., removing small geodesic balls -with respect to some smooth background metric -and then passing to the limit). Let us now further strengthen (2.7) by making the assumption that (1.5)-(1.6) holds, i.e.,
Under this hypothesis, it has been proved in Mitrea and Taylor (2002) that
, for each 1 < p < . (The last estimate above is not explicitly stated in Mitrea and Taylor (2002) but follows from the identity (3.7) in that paper.) Also, if K * stands for the formal transpose of (2.18), then
are bounded. Notice that by taking the dual of the last operator in (2.22) we also get that
is bounded. We also note here that the jump-relations
considered in the nontangential limit sense, hold; see Mitrea and Taylor (2002) for details.
Estimates for Dini-Type Metric Tensors
From (2.24) we see that estimates on solutions to the Dirichlet problem (1.1) will follow from estimates on layer potentials, provided we also have invertibility results on the boundary traces of these layer potentials. We now address this invertibility issue, before turning to the task of further estimating the operators and . We will henceforth always assume that V > 0 on a set of positive measure on each connected component of M \ . The following result is basic. 
are isomorphisms.
This result was established in Theorem 3.5 of Mitrea and Taylor (2002) in the setting of metric tensors satisfying (1.5)-(1.6) (which entails more difficulties than, say, the setting of Lipschitz continuous metric tensors). We now set down further invertibility results, which follow from Proposition 3.1 via interpolation arguments. It is convenient to work with pairs s 1/p ∈ 0 1 × 0 1 . Given > 0, let = interior of the parallelogram with vertices
We have the following result, on Sobolev and Besov scales, respectively. 
for each q ∈ 1 .
As mentioned, these results follow from Proposition 3.1 by interpolation. One uses complex interpolation to obtain (3.5) from (3.2)-(3.3), and then real interpolation to obtain (3.6), via
for ∈ 0 1 , s 0 = s 1 ; cf. Bergh and Löfström (1976) , p. 153. One must check that the inverses of 1 2 I + K agree on dense linear subspaces of the spaces involved in interpolation, which is not difficult in this context. See the proof of Proposition 7.5 of for such an argument.
We now turn to estimates on f , for f in a Besov space B p p s , starting with the following. 
Proof. It suffices to establish the endpoint cases, p = 1 and p = ; the rest follows by interpolation. We begin with the case p = , for which the desired result is equivalent to
One key ingredient in this demonstration is the fact that 1 ∈ Lip (3.10)
We will establish this below, but for the present we assume (3.10) and proceed with the proof of (3.9).
In view of (3.10), we may as well assume f p = 0. Now fix K > 0 (sufficiently large) and write
It follows from work in §3 of Grüter and Widman (1982) that E x y satisfies the following estimate:
x y E x y ≤ C x − y −n (3.13)
Furthermore, x y E x y ≤ C dist y p −n for y ∈ , so (again given f p = 0)
Putting together estimates (3.14) and (3.15), we get (3.9), modulo the proof of (3.10), to which we now turn. If V ≡ 0 on , then it follows from Green's theorem that 1 ≡ 1 in ; cf. Mitrea and Taylor (1999) , (7.36)-(7.37). In the general case of nonnegative V ∈ L M , modify V to V , equal to zero on , set L = − V , and let E x y denote the integral kernel of L −1 , so, with obvious notation, 1 ≡ 1 on , and we have
with
We need to estimate F x y . Note that
We bring in more estimates that follow from §3 of Grüter and Widman (1982) :
Then (3.19)-(3.20) yield (for n ≥ 3, with a log term when n = 2)
Now (3.10) follows easily from (3.16) and (3.21).
To treat the case p = 1 of (3.8), i.e., dist
we note that the arguments on pp. 47-48 of extend to the current context, thanks to such estimates as (3.13) working in this generality. Let us also note that the estimate (3.21) above is sharper than the bound (8.13) in . This completes the proof.
We can draw further conclusions from Proposition 3.3 using the following results, established in Jerison and Kenig (1995) (specifically for Lipschitz domains in Euclidean space, but by methods that work in the manifold context). Namely, for k ∈ 0 1 0 < < 1, and 1 ≤ p ≤ ,
while, for k ∈ 0 1 , 0 ≤ ≤ 1, 1 < p < (and, if p > 2, assuming = 1/p),
Taking k = 0 and = s + 1/p, we have the following consequence of Proposition 3.3.
Proposition 3.4. Assuming g jk satisfies (1.5)-(1.6), we have
Furthermore,
Proof. The arguments above yield (3.25)-(3.26), (3.27) is an elementary consequence of (3.8) with s = 1 − 1/p, and (3.28) is a well known consequence of (3.9).
We now apply the results obtained so far in this section to estimates for the Dirichlet problem. 
Proof. Given the invertibility of 1/2 I + K, we have from (2.24) that
Hence (3.29) follows from (3.6) (with q = p) and (3.25), under the conditions in (3.30), while (3.31) follows from (3.6) and (3.27). The quantities j are picked to capture the condition that 1 − 1/p 1/p ∈ .
Remark. The case p = 2 of (3.31) is the relatively elementary result (2.11).
when g jk merely satisfies (1.5)-(1.6). To see a reasonable result to aim for, note that
in this case. (Note that p = sp + 1 − p ∈ 0 1 under our hypotheses.) Hence the following is a natural result to try to prove.
We will give two proofs of this result. The first will involve a dilation and local elliptic regularity argument. The second will involve an embedding result and the use of Proposition 3.4. The second proof is much simpler than the first. On the other hand, the first proof will serve to introduce an argument that will be carried further in §6, and its role in the proof of Proposition 6.1 will be essential, so there is pedagogical value in introducing the argument here.
First Proof of Proposition 3 6. For short, we set d x = dist x . We know from Proposition 3.3 and (3.32) that
We next show that d x u ∈ L for a certain . In fact, take x * ∈ , let = d x * /2, and look at a neighborhood of x * in , parametrized by the ball B of radius in n , centered at the origin. We have, with slight abuse of notation,
Also, the result (3.35) implies u L p B ≤ C . We also need to estimate the L p B -norm of u. In fact, applying interpolation to the following consequences of Propositions 3.3 and 3.4,
Let us record the resulting estimates for u on B :
Our goal is to estimate u x * . We achieve this via a dilation argument and elliptic regularity (as in pp. 1505-1506 of ), as follows.
which is uniformly elliptic, with A jk 0 < ≤ 1 bounded in C B 1 while W is bounded in L B 1 , and hence
In view of the Dini estimates on A jk , we can deduce from (3.40)-(3.42) (via an iterative argument involving estimates of progressively stronger norms of f , over slightly smaller balls, in place of (3.42)) that
This does not give the estimate on u x * we are aiming for, but it is good enough to get us started. Note that (3.43) implies
for each constant . In particular, we can take = − B 1/2 u , the mean value of u over B 1/2 . Poincaré's inequality then gives
the last estimate by (3.40). Now (3.44)-(3.46) plus another appeal to elliptic regularity gives
In other words,
Interpolation with (3.35) gives
In particular,
completing the proof of Proposition 3.6.
Second Proof of Proposition 3 6. Using embedding results for Besov spaces of functions on , together with Proposition 3.4, we have
Now as long as 1 2 I + K is invertible on either the Besov space B p p s or B pn/ n− p pn/ n− p 1−1/p+ /n , i.e., as long as either s 1/p ∈ or 1 − 1/p + /n 1/p − /n ∈ , we have (3.34).
Recall that is the interior of a parallelogram. The following result treats the case where s 1/p belongs to most of the left vertical boundary segment, where
cf. (4.23) in . Furthermore, as we show below,
In addition, one has the complex interpolation result
cf. the analysis on p. 198 of Jerison and Kenig (1995) . Thus (3.52) follows by interpolation, once we establish (3.54), a task to which we now turn.
Granted the hypothesis (1.5)-(1.6), it has been established in Mitrea and Taylor (2002) that both (2.12) and (2.13) are well posed in any Lipschitz domain. This has several implications. First, the estimates in (2.14) hold. Second, by Theorem 1.7.3 of Kenig (1994) , the associated L-harmonic measure L belongs to the class A d , with respect to the surface measure d on . Consequently, by the main result in Dahlberg et al. (1984) (cf. also Theorem 1.5.10 in Kenig, 1994) ,
for every L-harmonic function u in . Here, u stands for the area-function of u, i.e.,
where the integration is performed over the nontangential approach region
with > 0 some large fixed constant. It is not too difficult to check that
which, by Fubini's theorem, entails
When (3.60) is applied to u = PI f , with f ∈ L 2 , (3.56) and the first estimate in (2.14) allow us to conclude that
. In concert with (3.24), with k = 0, p = 2, = 1/2, this yields (3.54).
The next result complements Proposition 3.6 in the case where s 1/p belongs to the right vertical boundary segment of , where s = 1. 
Proof. This follows from (1.4) together with the general fact that, for
cf. Lemma 6.1 in Dindos and Mitrea (2002) for a proof of (3.63).
Note also that, with q < 2 as in Proposition 3.1,
This follows from (1.3) and (3.63). Also, for 2 ≤ p < , it follows from (3.52) plus the Sobolev embedding theorem. The following provides some extensions of (3.62) and (3.64) from s 1/p in the left or right vertical boundary of to s 1/p ∈ . Proof. The result (3.65) follows from (3.62) and (3.64), by interpolation. The result (3.66) follows from the Sobolev embedding theorem, together with (3.29) when s + 1/p < 1, (3.31) when s + 1/p = 1, and (3.34) when s + 1/p = 1 + > 1.
Remark. When p ∈ 1 2 , (3.65) is stronger than (3.66), while the reverse is true when p ∈ 2 .
We now take a further look at when
As we have seen in (3.29)-(3.30), this holds whenever
To extend this, we recall a classical result of Stampacchia Stampacchia (1965) 
The Neumann Problem and the Dirichlet-to-Neumann Map
In this section we provide estimates on the solution u = NI g to
Recall L = − V and V ≥ 0. If V > 0 on a subset of of positive measure (4.2) then (4.1) has a unique solution for each g, in various function spaces discussed below, while if V ≡ 0 on , one requires g d = 0, and the solution u is determined up to an additive constant. For simplicity of exposition we work under the hypothesis (4.2) in the rest of this section, leaving to the reader the straightforward analogues for V ≡ 0.
To estimate solutions to (4.1), we will use the formula
which follows from (2.24) when − 1/2 I + K * is invertible. We recall that under the hypothesis (4.2) we have, parallel to (3.2)-(3.3),
with q p as in Proposition 3.1. In the setting in which g jk satisfies the Dini-type condition (1.5)-(1.6), this was established in Mitrea and Taylor (2002) . Hence we have isomorphisms
In concert with the estimate (2.21), we have from (4.3) that
Thus, for example, by (3.63), we have
As for Besov-to-Sobolev space mapping properties of NI, we note that, given (4.2), the results of Proposition 3.2 hold with 1/2 I + K replaced by − 1/2 I + K, and hence, by duality,
This interfaces with (4.3) via the following analogue of Propositions 3.3-3.4.
Proposition 4.1. Assume g jk satisfies the Dini-type condition (1.5)-(1.6). Then
for 1 ≤ p ≤ 0 < s < 1 (and 1/p + 1/p = 1). Furthermore,
if 1/p < s < 1 and 1 < p ≤ , and
if 1/p ≤ s < 1 and 1 < p < .
Proof. To begin, the estimates
follow from Lemmas 7.2-7.3 of . Actually, was set in the context of smoother metric tensors, but since we still have the estimates (3.13) and (3.20), the proofs of these lemmas work without change in the setting of metric tensors satisfying the Dini-type condition (1.5)-(1.6). We next interpolate between (4.12) and (4.13). Given that we are dealing with duals of nonreflexive Banach spaces, the most convenient approach is via the real method of interpolation. We will use the following two abstract results. First, given a compatible pair of Banach spaces X 0 , X 1 ,
Cf. Theorem 3.7.1 on p. 54 of Bergh and Löfström (1976) . Second, for weighted Lebesgue spaces,
Cf. Peetre (1964) and Freitag (1978) . Given these results, we deduce (4.9) from (4.12)-(4.13). Then (4.10)-(4.11) follow from (4.9) and (3.23)-(3.24), as in the proof of Proposition 3.4.
Note that the case s = 1/p of (4.9) gives 
we have the following counterpart to Proposition 3.5. 
Other results of § §3-5 have analogues for the Neumann problem. There is no need to treat them separately, as we can deduce such results by the following device. Comparison of (3.32) and (4.3) gives NI = PI where
Then regularity properties of NI follow from regularity properties of PI plus mapping properties of . From (4.5) and (3.3) (and its adjoint) we have
From here, an interpolation argument, as in Proposition 3.2, gives The results (4.27)-(4.28) hold when the metric tensor satisfies (1.5)-(1.6). We will complement these results on by some mapping properties on Zygmund spaces, which we recall are given by
Recall also that for 0 < s < 1 these coincide with Hölder spaces; C s * = C s 0 < s < 1. The following result will play a key role in §7. Proof. To start, we have
the behavior of PI given by Stampacchia's theorem, noted in (3.69) . To proceed, we bring in two lemmas. As before, we set d x = dist x , for short.
Lemma 4.4. Under the hypotheses of Proposition 4.3, given s
Lemma 4.5. There is a linear map
Let us assume these lemmas and proceed with the proof of Proposition 4.3. With u = PI f , we write
This identity is a consequence of Green's theorem when f g ∈ L 
(4.37) so the integrand on the right side of (4.36) is absolutely integrable, and we have the estimate
Hence the identity (4.36) defines f ∈ B Proof of Lemma 4 4. We use the setting and notation as in the proof of Proposition 3.6. Thus we have u solving (3.45), i.e.,
on B 1 , and we know u ∈ C 1 B 1 . Here is a conveniently chosen constant, e.g., = − B 1 u , the average of u on B 1 . The key estimate is that, since (4.39) is uniformly elliptic, with A jk 0 < ≤ 1 bounded in C B 1 , and with W bounded in L B 1 ,
Such an estimate is a slight extension of Lemma 3.1 of Grüter and Widman (1982) . Another way to see it is as follows. Caccioppoli's inequality applied to (4.39) (even for bounded measurable coefficients) yields
Then the estimate accompanying the regularity result u ∈ L 2 1 B 2/3 (4.39), holding ⇒ u ∈ C 1 B 1/2 (4.42) which has been proven, e.g., in Proposition 1.10, Chapter 3 of Taylor (2000), gives an estimate implying (4.40). Now we can bound the right side of (4.40) by C s u C s , and then transferring the estimate back to u gives the asserted estimate (4.32). This finishes the proof of Lemma 4.4.
Proof of Lemma 4 5. Using a partition of unity and bi-Lipschitz maps that locally straighten , together with the invariance of the spaces involved in this lemma under bi-Lipschitz maps, we can reduce to the case = n + , where we take to be the standard Poisson integral. In this context, the validity of (4.34) is a simple special case of (3.22) (with s → 1 − s), and the validity of (4.35) is standard.
Another way to put (4.22) (or (4.3)) is that
In the context of (4.22) we can say this holds on the following function spaces:
On the other hand, we also have
Proposition 4.6. Suppose that the metric tensor satisfies (1.5)-(1.6). Then for each
is well defined and bounded.
We mention that the result (4.45) was established in in a different fashion, in the case g jk ∈ C r r > 1, via the result
However, such a result as (4.46) cannot possibly hold for metric tensors as rough as those we are considering here, particularly if s + 1/p > 1.
Proof of Proposition 4 6. The estimate (4.38) in concert with the estimate This corresponds to the case p = 1 of (4.45). As the case p = is contained in (3.28) and (2.24), the desired conclusion follows by interpolation.
Optimal Invertibility Results for the Single Layer
As already noted in Proposition 3.1, whenever g jk satisfies (1.5)-(1.6), the map S has the isomorphism properties
and hence, via interpolation arguments as in Proposition 3.2,
Here we will extend the last isomorphism result to the setting of s 1/p ∈ , the interior of a hexagon, with four vertices coming from and then two others, to be described below. We begin this extension with the following result. 
Proof. It already follows from (4.10) (taking s → 1 − s) that
It remains to establish invertibility in (5.3). We begin with the identity (4.43), i.e.,
where the Dirichlet-to-Neumann map is relabeled + . Recall the mapping properties (4.30) and (4.45) for + and K * . Upon replacing by − = M \ , we have the corresponding identity
where − is the corresponding Dirichlet-to-Neumann map for − , satisfying a counterpart to (4.30). Subtraction yields
with (5.4) complemented by
Note that the mapping property (4.27) (for + and − ) plus (5.1) show that not only does (5.7) hold on L 2 −1 but also
holds on L We are ready to construct the hexagonal region . Its vertices consist of the four points in 0 1 × 0 1 listed in (3.4) plus the two points 0 1 − 1 (5.13) and will denote the interior of this hexagon. Equivalently, is the interior of the convex hull of and the line segments s 0 0 < s < and 1 − s 1 0 < s < . Compare the figure , described in (3.71). with two-sided inverse
Proof. Interpolation of (5.2), (5.3), and (5.12).
Using
and the mapping properties of given in Proposition 4.1, we have the following result, which extends both Proposition 3.5 and Proposition 3.11.
Proposition 5.3. In the setting of Proposition 5.2, we have
In closing, let us also point out that, as a consequence of (4.43) and Proposition 5.2, the Dirichlet-to-Neumann map
is well-defined and bounded for each s 1/p ∈ .
Hölder Metric Tensors: Part I
Starting in this section we strengthen the hypothesis on the metric tensor to g jk ∈ C r for some r ∈ 0 1 (6.1)
We desire to obtain results on u = PI f finer than those of §3, particularly when f ∈ B p p s and s + 1/p > 1. Our first main goal will be to prove the following, which complements Proposition 3.4 and Proposition 4.1. Proposition 6.1. Assume g jk satisfies (6.1), and let
It suffices to deal with the double layer potential; the case of the single layer is similar. Going further, it is enough to assume that 1 < s + 1/p < 1 + r; the rest follows from Proposition 3.4 and interpolation. We use arguments somewhat parallel to those in the first proof of Proposition 3.6, but we need to take more care here. Our first order of business will be to sharpen the estimate (3.48) for u = f . From (3.8) we know that
where d x = dist x . Also, by (3.38),
, let us now introduce the averaging operator
where, as usual,
is well-defined and bounded. In fact,
via interpolation between the end-point cases p = 1 and p = . Next, define the functions x and x as
(of course, x and x also depend on s, p and u, but we suppress this dependence in the notation), and set
We deduce from (6.7)-(6.9) that x p dV x < (6.10)
The following result strengthens (3.48). Proof. This follows by retracing the steps in (3.39)-(3.48), starting with the following refinement of (3.39):
where B is the ball centered at q of radius = d q /2. Note that (6.12) follows from (6.8). From here a replay of the arguments involving (3.40)-(3.48) naturally leads to (6.11). Also along the way we obtain u x ≤ Cd x x (6.13)
uniformly for x ∈ . We now run through the dilation and elliptic regularity argument once again, this time taking advantage of the stronger hypothesis (6.1). For orientation on the next lemma, let us recall that, given ∈ 0 1 ,
Actually an intrinsic norm would involve dist z y in the denominator. Here and below, we will think of M as being smoothly embedded in some Euclidean space N , and use instead z − y , the norm in this ambient Euclidean space. Proof. Take u as in (3.40), with B 1 a dilate of B , centered at q = x, and with = d x /2. So far we know that 6.16) and u − satisfies (3.45). In the current setting, further elliptic regularity gives
Thus, by the analogy of (6.14) in this situation,
The change of variable z = z , y = y , together with u z = u z , then yields the desired estimate (6.15).
We are now ready for the last details in the so we have a finite bound on a piece of (6.20). Similarly, there is a finite upper bound on the integral over
As for the rest, we have the following estimate for the integral over (6.27) which is < by (6.10). This establishes (6.20) and concludes the proof of Proposition 6.1.
As a corollary, we can now state and prove mapping properties for the Poisson integral, complementing those in Proposition 5.3. is well-defined and bounded whenever
Proof. This is direct consequence of Proposition 6.1, Proposition 5.2, and the identity (5.16).
We now examine PI on B p p s (6.30) we are motivated to prove the following.
Proposition 6.5. Assume g jk satisfies (6.1), and assume , under the Hölder condition on the metric tensor, i.e., g jk ∈ C r for some r ∈ 0 1 (7.1)
In the following statement, recall that p ∨ 2 = max p 2 and n = dim M. 
is well-defined and bounded for each 1 < p < and > 0.
Corollary 7.2. Under the assumptions of Proposition 7.1, the operator
is well-defined and bounded whenever p ∈ 1/r .
Proof. Clearly, (7.2) implies (7.3) as long as 1/r < p < , via classical embedding results.
Mitrea and Taylor
We now turn our attention to the Proof of Proposition 7 1. Recall first from that for any disjoint, compact sets K,K, the map
is well-defined and bounded. Consequently, if f ∈ L 1 is such that supp f ⊂ ∩ , for some open subset of M, then f ∈ B r \ (7.5)
Thus, via a partition of unity argument, matters are reduced to analyzing the smoothness of f ∩ in the case when is a small open neighborhood of a boundary point, say x * ∈ , and f ∈ L p satisfies supp f ⊂ ∩ . To this end, we shall need some finer estimates on E x y , established in Section 2 of , to the effect that, locally, E x y = g y −1/2 e 0 x − y y + e 1 x y (7.6) where
for a suitable dimensional constant C n , and the residual term e 1 x y satisfies e 1 x y ≤ C x − y − n−2−r+ I e 1 x y ≤ C x − y − n−1−r+ (7.8) for any > 0; here I stands for the gradient with respect to the first set of variables. Our next observation is that for any compact set K in M there exists K > 0 so that the following holds. For each x 0 ∈ K and each > 0,
as long as ∈ 0 K . Indeed, this is a consequence of the estimate (2.67) in (along with the discussion leading up to it) plus standard embedding results. It follows that for any K compact there exists K > 0 so that I e 1 x y − I e 1 z y ≤ C x − z r−2 x 0 − y − n−1− (7.10) whenever x 0 ∈ K, and x − x 0 , z − x 0 < x 0 − y /4 ≤ K /2. In particular, taking K to be a (closed) ballB r , settingK =B K /2 , and then finally choosing z = x 0 , yields I e 1 x y − I e 1 z y ≤ C x − z r−2 z − y − n−1− (7.11) whenever x y z ∈K satisfy x − z < z − y /4. If, on the other hand, 4 x − z ≥ z − y , then from (7.8) and a straightforward analysis, I e 1 x y − I e 1 z y ≤ C x − z r−2 max z − y
for each > 0. Altogether, (7.11) and (7.12) justify the following conclusion. For each x * ∈ M there exists * > 0 so that, if > 0 small enough, then I e 1 x y − I e 1 z y ≤ C x − z r−2 max z − y
uniformly in x y z ∈ B * x * . We now return to the study of the smoothness of f ∩ when is a small, open neighborhood of an arbitrary x * ∈ , and supp f ⊂ ∩ . Our first observation is that the decomposition (7.6) of E x y in induces the splitting = T 0 + T 1 (7.14)
where T 0 , T 1 are integral operators on whose integral kernels are given by, respectively, x g y −1/2 e 0 x − y y and x g y −1/2 e 1 x y . Since the kernel of T 0 is the Schwartz kernel of an operator in ØP C 0 S −1 cl with odd principal symbol, the last part in the proof of Theorem 7.4 in applies to our setting and gives that
is well-defined and bounded. Next, we desire to establish the boundedness of
under the assumptions 1 < p < 1 < q ≤ np/ n − 1 0 < s < r (7.17)
Clearly, this, (7.14) and (7.15) then justify the claim made about (7.2) in the statement of the proposition. Turning to the task of proving (7.16)-(7.17), for each 0 < < n − 1 we introduce the integral operator
with supp f ⊂ ∩ , the estimate (7.13) gives that for each > 0, T 1 f x − T 1 f z ≤ C x − z r−2 max J f x J f z (7.19)
uniformly for x z ∈ ∩ . Thus, for each > 0, we may write (7.20) where the last equality is a definition. Choosing > 0 small enough, the fact that s < r guarantees that x → x − z n+sq−qr+2q is locally integrable, uniformly for z in compacta. Consequently, II ≤ C f L p , provided that
is well-defined and bounded. In fact, if this is the case, then also I ≤ C f L p , given that the inner integral in I is of convolution type. Since, under the hypotheses (7.17), Lemma 7.3 below is well suited for justifying the claim about (7.21), we may finally conclude that (7.16) is well-defined and bounded if the conditions (7.17) hold. This finishes the proof of the proposition, modulo that of Lemma 7.3.
Here is the auxiliary result invoked above. One way to see this is to show that J f * x ≤ CJ f x , uniformly for x ∈ n + , and then to invoke (3.63), in concert with the classical Hardy-LittlewoodSobolev fractional integration theorem (cf., e.g., Stein (1970) ). However, we prefer to give a direct, self-contained proof, which is an adaptation of that for the aforementioned theorem.
Proof. The idea is to show that whenever (7.22) holds, the operator J is of weak type p q ; the Marcinkiewicz interpolation theorem can then be used to conclude.
Fix f ∈ L p n−1 , f L p n−1 = 1, and some arbitrary > 0. The goal is to prove that x ∈ n + J f x > 2 ≤ C n p −q (7.25)
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To this end, for some suitable C > 0, let 7.26) and denote by J j the integral operator with kernel K j x − y , j = 0 1. Note that we have J = J 0 + J 1 . Thus, if 1/p + 1/p = 1, (7.27) where the last inequality follows by choosing C sufficiently large. Consequently, in order for (7.25) to hold, we only need to establish the distribution function estimate is well-defined and bounded for each 1 < p < p and > 0. In particular, the operator
is well-defined and bounded whenever p ∈ 1/r p .
Proof. Green's formula applied to a function u satisfying Lu = 0 in and u * ∈ L p gives u = u − u (7.33) When specialized to the case u = f , this further reduces (after some minor algebra) to the integral identity S = 1 2 I + K * (7.34)
In particular, there exists p > 2 so that is an isomorphism (cf. Proposition 3.1). Thus the operator (7.32) is well-defined and bounded as follows from (7.35) and Proposition 7.1. is well-defined and bounded for 1 < p < p and > 0. Consequently,
1+1/p (7.37)
(7.38)
Proof. Proposition 3.1, in concert with Proposition 7.1, yields the claim about (7.36) in the light of the identity PI = S −1 .
Let us close by pointing out that further mapping properties of PI can be obtained by interpolating the results in Section 3 with those in Corollary 7.5. We omit the details.
