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Abstract
Capacitated network design is a crucial problem to telecommunications network planners. In this
paper we consider the Multi-Level Capacitated Minimum Spanning Tree Problem (MLCMST), a gen-
eralization of the well-known Capacitated Minimum Spanning Tree Problem. We present a genetic
algorithm, based on the notion of grouping, that is quite effective in solving large-scale problems to
within 10% of optimality.
Keywords: Network Design, Capacitated Minimum Spanning Tree, Multi-Level, Genetic Algorithms.
1 Introduction
One problem that arises often in practice in the design of local access communications networks is the
Terminal Layout Problem. This problem is typically referred to in the Operations Research literature as
the Capacitated Minimum Spanning Tree Problem (CMST) and has been extensively studied by many
researchers over the years (see [9] for an extensive review). In the CMST problem, we are given a set
of customer locations or terminals, each with its own traffic requirements that we wish to transport to a
given central location (node). Furthermore, a single type of facility with a fixed capacity K is available for
installation, and we wish to design a feasible minimum cost tree network to carry the traffic. In practice,
it seems unreasonable to assume that only a single type of facility is available to the network planner.
Consequently, in this paper, we deal with a generalization of the CMST problem that we believe reflects the
practical concerns that arise in the design of local access networks more closely. In our problem, we allow for
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Figure 1: Multi-Level Capacitated Minimum Spanning Tree. (a) Points in the network. (b) Feasible Multi-
Level Capacitated Spanning Tree.
the installation of multiple types of facilities with differing capacities. This problem we call the Multi-Level
Capacitated Minimum Spanning Tree Problem (MLCMST).
Formally, the MLCMST is defined as follows: Given a graph G = (N, E), with node set N = {0, 1, 2, . . . , n},
where node 0 represents the central facility and the rest are customer locations, and edge set E, Wi the
traffic requirement (or weight) of node i to be transported to the central node 0, facility types 0, 1, . . . , L
with capacities Z0 < Z1 < . . . < ZL and cost function Clij denoting the cost of a facility of type l installed
between nodes i and j; we wish to find a minimum cost tree network to carry the traffic.
Figure 1 gives an example of the MLCMST problem. In Figure 1(a), the square node in the center is the
central node to which traffic must be transported. There are 3 types of links with capacities Z0 = 1, Z1 = 3,
and Z2 = 6, and the traffic generated from each node is 1 unit. Figure 1(b) shows a feasible multi-level
capacitated spanning tree. Notice, the topology of the network is a tree, and traffic on any link is less than
the capacity of the facility installed on the link.
In general, the traffic requirements for each of the terminal nodes can be different. However, in this
paper we restrict our attention to unit demand problems: i.e., problems with Wi = 1 for all customer nodes.
Additionally, we restrict our attention to (realistic) cost functions that exhibit economies of scale that usually





for every edge {i, j} ∈ E. We also impose the restriction that only a single facility type is permitted to be
installed on a link. This condition is actually not restrictive. If multiple facilities can be installed on a link,
Salman et al. [18] point out, in the context of a related problem, that by applying a dynamic programming
algorithm one can convert the problem to one where only a single facility type is installed on a link. This
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is done by determining the optimal combinations for all traffic levels, and creating new link types each
representing one of the optimal combinations.
1.1 Related Literature
The MLCMST does not appear to have been given much attention by researchers previously. The most
closely related problem is the so called Local Access Network Design (LAND) problem [3, 18] or the Telpak
problem [17]. In the LAND problem, as in the MLCMST, we are given traffic demand from nodes in
a network that need to be transported to a central node, varying facility types with differing costs and
capacities, and we wish to design a minimum cost network to transport this traffic. However, the topology
of the underlying network is not restricted to be a tree. Herein lies the distinction between the MLCMST
problem and the LAND problem. In a survey paper, Gavish [9] describes the Telpak problem, but restricts
it to a tree. He presents a formulation for this problem, and also points to the lack of attention given to this
important problem by researchers.
Berger et al. [3] propose a tabu search procedure for the LAND problem to obtain good heuristic solutions
for problems with up to 200 nodes, and 9 cable types. In their problem the demand from a node must travel
to the central node along the same path (i.e., demand splitting is not allowed). Salman et al. [18] study the
version of the LAND problem that allows demand splitting, and propose a branch and bound procedure using
a technique called search by objective relaxation. Using this technique, they solve to optimality problems
with 10 nodes, and up to 9 cable types.
On the other hand, the CMST problem has attracted a lot of attention from the research community over
the years. The most well-known heuristic for the problem is the Esau-Williams heuristic [5] that starts with
a feasible star solution and uses a savings calculation to create and merge subtrees. This heuristic is still
used as a benchmark against which other techniques are evaluated. Sharma [20] and McGregor at al. [15]
propose algorithms based on a clustering (grouping) approach. They first assign the nodes into groups and
then find a Minimum Spanning Tree (MST) for each group. Karnaugh [13], Kershenbaum et al. [14], and
Gouveia and Lopes [12] describe so-called Second Order Greedy Algorithms (SOGA). These are local search
heuristics that start with an initial solution generated typically by the Esau-Williams heuristic and try to
improve it by either restricting the solution to include or exclude some links. Gavish and Altinkemer [10]
describe a parallel savings heuristic that adds to the solution multiple links per iteration.
More recently, metaheuristic approaches such as simulated annealing and tabu search have been success-
fully used to obtain high-quality solutions for the CMST problem space. Sharaiha et al. [19] present a tabu
search approach for the problem. Bourjolly et al. [4] use simulated annealing in order to search the solution
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space. With the help of a modified version of Esau-Williams and a neighborhood description, they were able
to generate effective solutions using the simulated annealing approach. They compared their results with
Sharaiha et al.’s tabu search algorithm for 40, 50, 80, and 100 node size problems, both with unit demand
and non-unit demand, and for the cases where the central node is at the center and at the edge of the graph.
The simulated annealing algorithm outperformed the tabu search algorithm for smaller size non-unit demand
problems, and on unit demand problems for which the central node was located at the center. Amberg et
al. [2] compare a simulated annealing approach and three tabu search approaches with the Esau-Williams
algorithm for different parameters for the meta-heuristics. They tested their algorithms for 40 and 80 node
size unit-demand problems with the central node either at the center or at the edge and achieved 1% to 7%
improvements over Esau-Williams when the parameters of the meta-heuristics were optimized. Recently,
Ahuja et al. [1] present an improved neighborhood structure for the CMST problem, which they use in
conjunction with a tabu search algorithm to generate solutions. They present improvements over the best
known solutions for different sets of problems. For non-unit demand problems, their algorithm improved the
best-known solution in terms of cost by 3% on average. Patterson and Pirkul [16] have embedded different
heuristic processes into the topological design of a neural network and have used this network to generate
solutions. They reported that the neural network that was based on the Esau-Williams algorithm was able
to find solutions that were, on average, 0.5% away from the optimum with running times close to one hour
for 150 node problems.
1.2 Overview of our Approach
In this paper we present a genetic algorithm for the MLCMST. Conceptually, our approach splits this problem
into two separate sub-problems: a grouping problem and a network design problem. The grouping problem
aims at finding the best assignment of the nodes into groups that correspond to subtrees of the central node.
Consequently, it makes sure that the sum of the weights in a group does not exceed the capacity of the
highest capacity link. In other words, for every group we require that
∑
Wi ≤ ZL. The network design
subproblem requires the construction of a minimum cost multi-level tree network that will connect all the
nodes in each of the groups with the central node. Notice that this problem is identical to the MLCMST,
but defined on each of the groupings. We apply our genetic algorithm (GA) to the grouping problem. The
GA then calls upon the construction heuristic to construct subtrees on the groupings and provide the cost
(fitness) of the solution to the problem.
Th notion of determining groupings (or nodes in a subtree) has been used previously by some researchers
for the CMST problem [1, 2, 15, 19, 20]. Observe that, in the case of the CMST problem, interconnecting
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nodes that belong to the same subtree is quite simple as it is the Minimum Spanning Tree problem. While,
in the case of the MLCMST it is identical to the original problem, albeit on a smaller graph.
1.3 Organization of this Paper
The rest of the paper is organized as follows. Section 2 describes our genetic algorithm procedure. Next,
Section 3 describes the construction heuristic that the genetic algorithm uses to construct a multi-level tree
with unit degree at the root. Then, Section 4 describes a mixed integer programming formulation for the
problem. We used the LP-relaxation of this model to obtain lower bounds for our problem. We present
our computational experiments in Section 5. Section 6 outlines some directions where, we believe, some
improvements may be obtained for the solution procedure.
2 Genetic Algorithm
A genetic algorithm is a powerful evolutionary local search algorithm that typically consists of a few basic
steps as shown in Figure 2. At first an initial population of feasible solutions (chromosomes) P (t) has to
be created. After the creation of the initial population, we evaluate the fitness of all the individuals in that
population. This evaluation is required to check the termination condition and later on at the selection step.
Usually, genetic algorithms terminate when there are no improvements in a number of successive populations
(generations) or after a predefined number of generations. The selection step chooses different chromosomes
from the old population P (t − 1) for reproduction. After the chromosomes are selected, they reproduce
(crossover) to create children. The next population P (t) is determined by taking some fraction of the best
children, and some fraction of the best (elite) parents (this process is called elitism). At this stage, random
mutations can arbitrarily change the genetic material found in the population. The purpose of mutations is
to divert the search process to places that it wouldn’t have examined otherwise. In the following sections,
we elaborate on each of the steps of our genetic algorithm. Prior to that, we discuss the data structure or
representation that we use to represent chromosomes in our GA.
We use a representation proposed by Falkenauer [6] in the context of bin packing. This representation,
as shown in Figure 3, breaks up the chromosome representing the solution into two parts. An item part and
a group part. In the item part, the nodes are assumed to be ordered in increasing order, and the characters
represent the group (subtree of the central node) that the node belongs to. The group part contains a list of
groups (subtrees) that make up the tree solution. The representation shown in Figure 3 indicates that nodes
1, 3, 4, and 7 are in a group (group A), nodes 2, 5, and 6 are in a group (group B), nodes 8, 9, and 10 form






while (not termination-condition) do
t←− t + 1
select parents from P (t− 1)
reproduce parents





Figure 2: Steps of a Genetic Algorithm
and D. Observe that the order of the groups in the group part does not alter the grouping represented by
the chromosome. Further, the mnemonic used to identify groupings is largely irrelevant (other than they be
distinct from each other). Also note that since the number of subtrees of the root node will vary by solution,
the length of the group part of the chromosome will vary.
The advantage of this representation is that it allows for a focus on the groups in a solution (via the group
part), which is how we have approached the problem. Further, this representation satisfies the Building Block
Hypothesis1 which typically results in high quality genetic algorithms.
2.1 Initial Population
Since any genetic material - apart from mutations - found in the final solution will come from the individuals in
this population, the choice of the initial population is a very important aspect of the whole search procedure.
If it is too specific, then the search will be limited to a small region of the solution space leading to a local
optimum. On the other hand, if the initial population is very diverse then the algorithm will spend valuable
computational resources exploring a variety of promising areas of the search space.
To create the initial population, we use the Esau-Williams heuristic to solve a CMST problem on our
graph by setting the (subtree) capacity constraint to ZL, the maximum capacity in our problem. Since the
Esau-Williams heuristic gives a unique solution for a given graph, and we need our initial population to
be diverse, we multiply the cost of each edge, C0ij by a uniformly distributed random variable in the range
[(1 − ε), (1 + ε)]. Varying the value of ε trades off between increased diversity of the initial population (for
1The Building Block Hypothesis [11] states that “A genetic algorithm seeks near optimal performance through the juxtapo-
sition of short, low-order, high-performance schemata called the building blocks.”
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Figure 3: Representation of a solution in the Genetic Algorithm.
large ε) and early termination to a solution further away from the global optimum (for small ε).
To create increased variety in the initial population, we also experimented with changing the capacity
constraint K of the Esau-Williams algorithm. Specifically, we configured the capacity constraint as a uni-
formly distributed integer random variable in the range [ZL − δ, ZL]. Each time we run the Esau-Williams
heuristic to determine an initial solution, we also varied the capacity constraint in this manner.
2.2 Crossover
The crossover operator is responsible for combining two chromosomes so that a new offspring chromosome
can be generated. It is important to note here that the crossover operator should not only guarantee that
the offspring chromosome will be a valid one (i.e., it will satisfy the constraints imposed by the problem)
but it should also make sure that meaningful genetic material (i.e., building blocks) is passed on from the
parents to the children.
Our crossover operator is similar to that of Falkenauer [6], with a small change specific to the MLCMST
problem. It is applied to the group part of the chromosome structure, and is able to work with chromosomes
of varying length. It consists of the following steps:
1. Select at random two crossing sites, which define the crossing section, on the group part of the two
parent chromosomes.
2. Inject the contents between the two crossing sites of the first parent just before the first crossing site
of the second parent.
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Figure 4: Crossover Operator in Genetic Algorithm. (a) Parents, (b) Offspring
3. Update the membership of the items as follows. All items will belong to the group specified in the
second parent, unless the group to which the item belongs in the first parent is injected into the second
parent. In that case, the item would have a new membership specified by the group of the first parent.
If any group is empty as a result, remove it from the group part.
4. Finally, if a group from the second parent has lost items and it now has less than k items, we reassign
these items to other groups with probability pcr. If any group is empty as a result, remove it from the
group part.
We illustrate the procedure with the example shown in Figure 4. Consider the two chromosomes shown
in Figure 4(a). To perform a crossover, we generate at random two crossing sites for each chromosome. They
are just prior to and after group B for the first parent, and just prior to group a and after group b for the
second parent.
A B A A B B A C C C D
a b a c b b c b b d c
:
:
A |B| C D
|a b| c d
Injecting the contents of the crossing section of the first parent (|B|) to the second parent at the first crossing
site of the second parent, we obtain Babcd as the new grouping for the child. The group membership of the
nodes in the child follow from the second parent, unless the group that the node belongs to in the first parent
has been injected into the group part. Since B is the only group injected from the first parent, the item part
of the child is aBacBBcbbdc. Consequently, we obtain the chromosome aBacBBcbbdc : Babcd from
the crossover (as shown in Figure 4(b).
The final step in the crossover procedure is specifically designed for our problem and it aims at improving
the result of the crossover operator. In other grouping problems, like the bin packing problem, for example,
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it is desired that all the bins are close to or at their maximum capacity. Thus, usually a heuristic like First
Fit Decreasing is applied to reassign nodes in groups with fewer items. In our case, however, it is not wise
to reassign nodes to any group just because it has available capacity. Actually it is not certain that there
will be any gains by reassigning these nodes at all. Consequently, we design our reassignment procedure as
follows. Observe that the membership in the groups is either identical to the group in the parent, or is a
subset of the group in the second parent. Our reassignment procedure focuses on such groups (i.e., where
the group is inherited from the second parent but has fewer members than in the parent). If the number
of items in such a group is less than a parameter k, then, with probability pcr, each item is assigned to the
group that the closest node not in its group belongs to.
For example, suppose k = 3, and pcr = 0.5 and consider the result in Figure 4(b). The only group that
qualifies and must be considered for reassignments is group b. Then, with probability 0.5, we reassign node 9
to the group that node 10 (assuming 10 is closest to it and the group has sufficient capacity to accommodate
node 9), and with probability 0.5 we reassign 8 to the group that node 6 is in (assuming that 6 is closest to
it).
2.3 Mutation Operator
Our mutation operator aims at shuffling some of the items among groups. Specifically, our mutation operator
is applied with probability pµ to each node (item) of every chromosome and it searches for alternative groups
that this node can be assigned to. The search is done by finding a set of nodes M for which C0im < C
0
m0,
where m is the node that the operator acts on, i are the nodes in M and 0 is the central node. We then
consider the nodes i, one by one, starting with the one with the smallest C0im and check to see if the group
that this node i belongs to has available capacity. If there is available capacity and the group that i belongs
to is different from the current group that m belongs to we reassign m to the new group. Otherwise we move
on to the next node in M . If no node in M satisfies these constraints, node m is not reassigned.
Consider the chromosome shown in Figure 4(b). Suppose we apply the mutation operator to node 4. For
node 4, M = {3, 7}. Since 3 is closest node to 4 in M , it is considered first; and since it belongs to a different
group, node 4 is assigned to that group creating the chromosome aBaaBBcbbdc : Babcd.
2.4 Selection
The selection procedure is an important step in the genetic algorithm. If the selective pressure is too
strong (i.e., only the fittest individuals are selected for reproduction), then it is possible that some very fit
chromosomes are going to dominate early in the search process and lead the algorithm to a local optimum,
9
thus terminating the search. On the other hand, if the selective pressure is too weak (i.e., even individuals
with low fitness have a high probability of being selected for reproduction), then the algorithm is going
to traverse the solution space aimlessly. We employ the classical roulette wheel mechanism to select the
chromosomes that will participate in reproduction and create subsequent generations.
In the GA structure presented in Figure 2, we did not specify how many children to generate. Some
options are to generate as many children as the population size (and have no elitism, i.e., carry no parents
over to the next generation), or to generate more offspring than the population size and select only the best
of those to make up the next generation.
Additionally, we employ elitism. We ensure that a percentage E of each generation is made up of selected
individuals (i.e., the alive chromosomes) from the previous generation. We select these elite individuals by
evaluating and selecting the best parents.
3 Construction Heuristic
The GA uses the construction heuristic to construct subtrees on the groupings in order to evaluate them.
Given that the GA will repeatedly call the construction heuristic, and use the solutions generated by it to
evaluate the groupings, it is crucial that the construction heuristic is fast and provides near-optimal solutions.
The problem at hand is almost identical to the overall problem, except that it is defined on a smaller
network (the subgraph defined by the grouping). However, for the construction heuristic, we impose the
additional restriction that the degree of the central node is 1. The notion is that each grouping represents a
subtree of the central node and, thus, when the subtree is viewed in isolation it has degree 1 at the central
node. Notice that as a consequence, we ignore solutions that may be slightly better where the central node
has a degree greater than 1. Figure 5 illustrates this point. Our rationale for keeping the degree of the
central node 1 is that if a better solution exists where the degree of the central node is greater than 1, then
that corresponds to new groupings which we leave for the GA to explore.
The first step of our heuristic consists of determining the node that is to be connected directly to the
central node (i.e., the node in the subtree that will be directly connected to the root). For each node, we
calculate the sum of distances to each node in the grouping including the central node, and select the node
with the minimum value, i.e., the one closest to the centroid, to be in the set of candidate nodes NC that
would be considered for connection to the central node. To this set, we add all nodes in the grouping that
are closer to the central node than the “centroid node”.
Initially, all nodes are connected to the node that is to be directly connected to the central node with the
lowest capacity link (link type 0). Thus, if we ignore the connection to the central node, then this node takes
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Figure 6: Core problem in construction heuristic for constructing tree on grouping. (a) All nodes are
connected to a “root” node via links of capacity Z0. (b) Determine savings by upgrading links connected to
the “root” to capacity Zl and redirecting the connections to the “root” to the node whose connection to the
root has been upgraded (i.e., in this example, node 7).
the role of a central node for the subtree, and all nodes are connected directly to it using the lowest capacity
links in a star configuration. Our construction heuristic considers the savings obtained by upgrading the
capacity of a link to the node that is directly connected to the central node, and connecting other nodes
through this upgraded link. Specifically, our construction heuristic solves the following core problem.
We are given a complete graph with node set N∗, a root node r, two link types, 0 and l, with capacities
Z0 < Zl, costs C0ij and C
l
ij respectively, and an initial tree network that is constructed as a star with r at the
center using link type 0. We would like to determine where to upgrade the connections in the star network
to facilities of type l, and reconnect some of the links with capacity Z0 to this connection instead of their
direct connection to the root node. Obviously, upgrading the capacity of the connection will increase the
cost, but if the cost of the lower capacity connections is reduced, that might reduce the overall cost. Figure 6
illustrates the core problem.
Our solution approach to the core problem consists of the following steps. We start with the star network
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and construct a savings value dij = C0jr − C0ij , where r denotes the root node for the problem. This
represents the savings in connecting node j to node i. We then compute for each node Di the overall savings
in upgrading link {i, r} to a facility of type l. We compute




for each node i directly connected to the root r by a facility of type 0. The first two terms represent the
change in cost by upgrading link {i, r} from a facility of type 0 to a facility of type l. The third term
represents the greatest savings obtained by changing the connections {j, r} to the connections {j, i} ensuring
that the capacity of facility l is not violated. We then select the largest Di. This represents the largest savings
obtained by upgrading link {i, r} and implementing it. We repeatedly apply this procedure, recomputing
the savings dij and Di to the core problem until there are no more savings (i.e., Di <= 0). Note that once
we construct a subtree of the root by this savings procedure, we will not consider the nodes it contains in
computing further savings.
Our overall procedure starts with the highest capacity level that is greater than or equal to the size of
the group. For example if the group size is 4, and the smallest capacity that is greater than or equal to
4 is one with a capacity of 5, the procedure starts with the facility of type, say k, with the capacity of 5.
We identify the set of candidate nodes NC that will connect the group to the central node. We select a
node in NC and create a star network connecting the nodes in the grouping to it with facilities of type 0.
We then consider the core problem with facilities of type l = k − 1 (one lower than what we started with).
We apply the savings procedure until there are no more savings. We then consider the network defined by
the lowest capacity facilities in the current solution. For each of the stars in this network, we consider the
core problem with facilities of type l = k − 2, and apply the savings heuristic. We repeat this procedure,
constructing the network defined by the lowest capacity facilities in the current solution, and solving the core
problem, lowering the value of l by 1 each time, until we are left with l = 0. The final level (i.e., when l = 0)
deals with the lowest capacity levels. If the lowest level facility has capacity 1, we stop. Otherwise, our last
step is to perform the familiar Esau-Williams heuristic on each of the star networks defined by the lowest
capacity links. We perform these steps for each of the nodes in NC , and so have |NC | different solutions.
Consequently, we select as the solution of the construction heuristic the one that is of lowest cost among
these |NC | solutions.
Figure 7 gives an example of our construction heuristic procedure. Figure 7(a) shows the set of nodes
and the set NC consisting of nodes 6, 7, 13, and 18. As shown in Figure 7(b), we select node 7, as it is in































































































































Figure 7: Construction heuristic example.
problem on this star network with l = 2, to obtain the network shown in Figure 7(c). Observe link {2, 7} has
been upgraded to a facility of type 2, and nodes 1, 11, 15, 16, 17, 19, and 20, are directly connected to node 2.
Also, link {5, 7} has been upgraded, and nodes 3, 4, 6, 9, 13, 14, and 18, are directly connected to node 5. We
now lower the value of l to 1, and consider the star networks defined by the lowest capacity facilities. There
are three star networks: one at node 2 with direct links to nodes 1, 11, 15, 16, 17, 19, and 20; one at node 7
with direct links to nodes 8, 10, and 12; and one at node 5 with direct links to nodes 3, 4, 6, 9, 13, 14, and
18. We solve the core problem on these three star networks to obtain the solution shown in Figure 7(d). We
lower l to 0. Since l = 0 and Z0 = 1 we stop.
4 Mixed-Integer Programming Model
We now describe a strong Mixed-Integer Programming Model for the MLCMST. We obtained lower bounds
to evaluate our Genetic Algorithm by solving the Linear Programming relaxation of the model. A related
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paper [8] provides additional details on the strength of the formulation.
We model the problem on a directed graph. To do this we replace each edge {i, j} in the graph by two
directed arcs (i, j) and (j, i). The cost of installing a facility of type l on an arc (i, j), Clij , is identical to the
cost of installing a facility of type l on edge {i, j}. We will introduce two types of arc variables in our model.
Let xij denote whether a facility is installed on arc (i, j), being 1 if a facility is installed on the arc, and 0
otherwise. Let ykij be 1 if a facility of type k is installed on arc (i, j), and 0 otherwise. Thus, it identifies the
type of facility installed on arc (i, j).
We create a commodity for each terminal node, with a supply of 1 at the terminal node, and a demand of
1 at the central node. In our notation, the origin of commodity k is node k and the destination of commodity
k is node 0. We let fkij denote the flow of commodity k on arc (i, j). Our multicommodity directed flow





















if i = k;








Z lylij ∀(i, j) ∈ A, (3)
L∑
l=0
ylij = xij ∀(i, j) ∈ A, (4)
f lij ≤ xij ∀(i, j) ∈ A, l = 0, 1, . . . , L, (5)
∑
j∈N
x0j = 0 (6)
∑
j∈N
xij = 1 ∀i ∈ N, i = 0, (7)
xij + xji ≤ 1 ∀(i, j) ∈ A, (8)
xij ∈ {0, 1} ∀(i, j) ∈ A, (9)
ylij ∈ {0, 1} ∀(i, j) ∈ A, l = 0, 1, . . . , L, (10)
fkij ≥ 0 ∀(i, j) ∈ A, k ∈ K. (11)
Constraints 2, 5, 6, 7, and 8 ensure that the topology of the underlying network is a tree that is directed
towards the central node. Constraint 4 ensures that only one type of facility is installed on an arc, and only
if the arc is selected to be in the multi-level capacitated tree (i.e., only if xij = 1). Constraint 3 ensures that
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GA Parameters 
Category Description Name Value 
General    
 Population Size - 100 
  Number of Offspring - 300 
Selection    
 Selection of Parents - Roulette 
  Elitism E 50% 
Mutation     
 Classic Mutation Rate Pµ 1% 
Initial Population    
 Cost Matrix Perturbation ε 0.1 
  Group Size Range δ  0 
Stopping Criteria    
 Maximum Number of Generations - 50 
  Number of Generations w/out improvement - 10 
Crossover    
 Probability of Reassignment pcr 1 
  Number of Nodes for Reassignment k <6 
Table 1: Genetic Algorithm Parameters.
the flow sent on a link is less than the capacity installed on the link.
5 Computational Experiments
We now report on some computational experiments with the GA for the MLCMST problem. We coded our
GA and construction heuristic in Visual C++. We conducted all runs on a Dual Processor Pentium III PC
running Windows 2000, 1GHz clock speed, and with 512MB RAM.
We generated three sets of 50 terminal node problems—one with the root node in the center, one with
the root node in the corner, and one where the root node is located randomly—each containing 50 problem
instances (together with the root node there are a total of 51 nodes in these problem instances). The points
in these problems are generated randomly on a 20 × 20 grid. We also generated one 100 terminal node
problem set—containing 50 problem instances—with the root node in the center. For all test problems, we
used three link types with capacities 1, 3, and 10 respectively. The cost of link type 0, C0ij , is equal to the
Euclidean distance between the two end points of the link. The cost of link type 1 is equal to twice the cost
of link type 0, and the cost of link type 2 is equal to six times the cost of link type 0.
To compare the results of the GA to a lower bound, we solved the LP relaxation of the mixed integer
programming formulation presented in Section 4. We coded this formulation in the ILOG OPL Studio
programming language and ran it on the same computer as the GA.
After significant computational testing on the different GA parameters [7] we selected the values shown
in Table 1.
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Tables 2, 3, and 4 show the results of our computations for 50 node problems. The gap shown in the
Table represents the difference between the GA solution and the lower bound divided by the lower bound,
expressed in percentage terms. This gap provides an upper bound, or a guarantee, on how far the GA
solution is from optimality. When the central node is in the center, the GA provides solutions on average in
34 seconds. The average gap is about 9.95%. When the central node is in the corner, the running time of
the GA goes up to an average of 79 seconds, but the quality of the solutions improves, with an average gap
of 5.90%. When the central node is selected randomly, the results are in between these two cases.
Table 5 shows the results for a set of 100 node problems with the central node in the center. The average
running time of the GA has doubled to about 67 seconds. Surprisingly, as the problem size has increased,
the quality of the solutions has improved with an average gap of 7.68%. It is not clear why this is the case,
but it appears that as the problem size increases the GA does well in finding good groupings that are close
to the maximum link capacity.
6 Conclusions
In this paper, we presented a genetic algorithm for the MLCMST problem. The genetic algorithms generates
solutions very rapidly, and we have been able to solve up to 100 node problems to within 10% of optimality.2
As noted earlier the actual performance of the GA is significantly better, as these lower bounds are obtained
by solving the LP relaxation of a MIP formulation for the problem.
There are several directions in which we are pursuing our ongoing research on the MLCMST. Although the
GA has performed reasonably well, we believe there may be opportunity for improvements. In computational
testing we have found that the solutions generated by the construction heuristic are generally within 0.5%
of optimality, on average, when the degree of the central node is restricted to be 1. On the other hand,
when the degree of the central node need not be 1, the construction heuristic solution is within 2.5% of
optimality, on average. Thus one direction of our research is to try and improve the construction heuristic,
allowing for the degree of the central node to be greater than 1. This would result in improvements in the
overall GA solution. Another direction is the development of alternate heuristic solution procedures to the
genetic algorithm approach for the MLCMST problem. A third direction is the improvement of the genetic
algorithm operators and parameters.
We also believe we should perform our computational tests on a wider variety of problems. These
problems should not only vary in size (i.e., number of nodes) and number of link types but should also cover
a wide variety of cost function combinations. One additional challenge concerning the construction heuristic
2The GA can solve larger problems quite easily. The bottleneck is solving the LP relaxation of the formulation that provides
us with lower bounds.
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Table 2: Results for 50 node problems, central node in center.
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Table 3: Results for 50 node problems, central node in corner.
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Table 4: Results for 50 node problems, central node selected randomly.
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Table 5: Results for 100 node problems, central node in center.
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would be to make it capable of dealing with non-unit demands. This capability is in a way already ”built-in”
in the case of the genetic algorithm since the representation we used is, as we mentioned earlier, popular
with grouping problems that attempt to partition items with non-unit weights. However, this might not be
as easy for the construction heuristic and it will definitely add more complexity to the procedure.
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