A comparison of the reactivity for different focal depths for a parent zeolite ZSM-5 crystal, 5.75 mM solution of furfuryl alcohol, 100 ms per frame. Axes are in pixels, 1 pixel = 48 nm. Left: Z = 0 (surface), middle: Z = 2 µm, right: Z = 6 µm. 
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Scheme S1. Oligomerization of furfuryl alcohol and a chromophore formation Supporting Scheme S1. Proposed formation of chromophores during the acid catalyzed condensation of furfuryl alcohol. S1 Initial protonation and dimerization of (1) leads to formation of non-colored bisfurfurylmethyl (2). This molecule further undergoes hydride transfer to result in formation of resonance-stabilized carbenium ion (3) and its conjugated structure formed after a proton loss (4). The carbenium ion (3) has a reported extinction coefficient of 55000 cm -1 M -1 at 490 nm. S2 The carbenium structure (4) has an estimated extinction coefficient of 110000 cm -1 M -1 at 610 nm. In our experiments a 532 nm laser has been used to efficiently excite compound (4) and its derivates.
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S1. The optimization of the localization parameters based on the experimental data.
The algorithm for the detection of individual bursts localizes all fluorescent molecules that appear in a single frame. However, some of the bursts originate from one single molecule and reappear in multiple frames. To correct for this, we have used an emitter tracking algorithm as implemented in the Localizer analysis software S3 (http://sushi.chem.kuleuven.be/svn/Localizer/), with the parameters that take into account reappearance of the molecule at a certain distance (pixel jump) and after a certain period of time (blinking gap). The optimal values are determined by using the experimentally recorded fluorescence movie with high number of detected turnovers as follows: i) the total number of detected events was calculated by systematically changing blinking gap for constant pixel jump values ( Figure S1a) ; ii) the change in the number of detected turnovers (as determined by derivative of Figure S1a ) indicates the optimal value for the blinking gap = 0.5 s (5 frames). Note that this value represents the intersection section of the two slopes that indicate fast and slow change in the total number of detected events due to the blinking; furthermore, determined value does not change significantly with changing the pixel jump parameter; iii) determined value for the blinking gap is subsequently used to calculate the total number of turnovers for different values of the pixel jump ( Figure S1c) ; iv) finally, the derivative of the graph in Figure S1c gives the optimal value of the pixel jump = 55 nm (1.14 pixels), determined as illustrated in Figure S1d .
Other words, if a fluorescent event reappears within a distance of 55 nm and within time interval of 0.5 s (5 frames) it will not be counted as a new catalytic event. Typically, the algorithm detects 2-3 times more events before the correction is made. It should be noted that the criteria for localization only changes to a minor extent the total number of detected events, but does not change the trends in quantification. The absolute values reported here may be altered by
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changing the localization and sensitivity parameters of the fitting algorithms applied. However,
we verified that the quantitative aspects of our results do not change with changing the algorithmic parameters. (c) illustrating determination of the optimal value of the pixel jump = 1.14 pixels. 1 pixel = 48 nm, 1 frame = 100 ms. Figure S2 . Estimated localization precision histogram calculated based on localization of more than 2800 single molecules re-appearing in consecutive frames, using optimized localization parameters. Lorentzian fit has a maximum at 17 nm, σ = 9 nm (FWHM = 21 nm). Note that the estimated localization precision of an individual molecule depends on the molecule's brightness, background signal, Z-position and fitting parameters.
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S2. The localization precision in 2-D
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S3. A change of the single molecule fluorescence intensity with the focal depth
One of the concerns related to the imaging at higher focal depths is the attenuation of the fluorescence light and the scattering of the background signal. Therefore, we have analyzed the integrated fluorescence intensities of the individual fluorescent events and corresponding background signals as function of focal depth ( Figure S3 ). Figure 6 are calculated in the regions of the lower background intensity (i.e. for the top subunit).
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We did not observe substantial weakening of the single molecule fluorescence with the change in focal depth ( Figure S3b) . A small shift towards lower intensities is notable at Z = 4 µm and Z = 6 µm. It is important to note that the high number of detected turnovers at the surface (Z = 0) will also contain a certain fraction of low-intensity events, but this seems to be proportional for any focal depth as the plotted intensity distributions are very similar.
The effect of the background signal is more complex and is related to the intergrowth structure of the crystal, the polarization effect, photobleaching and reaction time. The scattering of the fluorescence light mostly originates from the side subunits and therefore a bimodal-like distribution of the background intensity for Z = 4 µm and Z = 6 µm (Figures S3c, S3d) . For this reason, and to avoid the inefficient, polarization-dependent excitation present at the side subunits, we have only calculated the catalytic activity in the top subunit. In this region, the signal to noise ratio is sufficiently high to efficiently resolve single fluorescent turnovers, even after 3 h of reaction. Note also that the number of the observed catalytic turnovers is so low at Z = 6 µm for all studied examples (due to slow diffusion of the reactant molecules) that it cannot account for any substantial experimental error.
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S4. The analysis of the number of NN in a defined radius
The analysis of the nearest neighbor histograms (NN analysis) was done based on a Matlab (MathWorks) routine that counts the number of nearest neighbors within a defined radius, for each catalytic event detected within the regions of interest (2.4 × 2.4 µm 2 ) presented in Figure 9 .
Simulated scatter plots are constructed by generating uniformly distributed random numbers that are used as coordinates for the 2-D scatter plots. Figure S4 . Distribution of the number of detected nearest neighbors in a radius of a) 480 nm (10 pixels) and b) 720 nm (15 pixels). Note that the distortion of the distributions is due to the "finite-size" effects. Figure S6a ) and i = 2 ( Figure S6b ) reveal no significant time-correlated features. Other words, conditional probabilities of finding pairs of waiting times p(t n , t n+i ) do not differ from the product of the individual probabilities p(t n ) × p(t n+i ). Note that the small diagonal feature in Figure S6a originates from the blinking of single molecules that cannot be completely removed in out parametrization analysis ( Figure S1 ), i. e. the molecules with the blinking gap larger than 0.5 s. Figure S6 . The 2-D difference histograms of waiting times, calculated for a) waiting times t n and t n+1 , b) t n and t n+2 .
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S5. Experimental and simulated scatter plots for H-ZSM-
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S7. Autocorrelation analysis
We have also performed the additional auto-correlation analysis of the individual waiting time where N is the total number of observations. The autocorrelation function is further calculated as implemented and described in Matlab R2013 (MathWorks) routine "autocorr". Figure 10c , and c,d) corresponding autocorrelation functions. ACF is calculated as described in the text. 1 frame = 100 ms.
