In this paper, we propose a new method for estimating jointly light sources and reflectance properties of an object seen through images. A classification process firstly identifies regions of the object having the same appearance. An identification method is then applied for jointly (i) deciding what light sources are actually significant and (ii) estimating diffuse and specular coefficients for the surface.
Introduction
Light sources estimation is a key issue for many applications related to computer vision, image processing or computer graphics. For example segmentation algorithms, shape from shading methods or augmented reality approaches can be improved when the incoming light direction is known. >From images, several works propose to estimate directional or point light sources: with stereo images [1] , using convex objects contours [2] , shadows [3] or reflectance maps [4] . Recent methods favor the use of lambertian or specular spheres for acquiring radiance maps [5] or detecting point light sources [6, 7] .
Our approach can be applied to a set of images for a single object and does not need any additional test pattern or specific object such as a sphere. In this paper our contributions include: (i) a new method for estimating several directional and point light sources from images of an object; (ii) an algorithm capable of estimating light sources jointly with the surface reflectance of the object; (iii) results for a series of experiments.
Overview
Our method applies to a set of images representing an object without cavity. For each image, we make the assumption that the camera position and orientation are known. In practice, we use as well synthesized images and photographs of real objects (see figure 1) . A preprocessing step recovers a voxel-based geometry of the object, using the shape from silhouette approach proposed by Szeliski [8] (figure 1.c). For each voxel, a polygonal surface is produced according to the marching cubes algorithm and a normal is estimated (for more details, see [9] ).
Each pixel of an image corresponds to the radiance emitted by the object in the direction of the camera (from one voxel to the camera). Each voxel is seen from several viewpoints; thus, for each voxel it is possible to store the set of radiances associated with pixels. We distinguish two types of light source (point and directional) and two types of surface (diffuse and specular-like). The broad lines of our light sources estimation algorithm are:
classify voxels into regions according to hue and orientation; for each region, estimate the type of surface (diffuse or specular-like) ; for each region, search for a point light source ; for each region, search for a directional light source ; for each region, identify sources parameters and surface properties; validate light sources positions/directions and surface properties.
Light Sources Detection
In this work, as a BRDF model, we choose the modified Phong-model proposed in [10] since it is physically plausible and represents diffuse and/or specular surfaces with only 3 coefficients. According to this model, the radiance reflected 
Voxels Classification
In this paper we make the assumption that the surface can be made up with different types of materials and lit by several light sources. To simplify the problem, voxels are firstly classified according to hue (using HSV color-space). For each class defined, voxels are then grouped again according to orientation so that all the voxels in a group be likely lit by the same (single) light source.
Type of Surface Estimation
Fir each voxel class, the type of surface (diffuse or specular-like) is estimated with the help of a variation coefficient H computed from radiance samples (pixels):
where t represents the number of voxels in the class,
is the average radiance of V .
¢ V corresponds to the number of radiance samples in the class.
H varies according to the surface specular aspect.
Point Source Detection
For each voxel of a given class, we firstly estimate a directional light source; the point source position is then deduced from this set of directions. If the point source is far enough to the surface, the algorithm concludes it is a directional light source.
For Diffuse Surfaces.
The radiance emitted by a diffuse surface element is constant whichever reflection direction. This radiance corresponds to the product
. For all the voxels of a given class we consider that ¢ E 
. This estimation of ( T does not directly provide the incident direction but a cone of directions ( figure 2.a) . . We propose to represent the specular lobe as a curved surface and identify the coefficients from voxels radiance samples ( figure 3.a) . For estimating
¦ §F
, we use a parabolic surface from radiance samples with a gradient descent method. As for diffuse surfaces, the direction estimated for each voxel is stored in a linear system solved with a pseudoinverse matrix to recover the point source position.
Directional Source Detection
For Diffuse Surfaces. The radiance emitted by a voxel is :
are the same for all the voxels of a class. Again, this system can be described and solved using a matrix form For Specular-like Surfaces. As for point light sources, specular lobes can be used. Once a direction has been estimated for each voxel (for a given class), the light source direction corresponds to the average of all estimated directions.
Joint Identification
Each light source estimation algorithm is independently applied for each voxel subclass, providing one point light source and one directional light source. For each analysis, we estimate an error: 
Results and Conclusion
For validating our method, we used a set of voxels lit by only one (known) light source. Voxels positions, radiance samples directions and normals have been randomly generated. As shown in table 4, our point light source detection method provides a directional light source when the distance is too high.
With images of virtual objects, the estimated direction of incoming flux is precise about 15 degrees in the worst case; the average precision is about 6 degrees.
Though validation is difficult to achieve through real objects, we applied our method to the clown shown in figure 1 .b. It has been lit by 2 spots, actually This error is mainly due to two factors. Firstly, the used object contains many unreconstructed small cavities. Secondly, our calibration method is still not precise enough.
Our method could probably be improved with the help of specular spots seen on images. Moreover, since the method has proven efficient for virtual objects, we aim at validating it with photographs of real objects.
