Abstract. In practical situations, calculating approximations of concepts is the central step for knowledge reduction of dynamic covering decision information system, which has received growing interests of researchers in recent years. In this paper, the second and sixth lower and upper approximations of sets in dynamic covering information systems with variations of coverings are computed from the perspective of matrix using incremental approaches.
Introduction
Covering-based rough set theory [41] as a generalization of Pawlak's rough sets is a powerful mathematical tool to deal with uncertainty and imprecise information in the field of knowledge discovery and rule acquisition. To handle with uncertainty knowledge, researchers have investigated covering-based rough set theory [4, 21, 25, 26] and presented three types approximation operators summarized by Yao [40] as follows: element-based operators, granular-based operators and system-based operators for covering approximation spaces, and discussed the relationships among them. Additionally, all approximation operators are also classified into dual and non-dual operators and their inner properties are investigated.
Researchers have proposed many lower and upper approximation operators with respect to different backgrounds. Particularly, they [31, 32, 35-37, 39, 42, 45-50] have investigated approximation operators from the view of matrix. For example, Liu [15] provided a new matrix view of rough set theory for Pawlak's lower and upper approximation operators. He also represented a fuzzy equivalence relation using a fuzzy matrix and redefined the pair of lower and upper approximation operators for fuzzy sets using the matrix representation in a fuzzy approximation space. Wang et al. [35] proposed the concepts of the type-1 and type-2 characteristic matrices of coverings and transformed the computation of the second, fifth and sixth lower and upper approximations of a set into products of the type-1 and type-2 characteristic matrices and the characteristic function of the set in covering approximation spaces. Zhang et al. [42] proposed the matrix characterizations of the lower and upper approximations for set-valued information systems. He [45] [46] [47] also presented efficient parallel boolean matrix based algorithms for computing rough set approximations in composite information systems and incomplete information systems. Actually, because of the dynamic characteristic of data collection, there are a lot of dynamic information systems with variations of object sets, attribute sets and attribute values, and researchers [1-3, 5-14, 16-20, 22-24, 27-30, 33, 34, 38, 42-44] have focused on knowledge reduction of dynamic information systems. Especially, researchers [5, 6, 42] have computed approximations of sets for knowledge reduction of dynamic information systems from the view of matrix. For instance, Zhang et al. [42] provided incremental approaches to updating the relation matrix for computing the lower and upper approximations with dynamic attribute variation in set-valued information systems. They also proposed effective algorithms of computing composite rough set approximations for dynamic data mining.
Lang et al. [5, 6] presented incremental algorithms for computing the second and sixth lower and upper approximations of sets from the view of matrix and investigated knowledge reduction of dynamic covering information systems with variations of objects. In practical situations, there are many dynamic covering information systems with the immigration and emigration of coverings, and computing the second and sixth lower and upper approximations of sets is time-consuming using the non-incremental algorithms in these dynamic covering information systems, it also costs more time to conduct knowledge reduction of dynamic covering information systems with variations of coverings. Therefore, it is urgent to propose effective approaches to updating the second and sixth lower and upper approximations of sets for knowledge reduction of dynamic covering decision information systems with the covering variations.
This work is to investigate knowledge reduction of dynamic covering decision information systems.
First, we investigate the basic properties of dynamic covering information systems with variations of coverings. Particularly, we study the properties of the type-1 and type-2 characteristic matrices with the covering variations and the relationship between the original type-1 and type-2 characteristic matrices and the updated type-1 and type-2 characteristic matrices. We also provide incremental algorithms for updating the second and sixth lower and upper approximations of sets using the type-1 and type-2 characteristic matrices, respectively. We employ examples to illustrate how to update the second and sixth lower and upper approximations of sets with variations of coverings. Second, we generate randomly ten dynamic covering information systems with the covering variations randomly and compute the second and sixth lower and upper approximations of sets in these dynamic covering information systems. We also employ experimental results to illustrate the proposed algorithms are effective to update the second and sixth lower and upper approximations of sets in dynamic covering information systems. Third, we employ two examples to demonstrate that the designed algorithms are effective to conduct knowledge reduction of dynamic covering decision information systems with immigrations of coverings, which will enrich covering-based rough set theory from the matrix view.
The rest of this paper is organized as follows: Section 2 briefly reviews the basic concepts of coveringbased rough set theory. In Section 3, we update the type-1 and type-2 characteristic matrices in dynamic covering information systems with variations of coverings. We design the incremental algorithms for computing the second and sixth lower and upper approximations of sets. We also provide examples to demonstrate how to calculate the second and sixth lower and upper approximations of sets. In Section 4, the experimental results illustrate the incremental algorithms are effective to construct the second and sixth lower and upper approximations of sets in dynamic covering information systems with the covering immigration. In Section 5, we explore two examples to illustrate how to conduct knowledge reduction of dynamic covering decision information systems with the covering immigration. Concluding remarks and further research are given in Section 6.
Preliminaries
In this section, we briefly review some concepts related to covering-based rough sets. Definition 2.1 [41] Let U be a finite universe of discourse, and C a family of subsets of U. Then C is called a covering of U if none of elements of C is empty and {C|C ∈ C } = U. Furthermore, (U, C ) is referred to as a covering approximation space.
If U is a finite universe of discourse, and
is called a covering information system, which can be viewed as a covering approximation space. Furthermore, if the coverings of D are classified into two categories: conditional attribute-based coverings and decision attribute-based coverings, then (U, D) is referred to as a covering decision information system. For convenience, a covering decision information system is denoted as (U,
where D C and D D mean conditional attribute-based coverings and decision attribute-based coverings, respectively. [35] Let (U, C ) be a covering approximation space, and N(x) = {C i |x ∈ C i ∈ C } for x ∈ U. For any X ⊆ U, the second and sixth upper and lower approximations of X with respect to C are defined as follows:
Definition 2.2
According to Definition 2.2, the second and sixth lower and upper approximation operators are important standards for knowledge reduction of covering information systems in covering-based rough set theory; they are also typical representatives of approximation operators for covering approximation spaces.
If U = {x 1 , x 2 , ..., x n } is a finite universe of discourse, C = {C 1 , C 2 , ..., C m } a family of subsets of U, and M C = (a i j ) n×m , where
, then M C is called a matrix representation of C . Additionally, we also have the characteristic function X X = a 1 a 2 . . . a n T for X ⊆ U, where We show the second and sixth lower and upper approximations of sets using the type-1 and type-2 characteristic matrices respectively as follows. [35] Let (U, C ) be a covering approximation space, and X X the characteristic function of X in U. Then
Definition 2.4
We present the concepts of the type-1 and type-2 reducts of covering decision information systems as follows.
satisfies (1) and (2) as follows:
3 Update the type-1 and type-2 characteristic matrices with variations of coverings
In this section, we present incremental approaches to computing the type-1 and type-2 characteristic matrices with variations of coverings. 
In practical situations, the cardinalities of coverings which describes objects in covering information systems are increasing with the development of science and technology. Moreover, (U, D) is referred to as a static covering information system of (U, D + ).
Example 3.2 Let (U, D) be a static covering information system, where U
In what follows, we show how to construct Γ(D + ) based on Γ(D). For convenience, we denote 
where
Proof. By Definitions 2.3 and 3.1, we get Γ(C ) and Γ(C + ) as follows: . a m+1 . a m+1 
. a m+1
To obtain Γ(D + ), we only need to compute Γ(C m+1 ) as follows:
Therefore, we have
. We present the non-incremental and incremental algorithms for computing S H D + (X) and S L D + (X) in dynamic covering information systems.
Algorithm 3.4 (Non-incremental algorithm of computing S H D + (X) and S L D + (X)(NIS))
Step 1:
Step 2:
Step 4: Output S H D + (X) and S L D + (X).
Algorithm 3.5 (Incremental algorithm of computing S H D + (X) and S L D + (X)(IS))
Step 1: Input (U, D) and (U, D + );
Step 3:
Step 4:
The time complexity of computing the second lower and upper approximations of sets is O(2n 2 * m+1 i=1 |C i | + 2n 2 ) using Algorithm 3.4. Furthermore, O(2n 2 * |C m+1 | + 3n 2 ) is the time complexity of Algorithm 3.5. Therefore, the time complexity of the incremental algorithm is lower than that of the non-incremental algorithm.
Example 3.6 (Continued from Example 3.2) Taking
X = {x 2 , x 3 , x 4 }. According to Definition 2.3, we first have Γ(D) = M D • M T D =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1                , Γ(C 4 ) = M C 4 • M T C 4 =                1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1                .
Second, by Theorem 3.3, we obtain
Γ(D + ) = Γ(D) Γ(C 4 ) =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1                               1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1                =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1                .
Third, by Definition 2.4, we get
In Example 3.6, we only need to calculate elements of Γ(C 4 ) for computing S H D + (X) and S L D + (X) using Algorithm 3.5. But we must construct Γ(D + ) for computing S H D + (X) and S L D + (X) using Algorithm 3.4. Thereby, the incremental approach is more effective to compute the second lower and upper approximations of sets. 
Proof. It is straightforward by Theorem 3.3. (
Example 3.8 (Continued from Example 3.6) According to Definition 2.3, we have
Γ(D) = M D • M T D =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1                .
Therefore, by Theorem 3.7, we get
Proof. It is straightforward by Theorem 3.7.
Subsequently, we construct (C + ) based on (C ). For convenience, we denote ( 
Proof. By Definitions 2.3 and 3.1, we get (D) and (D + ) as follows: . a m+1 . a m+1 
To obtain (D + ), we only need to compute (C m+1 ) as follows:
. We also provide the non-incremental and incremental algorithms for computing XH D + (X) and XL D + (X) in dynamic covering information systems.
Algorithm 3.11 (Non-incremental algorithm of computing XH D + (X) and XL D + (X)(NIX))
Step 1: Input (U, D + );
Step 4: Output XH D + (X) and XL D + (X).
Algorithm 3.12 (Incremental algorithm of computing XH D + (X) and XL D + (X)(IX))
Step 5: Output XH D + (X) and XL D + (X).
The time complexity of computing the sixth lower and upper approximations of sets is
is the time complexity of Algorithm 3.12. Therefore, the time complexity of the incremental algorithm is lower than that of the non-incremental algorithm. 
Second, by Theorem 3.10, we get
(D + ) = (D) (C 4 ) =                                                           =                              .
Third, according to Definition 2.4, we obtain
In Example 3.11, we must compute (C + ) for constructing XH D + (X) and XL D + (X) using algorithm 3.11. But we only need to calculate (C 4 ) for computing XH D + (X) and XL D + (X) using Algorithm 3.12.
Thereby, the incremental approach is more effective to compute the sixth lower and upper approximations of sets.
Theorem 3.14 Let (U, D + ) be a dynamic covering information system of (U, D), (C ) = (d i j ) n×n and 
Therefore, by Theorem 3.14, we obtain (
Proof. It is straightforward by Theorem 3.14.
In practical situations, there are some dynamic covering information systems because of the emigration of coverings, which are presented as follows. 
ing information system of (U, D).
In other words, (U, D) is also referred to as a static covering information system of (U, D − ). Furthermore, we employ an example to illustrate dynamic covering information systems given by Definition 3.17
as follows. 4 }}, and
Example 3.18 Let (U, D) be a static covering information system, where U
If we delete C 4 from D, then we obtain a dynamic covering information
We also show how to construct Γ(C − 
Proof. It is straightforward by Theorem 3.3. 
Second, by Theorem 3.19, we get
Γ(D − ) =                11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1               .
Third, by Definition 2.4, we have
Proof. It is straightforward by Theorem 3.10. 
Example 3.22 (Continued from Example 3.18) According to Definition 2.3, we first have
(D) = M D ⊙ M T D =                              .
Second, by Theorem 3.21, we get
(D − ) =                              .
Third, by Definition 2.4, we obtain
ering information systems with the immigrations and emigrations of covering simultaneously using two steps as follows: (1) 
Experimental analysis
In this section, we perform experiments to illustrate the effectiveness of Algorithms 3.5 and 3.12 for computing the second and sixth lower and upper approximations of concepts, respectively, in dynamic covering information systems with the immigration of coverings.
To test Algorithms 3.5 and 3.12, we generated randomly ten artificial covering information systems In this section, we illustrate the stability of Algorithms 3.4, 3.5, 3.11 and 3.12 with the experimental results. First, we present the concept of sub-covering information system as follows.
Definition 4.1 Let (U, D) be a covering information system, and
D j ⊆ D. Then (U, D j ) is called a
sub-covering information system of (U, D).
According to Definition 4.1, we see that a sub-covering information system is a covering information system. Furthermore, the number of sub-covering covering information systems is 2 |D| −1 for the covering information system (U, D). 
Example 4.2 Let (U, D) be a covering information system, where U
is also a sub-covering information system of (U, D), where
Second, according to Definition 4.1, we obtain ten sub-covering information systems Table 1 , and show these sub-covering information systems in Table 2 , where 1 ) using Algorithms 3.4 and 3.5. Furthermore, we also compute the sixth lower and upper approximations of X in dynamic covering information system (U 1 , D 1+ 1 ) using Algorithms 3.11 and 3.12. To confirm the accuracy of the experiment results, we conduct each experiment ten times and show the average time of ten experimental results in Table 3 , where t(s) denotes that the measure of time is in seconds. 
The influence of the cardinality of object set
In this section, we analyze the influence of the cardinality of object set on time of computing the second and sixth lower and upper approximations of sets using Algorithms 3.4, 3.5, 3.11, and 3.12 in dynamic covering information systems with the covering immigration.
There are ten sub-covering information systems with the same cardinality of covering sets. First, we compare the times of computing the second lower and upper approximations of sets using Algorithm 3.4
with those using Algorithm 3.5 in dynamic covering information systems with the same cardinality of covering sets. From the results in Table 3 , we see that the computing times are increasing with the increasing cardinality of object sets using Algorithms 3.4 and 3.5. We also find that Algorithm 3.5 executes faster than Algorithm 3.5 in dynamic covering information systems. Second, we also compare the times of computing the sixth lower and upper approximations of sets using Algorithm 3.11 with those using Algorithm 3.12 in dynamic covering information systems with the same cardinality of covering sets. From the results in Table 3 , we see that the computing times are increasing with the increasing cardinality of object sets using Algorithms 3.11 and 3.12. We also find that Algorithm 3.12 executes faster than Algorithm 3.11 in dynamic covering information systems. Third, to illustrate the effectiveness of Algorithms 3.5 and 3.12, we show these results in Figures 1-10 . In each figure, NIS , IS , NIX, and IX mean Algorithms 3.4, 3.5, 3.11, and 3.12, respectively; i stands for the cardinality of object set in X Axis, while the y-coordinate stands for the time to construct the approximations of concepts. Therefore, Algorithms 3.5 and 3.12 are more effective to compute the second and sixth lower and upper approximations of sets, respectively, in dynamic covering information systems. 
The influence of the cardinality of covering set
In this section, we analyze the influence of the cardinality of covering set on time of computing the second and sixth lower and upper approximations of sets using Algorithms 3.4, 3.5, 3.11, and 3.12 in dynamic covering information systems with the covering immigration.
In Table 2 , there also exist ten sub-covering information systems with the same cardinality of object sets. First, we compare the times of computing the second lower and upper approximations of sets using Algorithm 3.4 with those using Algorithm 3.5 in dynamic covering information systems with the same cardinality of object sets. According to the experimental results in Table 3 , we see that the computing times are almost not increasing with the increasing cardinality of covering sets using Algorithms 3.4 and 3.5. We also find that Algorithm 3.5 executes faster than Algorithm 3.4 in dynamic covering information systems. Second, we compare the times of computing the sixth lower and upper approximations of sets using Algorithm 3.11 with those using Algorithm 3.12 in dynamic covering information systems with the same cardinality of object sets. From the results in Table 3 , we see that the computing times are increasing with the increasing cardinality of covering sets using Algorithms 3.11. But the computing times are almost not increasing with the increasing cardinality of covering sets using Algorithms 3.12.
We also find that Algorithms 3.12 executes faster than Algorithm 3.11 in dynamic covering information systems. Third, to illustrate the effectiveness of Algorithms 3.5 and 3.12, we show these results in we can obtain a decision covering information system (U, D * ) by constructing a covering based on the decision attribute, where |U| = 625 and |D * | = 5. Therefore, we can obtain covering information systems and decision covering information systems by transforming Irvine(UCI)'s repository of machine learning databases. Since the purpose of the experiment is to test the effectiveness of Algorithms 3.5 and 3.12 and the transformation process costs more time, we generated randomly ten artificial covering information systems (U i , D i ) to test the designed algorithms in the experiments.
Knowledge reduction of covering decision information systems with the covering immigration
In this section, we employ examples to illustrate how to conduct knowledge reduction of covering decision information systems with the covering immigration. In what follows, we employ an example to illustrate how to compute the type-1 reducts of dynamic covering decision information systems with the immigration of coverings. In Example 5.2, we must compute 
Second, by Definition 2.4, we have
Γ(D C ) • M D D =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1                •                1 0 1 0 0 1 0 1 0 1                =                1 1 1 1 1 1 1 1 1 1                , Γ(D C ) ⊙ M D D =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1                ⊙                1 0 1 0 0 1 0 1 0 1                =                0 0 0 0 0 0 0 0 0 0                .
Third, according to Definition 2.3, we get
Γ({C 1 , C 3 }) =                1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 0 0 1                , Γ(C 1 ) =                1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 0 0 0 0 1                , Γ(C 3 ) =                1 1 0 0 1 1 1 0 0 1 0 0 1 1 0 0 0 1 1 0 1 1 0 0 1                .
Fourth, by Definition 2.4, we derive
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Conclusions
In this paper, we have updated the type-1 and type-2 characteristic matrices and designed effective algorithms for computing the second and sixth lower and upper approximations of sets in dynamic covering information systems with variations of coverings. We have employed examples to illustrate how to calculate the second and sixth lower and upper approximations of sets. We have employed experimental results to illustrate the designed algorithms are effective to calculate the second and sixth lower and upper approximations of sets in dynamic covering information systems with the immigration of coverings. We have explored two examples to demonstrate how to conduct knowledge reduction of dynamic covering decision information systems with the immigration of coverings.
In the future, we will investigate the calculation of approximations of sets in other dynamic covering information systems and propose effective algorithms for knowledge reduction of dynamic covering decision information systems. Furthermore, we will provide parallel algorithms for knowledge reduction of dynamic covering decision information systems using the type-1 and type-2 characteristic matrices.
