Motivation: To make effective use of the vast amounts of expressed sequence tag (EST) 
Introduction

The explosion of genomics data
Biological research is generating data at an explosive rate. Nucleotide sequence databases alone are growing at a rate of >210 million base pairs (bp)/year, and it has been estimated that if the present rate of growth continues, by the end of the millennium the sequence databases will have grown to 4 billion bp (Benton, 1996) . In 1994, a public effort to generate both 5′ and 3′ expressed sequence tag (EST) sequences from the majority of human genes was initiated (Williamson et al., 1995) . This collaboration, consisting of Merck & Co., Inc., the Integrated Molecular Analysis of Genomes and their Expression (IMAGE) Consortium (Lennon et al., 1996) , the Genome Sequencing Center at the Washington University of St Louis (WashU) School of Medicine, the National Center for Biotechnology Information (NCBI), and the Computational Biology and Informatics Laboratory (CBIL) at the University of Pennsylvania, has concentrated on the characterization of normalized libraries, and has produced >430 000 EST sequences from >250 000 IMAGE cDNA clones derived from 45 distinct libraries. These sequences have been placed in the public EST database dbEST (Boguski et al., 1993) as well as GenBank (Benson et al., 1994) , and comprise >75% of human EST sequences in dbEST.
The Merck-sponsored EST project
The ultimate goal of the Merck-sponsored EST project is to produce a gene index to the human genome [the Merck Gene Index (MGI)], a non-redundant set of clones and sequences, each representing a distinct gene. Such an index can be a critical resource in studies of gene finding, gene characterization and gene expression. The project was designed specifically to facilitate the creation of the index. All sequenced cDNAs are oligo-dt primed and directionally cloned. Consequently, 3′ ESTs are anchored at the poly(A) tail and repre-sent comparable 3′ untranslated region (UTR) sequences. The 3′ UTR is the most diverse region of the transcript (Ko et al., 1994) and thus may serve as a unique identifier of the genes tagged in the project. When a 3′ EST is assigned to an index class, all ESTs on its clone, both 5′ and 3′, are also assigned to the class. In this way, the cDNA clones are clustered into gene index classes by sequence comparison of their 3′ ESTs. Where a gene's splice forms have alternative 3′ ends, there will be a cluster corresponding to each unique 3′ end. In such cases, a cluster will represent an individual transcript rather than a gene. The MGI data set is coordinated with the associated cDNA clones, as individual clones, sets of clones, and high-density gridded filters available through the current suppliers of the complete clone set.
The Merck Gene Index
As of January 1997, Version 1 of the MGI has identified ∼45 000 distinct genes represented in the data produced by the Merck-sponsored EST project. A similar effort considering additional public domain sequence data estimates roughly 50 000 distinct genes through analysis of 3′ sequence (Boguski and Schuler, 1995) . Another effort, more limited in scope and focused on differential tissue expression, has identified 12 000 distinct genes using a similar 3′ sequence clustering approach (Matsubara, 1995) . Other efforts have adopted different EST clustering methodologies: the 'shotgun sequence assembly' approach (Adams et al., 1995) and clustering using both 3′ and 5′ sequence (Houlgatte et al., 1995) . Estimates of coverage of known genes by ESTs are in the 60-70% range (Adams et al., 1995; Aaronson et al., 1996; Hillier et al., 1996; Schuler et al., 1996) , suggesting that the EST dataset represents a large fraction of the genes in the human genome.
The MGI browser
The best dataset is of limited utility in biological research if it cannot be accessed and 'mined' by research scientists from their desktops with an easy-to-use interface. Further, a dataset that is isolated from related datasets in the genomics community is of limited value. The MGI dataset must be integrated with sequence annotation and other genomic data distributed at many sites, both within Merck and outside. Further, since biological research often proceeds at high speed, scientists need access to the most up-to-date data available, and it must be relatively easy to integrate new types of annotation from new data sources as they arise. Our engineering challenge was to design a robust, easily extensible, user-friendly system to facilitate mining of the MGI dataset, integrating data from a variety of sources in a variety of storage formats, both inside and outside Merck. Our solution was to build a World Wide Web-based browser with a point-and-click interface for portability and ease of use. We utilized a modular system architecture to ensure ease of extensibility, in terms of both adding data from new sources and also upgrading our query capabilities as the browser evolved.
Data integration
We chose an eclectic data integration strategy, taking advantage of three different methods. First, for flatfile protein and nucleotide sequence data, we used the data warehouse or 'instantiated' approach . Local copies of the data are maintained and updated nightly, to ensure fast access at runtime, and to allow us to add value to the datasets by eliminating redundancy and grouping sequences into useful subsets. Second, with respect to data already stored in public-access relational databases (IMAGE clone data and dbEST sequence similarity data), we chose a federated architecture (Heimbigner and McLeod, 1985; Alonso et al., 1987; Sheth and Larson, 1990) . Unlike flatfile sequence data, data from these remote databases are not mirrored internally at Merck; rather, they are accessed 'on the fly' whenever the index is queried, thereby ensuring that only the most current view of the data is provided to research scientists. This approach was chosen because it is cost effective, scaleable and flexible: if remote datasets are not mirrored locally, the cost of maintaining each remote database link is significantly reduced, many database links may be simultaneously maintained, and replacing one data source with another is simply a matter of plugging in a different query module. Third, browsing access to data from additional related sources is provided using WWW hypertext links.
System and methods
Hardware and software
All local computation is performed on a 4 × 200 MHz processor Silicon Graphics Challenge L. This machine functions as a database, WWW, file, and compute server for both the Bioinformatics Department research effort and >400 users. The following software is used: BLAST (Altschul et al., 1990) , FastA (Pearson, 1991) , the Apache v1.1.3 HTTP Server (Apache, 1995 (Apache, -1997 , Sybase SQL server version 11.02 (Sybase, 1996) and Perl (Wall et al., 1996) with the Sybperl (Peppler, 1996) and CGI (Stein, 1997) modules. Java (Flanagan, 1996) was not used in this version of the browser, due to security problems; we plan to convert the browser to Java as soon as Merck network security has cleared it for use. The plughole system of Trusted Information Systems' (TIS) Internet Firewall Toolkit (TIS, 1996 (TIS, , 1997 was used to ensure network security during accesses of remote relational databases through the Merck firewall.
Data sources
Local flatfile sequence data. Flatfile sequence data comprise Nbase (Blevins et al., 1995) , a local data warehouse consisting (QA_est table) .
of comprehensive non-redundant protein and nucleotide sequence databases built nightly from the latest release of PIR (Release 51.00) (George et al., 1986 (George et al., , 1994 , Swiss-Protein (Release 34) (Bairoch and Boeckmann, 1994) , NRL-3D (Release 20.00) (Pattabiraman et al., 1990) , GenPept (Release 100.0) and GenBank (Release 100.0) (Benson et al., 1994) . Nbase is accessed using the Bioapps server, an internally developed client-server system that supports generic computational biology applications (e.g. fetching sequence entries, BLAST and FastA sequence comparisons, multiple alignments) in addition to non-biological applications such as newsreaders. The Bioapps server runs on multiple platforms and is callable from C (Kernighan and Ritchie, 1988) and Perl.
Local relational database. The data relating directly to index classes and the index EST quality analysis are stored in a local Sybase relational database, MGIdb. This database is very simple, because our design relies on the two remote relational databases for most of our ancillary data. Its schema is shown in the MGIdb quadrant of the federated database schema in Figure 1 . The QA_est table contains a row for each of the Merck-WashU ESTs, with the EST's accession number and an integer code reflecting the results of the index quality analysis. The index_est table contains a row for each indexquality EST, and specifies attributes of the EST, including the starting and ending position of index-quality sequence, the length of index-quality sequence, and the FastA bestscore (perfect match score) of the sequence. The index_class table contains a row for each index class. Currently, the attributes of a class are its assigned integer identifier and the GenBank accession number of its representative EST sequence.
Remote relational databases. (i) LENS. The Linking ESTs
and their associated Name Space database is a Sybase data warehouse maintained by CBIL at the University of Pennsylvania and updated nightly. LENS provides a mapping between EST/cDNA clone identifiers from dbEST, GDB, GenBank, WashU and IMAGE databases, as well as additional information on cDNA clones. LENS data items accessed by the MGI browser include: a clone's IMAGE id, array address, insert size and GDB id; the name and GDB id of the library from which the clone was derived; and the GenBank accession number, WashU id, and orientation (3′/5′) of its EST sequence reads. While building the LENS data warehouse, CBIL adds value by monitoring the integrity of the data emanating from the IMAGE project and identifying errors and inconsistencies.
(ii) dbEST. The National Center for Biotechnology Information (NCBI) provides a Sybase database that stores the results of pairwise BLAST comparisons between all EST sequences and all known protein and nucleic acid sequences, updated on a nightly basis. dbEST data items accessed by the MGI browser include: an EST's GenBank accession number, the GenBank definition line of the matching nucleic acid/ protein sequence, and the P value of the sequence comparison, indicating the significance of the match.
Distributed relational access. The core of the MGI browser's data store is logically a single relational database, whose schema is given in Figure 1 . The dbEST and LENS quadrants reflect only the subset of their respective databases which is accessed by the MGI browser. The Merck_clone_ids table is an unnormalized view in the LENS database with one row for each EST. The dbEST schema has been slightly simplified; two linking tables have been omitted for the sake of clarity. The nbrest2aa table contains the results of BLAST comparisons between ESTs and amino acid sequence; the nbrna2na table contains the results of pairwise comparisons of nucleic acid sequences, including ESTs. The local MGI database was designed specifically to minimize redundancy with the other relational databases: all clone information is retrieved from LENS and all sequence similarity data are retrieved from dbEST. The ESTs' GenBank accession numbers function as links between the three databases.
Currently, the three federated databases are accessed using separate Sybperl query modules. Distributed joins are performed using a 'semi-join' strategy (Ozsu and Valduriez, 1991) in which relevant tuples are retrieved from one database and the relevant identifiers passed into the query module for the next database. This results in excellent performance: in our current hardware configuration, it takes only a few seconds for all data on an index class from the three locations to be retrieved, integrated, formatted and displayed in response to an interactive user request. On a dedicated server, we would expect even better performance. (ii) GDB. The Genome Data Base at the Johns Hopkins University School of Medicine in Baltimore provides information on the biological reagents (clones and libraries) used in the EST project, including map locations. Hypertext links from the browser allow several entry points into the GDB WWW server, enabling direct browsing of the GDB database.
(iii) UniGene. The NCBI provides the UniGene web browser, designed to facilitate high-throughput physical mapping of ESTs. ESTs are grouped into classes, each representing a single gene. Several laboratories then make sequence-tagged-sites (STSs) from the UniGene classes and map them. The resulting map locations are reported for UniGene classes in their browser.
(iv) Entrez. The NCBI's Entrez Web tool is used to access Medline entries and entries from the underlying Entrez sequence databases through hypertext links from Nbase sequence entries.
System architecture
The MGI browser is built on the system architecture shown in Figure 2 . Relational and non-relational data sources are integrated using Sybperl CGI scripts. Data from either source are formatted by the Bioinformatics Data Integration Toolkit (B-DIT), a library of generic Sybperl routines. Data are retrieved by a relational query or a call to the Bioapps server and written to STDOUT. The resulting data stream is piped through a series of B-DIT formatting modules, each of which is designed to receive input on STDIN and send output to STDOUT. Examples of B-DIT modules are: heat, which converts identifiers embedded in the data stream into hypertext hotlinks that link to or perform a query in the relevant database; tabularize, which reformats a relational table as an HTML table with standard features such as caption, description, and column headers and widths; nest, which takes as input a relational table which is the result of a one-to-many join and outputs a relational table with a single row for each key value; and merckify, which adds the Merck logo to the beginning of the data stream and a standard Bioinformatics Department footer to the end. B-DIT modules also facilitate remote RDBMS log-ins and error handling.
Algorithm
The MGI Version 1 is constructed iteratively from all indexquality 3′ ESTs generated by the Merck-WashU EST project. The index quality screening, fully described in (Aaronson et al., 1996) and similar to the quality screening utilized in the BodyMap project (Okubo et al., 1992) , is designed to ensure the integrity of the clustering results, which may be compromised by poor-quality or low-complexity sequence. Poor-quality portions on the trailing end of sequence reads and any untrimmed poly(A) tails [appearing as leading poly(T) runs within 3′ ESTs] are trimmed. Trimmed sequences must be at least 100 bp in length in order to pass screening, resulting in the removal of ∼11% of ESTs from consideration. In addition, ESTs containing repetitive sequences (∼10%) are removed during the screening process.
Incremental runs of the indexing algorithm are performed nightly on any new EST data that appear in GenBank updates, ensuring that the index remains up to date. Each new index-quality 3′ EST is compared in turn against the index. If the EST is equivalent to an index entry, then the underlying cDNA clones of the new EST and the index entry EST are assumed to be derived from the same gene. The EST is then placed into the index class represented by that entry. If the EST is not equivalent to any existing index entry, we assume that the gene represented by the underlying cDNA clone is not represented by any cDNA clone already in the index. A new index class is then created with the EST as its representative sequence. Single-stranded comparisons are performed using the FastA sequence similarity program. Sequences are judged to be equivalent if their FastA opt score is at least 40% of their perfect match score, after normalizing for sequence length. This is a conservative method, designed to minimize the rate of false positives and to cope with the error-prone nature of EST sequence data. Upon completion of an incremental run, results are loaded into the local MGI relational database by means of the Sybase bcp utility. The indexing algorithm has been well optimized, and currently classifies 1000 new ESTs per hour.
Implementation
There are at present three main ways to search the integrated databases that the browser accesses: by EST accession number, text search of EST definition lines and index class id (Figure 3 ). These modes of access will be discussed in greater detail later in the paper. We plan to add new modes of access as the browser project develops.
The index class report
An index class report is composed of self-contained modules, each reporting on a different aspect of the class. Currently, the modules are: Clone Data, EST Data, Protein Similarity Data and Non-EST Nucleic Acid Similarity Data. Each module has a help icon, which when clicked displays the relevant section of the on-line browser manual. In the browser, the modules form a single page of output, but they will be displayed here in separate figures for the sake of clarity.
Clone data module (Figure 4 ). All data in the clone and EST data modules are retrieved from the LENS database. There is one row in the table for each cDNA clone in the index class. Hotlinks to GDB are provided by means of the clone and library GDB ids. The library indicates the tissue type used as the source of the clone. The address of the clone in the IMAGE array is also provided, to enable access to the actual clone for further laboratory experimentation.
EST data module ( Figure 5 ). The EST data module is also organized by clone. The Clone ID is a cross-reference to the IMAGE ID in the clone data module. ESTs from the two ends of the clone (3′ and 5′, respectively) are grouped together in each row. Hotlinks are provided to the local sequence databases (using the Bioapps server) and the sequence chromatograms at WashU. A single mouse click will enable the user to save all the EST sequences in a file for further analysis, e.g. assembling with Sequencher (GeneCodes, 1995) . A choice of three common sequence file formats is provided.
Protein similarity data module (Figure 6 ). Protein similarity data for each EST in the index class are retrieved from NCBI's nightly updated dataset of pairwise BLAST comparisons between ESTs and their comprehensive protein database. Up to 50 hits are displayed in order of significance (P value). Protein similarity data enable the scientist to characterize the index class by its similarity to known, wellcharacterized proteins. An index class can be related to known genes, or a putative placement of a class within a gene family can be suggested, based on the protein hits displayed here. Hypertext links are provided to the Nbase EST and protein sequence database entries. (Figure 7) . Nucleic acid similarity data are retrieved from NCBI's nightly updated dataset of pairwise BLAST comparisons between sequences in their comprehensive nucleotide database. Up to 20 hits are displayed in order of significance (P value); only non-EST hits are displayed. Nucleic acid similarity data may enable the investigator to recognize whether a class corresponds to a known or novel gene. Hypertext links are provided to the Nbase sequence database entries.
Non-EST nucleic acid similarity data module
Modes of access to the MGI data
EST search. The EST search is probably the most common mode of access. It assumes that an EST or set of ESTs has already been identified by preliminary gene-finding efforts, e.g. a BLAST or FastA search of Nbase using the Bioapps server. Future releases of the MGI browser will incorporate sequence similarity searches as a direct mode of access available from the top-level search menu.
The results of the search are presented as two reports: classes represented by the ESTs of interest and ESTs that have no index class assignment. The search may be unable to identify classes for ESTs from some cDNA clones, due to the absence of a suitable 3′ EST to serve as an identifier for a gene. The MGI browser is designed to avoid 'dead ends', by providing two methods to investigate further ESTs that have not been assigned to an index class (Figure 8 ). The first method invokes the Bioapps server to perform a BLAST search of the EST against the full set of Merck-WashU ESTs. Examining the BLAST output may identify ESTs with index classes that are effectively identical to the unclassified EST. The BLAST output enables easy browsing of alignments, facilitating the evaluation of the biological significance of the results. The second method of investigating unclassified ESTs executes a search of the UniGene web browser. Since UniGene's sequence quality screening method and clustering Fig. 7 . A sample non-EST nucleic acid similarity data module from the MGI class report. Fig. 8 . If no index class is found for an input EST, the browser explains why and offers alternative avenues for investigation. In this case, the 3′ sequence read from the same cDNA clone as the input (5) EST H03048 contained <100 bp of high-quality sequence.
algorithm differ from those employed in the MGI, UniGene may provide a classification for these ESTs and their underlying cDNA clones.
Text search. The text search is intended as a quick way to start a search, not a rigorous or comprehensive gene-finding method. Through this option, the user may search the sequence similarity annotation on the GenBank definition line of Merck-WashU EST entries for text of interest. The annotation is provided by the sequencers at WashU at the time of submission of the EST, and reflects the state of the public databases at that time. The wildcard '*' matches anything or nothing: 'steroid*receptor' matches 'steroid hormone receptor err1' and 'steroid receptor tr2 (human)'. A summary of all EST entries whose definition lines include the specified text is displayed (Figure 9 ). The user is given the opportunity to review the set of ESTs identified, including the ability to investigate, with a single mouse click, the characterized protein or gene that was found to be similar to the EST. Sequence entries are fetched by the Bioapps server. Entries include many value-added features, including hyperlinks to related databases and the ability to save the entire sequence or individual sequence features in popular sequence file formats, to facilitate further study (Figure 10) . ESTs found by the text search that are not of interest may be eliminated by clicking on the associated checkbox. After all matching ESTs have been reviewed, a single mouse click retrieves their associated index classes.
Index class ID.
If the user has already identified an index class of interest, its class report may be accessed directly by entering the unique integer ID associated with the class.
Discussion
The usefulness of the MGI browser
The MGI browser has greatly enhanced the utility of the Merck-sponsored EST data for scientists, by offering an integrated, gene-centered view of the data and enabling them to mine the data from their desktop in the context of a variety of related genomics data. For drug discovery, one of the key uses of a gene index lies in the identification of novel molecular targets for therapeutic intervention. Some approaches to target identification at Merck which are currently making use of the MGI browser are: identifying ESTs that are potentially novel members of gene families of interest; choosing a broadly representative set of cDNA clones for use in differential expression studies; and identifying candidate disease genes.
Plans for further development
Indexing algorithm. ESTs containing repeat sequences, currently removed during the screening process, will undergo a repeat-masking step, and will then be subject to the index analysis. Plans are also being developed to incorporate 3′ ESTs from other public EST data sets, e.g. Auffray et al. (1995) , Berry et al. (1995) , Okubo et al. (1992) and Wilcox et al. (1991) . New methodology will be developed to validate existing index classes with 3′ ESTs that fail the screening process, and to assign putative index classes for non-directionally cloned cDNAs and directionally cloned cDNAs that have not been successfully sequenced on the 3′ end. A rigorous comparison of the index classes against other clusterings, such as the UniGene dataset, is also planned.
Class reports. Since the field of genomics is generating data at an explosive rate, there are many additional types of data that might be fruitfully integrated into the MGI browser, both Merck proprietary and publicly available data. With this in mind, the MGI browser was specifically designed to facilitate the addition of new data modules. Some examples are: mapping data from the NCBI human gene map (Schuler et al., 1996) ; amino acid sequence motifs from, for example, PROSITE searches (Bairoch and Bucher, 1994) ; the presence of polyadenylation signals in the ESTs; and the results of differential gene expression experiments. Sequence assemblies could be presented which combine the ESTs in a class with other published sequence, producing a consensus sequence. Relationships among index classes could be indicated, as a means of exploring such biological phenomena as alternative splicing, gene families and overlapping genes.
Smith-Waterman alignments could be generated on demand between an EST and a similar protein or nucleotide sequence (Smith and Waterman, 1981; Hardy and Waterman, 1996) .
True heterogeneous, distributed query capability. The next step in the development of interfaces to the MGI is to provide true query capability over heterogeneous, distributed data sources. For this, we plan to use Sybase's OmniCONNECT middleware, since it has a proven track record and is commercially available.
Sybase provides modules which enable access to multiple relational DBMSs (Sybase, Oracle, Informix, etc.) as if they were a single Sybase database. Further, using the libraries provided, one can write access modules for other data sources, e.g. the Bioapps server. The planned system architecture after the addition of this middleware is shown in Figure 11 . Queries would be posed to the OmniSQL server, which would then pass individual queries to the underlying database servers, whether individual relational databases or the Bioapps server. Results of on-the-fly sequence analyses, e.g. BLAST searches or Phrap assemblies (Green, 1994 (Green, -1996 , could then be viewed as data sources in their own right, parallel to MGIdb or LENS. The use of this middleware would enable relational algebra operations (join, selection, projection, union and difference) to be performed across relational and non-relational sources. In addition to using a browsing strategy to winnow through the data to identify the desired classes, scientists would be able to pose a single highly targeted query such as: 'Retrieve all index classes which are differentially expressed in breast, are similar to known GPCRs or contain a TM7 motif, and are mapped to chr 8q12'.
Richer data models. We expect that the relational data model (Codd, 1970) and the 'industrial strength' Sybase middleware will enable us to provide most of the query functionality that we need in a relatively short time. However, for modeling of highly hierarchical data, e.g. three-dimensional chemical structures or hierarchies of sequence features, we plan to investigate middleware supporting a richer data model. Some examples of such middleware projects currently under development are the University of Pennsylvania's Collection Programming Language (CPL) , Lawrence Berkeley Laboratory's Object-Protocol Model (OPM) multidatabase query tools (Chen et al., 1995) , and IBM Almaden's object-oriented Garlic project (Carey et al., 1995) .
