Abstract| In many applications of image analysis, simply connected objects are to be located in noisy images. During the last 5-6 years active contour models have become popular for nding the contours of such objects. Connected to these models are iterative algorithms for nding the minimizing energy curves making the curves behave dynamically through the iterations. These approaches do however have several disadvantages. The numerical algorithms that are in use constraint the models that can be used. Furthermore, in many cases only local minima can be achieved.
I. Introduction
In most problems of image analysis, incorporation of prior knowledge is important for making inference based on the images. In the recent years there has been an increasing interest in use of statistical techniques for modeling and processing image data. In the Bayesian approach of statistical inference, the goal is to make proper use of the prior information that is available.
Images containing simply connected objects appear in many applications. Two examples that will be considered in this paper are ultrasound images of the left ventricle, where the left ventricle is a simply connected object and Magnetic Resonance images of the brain, where many different structures are simply connected objects. In both examples, recognizing the contours of these objects is of interest.
The traditional approach is to detect edges and then link them (Dufresne and Dhawan 6], Venkateswar and Chellappa 23], Tan et al. 22] ). The knowledge that the object is simply connected is however not utilized in such The author is at the Mathematical Institute, University of Oslo, P.O.Box 1053, Blindern, N-0314 Oslo 3, Norway approaches. Incorporation of such information by searching directly for the contours of such objects will be more natural. For such cases, \the need arises to determine a contour having optimal properties amongst a large space of functions" (Amini et al. 2] ). Finding the optimal contour amounts to minimizing an objective function.
Active contours (Kass et al. 12] , Amini et al. 1; 2]) have recently been developed for nding optimal contours in a neighborhood of an initial guess of the solution. In some cases, this neighborhood is su ciently large so that the resulting solution will be the optimal one. In other cases, only a very small neighborhood is used, and the nal contour is found through an iterative algorithm using the solution from the previous iteration as a starting-point. In this case, only a local optimal solution will be found and dependence of the initial guess is then an unappealing feature. Furthermore, the numerical techniques at each iteration restrict the set of possible models that can be used.
In this paper a new method for contour detection is presented. Bayesian statistical theory is a convenient way of taking a priori information into consideration when inference is to made from images (see Besag 3] ). We will follow the Bayesian approach for developing models for simply connected objects. Furthermore, algorithms based on the Metropolis algorithm (Metropolis et al. 16 ], Ripley 18] ) for simulation and simulated annealing (Geman and Geman 9]) for optimization will be presented. The use of such general techniques for performing inference, makes it possible to apply much more general models than the ones usually chosen for the active contour approach. In particular more global prior models for the shape of the simply connected object and models utilizing more of the available information in the observed image can be applied. Following the Bayesian approach, quantities can be estimated and uncertainty measures can be speci ed.
In Section II, the use of vector-representation for contour detection and the active contour approach is discussed. Section III presents the new method for contour detection. Several examples of prior and data models are discussed, and algorithms for simulation and optimizing the posterior distribution are presented. In Section IV, the approach is applied to ultrasound images of left ventricle and MRimages of the brain. Summary and discussion are provided in Section V. Proofs of convergence of the algorithms presented in section III appear in the appendix. 
II. Background
We describe the current approaches for detecting the contours of simply connected objects in this section.
Under the assumption that the image consists of only one object having a simply connected domain, the image x of interest is completely de ned by the contour of the object. A polygon (or vector) representation of an object is a representation where the contour is de ned by a set of nodes giving coordinates of points on the contour in a circular (clockwise) manner. Between each node, the contour is de ned by a straight line (or perhaps some spline-curves). Figure 1 illustrates the representation.
Representation of objects in this manner has been widely considered in the object recognition literature (Persoon and Representing the image by contour nodes rather than image pixels incorporates the postulated simple connectivity, and drastically reduces the dimension of the con guration space. For both the active contour and the radii-based approaches, a xed number of nodes are used in the contour representation, and the contour is then de ned through the locations of the nodes. For the \radii-based" approach, a node on the contour is restricted to have possible locations only on a radii from a pre-speci ed centerpoint. Other types of restrictions are possible in order to simplify modeling and calculation.
The number of nodes used in the active contour approach is always xed. This may in many cases be too restrictive when more complex structured contours are to be recognized. For some implementations of the active contour approach, the number of nodes can be random. However, this is usually done in rather ad hoc ways.
Prior knowledge is usually present on the contours to be recognized (note that prior information on the object being simply connected is already built into the representation of the true image). The Bayesian approach is a formal theory for incorporation of such information. Use of this approach in image analysis has been quite popular in the recent years. Besag 3] de nes the Bayesian paradigm to consist of four successive stages:
1. Construction of a prior probability distribution (x) where x is to be reconstructed (in our case the contour of the object). 2. Combining the observed image z with the underlying contour x through a conditional probability density f(zjx). 3. Constructing the posterior density p(xjz) from (x) and f(zjx) by Bayes Theorem giving
4. Base any inferences about x on the posterior distribution p(xjz). In Bayesian analysis, all kinds of inference are made from p(xjz). Finding the maximuma posteriori (MAP) estimate is one choice of inference. Other quantities may however also be important. Estimates of certain quantities (such as volumes) can be of interest, and usually uncertainty measures of these estimates are required.
For the active contour approach, the need for incorporation of smoothness constraints on the contours is recognized. Constraints on contours are, for this approach, designed through energy-functions. The energy-function consists of internal and external forces, where the internal forces serve as a smoothness constraint and the external forces guide the active contour towards image features (Kass et al. 12] ). Although rarely mentioned, the use of such energy-functions fall into the Bayesian framework. Assume U(x) is the total energy of the contour represented by x, and assume U(x; z) = U int (x) + U ext (x; z) where U int is the internal force while U ext is the external force (depending on the observed image z). De ne then a prior model for x by
where Z int is a normalization constant guaranteeing the prior to be a proper probability distribution. Assume further that the likelihood for the observed image z given x is de ned by
where Z ext is a normalization constant similar to Z int . The posterior probability for the contour conditioned on the image is then (xjz) / (x)f(zjx) / e ?Uint(x)?Uext(x;z) = e ?U(x;z) (4) showing that minimizing the energy function corresponds to maximizing the posterior distribution, that is nding the Maximum a posteriori (MAP) solution.
Optimal contours are usually impossible to nd directly. Therefore, iterative algorithm that dynamically moves the contour towards the optimal solution has been proposed. For the active contour approach (Kass et al. 12] , Amini et al. 1; 2]), an initial contour is de ned through specifying the location of N nodes. Various algorithms based on dynamic programming or variational methods are constructed for nding the optimal (minimum energy) contour in a neighborhood of the initial contour. In some cases, this neighborhood is large enough so that the given solution will be the desired one. In many situations, however, only a very small neighborhood is used, and the nal contour is found through an iterative algorithm using the solution from the previous iteration as a starting-point. In such a case, only a local optimal solution will be found and dependence of the initial guess is an unappealing feature.
Another drawback with these algorithms is that the numerical techniques used at each iteration restrict the set of possible models (or equivalently, energy-functions) that can be applied. In particular, the external forces in all applications known to the author are using only gradient (or some other local) information along the contour. This makes it di cult to know which direction the contour should move when it is inside a homogeneous region. Some attempts have been made for solving this problem. Leitner et al. 13] and Cohen et al. 5 ] discuss the use of distance measure to nearest edge-points for speeding up the convergence.
III. A new method for Contour detection
In this section we describe a new method for contour detection. The approach di ers from the other approaches in three ways:
The number of nodes used for representing the contour is random, more exible models both for the prior and for the likelihood are applied, new algorithms for simulation and optimization from the posterior distribution are constructed. We will show how algorithms based on stochastic sampling may be constructed both for simulation from and maximization of p(xjz). The simulation algorithms can be used to estimate quantities through Monte Carlo methods, while maximization algorithms can be used for nding the MAP estimate. This will be discussed in section III.C. We will however start discussing possible prior models. Models for the observed image z will be discussed in section III.B.
A. Prior models Consider now models for the prior distribution (x). Energy-functions are usually easier to formalize than probabilities. We therefore assume that (x) is of the form
where 0 U( ) is called the energy function. The vector U( ) = fU 1 ( ); : : :; U p ( )g contains components measuring various characteristics of the contour, while is a parameter vector containing the weights that are given on the different components. Z is a normalizing constant, usually unknown because of the huge number of possible con gurations x. The a priori distribution should capture the knowledge available about x. Assume the contour x has a polygon representation x = (X 1 ; :::; X N ) where each x i gives the coordinates of a point on the contour. N is the number of nodes, and may be stochastic. A common assumption is that the energy-function is built up by potentials measuring local characteristics. In that case,
where the sum is over all nodes on the contour and V i (x) is some measure depending only on the nodes in a small neighborhood of node i. In the case of random number of nodes, an alternative could be to use the average of the potential measures,
where jxj is the number of nodes on the contour x. As noted above, the total energy consists of many (additive) energy-functions. In the following we will discuss several choices of such functions. Each function can be used alone or in combination with other functions. For simplicity we suppress the subscript of the energy-functions.
Smoothness is the most common aspect used to incorporate in this distribution. (9) which are used as potentials in the energy function. As noted by Williams and Shah 24] , minimization of the energy corresponding to the rst derivative has the e ect of causing the contour to shrink, since the energy will be a discrete version of the contour length.
Also the discrete version of the second derivative will be scale-dependent, but this dependence may be removed by dividing the potential by the distance between node i and node i + 1.
Williams and Shah 24] proposed an alternative potential function, measuring the curvature of the contour:
kx i ? x i?1 k kx i+1 ? x i k (10) that is the angle between the two vectors x i ? In some cases, energy-functions that can not be split into potentials may be of interest. One such is the following:
U(x) = (contour length) 2 area of object :
This measure is sometimes called the fractal dimension of the object.
B. Probability densities for data
The probability density f(zjx) is related to the specication of the observed image data. In Kass 
where h(x i ; z) is some local measure from the observed image z at location x i . Examples are the grey-levels itself or some gradient measure. The use of such energy-functions corresponds to assuming a likelihood for z given x by
That is, measurements only in the neighborhood of the contour x are in uenced by x. This assumption leads to a large simpli cation in the calculations and is crucial for algorithms based on dynamic programming to work. In many cases, not only the observed measurements along the contour but also the grey-levels inside and outside the object contain information, for instance when the average grey-level inside the object is very di erent from the average grey-level outside the object. Neglecting such information may lead to sub-optimal solutions in addition to slower convergence for the algorithms.
An alternative model is to assume one distribution function f 1 for the pixels inside the object, and another distribution function f 2 for the pixels outside the object. In that case,
where R 1 and R 2 are the set of pixels inside and outside the contour, respectively, where R 1 and R 2 are speci ed by x. Note that for such models, extension to multispectral images z is straightforward. Particular choices for f i (x) could be the Gaussian distribution
or, more generally, the mixture Gaussian distribution
where P Ki k=1 i;k = 1.
C. Algorithms for simulation and MAP estimation
We will in this section construct algorithms for simulation and optimization of the models involved. For simplicity, we assume the space of possible contours is nite (one such restriction is considered in Storvik 19] ). An extension to more general con guration spaces is straightforward. For simpli cation in notation, we assume the model is given by (x) = 1 Z e f?U(x)=Tg (17) where Z is a normalization constant ensuring the probability-function to be a proper distribution function. The constant T is usually referred to as the \temperature". The probability distribution (x) may in some cases be a prior distribution as discussed in section III.A in which U(x)=T in (17) corresponds to 0 U(x) in (5), but more often a posterior distribution p(xjz) where U(x)=T in (17) corresponds to 0 U(x) + 0 E(x; z). De ne = fx; x is a contour with simply connected domaing: (18) We assume that (x) > 0 for all x 2 . Because of the large number of possible con gurations, Z is typically unknown. This makes direct simulation or optimization di cult. The reconstruction methods corresponding to active contours solve this by de ning an initial guess on the contour x and then searching for a local minimum in a neighborhood of the initial guess using either variational methods or dynamic programming.
The use of sampling techniques for simulation and optimization in image analysis problems was introduced in Geman and Geman 9] . Direct sampling is usually not possible due to the complex nature of the models involved, however iterative algorithms such as the Metropolis algorithm (Metropolis et al. 16 ], Ripley 18] ) and the Gibbs sampler (Geman and Geman 9]) have been widely considered in the image analysis literature. These algorithms are based on constructing Markov Chains with state space that are easy to simulate from and which have (x) as limiting distribution. Furthermore, the MAP estimate can be obtained by simulated annealing (SA) letting the temperature T decrease during the simulation (see 9]).
Both the Metropolis algorithm and the Gibbs sampler are iterative procedures depending on the ratio (y)= (x) for a transition from state x to state y at each iteration step. This is crucial because the normalizing constant Z in (17) then disappear. A further requirement is however that x and y should be almost similar (i.e. di er only locally) in order to make U(x) ? U(y) simple to calculate.
Geman and Geman 9] considered transition schemes where x and y di ered only at one pixel. Under the MRF models, U(x) ? U(y) depends only on x and y (and z if (x) = p(xjz)) in the neighborhood of the pixel that they di er, making calculation easy. Each pixel is visited in either a random or deterministic way for possible changes.
In our case, a more natural approach will be to construct an iterative scheme where the changes at each step are done locally on the contour x, that is a dynamic behav-
distribution as the limiting distribution. For simulation, this distribution would be the posterior distribution, while for optimization, the limiting distribution would be the uniform distribution over the set of global maxima of the posterior distributions. There are several advantages of using sampling based algorithms compared to the algorithms used for the active contour approaches:
Weaker assumptions are required for the models that can be applied. Not only the optimum, but any quantity from the posterior distribution may be obtained through Monte Carlo sampling. Construction of a Metropolis algorithm mainly involves the de nition of a transition-matrix de ning the possible transitions at each iteration step (see Ripley 18] ). The transition matrix has to be constructed such that the resulting Markov chain fX(s)g will be irreducible and aperiodic. Usually, because of implementational issues, changes from one iteration to another are local, that is only a small part of the con guration is changed. We follow this convention, by considering only changes for a small part of the contour at each transition.
A transition from one con guration to another can be dened through two steps, one de ning the position at which the change is to be made, and another de ning the type of change. When the number of sites (nodes in our case) is xed, construction of algorithms where only one site is changed at a time, is easy to construct. Hastings 11] considered the case when co-ordinates (sites) are visited in a xed sequence, while Geman and Geman 9] considered a more general visiting scheme.
Randomness in the number of sites complicates the matter. In particular, making changes on x by moving only a node from one location to another will not su ce. A technique for simplifying this problem is however to extend the con guration space by introducing a stochastic variable indicating the position of a ( ctional) object moving around the curve. That is, we are de ning the extended con guration space = fx = (x; p x ); x 2 ; p x 2 xg (19) where p x is the position node and p x 2 x means that p x is a node on the contour x.
Conditioned on a con guration, the position node is assumed to have a uniform distribution on the set of nodes. The distribution is then given by 
where jxj is the number of nodes in con guration x. Note that the marginal distribution of x is identical to the distribution given in (17) which means that a simulation of (x; p x ) from ( ) produces a sample x from ( ). The changes possible at each iteration step are speci ed by the change matrix Q where Q is now de ned over the extended con guration space . We assume that any transition is made through two steps:
1. A local change of the contour is made at the current position.
A change of position is made
Transitions of the rst type are de ned through the transition matrix Q, while transitions of the second type are de ned through R. An algorithm for simulation from (x) is then the following: Algorithm 1 Start with an arbitrary X (0). For each iteration s carry out the following steps:
1. Assume that X (s) = x = (x; p x ) and select state y = (y; p x ) by the distribution given by the x th row of Q; 2. Change the contour to z = y with probability x y while retain z = x with probability 1 ? x y , where 
in which x y reduces to x y = minf1; (y )q y x (x )q x y g: (23) Let QR denote the transition matrix de ned by the pair Q; R. Criteria for convergence of this algorithm is stated in the following:
Theorem 1 Assume that X is given by algorithm 1 and that the following conditions are satis ed: 1. The transition-matrix QR is irreducible and aperiodic over . 
Then the distribution of X (s) simulated according to algorithm 1 converges to (x ) when s ! 1.
The proof of this Theorem is given in the appendix. Note that by not allowing the pathological case where x y = 1 for all x 6 = y, aperiodicity of QR follows if R is aperiodic on each subset x = fx ; x = (x; p x ); p x 2 xg.
The rst assumption in Theorem 1 is the usual requirement of irreducibility and aperiodicity for convergence of Markov Chains. The second requirement is a consequence of separating the transition into two independent steps. The main idea is that the change matrix Q makes changes only on the con guration and do not e ect the position node. The assumption does however also make restrictions on the changes in that changes which remove the position node are not allowed (this could be possible due to the randomness in the number of nodes).
The symmetry of positivity condition is necessary in order to calculate the probabilities x y . Note that in general, the total transition matrix Q will not satisfy the symmetry of positivity condition. This is a generalization of the Hastings algorithm 11].
The assumption of R being double stochastic is a somewhat stronger requirement than the requirement of each site being visited in nitely often in Geman and Geman 9] , and could probably be relaxed.
A crucial part in the algorithm described above is the change matrix Q. Typically, the choice of Q in uences the speed of convergence. Furthermore, some care has to be taken in order to satisfy the symmetry in positivity condition (25) . For computational reasons, x usually di ers from y only on a small part of the contour starting at node p x . We will discuss some choices of Q and R in the next subsection.
Consider now maximization of (x). In this case, only the situation (x) = p(xjz) is natural to consider. Finding the MAP estimate by analytical methods is however prohibitive because of the huge computational cost. Geman and Geman 9] suggested the use of simulated annealing for constructing an iterative algorithm that converges to the solution. The method is again based on simulation of a Markov chain, but now constructing it so that the equilibrium is the MAP-solution. This is done by \cooling" down the \temperature" under the iterations. That is, instead of at each step s using the model (x) given in (17), one uses (x; s) / e ?U(x)=T(s) (27) where T(s) is a decreasing sequence. The choice of T(s) is a delicate one. Choosing a sequence which decrease to quickly result in convergence to a local optima, while decreasing slowly enough to obtain global maximum may be computationally prohibitive. For the Gibbs sampler approach, Geman and Geman 9] showed that a su cient criterion for convergence is that T(s) c= log(s+1) provided c is larger than the di erence between the maximum and minimum of the energy-function U(x). Our models will not t into the framework of Markov Random Fields and therefore the convergence results obtained in 9] will not cover our case. An algorithm with the similar convergence results is however possible to construct: Algorithm 2 Start with an arbitrary X (0). For each iteration s carry out the following steps:
1. Assume that X (s) = x = (x; p x ). 2. Select a state y = (y; p x ) by the distribution given by the x th row of Q. 3. Change the contour to z = y with probability x y (s) and retain z = x with probability 1 ? x y (s), where x y (s) = minf1; (y; s) (x; s) g (28) and (x; s) = 1 Z s e ?U(x)=T(s) : (29) 4. Draw a new position node p z using the (z; p x )th row of R and put X (s + 1) = (z; p z ). Note that in this case, the probabilities x y are related to and not . This is because optimization of is not equivalent to optimization of . The convergence result for this algorithm is stated in the following Theorem:
Theorem 2 Assume X (s) is given by algorithm 2 and that the following assumptions are satis ed:
1. The transition matrix QR is irreducible. The proof of this Theorem is deferred to the appendix. A major problem when applying simulated annealing is the slow convergence of the annealing schedule fT(s)g and the speci cation of the constant c (which usually will be very large). Cantoni 4] discusses the optimal schedules to be used when a nite number of iterations is performed (which in practice always will be the case). In that case, exponential schedules are shown to be optimal. 
D. Implementational issues
When implementing the approach discussed in the previous sections, care has to be taken in order to keep the computational cost reasonable. For a given model, the computational considerations are in uenced by the choice of both contour representation and algorithms. We will only brie y discuss the actual implementation that have been used in the experiments discussed in section IV. For further details, we refer to Storvik 19] .
To make the computation of models such as (14) easy, we assume that each pixel in the observed image z will either be completely inside or completely outside the contour. Furthermore, the length between each node on the contour is assumed to be xed and equal to the side-length of the pixels (assuming pixels to have quadratic shapes). This restriction forces the contour to follow the pixel-sides. Furthermore, the set of possible locations of nodes is restricted to the corners of the pixels. Figure 2 shows an example of such a con guration.
Changes at each iteration is performed by changing one or a few pixels through adding or subtracting these from the object region. Care has to be taken in order to make the new con gurations legal. Up to three pixels were allowed to be changed at each iteration. Algorithms allowing larger changes at a time would be preferable, but increase the implementational complexity.
IV. Applications
In this section, we will present some results using the dynamic contour approach described in section III. We consider two examples, one from ultrasound images of the left ventricle, and one from Magnetic Resonance images of the human brain. Both examples will only be discussed brie y. For a more thorough discussion of these problems, we refer to Storvik and Switzer 21], Storvik and Lunder- vold 20] and Lundervold and Storvik 14] . For both cases the implementationdescribed in Storvik 19] has been used. The optimization algorithm 2 with the annealing schedule T(s) = c= log(s + 1) and with 1-3 pixels changed at each iteration step was used.
Consider rst the ultrasound image of the left ventricle. Figure 3 shows an example of such an image. The left ventricle is shown as the darker area in the middle of the image.
The model was speci ed to have the form (5) with 0 U(x) = 1 U 1 (x) + 2 U 2 (x) + 3 U 3 (x): (33) The rst term on the right hand side corresponds to the prior model. As a prior model for the contour, the fractal dimension (11) was used with 1 = 250:0. The second energy-function U 2 was chosen to be minus the logarithm of (14) , corresponding to assume region-based Gaussian distributions for the data. The parameters ( 1 ; 1 ; 2 ; 2 ) were estimated by training (drawing regions inside and outside the contour) on the observed image. The corresponding energy-function is given as minus the logarithm of the likelihood function. We used 2 = 1:0.
In addition to the grey-level distributions speci ed above, the need for a gradient operator for recognizing edges in the vertical direction was recognized. In particular, an energy term was de ned through potentials V i (x), where the potential function is given by 
with 3 = 1:0. Figure 4 shows a restoration of the ventricle using algorithm 2 after 1000000 iterations (taking 137 minutes of computer time on a DECstation 5000/25) with c = 100 (the initial contour is shown in gure 3). We see that the solution provides a very good t to the contour of the left ventricle. Note that the contour is not particular smooth locally. This is because no local smoothness is incorporated into the prior.
The second example considered, is recognition of structures in an Magnetic Resonance (MR) image of the human brain. In this case, 4 channels are available, making the problem multispectral. An example is shown in Figure 5 . In this case, three di erent contours are of interest. These contours are the boundary of the brain, the boundary of the ventricle system and the boundary between the brain parenchyma and the cerebro spinal uid outside the brain parenchyma.
Each boundary was assumed to have independent priors (although no intersection between contours was allowed), speci ed through the energy corresponding to the fractal dimension (11) , that is
where U f is given by equation (11) and x 1 ; x 2 and x 3 are the contours for the brain, the brain parenchyma and the ventricle system, respectively. The weight parameters 1 ; 2 and 3 were chosen to be 1.0, 0.3 and 0.3, indicating that the contour of the brain is more smooth than the other two contours.
The three contours divide the image into four regions. The pixels inside a region are assumed to follow a Gaussian mixture distribution, that is 
for pixel j in region R i . The energy-function is given as minus the logarithm of the likelihood function (with weight parameter equal to one). The parameters ( i;k ; i;k ) were estimated by training from the same image. Storvik and Lundervold 20] and Lundervold and Storvik 14] considered an automatic procedure for estimation of these parameters. Figure 6 shows a restoration of the MR images using algorithm 2 after 1000000 iterations (taking 548 seconds on a DECstation 5000/25) with c = 1 (the initial contour is shown in gure 5). We see that also this solution gives a very good t to the true contours. Note that although the images contain many edges, the method is able to distinguish between them with appropriate modeling of the likelihood function f(zjx).
V. Summary and discussion
We have in this paper described a new method for identifying contours of simply connected objects in (possibly multispectral) images. The approach is based on the Bayesian paradigm, and is similar to the active contour approach in that the curve is moved dynamically to the solution, but di er in three important aspects: 1) more exible models are possible to incorporate, 2) algorithms that can nd the global optimal solution independent of the initial con guration are used, and 3) algorithms to sample from the posterior distribution making estimates of uncertainty measures for any available quantity of interest.
Representation of contours and algorithms for simulation and optimization are discussed in a general framework. When actual implementation is to take place, speci c choices must be made. For the current implementation, a restriction on the representation is made to make the contours follow the pixel-sides. Such a restriction makes the likelihood functions for the observed images easy to calculate, but have some weaknesses concerning the actual contours. Improvements on the representation part are expected to give better results.
Improvements on the speed of convergence can be achieved by constructing algorithms allowing larger changes on the boundaries at each iteration step (in the current implementation only a few pixels (1-3) can be changed).
The method has been tried out on two real problems, ultrasound images of the left ventricle and Magnetic Resonance images of the human brain. In both cases promising results have been obtained. Parameters involved in the likelihood functions need to be estimated. The current approach has been to estimate by training (drawing regions in the observed image inside and outside the contours). Automatic methods for performing such estimation will be reported elsewhere. This paper has been concentrating on contour detection in 2-dimensional images. Both the examples considered are actually 3-dimensional problems. The theoretical framework considered is relatively straightforward to extend to 3D. The increase of computational complexity is however extensive. Such an extension is under current investigation. We are then ready to prove Theorem 2 by applying Theorem 3. Note that ; x and y in Theorem 3 correspond to ; x and y in our notation. The rst condition in Theorem 3 is satis ed by de nition. For each x = (x; p x ) 2 , de ne N(x ) by N(x ) = fy ; q (x;p x )(y;p x ) > 0 and r (y;p x )(y;p y )>0 g fy ; y = x and r (x;p x )(x;p y )>0 g: In this case y 2 N(x ) will not in general imply that x 2 N(y ). To prove that the WR property holds, we therefore have to show this in another way.
Assume that x is reachable at height E from y . Let fx 0 ; : : :; x p g be the sequence of states implying the reachability condition. Assuming x k is reachable at height E from x k+1 , it follows that y is reachable at height E from x . It therefore su ces to show that x k is reachable at height E from x k+1 . If x k = x k+1 , then by the condition on irreducibility of R, there exists a sequence z 0 = x k+1 ; z 1 ; : : :; z q = x k such that z j = x k for 0 j q and z j+1 2 N(z j ). If x k 6 = x k+1 , then p xk is a node on x k+1 because of the restriction that the position node is not to be removed under a change of the contour. Again by the condition on irreducibility of R, there exists a sequence z 0 = x k+1 ; z 1 ; : : :; z q = (x k+1 ; p xk ) such that z j = x k+1 and z j+1 2 N(z j ). Furthermore, since q (xk;p x k )(xk+1;p x k ) > 0, by the symmetry in positivity condition also q (xk+1;p x k )(xk;p x k ) > 0 and since both U(x) E and U(y) E, x k is reachable at height E from x k+1 . This proves the weak reversibility condition. The transition matrix is in this case p x y = q (x;p x )(y;p x ) x y r (y;p x )(y;p y ) = q (x;p x )(y;p x ) e ?(U(y)?U(x)) + =T(s) r (y;p x )(y;p y ) for x 6 = y, and p x y = X z =(z;p x ) q x z (1 ? x z )r (x;p x )(x;p y ) = X z =(z;p x ) q x z (1 ? e ?(U(z)?U(x)) + =T(s) ) r (x;p x )(x;p y ) for x = y. Since U(x) = U(y) for x = y, the lambda s terms in (40) will vanish. Choosing s = e ?1=T(s) ; c 1 = minfp x y ; p x y > 0g and c 2 = maxp x y ; ful lls the third condition in Theorem 3 for both x 6 = y and x = y, concluding the proof.
