Abstract-Most of today's mobile devices are equipped with multiple network interfaces and one of the main bandwidthhungry applications that would benefit from multipath communications is wireless video streaming. However, most of current transport protocols do not match the requirements of video streaming applications or are not designed to address relevant issues, such as delay constraints, networks heterogeneity, and head-of-line blocking issues. This article provides a holistic survey of multipath wireless video streaming, shedding light on the different alternatives from an end-to-end layered stack perspective, unveiling trade-offs of each approach and presenting a suitable taxonomy to classify the state-of-the-art. Finally, we discuss open issues and avenues for future work.
I. INTRODUCTION
M ULTIMEDIA services (e.g., Skype, FaceTime) and ondemand mobile video content (e.g., Hulu, YouTube, Netflix) have become part of daily use. Likewise, online cloud gaming is a very popular entertainment [10] . Such applications require high quality video streaming capabilities to meet the end user expectations. The annual Cisco reports [11] , [12] show that, since 2012, mobile video has represented more than half of global mobile data traffic and will keep being responsible for the largest traffic growth upfront.
The increase of on-demand video is expected to affect mobile networks as much as it will affect fixed networks. Another trend is that Ultra HD (UHD)/4K video will be more prevalent in the network, as well as Multi-View Video (MVV) and even 8K, in the short-mid term. For example, current smartphones are already able to record 4K videos at a bit rate of around 42-48 Mbps [13] , [14] , [15] , [16] .
Delivering high-quality video streaming services makes the task of providing real-time wireless transmission of multimedia while ensuring Quality of Experience (QoE) quite challenging due to bandwidth and time constrains [17] . One of the approaches to tackle this challenging scenario is to add multipath transmission where video streaming can be delivered over IP broadcast and/or broadband with bidirectional connectivity between video sources and users. Table I presents published results on the potential performance gains wireless video streaming when exploiting multiple network paths.
Several surveys in the literature have covered different aspects of multipath data communications in general, such as [6] , [7] , [8] , [18] , [19] , [20] . However, to the best of our knowledge, this is the first survey focusing especially on the multipath transmission of wireless video. The contributions of this survey include new insights, protocol technique discussions, and a taxonomy of existing solutions, altogether serving as a valuable source of information to researchers and developers in this field. More specifically, we focus on the data plane problem of how to schedule data on multiple paths and intentionally leave out works on multipath routing, i.e. the control plane aspects of how to compute routes such as multipath proposals [21] , [22] based Software-Defined Networking (SDN) [23] . Readers interested in those aspects are referred to recent surveys [6] , [7] covering control plane approaches. We also leave out of scope wireless sensor networks and refer to surveys on multipath video streaming in this type of networks [24] , [25] . Peer-to-peer (P2P) video streaming applications, which have been surveyed in-depth [26] , [27] , are also not in the scope of this survey.
In the following, we provide a brief overview of the most related and recently published surveys on multipath data communications [6] , [7] , [8] , [9] , summarized in Table II. Qadir et al. [6] investigated multipathing for data in general, mainly on the network layer. Besides that, they also investigated multipath transmission on the transport layer. Their investigation is organized by discussing key aspects of network-layer multipathing: 1) route computation (source routing, hop-by-hop routing, overlay routing, and SDN-based routing), 2) routing metrics (e.g., delay, bandwidth) 3) load balancing techniques (static or dynamic) 4) number of paths to use 5) how to use multiple paths together.
Singh et al. [7] cover multipathing for data communications in general, covering fundamentals of multipath routing, multipath computation algorithms, multipath forwarding algorithms, and traffic splitting algorithms. The work also reviews various multipath protocols following a layer-based structure, from the application layer to the physical layer.
Li et al. [8] investigates multipath solutions for data in general and presents research problems at various protocol layers including cross layer approaches. Although some video streaming multipath solutions are discussed in this survey, many of the video streaming specific issues are not considered (e.g., importance and influence of video content). In addition, the work does not cover multipath attempts on key video streaming protocols, e.g., Dynamic Adaptive Streaming over Performance improvements compared to single path MRTP [1] Mesh ad hoc network with high burst loss RTP PSNR gains of 1.26 dB more in multipath than single path, 64.14% loss rate reduction together with making packet losses more random. MPRTP [2] Two 3G links with bandwidth variations RTP In the quick bandwidth scenario, PSNR is better than the single path with 0.5% and 1.0% loss rate. In the slow bandwidth change scenario, it is comparable to the single path with 1.0% loss rate. RTRA [3] WiFi and Bluetooth networks with bandwidth variations DASH RTRA shows better results for both slow and rapid changing bandwidth scenarios in terms of startup delay (reduced up to half), playback fluency average (no segment missing in multipath but high misses in some single path scenarios), playback quality (PSNR improved 1 to 3 dB), quality switch (up to 4 times reduction), and bandwidth utilization. MPLOT [4] Wireless mesh network with burst loss rate of 50% TCP MPLOT archives 75%, with a mean of 50%, more bandwidth aggregation compared to the single path. Apostolopoulos et al. [5] Burst lossy wireless network IP source routing/relay While the proposed approach results in drops of only 1.5 to 7 dB, but single path drops of 12 to 15 dB. 
HTTP (DASH), and MPEG Media Transport (MMT).
As a related survey, we should also consider Trestian et al. [9] , which is a survey on seamless multimedia delivery within a heterogeneous wireless networks environment. The authors evaluate three key aspects of multimedia delivery: adaptation, energy efficiency, and multipath delivery. Regarding the latter, only proposals based on the Multipath TCP (MPTCP) and Stream Control Transmission Protocol (SCTP)/Concurrent Multipath Transfer (CMT) are studied.
Differently from existing surveys, this survey is centered around multipath methods for wireless video streaming to mobile devices. In this survey, mobile means wireless communications which may or not include mobility scenarios (e.g., a wireless laptop at home or a wireless laptop on a train). In this survey, we cover in-depth relevant approaches and new techniques in the field. We majorly categorize existing works considering two main aspects. The first aspect relates to the protocol layer perspective of each work: application layer, transport layer and/or network layer. We sub-group each layer approaches based on which standard protocol/feature is used in the schemes proposed by the authors. Such classification is beneficial to understand the advantages, drawbacks, and trade-offs of each layer and protocol/feature. We also indicate which part of the network (server and/or client) requires adjustment in order to become compatible with the multipath transmission approach. In the second aspect, we analyze the approaches based on the specific scheduling functions to transmit video data over wireless link technologies. The works are classified according to the following scheduling functions: packet selection, packet protection, and path selection. In addition to these two aspects, we also discuss primary research problems related to multipath video transmission such as network heterogeneity, out-of-order packets, Head-of-Line (HOL) blocking, End-to-End delay, overdue packets, implementation aspects, and pros and cons of each approach.
The high-level organization of this survey is illustrated in Figure 1 . An overview of video streaming protocols is provided in Section II. The benefits and challenges of adding multipath transmission in the video streaming scenario are presented in Section III. Surveyed works are then initially introduced in Section IV and classified based on the protocol layer stack position and on the used protocol/feature. In Section V, the works are then investigated based on the scheduling functions: choice of the next packet to be transmitted (packet selection), data packet protection method (packet protection), and selection of the proper network channel (path selection). Section VI provides additional information about the surveyed works that may also be of interest for the reader, such as packet loss differentiation, fairness consideration, video codecs, the employed network simulator, performance metrics, and video services. Section VII presents research issues and directions. Finally, Section VIII provides concluding remarks. There is also a list of abbreviations in the appendix to help readers 
II. HISTORICAL OVERVIEW OF VIDEO STREAMING
This section provides a general picture of video streaming development as presented by the timeline and milestones in Figure 2 . Interested readers are referred to [28] for a deeper review of different MPEG standards.
The first widely used video streaming protocol is the Real-time Transport Protocol (RTP) [29] , which was initially released in 1992 by IETF. It is a UDP-based protocol used for unidirectional real-time video streaming. The advantage of this protocol is that it has very low overhead and works well in managing IP networks. However, RTP has also some disadvantages. For example, it requires a payload format for each media type or codec [30] , suffers from lack of multiplexing and has limited support for non-real-time video. Another disadvantage of RTP is that many CDNs do not support it because the server must manage a separate streaming session for each client, turning large-scale deployment more resource intensive. Moreover, RTP cannot traverse firewalls and is connectionless. Therefore, RTP is generally employed for private managed networks where the number of packet losses is small, such as pay-TV cable networks. More technical details on RTP will be provided in Section IV-A.
The next widely known and adopted video streaming protocol shown in Figure 2 is the MPEG-2 Transport System (MPEG-2 TS) [31] . It has been widely used since 1995 in digital broadcasting, mobile broadcasting systems and streaming over the Internet. Several standards have also adopted this protocol, such as the Terrestrial Digital Multimedia Broadcasting (T-DMB), the Digital Video Broadcasting Handheld (DVB-H), the Advanced Television Systems Committee (ATSC) and the Internet Protocol TeleVision (IPTV) [32] . MPEG-2 TS is not only a format for fast and reliable packetized streaming delivery but also a format for storage. In addition, MPEG-2 TS is fully codec agnostic.
Since the requirements for on-demand and personalized video delivery over the Internet have dramatically increased, it became challenging for MPEG-2 TS to achieve the high requirements of broadcasting over IP [30] , [33] . For example, MPEG-2 TS is not appropriate for UHD delivery over packet networks due to the pre-multiplexing mechanism, not flexible packetization and small-fixed packet size (188 bytes). The next protocol in the timeline of Figure 2 is the Real-Time Messaging Protocol (RTMP) [34] . It is an Adobe proprietary protocol standardized in 2002 that was initially developed by Macromedia. RTMP is a TCP-based protocol used for bidirectional video streaming. This protocol provides the advantage of multiplexing capability but requires flash player plugin. All video and audio files must be sent in a Small Web Format (SWF) [35] file to make it able to play with flash player. Another disadvantage is that RTMP suffers from not being codec agnostic and for not supporting some newer video codecs, such as High Efficiency Video Coding (HEVC) [36] . Yet another disadvantage is that it is blocked by firewalls and not supported by all Content Delivery Networks (CDNs).
Multiple types of RTMP protocols were designed: RTMPS, RTMPE, RTMPT and RTMFP. RTMPS is an encrypted RTMP over a Transport Layer Security (TLS)/Secure Sockets Layer (SSL) connection. RTMPE uses Adobe's own encryption security mechanism. RTMPT is used to encapsulate RTMP, RTMPS, or RTMPE packets within Hypertext Transfer Protocol (HTTP) [37] requests in order to traverse firewalls. Finally, RTMFP is used to replace RTMP over User Datagram Protocol (UDP) [38] instead of TCP [39] .
The next highlighted point in the timeline of Figure 2 is not a protocol, but a video streaming technique introduced in 2006 that become highly adopted in the subsequent streaming protocols. Adaptive Bit Rate (ABR) streaming was introduced by Move Networks [40] , [41] and is over HTTP [37] with some adaptations sequentially described. At the server side, the video sequences are stored in various resolutions (bit rates) and are fragmented into small segments. The streaming logic is located on the client side and it is responsible for selecting the suitable segment by considering different parameters (e.g., bandwidth availability, media playout situations [41] ). Without such a flexible service, if only one bit rate video is available, a smaller video bit rate than the network bandwidth would lead to a smooth video but waste available resources. On the other hand, a higher video bit rate than the bandwidth network would impose delay.
One advantage of HTTP-based video streaming solutions is that they are easy to deploy in the current Internet architecture.
In addition, HTTP flow can traverse middleboxes, such as firewalls, Network Address Translators (NATs) and network proxies. Moreover, the client can manage the streaming without the need to maintain a session state on the server, thus it improves scalability and servers can supply a large number of clients at no additional cost [42] . Therefore, HTTP is supported by most of CDNs [43] and the interest in using HTTP for video streaming has been significantly increased in recent years. In 2015, a new version of HTTP, namely HTTP/2, was standardized [44] and received the attention of researchers in the multimedia community [45] , [46] , [47] . The results show that advancing video streaming services, which are built on top of HTTP/1.1, to HTTP/2 could improve the video quality and performance. More technical details on HTTP/2 will be provided in Section IV-A.
The initial HTTP Adaptive Streaming (HAS) commercial successful protocols [41] were the Microsoft Silverlight Smooth Streaming (MSS) [48] [51] protocol was developed to become a unified codec agnostic standard [52] . MPEG-DASH flexible delivery and codec agnostic properties have turned it into a successful protocol widely adopted by content providers [53] . For example, Netflix and YouTube are currently using MPEG-DASH with Hypertext Markup Language (HTML) as their core streaming technology [53] . Another advantage is that DASH supports both multiplexed and unmultiplexed encoded content. However, the protocol has some disadvantages. For instance, DASH cannot support low latency delivery because the server requires waiting until the completion of movie fragments or of the whole file before transmission [30] . Besides, the inaccurate bandwidth estimation, especially in mobile networks, causes several switches, freezes, and poor quality of experience (QoE) for DASH [45] . More technical details on DASH are provided in Section IV-A.
All ABR-based protocols employ similar versions of the previously explained technology and support live and video on demand (VoD) delivery. The differences rely on technical parameters [41] . [55] and DASH supports all video codecs. Finally, segment lengths are specified as 2 seconds for MSS, 10 seconds for HLS, 2-5 seconds for HDS and are not specified for DASH. More details on HAS protocols are discussed in [41] . The next protocol in the timeline of Figure 2 is the MPEG Media Transport (MMT) [56] . It was standardized by MPEG in 2014 considering recent changes in multimedia delivery and requirements for Internet technologies, such as IP and HTML for Internet-based video streaming solutions [30] . This protocol also supports UHD resolution and HEVC video codec. MMT was designed to inherit some MPEG-2 TS features, such as content agnostic media delivery, easy conversion between storage and delivery format and support of multiplexing. In addition, MMT was developed due to a need for an international standard to support hybrid delivery in various heterogeneous network environments. Then, in 2015, implementation guidelines standardized to provide technical guidelines for implementing and deploying MMT systems.
The last highlight point in the timeline is MMT enhancement for mobile environment specifying multipath support which has already been added to the protocol and standardized [57] . MMT was adopted by some recent standards, such as the ATSC 3.0 [58] , which is a recent standard with a hybrid delivery model which includes MMT and DASH. Especially, in ATSC 3.0, MMT protocol (MMTP) is proposed for broadcasting, and DASH over HTTP is proposed for broadband service.
One important difference between DASH and MMT is that, typically, DASH supports a client driven Quality of Service (QoS) control standard, while MMT supports a server driven QoS control services [58] . More technical details on MMT are provided in Section IV-A.
To that end, multipath has been investigated in some of the above mentioned video streaming protocols but not in all of them, especially it has not investigated for the proprietary protocols due to their closed and incompatible design ( Figure 2 ).
Commercial services. We already mentioned some companies using their own developed proprietary protocols such as Move Networks, Microsoft (MMS), Apple (HLS) and Adobe (RTMP, HDS). Besides them, there are other company services adopting or in the process of developing streaming solutions. For example, Skype and WhatsApp are mobile application platforms providing video calls or video conferences for their users. These services use RTP for video streaming [59] . Hulu [60] is an online video service providing on-demand shows, movies, documentaries, and more. Hulu requires flash player for video streaming through the RTMP protocol [9] .
A number of service providers use DASH. Among the most famous ones are YouTube [61] , Netflix [62] , Twitch [63] and Vimeo [64] . YouTube [61] is a video-sharing website providing live and on-demand video streaming. Netflix [62] allows watching on-demand movies and Twitch is the world's leading live streaming platform for gamers. Vimeo also provides free video viewing services. Another commercial streaming service is Bitmovin, which provides adaptive streaming supporting MPEG-DASH and HLS [65] . Generally, DASH has gotten broad support from commercial companies -see DASH Industry Forum member list available in [66] . In addition, browsers such as Chrome and Firefox also support DASH [53] . NHK, Nippon Hoso Kyokai, is a Japan's telecommunication company (public service broadcaster) uses MMT as the protocol of choice for 4K/8K Super Hi-Vision.
III. BENEFITS AND CHALLENGES OF MULTIPATH VIDEO TRANSMISSION OVER WIRELESS
As previously stated, providing high/optimal QoE for the final user in the wireless video streaming scenario requires high bandwidth and low transmission delay. This is a challenging task, considering the several aspects involved in wireless transmission, such as bandwidth constraints, lossy wireless channels, delay, lack of coverage and congested networks. Adding multipath transmission ability can help with this challenge and its benefits can be summarized as:
• Reliability and seamless connectivity: using multipath allows the user to simultaneously utilize multiple available network connections. A better coverage is achieved and the probability of keeping an end-to-end connection alive is increased. In the case of failure or congestion in one network path, multipathing provides a resilient alternative, resulting in improved user video experience; • Throughput increase: by aggregating bandwidth and distributing video traffic over multiple network paths, faster transmission can be achieved, which is essential for real-time video streaming applications [67] ; • Load balancing: refers to efficiently distribute video traffic through the available network paths in order to relieve congestion [6] . Load balancing improves stability by achieving lower variability and inter-packet delay (jitter); • Reduction of burst loss length: burst loss length refers to the continuous packet losses which is harmful to perceived video streaming quality [5] . This is because decoder can recover the loss of a small number of video packets by exploiting correlations in the previously received video sequence to conceal the lost information. However, the effectiveness of this recovery decreases dramatically in case of losing large number of continuous video packets. Using multipath streaming benefits to convert burst losses to isolated losses, and consequently, probability of recovering lost packets would be increased.
• Delay decrease: Using multiple paths contributes to having video data ready at the receiver faster, thus, decreasing the effective delay especially from an applicaiton perspective. Probing multiples paths enables to get the data from the lowest delay path, reducing the Time To First Byte (TTFB), i.e., the time between the video request being sent and the first packet received after the request [68] .
• Security: video split over multiple paths improves protection to some security threats [7] once that each network path only carries parts of the whole video stream.
Fortunately, with recent development, many of current devices [69] , [70] are already equipped with both cellular and WiFi interfaces. Multiple interface devices, which could be equipped with two or more than two interfaces, having the ability to connect simultaneously to multiple network paths are known as multihomed devices, as illustrated in Figure 3 . Multihomed devices can utilize multipath communication by aggregating the available bandwidth from multiple Radio Access Technologies (RATs). With multiple interfaces, users can receive data through parallel paths with multiple IP addresses.
Despite all of its benefits, attempting to deploy a multipath solution for video delivery can bring the following potential roadblocks from a practical perspective:
Compatibility. Implementation of a general multipath solution usually requires changing one or both of server and client sides, modifying standardized protocols, improving operating systems kernel and/or changing third-party network equipment.
Networks heterogeneity. Heterogeneous wireless networks vary based on different bandwidth constraints, delays, jitters and packet loss rates. These different physical properties cause asymmetric communication for video transmission, and consequently, may decrease the overall streaming quality. For instance, a large difference between LTE and WiFi bandwidth decreases the bandwidth aggregation performance [71] . Second and third generation (2G and 3G) of cellular networks do not provide enough bandwidth to support live video streaming due to high data rate [72] , [73] , [74] . In addition, the retransmission mechanism in 3G [74] may increase the Round-Trip Time (RTT) and the rate variability. 4G LTE offers higher data transmission rate and signal coverage than 2G/3G [75] , [74] . When comparing 4G to WiFi, there relevant differences in terms of bandwidth, packet loss, and round-trip time can be observed [76] , [74] . These aspects, in addition to wireless losses being recognized as congestion by some protocols (e.g. TCP) resulting in decreased network throughput [77] , turn multipath communications over heterogeneous wireless networks a truly challenging task. Out-of-order packets. Spreading data over heterogeneous paths with different RTTs, throughput fluctuations, and jitter existence introduces the out-of-order packets problem. This phenomenon causes unnecessary packets retransmissions, wasted bandwidth, and consequently, network congestion. In addition, more time is required to recover the ordered data. A robust multipath transmission solution is required to cope with packet reordering in heterogeneous wireless networks [8] to avoid video quality degradation.
Head-of-Line (HOL) blocking. When many packets are stored in the destination buffer waiting for delayed packets, the buffer may become full and blocked. This issue is referred as Head-of-Line blocking [78] , [79] . Generally, buffer blocking occurs with reliable protocols that guarantee inorder packet delivery, such as TCP, and it may become worse in case of multipath delivery. The Bufferbloat phenomenon is the main reason of HOL blocking, contributing to high latency, especially in 3G/4G cellular networks [80] , [79] . Bufferbloat occurs because of significantly large network buffers (e.g., large router queues) that avoid packet loss at the cost of adding high latencies under congestion. The problem can become worse in case of multipath delivery because if bufferbloat occurs in one of the paths, those packets arrive at the destination with high delay and out-of-order, resulting in HOL blocking. Consequently, HOL blocking not only increases End-to-End delay and jitter but successfully arrived packets may become obsolete (i.e. discarded) due to the long waiting time in the destination buffer.
End-to-End delay. Real-time video streaming requires a bounded End-to-End delay [81] , which refers to the measured delay from the generation of a video frame to the moment when it can be decoded. End-to-End delay includes holding time of a video frame at both sender and receiver sides, and the transmission delay. It could also include the queuing delay, propagation delay, access delay, and reordering delay. The queuing delay refers to packet buffering in the sender, receiver and other nodes in the network during packet transmission. The transmission delay and radio access delay occur in the physical transmitter to map the data from packets to bits on physical radio interface's hardware. The distance between entities causes the propagation delay. The access points introduce transfer and propagation delay. In the case of video streaming on multipath networks, reordering delay can be increased [82] .
Overdue packets. Video data packets arriving at the destination after decoding deadlines are expired and known as overdue packets. While overdue packets for UDP-like transmissions may cause video distortions (i.e., degradation of the visual video fidelity [17] ) similar to lost packets, in reliable transport protocols like TCP the effects surface as stalling (i.e., video freezes) or rebuffering. Avoiding stalls becomes most critical in live streaming scenarios. Thus, this kind of real-time applications, even when based on TCP-like solutions, consider the overdue packets as lost packets since they are discarded. This concept is called liveness [17] . Therefore, suitable multipath streaming strategies need to consider potential decoding deadlines of the receivers. Wrapping up the Challenges. Figure 4 aims at putting together all key issues and possible adverse effects of multipath wireless video streaming. The design of any multipath wireless video streaming solution, it is important to avoid or at least minimize such effects. In other words, optimization of QoS-related parameters leads to improved QoE [83] . QoS measurements may differ based on the type of video streaming service [84] , [17] such as VoD, live or real-time. VoD is a video streaming service which encoded media is pre-stored at the server, and the user can select and watch it at any time (e.g., Netflix movies). In contrast, in live and real-time video streaming services (e.g., live sport streaming, real-time video including interactive video call, gaming, etc.) the video content is not pre-stored/available when the streaming starts. In live streaming, the buffer is smaller compared to VoD streaming to avoid long delays and it also has stricter deadlines. Realtime video streaming has even shorter delay constraint. For example, according to [85] and [86] , a large delay of 5 seconds may be acceptable for VoD and around 1 second delay is acceptable for live streaming, but in order to achieve excellent real-time streaming quality, the solution should provide the End-to-End delay not exceed 150 ms. Besides, packet loss rates higher than 1% are not acceptable for live video streaming solutions [87] , [88] . In some applications with high scenes variability, such as football, it was reported [89] that subjects already become uncomfortable for packet loss rate slightly above 0.3%. Finally, meeting all QoS requirements does not necessarily guarantee high(est) user QoE. Devices' operating system, hardware, battery, operator pricing, light, people around the user and emotion are some examples of factors that impact the users experience [9] , [83] .
IV. LAYER-BASED SURVEY OF WIRELESS MULTIPATH VIDEO STREAMING APPROACHES
In this section, the surveyed multipath wireless video streaming works are initially introduced and classified in Table III according to protocol stack layers and protocol/features. The table also indicates which parts of the network equipment (whether client, server, network or a combination of them) need to be adjusted in order to become compatible with multipath transmission schemes. Most flexible solutions require only client side modification because they are compatible with the current network infrastructure and does not need any change neither on the server nor in the network infrastructure. On the other hand, there are some other approaches that require server side modification or even both server and client together. Most difficulties are with solutions that they need to adjust network infrastructure.
A. Application Layer Approaches
Video streaming approaches focused on the application layer have the advantage of accessing player buffer status and relevant video content information, such as frames priorities and coding dependencies. Application-specific information provides the multipath approach with richer inputs to define the video streaming scheduling strategies. One key advantage is that there is no need to change lower layer protocols. However, a big drawback of these solutions is that they commonly require modifications of the video software. In application layer approaches, generally, an application level sequence number is used for lost detection, which often increases the overall protocol overhead. In addition, in order to perform knowledgeable packet scheduling decisions, the application requires a mechanism to estimate the network paths' performance, e.g., through application-specific probes or from TCP congestion control information [8] .
In this subsection, we discuss relevant works that are based on RTP, DASH, MMT and other adaptive streaming approaches. All of these protocols were previously introduced in Section II and will be further detailed here. Figure 5 illustrates the protocol stack position of these protocols and Table III presents each category.
1) RTP:
The Real-time Transport Protocol (RTP) was first published in 1992 [29] and then updated in RFC 1889 [120] , later obsoleted by RFC 3550 [121] . The newest protocol specification is RFC 8108 [122] published in 2017. RTP is an application layer transport protocol that provides end-to-end network transport functions to supports live, on-demand, and interactive multimedia applications. Next, we highlight more properties of the protocol, and then we survey multipath works based on RTP.
RTP Properties. Although RTP is designed to run over UDP, it could also carry data over other transport protocols such as TCP or SCTP. Another property of RTP is that it can be used in conjunction with the RTP Control Protocol (RTCP) to send monitored information and QoS parameters periodically. RTP also can be used in conjunction with other protocols, such as Real-time Streaming Protocol (RTSP) [123] , which is used to control multimedia playback. A big problem of RTP, running over UDP, is that it lacks congestion control and it is unfair to give room to other flows. There is also no guarantee of reliable delivery and it needs a method to protect high priority frames (I-frames). Furthermore, a challenge to improve RTP to support multipath streaming is that RTP establishes at the media session level and receiver reports per media (video or audio) flow [2] .
Multipath support. Multiflow Real-Time Transport Protocol (MRTP) [1] , Multipath RTP (MPRTP) [2] and Multipath RealTime Transport Protocol Based on Application-Level Relay (MPRTP-AR) [90] improved RTP to support multipath video streaming.
The works MRTP and MPRTP are Constant Bit Rate (CBR) approaches. Since RTP lacks congestion control, a considerable receiver buffer is required to compensate the different path latencies of RTP streams when playing a CBR video [7] . Both MRTP and MPRTP use QoS reports (e.g., sender report and receiver report), similar to RTCP reporting in RTP, to carry periodic per flow and session statistics. The time interval between reports is set by the application in MRTP, and can be adapted based on network conditions by the receiver.
The goal of Multiflow Real-time Transport Protocol (MRTP) [1] is to remedy the failure and congestion in mobile wireless ad hoc networks. It is claimed by its authors that the approach is also applicable to the Internet. MRTP is used in conjunction with the Multi-flow Realtime Transport Control Protocol (MRTCP). Inherently, MRTP/MRTCP is an extension of the RTP/RTCP to support media delivery over multiple wireless networks. Unlike RTP, MRTP is a sessionoriented protocol. Therefore, MRTCP establishes the session in a three handshake to exchange information (e.g., available paths). Data transmission could be over UDP/TCP/SCTP and during transmission, it is possible to add or remove paths based on the QoS reports. In particular, media divides into flows, and each flow is for one path (in MRTP, the concept of flow is used for series of video packets which are transmitted through an individual path). MRTCP manages flows by utilizing ADD/DELETE acknowledgments (ACKs) for flows.
QoS reports are transferred through the best path or multiple paths to guarantee reliable delivery. These reports are useful for the sender to adapt to transmission errors. For example, by adding redundancy to increase error resilience and by assigning data to more proper paths. There is a reassembly buffer at the receiver side to compensate jitter, reorder and reassemble packets by utilizing session ID, flow ID and flow sequence number.
MRTP uses a retransmission mechanism to retransmit packets to cope with unreliable UDP/IP. The timeout value for retransmission is set by RTT and the maximum number of retransmissions is set by the application. Different error control schemes, including Forward Error Correction (FEC), Multiple Description Coding (MDC) or Automatic Repeat reQuest (ARQ) could incorporate with MRTP. Finally, the results of the surveyed work show that MRTP outperforms single path RTP on received video quality.
In MRTP, it is possible to choose the data distribution method. For example, it could be just a simple Round Robin, striping (over multiple servers), layered coding, multiple description coding or object-oriented coding (video or audio objects encode individually).
Multipath RTP (MPRTP) protocol [2] is a RTP extension with multipath transmission for real-time media. The target of MPRTP is minimizing latency. Initially, the scheduler distributes equal traffic rate to each path and then after gathering information about the path characteristics, it recalculates the data distribution for each path. It uses RTCP to monitor and [1] Server and Client RTP MPRTP [2] Server and Client MRTP-AR [90] Server and Client Xing et al. [91] Client Chowrikoppalu et al. [92] Client DASH RTRA [3] Client Houzé et al. [93] Client MMT Kolan et al. [94] Server and Client Afzal et al. [95] Server and Client Sohn et al. [96] Server and Client Evensen et al. [97] Client Evensen et al. [98] Client Evensen et al. [99] Client
Application Layer
Other Adaptive Streaming Approaches
GreenBag [71] Client BEMA* [86] Server and Client Freris at al. [100] Server and Client Multipath UDP Correia at al. [101] Server and Client Multipath TCP MPLOT [4] Server and Client Multipath DCCP MP-DCCP [102] Server ADMIT [103] Server and Client MPTCP-SD [104] Server MPTCP MPTCP-PR [104] Client Xu et al. [105] Server and Client PR-MPTCP + [106] Server Kelly et al. [107] Not defined Okamoto et al. [108] Server SRMT [109] Server PR-SCTP [110] Server CMT-QA [76] Server and Client CMT-DA [111] Server and Client
Transport Layer

SCTP and CMT (extension of SCTP)
CMT-CA [112] Server and Client
Yap at al. [67] Server (depends on the application), Client and Network SDN MARS [81] Network Network Layer Proxy BAG [113] Client and Network Corbillon et al. [78] Server Ojanperä et al. [114] Server, Client and Network GALTON [115] Server and Client Application Layer Decision FRA-JSCC [116] Server and Client MP-DASH [117] Server and Client Nam et al. [118] Server (depends on the application), Client and Network
Cross Layer
Transport Layer Decision CMT-CL/FD [119] Server *BEMA: UDP (for video data transmission) and TCP (for connection establishment and feedback information).
control information (e.g., jitter and packet loss). As a result, paths are categorized as congested, mildly congested, and noncongested conditions based on the packet loss information. The scheduler, which is responsible for packet distribution over different paths, assigns more media data on the non-congested path and fewer media data on congested ones. I-frames have the highest priority and are transferred over the path with the highest bandwidth, the least delay and packet losses. The sender is informed to retransmit packets by NACK and also retransmits packets on the path with the highest bandwidth, least delay and packet losses.
The approach is not integrated with congestion control but tries to keep the load balancing by using network characteristics. The authors developed a de-jitter algorithm at the receiver side to overcome the variation of RTT and packet reordering with an adaptive playback buffer. An MPRTP sender assigns a subflow ID to each path (in MPRTP, the concept of subflow is used for series of video packets transmitted over an single path) and subflow-specific sequence numbers to determine subflow-related packet jitter, packet loss, and packet discards at the receiver side. The approach is less unfair than RTP with the aim of system balancing and spreading data over paths.
Recently, Multipath Real-Time Transport Protocol Based on Application-Level Relay (MPRTP-AR) [90] was defined by IETF. As shown in Figure 6 , the proposed MPRTP-AR protocol stack has two sub-layers: RTP sub-layer and multipath transport control (MPTC) sub-layer. The RTP sublayer helps this protocol to be fully compatible with existing RTP applications. Therefore, there is no need to change the Application Programming Interface (API). The MPTC sublayer is responsible for functions such as flow partitioning, subflow packaging and recombination, and also subflow reporting.
At the sender side, data from the application layer are formatted in RTP packets which are sent to the MPTC sub-layer. Then, MPTC formats them into MPRTP-AR data packets. At the receiver side, MPTC extracts the fixed header of MPRTP-AR data packets and sends them to the RTP sub- layer. RTCP packets could also be generated by the RTP sub-layer for generating media transport statistics. RTCP data could be packaged in MPRTP-AR data packets which would be distributed over multiple paths by MPTC sub-layer. In addition to MPRTP-AR data packets, MPRTP-AR control packets are defined for providing keep-alive packets and MPRTP-AR reports. MPRTP-AR reports (MPRTP-AR Subflow Receiver Report (SRR) and MPRTP-AR Flow Recombination Report (FRR)) contain transport qualities of active paths (e.g., packet loss rate and jitter) and effects on scheduling and flow partitioning. Flow partitioning methods are categorized into two groups that are named codingaware methods and coding-unaware methods. Coding-aware methods are used for layering coding, multiple description coding or object-oriented coding, and are on RTP sub-layer. In this method, each coding flow is assigned to a subflow, or several coding flows are multiplexed into one subflow. Coding-unaware methods are on MPTC sub-layer, and the RTP/RTCP that are passed from upper layer would evenly spread based on the quality of the associated active paths. Flow reporting is also optionally available for the whole recombined flows.
2) DASH: Dynamic Adaptive Streaming over HTTP (MPEG-DASH) [51] was standardized in 2011 by MPEG. DASH supports both VoD and live video delivery. We first detail the DASH system and its main performance limitations. Then, we explain rate adaptation methods. Finally, we discuss the works that are based on this protocol.
DASH system. As explained in Section II, DASH has the same background technology of HTTP adaptive streaming and its system is shown in Figure 7 . In DASH system, representations are fragmented into small segments at the server side. DASH component characteristics (text, video, audio, etc.) are described in a XML document named Media Presentation Description (MPD). Typically, DASH client is responsible for choosing the next media segments and requesting the related HTTP URL. Therefore, a rate adaptation method, named adaptation engine in Figure 7 , is required to select the proper segments' bit rate by considering the segment availability indicated by the MPD, the network conditions and the media playout situation (e.g., playout buffer level) [41] .
Performance limitations. The rate adaptation method is responsible for key issues that influence QoE, namely, startup delay, stall, and video quality switches. Startup delay refers to the time since the client request a video until it starts to play, namely pre-buffering. This delay occurs because, generally, one or more segments have to be downloaded completely before the video starts to play. Although this delay helps to prevent stalls under poor network conditions, studies show that it often results in users stopping from watching the video [124] . It is important to note that while VoD streaming applications can pre-buffer few seconds of video, live and interactive video streaming can only pre-buffer few hundreds of ms of video [2] .
Stall or interruption refers to the pauses during the video playback due to the playback buffer is emptied, and it needs to wait to buffer video (also called re-buffering) [125] . Studies show that stalling happens 40 -70% of all sessions [43] . Generally, this issue occurs because of insufficient bandwidth. In DASH, each segment is available to transmit after completing the process of coding. In addition, there is a dead time between receiving the last packet of one segment and requesting for the next segment. For example, this process time together with transmission time over TCP takes at least 3s (when segments have 1 second) [126] .
One approach to mitigate the stall problem is using a dynamic method to find reasonable segment size (segment duration). Studies in [47] and [127] show that segment size has a high effect on live latency. While with shorter size segmentation, latency significantly decreases, but the number of HTTP requests increases and consequently, the available bandwidth decreases [91] .
Another approach to decrease latency, and consequently solve the stall issue, is applying subsegmentation transmission. In this approach, each segment divides into several subsegments, and receiver fetches subsegments before the whole segment coding terminates [128] . This approach is improved by sending subsegments over more than one link simultaneously, which means adding multipath transmission capability, to increase the fetching segment speed. Multipath transmission approach is used in a few works [93] , [91] , [3] to achieve this target. However, the subsegmentation transmission technique also increases HTTP request overhead [91] . In particular, the overhead problem is caused by subsegmentation transmission because at the client side after each request, an average of RTT is required to receive the response from the server. In the case of a large file with small segments/subsegments, this overhead causes a high latency. The HTTP pipelining [129] is a technique to decrease both number and length of each idle time. In this technique, the client sends the next subsegment request before completing the download of the current subsegment. However, in pipelining, the responses of the requests at the server have to return back in the same order that the requests arrived at the server. Therefore, if it takes a long time to process one request, the other requests would be blocked. For this reason, pipelining is not widely adopted.
To mitigate the overhead problem, the new version of HTTP (HTTP/2) could be used due to its ability to push content in advance, and consequently reduce live latency and network traffic [47] .
Switching between different video quality representations is also a problem that impacts the video quality on the user side and causes annoying of viewers. Video switching happens because of the network bandwidth changing or buffer occupancy status. Therefore, it is important to adapt a suitable rate adaptation method, which could identify the network resources and congestion on time in order to have an optimal user experience [114] .
Rate adaptation methods. Typically, rate adaptation methods use throughput monitoring, receiver buffer status, or power level in the process of video segment bit rate decision [17] .
Throughput-based methods estimate the available bandwidth by monitoring throughput. These type of methods try to avoid re-buffering while providing the highest possible video quality. In case of using a throughput-based method, the video quality is unstable [130] due to throughput variations, which could be caused by TCP behavior [131] , [114] . For example, TCP underestimates bandwidth when segmentation sizes are small (because the corresponding congestion window does not increase) or when bandwidth prediction is weak in networks with fast throughput variation such as cellular networks [132] .
Buffer-based methods choose the video segment bit rate based on the buffer characteristics and usage. The proposed algorithms try to provide a smooth video streaming, but often result in sudden changes in video quality, or freezing when the buffer level (number of unplayed segments in the queue) drops to zero [130] , [133] .
Power-based methods select the video segment bit rate using the battery level. Regarding [134] , video streaming consumes twice the energy of playing the same content offline. Therefore, power-based methods try to maximize the battery life time during a video streaming session.
Due to the bit rate selection being more accurate, the work in [135] shifted the adaptation logic to the server side by deploying a mirrored client buffer on the server. Wilk et al. [136] use a proxy server while Mao et al. [137] leverage Pensieve's neural network model on an ABR server to enforce or assist the mobile client adaptation. Such server side approaches have better network utilization compare to the client side approaches [17] . However, server side approaches are not considered scalable. Rate adaptation methods also perform more efficiently if they can access the network information [138] . For example, SDN is a technology to implement such a mechanism [139] , [140] . Another example is Server and Network-assisted DASH (SAND) [141] , [142] which is a system standardized recently by MPEG to collect and propagate the network information for DASH bit rate adaptation decision. The proposed architecture in [114] is built upon the Distributed Decision Engine (DDE) [143] framework to provide more network information (e.g., available capacity, load, QoS) for better rate adaptation decision in multipath scenario.
Multipath support. Current DASH version lacks multipath support, but it is being promoted as its future. Table IV presents some efforts to integrate DASH with Multipath separate TCP (e.g., [91] , [3] , [93] ) and MPTCP (e.g., [78] , [114] , MP-DASH [117] , [118] and [92] ). The table shows attention for combining DASH with MPTCP has increased recently. This is due to MPTCP aggregates bandwidth and supports mobility. MPTCP is also middlebox friendly, and it is supported by the Linux kernel. Besides, MPTCP has got high attention in industry [8] , [144] . More technical details about MPTCP will be provided in Section IV-B4.
James et al. [43] explored "Whether MPTCP would always benefit mobile video streaming?". This research analyzed the performance of different scenarios for DASH over MPTCP. The results show that having two paths with stable bandwidths is beneficial even with small bandwidth capacity on the secondary path. Another positive impact of an additional link is when the primary path has high bandwidth variability. However, there are some harmful cases too. For example, adding an unstable secondary path could harm the stable primary path or when the bandwidth of the secondary path is not enough to transmit higher video bit rates. Therefore, MPTCP is significantly sensitive to bandwidth fluctuation. The results also show that unnecessary multipath causes more energy consumption, resource wasting or increase cost of the quality switch.
One note regarding provide multipath delivery for DASH is about which one of the client or the server is responsible for packet scheduling decisions. In all the surveyed works that spread data over separate TCP connections in Table IV , the client is responsible for choosing the proper path and fetching the suitable segments/subsegments over that path due to the fact that DASH logic is on the client side. But, integration of DASH with MPTCP is challenging when DASH logic resides [91] 2012 Y N Chowrikoppalu et al. [92] 2013 N Y RTRA [3] 2014 Y N Houzé et al. [93] 2016 Y N Corbillon et al. [78] 2016 N Y Ojanperä et al. [114] 2016 N Y MP-DASH [117] 2016 N Y Nam et al. [118] 2016 N Y on the client side, and MPTCP scheduler is on the server side. Besides, MPTCP is transparent to the application layer. Therefore, in the surveyed works of Table IV , which MPTCP is used as transport protocol, rate adaptation logic is kept at the client side. But, scheduling decisions related to packet selection and distributing them through the paths are placed at the server side or both client and server side. The surveyed works [78] , [114] , MP-DASH [117] and [118] are more related to the cross layer protocol stack. So, we will discuss them with details about scheduling strategies in Section IV-D. The other works are explained in more details below. Xing et al. used Markov Decision Process (MDP) [145] to formulate video streaming process as a reinforcement learning task in their works [91] and [3] for non-scalable and Scalable Video Coding (SVC), respectively. The works' goals are decreasing startup delay, improving video quality and achieving better smoothness. In each of these works, the implemented rate adaptation method selects the next segment based on the current queue length and estimated available bandwidth. To estimate an accurate available bandwidth, Markov channel model is used. This way, adaptation logic finds the transit probability of each link in real-time and determines the best action (e.g., using both links, using only WiFi link, client wait or smoothing). There is also a reward function implemented to reward each action with concern of video QoS requirements (by measuring interruption rate, video quality, video smoothness and search time cost). However, the major problem of using MDP is the high computational cost of solving the complex optimization problem, especially in online and high mobile speed users [145] . In addition, the approach is not a content-aware solution.
Chowrikoppalu et al. [92] modified DASH protocol in order to utilize multipath capability. In this work, the adaptation logic is fed with a proposed bandwidth estimation algorithm and some proposed parameters, including path stability, total path stability and buffer level. The bandwidth estimation algorithm is based on sniffing packets on the interface level. Path stability and total path stability are defined to show the variation of bandwidth on each path and on MPTCP connection, respectively. However, the main problem of this approach is that it does not access the video content information.
Houzé et al. [93] implemented a video player utilizing multipath capability over multiple TCP connections. The goal of this scheme is achieving low-latency in DASH video delivery (below 100 ms). In this approach, server encodes frames of each representation and put them in the related segment every x ms (x depends on the frame rate, for example, x is 40 ms for 25 fps). The client has to fetch each whole frame before the deadline (play time of the frame) and in x ms before a new frame becomes available to fetch. For this target, the authors utilized video delivery over multiple paths as a way to reduce latency. Each frame divides to byte ranges to transfer over different paths and the approach has a mechanism to find the best byte range size in order to receive them with a small inter-arrival time. The larger byte ranges are transferred over faster paths, this way, the variation of transfer delay decreases, and consequently, HOL problem mitigates. Besides, another adapted mechanism is proposed to select the proper representation. In this mechanism, when a segment starts, the biggest frame of each representation is considered in making the decision. The biggest frame is commonly the first frame of each representation (I-frame). Therefore, a representation would be selected that the biggest frame has high probability of reaching the destination on time. The problem, however, is that the approach does not consider the video content information. In addition, while the work uses RTT to estimate each path speed, it needs to improve the scheduling strategy to manage the paths.
3) MMT: MPEG Media Transport (MMT) [56] was standardized by MPEG in 2014. MMT is a part of the ISO/IEC 23008 High Efficiency Coding and Media Delivery in Heterogeneous Environments (MPEG-H) standard [30] . This application layer transport protocol supports VoD and live video streaming. MMT has been widely used for Virtual Reality (VR) and Augmented Reality (AR) technologies, three-dimensional (3-D) scene communication, Multi-View Video (MVV), and for major advances in televisual technology worldwide [146] , [147] . We previously explained some of the properties and behaviors of MMT in Section II. Here, firstly, we indicate more properties of the protocol. Then, we explain the related technologies, MMT functions, and data transmission details. Finally, the surveyed works that are based on the MMT protocol are discussed.
MMT properties. MMT could be used for all unidirectional, bidirectional, unicast, multicast, multisource and, even, multipath media delivery. Besides, MMT supports both broadcast and broadband video streaming [148] , [149] . It also provides traditional IPTV broadcasting service and all-Internet Protocol (All-IP) networks.
Capability of hybrid media delivery is one of the most important properties of MMT. Hybrid media delivery [150] refers to the combination of delivered media components over different types of network. For example, it could be one broadcast channel and one broadband, or it could be two broadband channels. MMT has different hybrid service scenarios that are classified into three groups by ISO/IEC 23008-13 [151] : live and non-live, presentation and decoding, and same/different transport schemes. The first one, live and nonlive, refers to the combination of live streaming components or combination of live with pre-stored components. The second group, presentation and decoding, is the combination of the stream components for synchronized presentation or synchronized decoding. The third group, same transport schemes and different transport schemes, supports the combination of just MMT components or MMT components with other format components (e.g., MPEG-2 TS). An instance of hybrid model comprises of MMT (as a broadcast channel) and DASH (as a broadband channel) over heterogeneous networks is also presented in ISO/IEC 23008-13 [151] . The work in [152] compared two MMT broadband systems: a combination of MMT with HTTP versus a combination of MMT with Quick UDP Internet Connection (QUIC) [153] . QUIC is a transport protocol atop UDP for broadband systems, which was developed by Google. QUIC aims to reduce latency because it has zero round trip connection establishment in many cases. For example, when the client talked to the server before and there is some cached context (repeated connections). In addition, QUIC has multiplexed transport with no HOL blocking. Other features of QUIC are utilizing congestion control, FEC protection, and its own retransmission mechanism. The results of [152] show that using QUIC is more appropriate than HTTP in the networks with high delay and lossy networks. This experiment is just for a single path and there is room to evaluate it in multipath transmission defined for QUIC [154] .
Related technologies. ISO/IEC 23008-1 [56] defined some related MMT technologies. For example, Application Layer Forward Error Correction (AL-FEC) to repair data, ARQ to retransmit lost data, MMT data model and built-in hypothetical buffer model.
Regarding the MMT data model [56] , [155] , MMT package is a logical entity, illustrated in Figure 8 , that comprises of one or more assets and required information for video delivery, such as Composition Information (CI), Presentation Information (PI) and Asset Delivery Characteristics (ADC). Asset refers to a logical data entity containing a number of Media Processing Units (MPUs). Video, audio, picture, text are some examples of assets. CI provides information on temporal relationships among MPUs written in XML. HTML5 file is referred to PI, which provides initial information on spatial relationships among media elements, and ADC contains QoS information for multiplexing.
Built-in hypothetical buffer model [56] aims to compensate for jitter and multipath delay delivery. In this model, the sending entity runs the hypothetical receiver buffer model (HRBM) to emulate the receiving entity behavior. In this way, the sending entity determines the required buffering delay and buffer size. Then, sending entity signals this information to the receiving entity. Since at the receiver entity, several buffers exist to reconstruct of MPU from the MMT packets, the received signal is used to define operations of the buffers to ensure that at any time the buffer occupancy is within the buffer size requirement. These buffers are FEC decoding buffer to perform FEC decoding. De-jitter buffer to provide the fixed transmission delay, and MMTP de-capsulation buffer to perform MMT packet processing (e.g., de-encapsulation, de-fragmentation/de-aggregation).
MMT functions. MMT has three major functional layers, shown in Figure 9 , independent of video codecs [150] : encapsulation, signaling, and delivery. Encapsulation functional layer is responsible for encapsulating MPUs, which are complied with ISOBMFF [156] . Thereby, it enables easy conversion between storage and delivery format [30] . MMT is beneficial to the broadcasting system because MPUs are self-contained, which means that they can completely decode at the terminal without requiring any further information. Signaling functional layer is responsible for signaling messages and delivery management (e.g., CI, PI and ADC). Delivery functional area defines the application layer protocol that supports packetized streaming including the payload format through a heterogeneous network environment. Delivery functional area also provides Multiplexing, flow control and cross layer. Cross layer ability provides exchanging QoS between application layer and transport layer.
MMT data transmission. Regarding MMT data transmission, each MMTP session consists of one MMTP flow [150] . MMTP flow is defined as all packet flows that are delivered to the same IP and port destination. A MMT flow may carry multiple assets, which are identified with a unique packet id. MMTP packet uses two types of sequence number as different purposes: packet counter and packet sequence number. packet counter represents sequence of packets in a delivery session and it is regardless of the value of packet id. packet counter enables packet loss detection. However, packet sequence number is the sequence number specific to each packet id (each asset).
Initially, MMT was designed for broadcast networks (over UDP/IP) with reserved channel capacity. Therefore, congestion control was left to the implementation of the senders. However, MMT inherently supports receiver and sender feedback for stream thinning and bitstream switching. It also may support any Receiver-driven Layered Multicast (RLM)-based congestion control algorithms (e.g., WEBRC, TFMCC).
MMT has four modes for payload format; MPU mode to transport MPU packetized streaming, Signaling mode to transfer signaling information, Repair symbol mode to carry FEC repair data, and also Generic File Delivery (GFD) mode, which transports all types of files.
Multipath support. Regarding multipath delivery, Kolan et al. [94] defined a method to establish multipath delivery over MMT, Afzal et al. [95] proposed a path-and-contentaware scheduling strategy for packet distribution, and Sohn et al. [96] proposed a synchronization scheme for hierarchical video streams over heterogeneous networks. Next we explain each work in more detail.
kolan et al. [94] defined a method to establish multipath delivery over MMT. In this method, MMT protocol utilizes signaling protocols such as RTSP or HTTP to establish and control multipath sessions between sender and receiver (transport connection could be either TCP or UDP). For example, in RTSP, the client and the server could be aware of the multipath capability by sending OPTIONS request to each other. This new option tag, called "multipath", could be implemented in the header of the OPTIONS request. The same way, while HTTP is used to set up multipath sessions, the client includes "Multipthid" header to tell the server about its multipath capability. It is also possible to add or drop a network path during the connection. While media is delivering, MMT periodically sends feedbacks to the sender to inform about the path quality information (e.g., loss, delay and jitter). Therefore, the sender could have a view of different paths' situations and dynamically select better performing paths for packets.
Afzal et al. [95] proposed a novel path-and-content-aware scheduling strategy for MMT to stream real-time video over heterogeneous wireless networks. The authors claim to be the first work attempting to improve the MMT standard by adding multipath scheduling strategies. The path-and-contentaware scheduling strategy, implemented at the server side, applies some methods to improve the perceived video quality based on adaptive video traffic split schemes, Markovianbased techniques, in addition to a discard and a content-aware strategy. Adaptive video traffic split scheme allocates a proper bit rate for each transmission path considering heterogeneous network context with the aim of executing load balancing, relieve congestion, and proper utilizing of each path capacity. The Markovian-based method estimates path conditions and transition probabilities. Discard strategy reduces congestion by avoiding sending packets that would probably be lost. Contentaware strategy protects packets with high priority (I frames and the closest n P frames, named as near-I (NI) frames in this work) by duplicating or assigning them to the best path. The client constantly monitors the path condition, calculates the path metrics which are sent as feedback information packets to the server through the best path. For this purpose, the feedback signaling mechanisms defined in the MMT standard are leveraged. Finally, the proposed path-and-content-aware scheduling strategy lead to QoE improvements around 12 dB for PSNR and 0.15 for SSIM by significant packet loss rate reductions (∼ 90%). It is important to note that the approach does not require any change in the protocol itself since the scheduler can be implemented as part of the client/server applications.
Sohn et al. [96] proposed a synchronization scheme for hierarchical video streams over heterogeneous networks. This scheme is a combination of MMT (for broadcasting) and HTTP (for broadband) video streaming. The work utilizes scalable video streaming. Each layer is segmented in time (in seconds), and duration value can vary according to the user's definition. SHVC-encoded stream is used in the experiment with 3-layers: base layer (HD), first enhanced layer (Full HD (FHD): 2K) and second enhanced layer (UHD: 4K). Base layer and first enhanced layer of video are transferred over the broadcast network (MMT supports multiplexing on packet level), and the second enhanced layer is transferred over broadband network. If the receiver's display has HDresolution, it will drop the data of the first enhanced layer among data delivered over the broadcasting channel, and it does not need to have a connection with the server for the second enhanced layer, even if it can connect the networks. PI contains essential information, such as the content resolution, location of content, and MMT eXtension Document (MXD), and can also be transferred on broadcast paths. MXD is inserted in PI and mimics the MPD of DASH-SVC. MXD synchronizes the contents over heterogeneous networks, and organizes content synchronization information. The synchronization scheme is implemented at the receiver side.
Receiver requests the segments that can deliver on time. For this target, the expected time to download each segment is computed based on bandwidth calculation and segment size information from MXD. This approach is not aware of video content and there is no scheduling strategy to manage the paths.
4)
Other Adaptive Streaming Approaches: here we discuss other adaptive streaming approaches that also use HTTP to retrieve data. For example, DAAVI [157] has the same core functionality than DASH by making different bit rate segments on the server, providing MPD for the client, being client logicbased and transferring data over HTTP. However, the MPD structure of DAAVI is different from DASH's MPD. In our surveyed works, the proposed approaches in [97] , [98] and [99] are all based on DAAVI. These DAAVI-based approaches are for on-demand and live streaming, and the authors claimed that the solutions could also be implemented in a DASH approach.
All adaptive video streaming approaches have the same challenges explained for DASH-based protocols in Section IV-A2. One of these challenges is stalling during video playback. The works, [97] , [98] , [99] and GreenBag [71] utilized multipath transmission of subsegments to decrease latency, and consequently mitigate the stall issue. As previously explained in Section IV-A2, fetching subsegments over multiple paths can cause the overhead problem. These works used pipelining techniques [129] to mitigate the overhead issue.
The works [98] , [99] and GreenBag [71] also proposed dynamic size subsegment methods to determine the size of each subsegment based on the throughput of each interface. As previously explained in Section IV-A2, large sized segments increase the out-of-order packet delivery. Instead, small size segments provide smoother video, but impose higher overhead time [158] . Another problem with using a fixed size subsegment method, instead of a dynamic one, is that a high buffer size is required to compensate for path heterogeneity, which is not desirable. This problem exists in the approach proposed in [97] .
A feature of GreenBag [71] is that it is a middle-ware approach for video streaming over HTTP. Middle-ware approaches are designed to enable multipath interfaces to the current applications without application modifications. Therefore, middle-ware approaches are easy to deploy, but complex to implement [20] . This middle-ware approach, GreenBag, locates between a local video player and a remote server. The client requests a video file URL normally over HTTP. GreenBag extracts the URL, determines how to download portions of the video (segments/subsegments), and requests for portions over the decided links. RTT is used to determine when to send the requests for the next segments. Therefore, GreenBag is conventional without requiring any modification in Internet infrastructure or server side.
GreenBag is also an energy-aware bandwidth aggregation approach. Therefore, when single path can provide the required QoS, GreenBag stops using multipath and switches to the single path to improve energy efficiency. Besides, the approach has a medium load balancing and a recovery mechanism. Recovery occurs when a subsegment is lagging and it may pass the deadline. Therefore, the rest of the subsegment will be downloaded through both links. Finally, GreenBag leads to mitigate packet reordering problem and decrease latency.
Noteworthy, none of the adaptive streaming surveyed approaches considers video content features.
B. Transport Layer Approaches
Video streaming approaches focusing on transport layer protocols have direct access to the network information. Therefore, they can estimate End-to-End characteristics of each path, such as capacity and congestion [159] , that are useful in multipath scenarios. However, the biggest challenge of these solutions is that they generally require modifications in the standardized multipath transport protocols, which may require changes even in the kernel of operating systems.
There are several works exploiting multipath transmission in transport layer, but MPTCP and SCTP are the two main employed transport protocols with multihomed support. In this subsection, we will discuss surveyed works that are implemented based on UDP, DCCP, TCP, MPTCP and SCTP/CMT. Table III presents each category.
1) UDP:
The User Datagram Protocol (UDP) [38] , standardized by IETF in 1980, is widely used for unidirectional, broadcast, unicast, multicast, and anycast communications. Next, we provide a brief recap of UDP basics and discuss relevant multipath efforts.
UDP overview. UDP was designed to use a single path for data transmission. It is a connectionless protocol, it does not use sequence numbers for data transmission [144] , and there is no guarantee for in-ordered and reliable delivery. UDP also has no congestion control for bandwidth adaptation. These properties make UDP a fast transmission protocol [160] upon which video streaming solutions can be easily implemented. However, the lake of bandwidth adaptation causes UDP to transmit the data with the same bit rate as sent by the application. Therefore, when the network is congested, unless the application holds back, packets get discarded leading to video distortion and reduced QoE [161] . Moreover, without congestion control, UDP may occupy a high fraction of the available bandwidth, and consequently, acting unfair to other congestion-avoiding network flows [102] .
Multipath support. There are several efforts to add multipath transmission and bandwidth aggregation to UDP for video streaming [86] , [100] , [101] . Note that the approaches proposed in BEMA [86] and [100] introduced rate balancing methods to avoid network congestion.
Wu et al. [86] designed a Bandwidth-Efficient Multipath streAming (BEMA) protocol and claimed that it was the first work that employed Raptor coding and priority-aware scheduling to stream HD real-time video over heterogeneous wireless networks. This content-aware model sends packets with higher priority on the better-qualified paths and I-frame packets through all available paths. The approach also utilizes Forward Error Correction (FEC) to protect transmission data. BEMA also provides a TCP-Friendly Rate Control (TFRC) in order to guarantee fairness toward TCP flows. TFRC [162] is an equation-based congestion control algorithm, which is designed for unicast multimedia traffic. TFRC estimates the loss event rate at receiver and informs it to the sender, which adapts its transmission rate based on the congestion estimation and on the equation that models TCP congestion control behavior. TFRC responds to the congestion with less fluctuation than standard TCP congestion control and over longer periods of time [163] . However, TFRC may cause unnecessary reduction of transmission rate during wireless losses. BEMA then adds a ZigZag scheme [163] in order to distinguish congestion losses from wireless losses. Only if ZigZag classifies a packet loss as a congestion loss, TFRC will consider it as a lost packet [163] . Considering the relevance of the feedback information for the proper scheduling process and its high effect on the performance, it is sent periodically from the client to the server over a reliable TCP connection.
Freris et al. [100] proposed a distortion-aware scalable video streaming to multiple multihomed clients. The authors claimed that their work is the first that simultaneously considered End-to-End rate control and scalable stream adaptation for multipath over heterogeneous access networks. In this approach, the requested video stream is divided into substreams on the server side. The authors developed an algorithm to determine the rate of each substream and the packets to be included in each substream considering network information (e.g., available bandwidth and RTT) and video content features in order to minimize video distortion. Besides that, different cost functions are proposed to provide service differentiation and fairness among users.
The authors also developed heuristic algorithms for deterministic packet scheduling. Once it is a scalable streaming approach, each packet is transmitted only if all other related packets in lower layers have been sent before. Substreams integrate into a single scalable video stream at the client. The authors also studied the trade-off between performance and computational complexity and concluded that it works better for a small number of clients because of overhead.
Correia et al. [101] proposed a video streaming approach for networks with path diversity using MDC as an error resilience technique. The authors proposed a priority classification. A limited number of packets were classified as high priority because they minimize the distortion of the decoded video affected by packet loss. These packets are delivered without losses. Remaining low priority packets are prone to transmission losses.
2) TCP: Transmission Control Protocol (TCP) [39] is a transport protocol standardized by IETF in 1981. This protocol has been widely adopted for video streaming in Real-Time Communications (RTC) [164] and in HTTP-based applications. We previously discussed TCP lack of throughput stability [86] with its negative effect on adaptive bit streaming in Section IV-A2. Here, we provide more details about TCP and discuss one surveyed work that is based on this protocol.
TCP overview. TCP is designed to use a single path for data transmission. Regarding data transmission process, TCP uses sequence numbers to detect losses, guarantee in-order packet delivery, and reconstruct the received data [144] . The receiver sends ACKs for the correctly received packets. These ACKs are used to provide reliable communication. Retransmission occurs in two cases. First, when there is no ACK from the receiver, which is detected by using a retransmission timer referred to as Retransmission Time-Out (RTO). Second, when the sender receives three duplicate ACKs, which means loss occurred. As previously also discussed in Section I, retransmission wastes bandwidth and adds significant delays. Several protocol improvements have been proposed. For example, Selective Acknowledgements (SACK) [165] , where the receiver informs the sender all successfully arrived packets, so the sender retransmits only the segments that have actually been lost, and Cumulative ACK, which acknowledge the last successfully received packet to the sender. In addition, Explicit Congestion Notification (ECN) [166] has been proposed as an optional capability to collect congestion information hop by hop and inform the sender about the congestion levels.
Using congestion control by monitoring packet losses and/or delay variations [144] , TCP enables to adapt the data rate to network congestion and leads to minimize packet loss [161] . In case of not enough network bandwidth available, TCP sends video data with a lower bit rate than the required video bit rate. Thus, video transmission takes longer than the video playback, and consequently may cause the playback to stall. While stall has a severe effect on the perceived video quality, in case of VoD delivery, typically, stall is preferred over video distortions [161] . Previously in Section III, we explained about HOL issues and liveness strategies used in TCP-based applications for live or interactive video streaming to cope with stall and delay constraints requirements. Besides all the explained properties, TCP has also the advantage of traversing through firewalls and NATs, a common issue in UDP, altogether turning TCP into a dominant transport protocol for video services [17] .
Multipath support. Sharma et al. [4] proposed MultiPath LOss-Tolerant (MPLOT) protocol based on SACK-based TCP and cumulative ACK. A framework, named Hybrid-ARQ (HARQ)/FEC, is defined for MPLOT. Based on HARQ/FEC, MPLOT is using adaptive FEC proactively and reactively instead of high retransmissions to recover losses. Proactive FEC (PFEC) packets are used to recover losses and when PFEC packets in a block are not enough to recover lost data, then Reactive FEC (RFEC) packets need to transmit. This method leads to goodput improvement and decreased recovery latency in high lossy channels [88] . Regarding packet scheduling, paths in MPLOT are categorized into good and bad paths. The channels with ranks higher than a threshold (median rank) are categorized as good paths. Ranks are calculated based on network parameters, such as congestion window, PLR and RTT. MPLOT provides an uncoupled congestion control which means each path has its own congestion control. ECN is used to find congestion losses (from faulty/lost channels) and to change the congestion window size. However, MPLOT is deployed for wireless mesh networks and it is not easily expendable on the Internet due to scalability and compatibility issues. The authors assume that a buffer is enough to compensate out of order delivered packets, which are important in video quality [88] , [167] . Moreover, the approach is using a CBR coding scheme, which decreases the performance when the path quality decreases sharply [88] .
3) DCCP: Datagram Congestion Control Protocol (DCCP) [168] is a transport protocol standardized by IETF in 2006. Here, firstly, we provide an overview of DCCP, such as data transmission process, and its properties. Then, we discuss one surveyed work that is based on this protocol.
DCCP overview. DCCP is designed to use a single path for data transmission providing bidirectional and unicast data delivery. Regarding data transmission process, DCCP uses sequence numbers. Therefore, the client can detect losses and inform them to the sender by ACKs. There is no retransmission method and in-order data delivery. In addition, there is an ability for feature negotiation before or during transmission, such as ECN capability, ACK ratio, and congestion control mechanism.
DCCP has different congestion control mechanisms that are represented by Congestion Control IDentifier (CCID), for example, CCID2 and CCID3. CCID2 has a TCP-like Congestion Control. Thus, the sender has a congestion window and sends data until making the window full. Both dropped packets and ECN trigger the congestion algorithm and halve the congestion window. Acknowledgments contain a list of received packets within some window, like Selective Acknowledgements (SACK)-based TCP. Therefore, CCID2 [169] provides quick access to available bandwidth and deals with quick bit rate changing [168] , [102] . CCID3 [170] provides TFRC. CCID3 responds to congestion smoothly and maintains steady bit rate [168] , [102] .
A comparison among UDP, TCP and DCCP variants (CCID2 and CCID3) for transferring MPEG4 video, shows that DCCP provides higher throughput and less packet loss compared to UDP while UDP supplies much less delay and jitter. Finally, DCCP comes up with the best QoS compared with TCP and UDP transport protocols over congested network [171] . However, since subjective results in the work [161] shows stalling caused by TCP is preferred over distortion caused by UDP for VoD streaming, DCCP without retransmission may also suffer from video distortion and may not outperform TCP and UDP for VoD in terms of QoE.
Multipath support.
In our surveyed works, Huang et al. [102] proposed a Multipath Datagram Congestion Control Protocol (MP-DCCP) for supplying a multipath transmission to DCCP. In MP-DCCP, each link has its own DCCP connection, which means that each link can maintain its own congestion control window, sending rate adjustment and CCID. The proposed schedule scheme in MP-DCCP is called QoS-aware Order Prediction Scheduling (QOPS). QOPS assigns important frames, such as I-frames into paths with less Packet Loss Rate (PLR). Besides, QOPS predicts the order of packets at the receiver side by estimating the path latency to deal with the out-of-order problem. Based on the final results, among the congestion control algorithms defined in DCCP standard, conjunction of CCID3 to MP-DCCP is recommended due to its steady transmission.
4) MPTCP:
Multipath TCP (MPTCP) [172] , [173] is a prominent protocol for multipath transmission developed at IETF since 2009. MPTCP has been implemented in the Linux kernel [174] , and also as an experimental kernel patch for FreeBSD-10.x [175] . Industry has also adopted MPTCP on smartphones [176] , [177] . Two major deployments are voice recognition (SIRI) application [178] since 2013, and for any application on iOS11 [179] . Another major MPTCP deployment in high-end Android smartphones (e.g., Samsung Galaxy S6 and Galaxy S6 Edge smartphones) relies on network-operated SOCKS proxies, reaching bandwidth of 1 Gbps by KT Corporation, in Korea 2015 [180] . In the following, we first provide an overview of MPTCP. Then, we discuss performance problems. Finally, we survey relevant works based on this protocol.
MPTCP overview. MPTCP was designed to use multiple paths for data transmission. In particular, MPTCP establishes multiple subflows for a single MPTCP session. A subflow is a TCP flow over an individual path and looks similar to a regular TCP connection. Besides, there is a MP CAPABLE option to identify that the connection is MPTCP rather than TCP. Further, a token is associated to the MPTCP session. This token is used for subflows to add to this particular session. In MPTCP, application layer sees MPTCP connections as unique, as shown in Figure 10 . Therefore, sender's transport layer packetizes data to TCP packets and receiver's transport layer reorders and recreates the byte stream without application layer knowing about it. As a result, application layer stays unmodified and a standard socket API is used.
Regarding data transmission process, each packet contains two sequence numbers: the Subflow Sequence Number (SSN) to lost detection and an additional Data Sequence Number (DSN) to reconstruct the original data at the receiver. MPTCP also utilizes ACKs for subflow and connection level. SACK/Cumulative ACKs are used at subflow level and DSNACKs are used at connection level [144] . For data transmission protection, MPTCP uses retransmission mechanism as in regular TCP. Besides, in the case of packet loss over a subflow, retransmission could be over another subflow.
Default MPTCP uses coupled congestion control (each MPTCP connection has its own congestion control) to avoid an unfair TCP connection. This algorithm provides better congestion balancing than just using TCP congestion control over each subflow (uncoupled) [181] , [182] because MPTCP over regular TCP connections could behave unfairly.
A shared MPTCP receiving buffer is used at the receiver side to receive and reorder packets of different paths [78] . In other words, there is a single window shared by all subflows at the receiver side.
Because in multipath approaches, packet scheduling strategy has an important role, there are different strategies introduced for MPTCP. Performance comparison of scheduling methods for multipath transfer is analyzed in [125] and different schedulers are implemented and evaluated in [183] for MPTCP. Default MPTCP packet scheduling strategy selects the packets in First-In First-Out (FIFO) order and maps them to the different paths according to RTT-based policy.
MPTCP supports middleboxes and is compatible with the current network infrastructure [144] . This is due to this fact that SSN contains a consecutive sequence number for each subflow packet. Therefore, it can pass through middleboxes [184] . However, in case of conflict, MPTCP handles middleboxes by fallback to the regular TCP [185] . Moreover, MPTCP provides resilience, mobility and load balancing [160] .
Performance challenges. Studies in [186] and [125] show that MPTCP presents performance issues most critically in the case of heterogeneous paths. The reasons of MPTCP performance limitations are discussed below:
• Out-of-order packets: MPTCP suffers from out-of-order packet problem. A comparison between Single Path TCP (SPTCP) and MPTCP in [118] shows that SPTCP outperforms MPTCP when paths are heavily imbalanced in terms of throughput. MPTCP operates poorly in this case due to a large number of out-of-order delivered packets. Such imbalance throughput could also happen frequently in the case of using 5G network simultaneously with other wireless networks. In our surveyed works, the approach proposed in [118] introduced a dynamic MPTCP path control to remedy out-of-order problem.
• HOL blocking due to ARQ mechanism: Using ARQ mechanism by MPTCP causes frequently HOL blocking problem, even more than a single TCP connection [78] . As previously explained in Section I, HOL incurs large End-to-End delay and low performance. In our surveyed works, the proposed approaches in AD-MIT [103] , [104] , [105] and [106] attempted to solve the retransmission problem in order to decrease End-to-End delay.
• Frequent throughput fluctuation and unnecessary fast retransmission: MPTCP uses AdditiveIncrease/Multiplicative-Decrease (AIMD) congestion control algorithm to set congestion window sizes. The problem is that AIMD causes frequent throughput fluctuation and significant End-to-End delay [103] , [187] . For example, out-of-order packet delivery, which is common in multipath transmission, and losses, which could be wireless loss and not congestion loss, could trigger unnecessary fast retransmission, which impacts undesirable reduction in the size of congestion window and waste useful bandwidth [144] . In our surveyed works, ADMIT [103] considered the packet loss differentiation to mitigate this problem.
• Content-agnostic traffic scheduling: In MPTCP, availability of multipath connections is unknown to the application. Therefore, MPTCP is unaware of application information and video content features. The approaches proposed in [78] and [117] introduced cross layer solutions to access the video content and deadlines, respectively.
• Fully reliable and ordered service: MPTCP is an extension of TCP protocol with inherited fully reliable and ordered services, which are not required by video streaming. In our surveyed works, there are some efforts [104] , [105] , PR-MPTCP + [106] applying the concept of partial reliability in MPTCP for real-time video delivery. This concept avoids retransmission for acceptable loss rates and provides partial reliable video data transmission to the upper layers [104] , [105] , [106] . Partial reliability leads to improved network performance parameters (e.g., delay, bandwidth), and consequently, better QoE [104] .
Improved scheduling mechanisms. There are several proposals to improve MPTCP regarding the above mentioned problems through scheduling functions that define the multipath decision. Next, we briefly review them and next we provide more details. Cross layer works to adapt application/network layer protocols with MPTCP (e.g., [117] , [78] and [118] ) will be presented later in Section IV-D.
Wu J. et al. proposed quAlity-Driven MultIpath TCP (ADMIT) protocol [103] for streaming high-quality mobile video with multipath TCP in heterogeneous wireless networks. ADMIT is an extension of MPTCP with inheriting basic mechanisms from it, including coupled congestion control, the same connection, subflow level acknowledgments, and retransmission mechanism. The authors claimed that ADMIT is the first MPTCP scheme that incorporates the qualitydriven FEC coding and rate allocation to mitigate End-toEnd video streaming distortion. The proposed FEC Coding in ADMIT, adaptively chooses FEC redundancy and FEC packet sizes according to the network situations (e.g., RTT, bandwidth and, packet loss rate) and delay constraint. This adaptive FEC coding leads to remedy the shortcomings of packet retransmission (e.g., serious delay and performance degradation [86] ) by protecting video data. Besides that, the proposed rate allocator algorithm is responsible for load balancing. ZigZag scheme [163] is also used in ADMIT. ZigZag has high effect on the FEC coding and rate allocator results due to distinguishing congestion losses from wireless losses. Finally, packet scheduling strategy maps FEC packets to the different paths according to the rate allocation vector. However, there is no mechanism to ACK for reconstructed lost packets in FEC unit. Therefore, the ADMIT protocol keeps sending retransmissions of the lost packets until receiving the ACK. Besides, the packet scheduling strategy is not aware of the frames different priorities. Another problem is that all packets of the Group of Pictures (GoP) and redundant packets must be received before the GoP frames are processed. Each video unit may consist of several packets and it may also depend on other units.
The works [104] , [105] , and PR-MPTCP + [106] apply the concept of partial reliability in MPTCP. These works demonstrate that capability of partial reliability for MPTCP outperforms the default MPTCP for real-time video streaming. As a comparison among these works, one can note that the approach in PR-MPTCP + [106] defines that switching between MPTCP and partial reliable capability occurs dynamically based on the network situation. However, in [105] , partial reliability is only activated in the initial handshake, and there is no explanation about how switching occurs in [104] . Besides, the works in [104] and PR-MPTCP + [106] used old versions of MPTCP. Finally, these works defined different methods for applying partial reliability, which are explained in more details below.
Diop et al. [104] introduced QoS-ORIENTED MPTCP in order to improve QoS in terms of End-to-End delay. In this work, two QoS-aware mechanisms are implemented with the concept of partial reliability in MPTCP for interactive video applications. The first one, MPTCP-SD (selective discarding), eliminates the least important packets (B-frames) at the sender side. This could decrease the network traffic and avoid latency and loss of I and P frames. The capability of gathering priority information for MPTCP is implemented by using Implicit Packet Meta Header (IPMH) interface [188] .
In the second mechanism, a time-aware policy is used. In MPTCP-PR (time constrained partial reliability), delay of each queued packet on the receiver side is calculated and whenever it gets close to a time limit (400 ms), packets are sent to the application, and acknowledge would be sent for the missed packets. In addition, delivered packets after a specific time limit are considered as losses, but acknowledgments are sent for them to the sender. The results show that MPTCP-SD provides better video QoS than MPTCP-PR and MPTCP.
Another MPTCP Partial Reliability extension is introduced in [105] to provide different required reliability level and recommended for video streaming. There is a threshold for the maximum number of retransmission attempts, or maximum delay of transmission for each packet. In this approach, the sender and receiver negotiate about partial reliability function in the initializing phase. During data transmission whenever a packet exceeds the defined threshold, the sender informs it to the receiver. Therefore, the receiver will not wait anymore to receive that packet. Consequently, the receiver will send a forced acknowledgment and sender eliminates that packet from its buffer similar to the time the packet delivered successfully. The forced acknowledgment also shows losses and congestion in the network and triggers the congestion control algorithm.
Cao et al. [106] proposed Context-aware QoE-oriented MPTCP Partial Reliability extension (PR-MPTCP + ). In this work, sender monitors network congestion and receiver buffer blocking to determine when it should enable partial reliability. In order to detect network congestion, a function of RTT for each path is proposed and to detect the buffer blocking, advertised receiver window (rwnd) is used. In the case of a congested network, only the packets with enough deadline to play would be sent and the packets with the highest priority could be retransmitted. In particular, in this work, the concept of context is used to refer to the video content where I-frames have the highest priority. Whenever buffer blocking is detected, a subset of paths are adaptively selected based on their quality (e.g., bandwidth). The approach switches to the full MPTCP mode (standard MPTCP) when there is no buffer blocking. Authors of PR-MPTCP + demonstrate that this method outperforms the proposed approach in [104] in terms of video performance metric.
5) SCTP and CMT (extension of SCTP):
The first SCTP specification was published in the now obsolete RFC 2960 [189] in 2000 and then it was updated in RFC 3309 [190] and RFC 4460 [191] . The current protocol specification is in RFC 4960 [192] containing updates and standardized by IETF in 2007. SCTP provides multihoming, multistreaming, and there is support for SCTP by different operating systems and platforms (e.g., FreeBSD, Linux and Android). Here, firstly, we have an overview of SCTP, such as data transmission process, and SCTP properties. Then, we indicate performance limitations. Finally, we discuss the surveyed works that are based on this protocol. SCTP overview. SCTP is a message-oriented protocol like UDP and supports reliability by using congestion control and retransmission like TCP [192] . Default SCTP uses one path as a primary path for transferring data packets, and other paths are used for redundancy transferring (retransmission and backup packets). Redundant paths are used to have more resilience and reliable data transferring than using only a single path. In particular, SCTP sets up an association with different IP addresses for each end host [193] . Association, in SCTP, refers to the connection between SCTP end hosts.
SCTP provides multistreaming capabilities that reduce the HOL blocking problem. In SCTP, each stream is a subflow within the overall data flow, where multistreaming refers to the simultaneous transmission of several independent streams of data in an SCTP association. SCTP multistreaming works by adding stream sequence numbers to the chunks of each stream. Sequence numbering guarantees the in-order packet delivery inside a stream while unordered delivery can happen across streams. Therefore, arrived data of a stream can be delivered to the application layer even if other streams are blocked because of losses. Default SCTP also uses another sequence space called Transmission Sequence Number (TSN) for each chunk -the unit of information within an SCTP packet [192] . TSN is global for all streams with the goal of lost detection and reconstructing the original data at the receiver. Besides, SACK/Cumulative TSN ACK are leveraged as acknowledgment methods. Cumulative TSN ACK is a field of SACK to acknowledge the TSN of the last successfully received DATA chunk to the sender. For data transmission protection, SCTP uses a retransmission mechanism upon two types or events. First, whenever RTO expires. Second, after four SACK chunks have reported gaps with the same data chunk missing. Besides, SCTP uses uncoupled congestion control, and a shared buffer is used for all paths on the receiver side.
SCTP performance limitations. SCTP presents performance limitations in heterogeneous paths and it is challenging to adopt it for video streaming:
• Applications modification requirement: SCTP requires distinct socket API and applications modifications [184] .
• Lack of support in middleboxes: SCTP suffers from lack of support in middleboxes [184] .
• Frequent primary path exchange: SCTP is slow due to frequent primary path exchanges in case of failure. In SCTP, the process of path primary exchange takes a long time [109] by, for example, detecting 6 lost packets. In SCTP, a packet is recognized as lost if the sender does not receive ACK at a specific time of RTO. RTO is set to 1 second at the start and after each lost detection, it doubles. Finally, the minimum time to change the path is 63 seconds. Therefore, the process of path primary exchange takes a long time and causes a high delay. This issue is considered in the works, [107] , [108] , and SRMT [109] .
• Lack of load balancing support: Default SCTP is not load balancing over multiple paths. Load balancing is an important factor in multipath transmission. Several efforts have been done to add capability of bandwidth aggregation to SCTP, and also adapting this protocol for video streaming. This issue is considered in the surveyed works, CMT-DA [111] , CMT-CA [112] and CMT-QA [76] .
• Unnecessary fast retransmission: Out-of-order packet delivery and wireless losses could trigger unnecessary fast retransmissions, decrease goodput sharply, and consequently mitigate transmission efficiency [76] . This issue is considered in the surveyed works, CMT-DA [111] , CMT-CA [112] and CMT-QA [76] .
• Content-agnostic traffic scheduling: While considering video content features in scheduling strategy could improve the QoE and network utilization, default SCTP scheduling treats in a content-agnostic fashion. This issue is considered in the surveyed work, CMT-CA [112] .
• Fully reliable and ordered service: SCTP is a fully reliable and in order protocol, which is not required by video streaming. In our surveyed works, PR-SCTP [110] applied the concept of partial reliability in SCTP for realtime video delivery. Improved scheduling mechanisms. There are several approaches to improve SCTP to solve the above mentioned problems and provide video streaming over this transport protocol. We briefly mentioned them and next, we provide more details.
To reduce the explained problem of longtime primary path exchanging in SCTP, Kelly et al. [107] proposed a delaycentric strategy to set the primary path based on the lowest End-to-End delay and RTT. The solution improves quality, but using this adaptive primary path selection in the lossy wireless environment makes the SCTP slow due to frequent path exchanges. This approach does not use the full ability of all paths and uses the primary path for data transmission and secondary paths as backup.
A more stable solution based on SCTP is in [108] . The authors defeated with packet loss by proposing a selective bicasting method. Therefore, instead of sending the same data through two different paths (bicasting), which would lead to significant congestion and reduce the throughput, the selective bicasting method duplicates only important packets. These important packets are retransmissions. However, this approach has not defined sensitive data, like I-frames, as important packets.
Da Silva et al. [109] proposed a Selective-Redundancy Multipath Transfer (SRMT) scheme. In this approach, the primary path is used to transfer data and secondary paths are used to send redundant packets, which have more priority and stronger delay limitation. These redundancies mitigate degradation QoE. There are two key factors for packet selection over secondary paths. The first one is the amount of redundant packets to be transferred, which is calculated based on smooth Round Trip Time (sRTT) of the primary path and the maximum delay tolerated by the application. The second one is the selection of packets, which have to be sent redundantly based on the importance of packets for reconstructing the video (a content-aware approach). For example, I-frames have the highest priority and among the Iframe packets, the initially ordered ones have more priority than others. P-frames are the next and the lowest priority is for B-frames. Duplicated packets on the receiver side would be discarded. SRMT uses the default SCTP handover scheme to avoid HOL problem.
In order to make reliable SCTP protocol flexible for video streaming, the Partially Reliable SCTP (PR-SCTP) extension was firstly defined in [194] , and later additional policies were specified in [195] . Similar to the explained concept of partial reliability for MPTCP in Section IV-B4, PR-SCTP introduced some policies for choosing reliability level. PR-SCTP supports choosing the retransmission policy by using either a maximum number or a time for retransmissions, and after that, the packet will not be retransmitted anymore. PR-SCTP shows benefits for time-sensitive applications involving video and audio streaming [196] . In our surveyed works, the proposed approach in [110] utilized the partial reliability services of PR-SCTP for real-time H.264/AVC video streaming. H.264/AVC has a Network Adaptation Layer (NAL) feature, which is a layer of abstraction over the actual encoded data. NAL header contains decoding parameters and its level of importance for decoding. This information is used by PR-SCTP to decide the number of retransmissions for each I, P and B-frames. A probabilistic model is developed to find optimum values for the maximum number of retransmissions for different types of frames in order to provide a trade-off between reliability and delay. Retransmissions are over the secondary paths. The result shows that the proposed solution outperforms UDP and TCP.
Another extension solution of SCTP is Concurrent Multipath Transfer (CMT) [197] . Most CMT solutions use all the available paths simultaneously for data transferring to increase the throughput and network resiliency. There are many schemes developed based on CMT, such as CMT-DA [111] , CMT-CA [112] and CMT-QA [76] . Among these works, CMT does not use any path selection method and uses Round Robin for data distribution. Using Round Robin for CMT not only increases out-of-order delivery, and HOL blocking at receiver, but also increases SACK overhead and additional unnecessary retransmission. CMT evolved to perform better estimation of the network situation and choosing qualified paths for data transmission in CMT-QA [76] , CMT-DA [111] and CMT-CA [112] . CMT-CA [112] is also fed with video content properties besides the network situation. These works are also different in designing of congestion control and retransmission mechanism. More details will be presented in Section VI-A.
Xu et al. [76] proposed a path and quality-aware adaptive concurrent multipath transfer (CMT-QA) approach for packet scheduling over network channels. The goal of this scheme is decreasing out-of-order problem by reducing the unnecessary fast retransmissions and reordering delay. To achieve this target, a path quality estimation model (PQEM), an Optimal Retransmission Policy (ORP) and Data Distribution Scheduler (DDS) are introduced. PQEM calculates each path quality by estimating the rate of the distributed data, which is a function of sending buffer size and transmission delay. In PQEM, the shared sender buffer is divided into subbuffers. Each path has its own subbuffer and management independently and the allocation of buffer space size is dynamical. ORP handles packet loss differentiation and retransmits the lost packets over faster paths. DDS predicts the arrival time of data distributed over each path, and determines the amount of data to be transferred based on the congestion control parameters including cwnd, rwnd and sender buffer size. Therefore, DDS distributes data per path in the way that they arrive to the receiver in order. SACK is used for acknowledgment method. However, the approach does not concern TCP fairness toward other traffic flows [119] and it is not appropriate for video due to the lack of use of video content parameters.
Wu et al. [111] proposed a distortion-aware concurrent multipath transfer (CMT-DA) scheme and claimed that this approach was the first work to introduce the video distortion into SCTP for enhancing HD video quality in heterogeneous wireless environments. The goal of this approach is decreasing video distortion by mitigating the effective loss rate for variable bit rate video streaming. To achieve this goal, three main methods are proposed: path status estimation and congestion control, flow rate allocation, and data retransmission control. CMT-DA estimates path situations (e.g., RTT and available bandwidth) by processing ACK feedbacks, and applies a distortion-aware model at the flow level to schedule the packets. Aggregated feedback packets are sent after each packet delivery. The used SACK/Cumulative ACK feedback packets return to the sender through the most reliable paths to avoid losing or dropping during the network transmission. In addition, the congestion control is designed per path and defined parameters are RTT, cwnd and RTO. ECN detects path congestion and changes the congestion window size. The rate controller is proposed to choose a subset of paths dynamically and assign data transmission rates. The data retransmission control is defined to retransmit the packets which are estimated to arrive at the destination within the deadline. However, only flow level distortion consideration without analyzing frame priority and decoding dependency of frames is not adequate for video streaming.
In another surveyed work, Wu et al. [112] proposed a content-aware CMT (CMT-CA) scheme and claimed this approach was the first SCTP to incorporate the video content analysis into the scheduling for enhancing HD video quality in heterogeneous wireless environments. The goal of CMT-CA is to accurately estimate the video content parameters and appropriately schedule the video frames to achieve the optimal quality. To achieve this goal, three main methods are proposed: quality evaluation based decision making, congestion control, and data distribution. Quality evaluation based decision making estimates network situation and frame level distortion. Further, these pieces of information are used for packet scheduling. Similar to what explained for CMT-DA, SACK/Cumulative ACK feedbacks are used for path situation estimation and they are sent after each packet delivery through the most reliable paths. The congestion control for CMT-CA is designed per path, Markov model-based (MDP), and is TCP-Friendliness. Congestion control parameters are RTT, cwnd, RTO and ssthresh. ZigZag scheme [163] detects path congestion and MDP changes the congestion window size. Data distribution is responsible for packet scheduling and different transmission is applied for I and P frames. Therefore, high priority frames can be transmitted first, which helps to decrease video distortion. Besides that, the proposed algorithm drops the video frame if its parent frame cannot be delivered due to bandwidth restriction. Therefore, this algorithm conserves network resources. Besides the proposed methods, CMT-CA also utilizes similar data retransmissions methods designed in CMT-DA. For example, SACK [165] , which provides a list of correctly/incorrectly received packets to the sender, and cumulative ACK, which informs the last successfully received packet to the sender.
C. Network Layer Approaches
Video streaming approaches focusing on the network layer have access to the IP level and to useful information in multipath scenarios, such as network, routing and data forwarding information. In addition, network layer multipath approaches take care of data spread over different interfaces without the application awareness about this process. The biggest challenge of these solutions is that they generally require network changes, new infrastructure or modifications in the kernel of operating systems. Our surveyed works are categorized into two groups based on the required network technologies: SDN/OpenFlow-based and Proxybased approaches. Theses surveyed works will be discussed in this subsection. Table III presents each category.
1) SDN/OpenFlow:
Software-Defined Networking (SDN) is a network architecture based on a logically centralized control plane [23] and programmatic abstractions (e.g., OpenFlow) to define the behaviour of the forwarding devices (e.g., routers, switches). SDN controllers gather network information including capacity and packet loss rate of links in real-time and dynamically change routing paths based on the network situations and policy definitions. In this survey, we leave out of scope the topic of how paths are computed. We only cover relevant works on refactoring and modifying the networking stack on Android and Linux devices to be able to use multiple network interfaces simultaneously in [67] , and we also discuss SDN feedback approach for path decision actions, as proposed by MARS [81] .
Yap et al. [67] explored how to make use of all the available networks around us. The approach provides a seamless HTTP connectivity on heterogeneous networks. In this approach, to transfer data from one application over multiple interfaces, the application uses one IP source address. Then, the networking stack spreads data over multiple interfaces and assigns an IP address for each one. This was implemented by using a virtual Ethernet interface to connect the application, with its local IP address, to a special gateway inside the Linux kernel. This gateway combines multiple interfaces together without the application knowledge. To implement the solution, the authors re-factored the networking stack connectivity service of the Android kernel and added a controller Open vSwitch (OVS) in the kernel of the mobile devices. OVS has an OpenFlow interface and can utilize flow table entries. Therefore, controller and OVS helped to route and re-route the flows and packet controlling.
The goal of Multiple Access Radio Scheduling (MARS) [81] is solving out-of-order problem and reducing the End-to-End delay. MARS is implemented on separate TCP connections. The authors used SDN for flow aggregation and flow splitting, and also designed a scheduling scheme, named MARS, which is based on relative RTT measurement (which will be explained in Section V-C). The relative RTT is calculated each fixed period of time to make sure it is always valid. Accordingly, the low-latency paths are chosen for data transmission. In MARS, the controller calculates bandwidth and RTT of each path, and notifies them to the sender. The sender can also inquiry such information from the controller. This information would be used in scheduler to split video blocks into several paths. These flows combine on edge router close to the client for one-interface receiver, but it can also work for the receiver with two interfaces. However, the approach considers neither packet loss for path quality calculation nor priority of video data units.
2) Proxy solutions:
It is possible to use proxy at one side (client/server) or at both sides. Using proxy at one side hides multipath transmission from the other side. In the case of using proxy on both sides, each endpoint communicates with the proxy via a normal connection without awareness of the multipath communication. In proxy-based applications, a tunneling IP-in-IP mechanism (to encapsulate one IP packet as a payload in a new IP packet) is used to redirect data to different paths over routing level. Consequently, proxy-based approaches are transparent to both transport and application layers and do not require any changes in them [8] .
Chebrolu et al. designed a network layer architecture, Bandwidth Aggregation (BAG) [113] , to utilize bandwidth aggregation for real-time applications. In BAG, server streams video data to the client by using a UDP socket. In particular, there is a proxy at the client side, which is aware of client interfaces and splits flow over these network interfaces by using IP-in-IP tunneling (see Figure 11 ). The proposed scheduling algorithm, Earliest Delivery Path First (EDPF), estimates the delivery time of each packet over each path and spreads packets over the fastest path in order to avoid packets from missing their deadlines and minimizing packet reordering. Delay and wireless bandwidth between the proxy and the client are used for delivery time estimation. As a result, EDPF is more efficient than Round Robin in avoiding HOL [8] . The advantage of using proxy at the client side is that no change is required at the server side [8] .
D. Cross Layer Approaches
Although it is possible to estimate throughput or bandwidth and other network parameters at the application layer, they are not as accurate as the transport or network layer measurements. Different layers have different knowledge levels. For instance, the application layer is aware of video features, player buffer and deadlines. The transport layer is able to calculate the bandwidth and RTT, and it also has a congestion control mechanism. The network layer accesses IP level and routing paths, and the link layer has wireless parameter access. Therefore, the interaction between different layers has the benefit of utilizing the advantages of different layers by signaling messages among them. This interaction is known as cross layer and was epitomized in the Transport Services (TAPS) working group by IETF [160] . Mostly, lower layers gather network information and feed them to higher layers [8] .
In cross layer approaches, usually application layer or transport layer becomes the main layer. The main layer could decide a path for data transferring and manage load balancing or apply a method to save energy. The main layer could even change other layers behaviors. For example, application layer could change the TCP window size in order to control throughput, modifies routing tables, disconnect and reconnect the interfaces to manage failure or energy saving [8] .
Therefore, we categorize our surveyed works into two groups: decision by application layer, and decision by transport layer, depending on which layer can be considered the main one, as discussed further in this subsection and summarized in Table III . 1) Application Layer Decision: Corbillon et al. [78] proposed a cross layer approach with interaction between application and transport layer. In this approach, an adaptive mechanism is used to select the segments on application layer and MPTCP is used as transport protocol. The main goal of this approach is to maximize the amount of data that is received on time to destination. Therefore, it utilizes the benefit of being application aware to estimate playback deadline and it only sends the video units that have chance to arrive in time. As there is no cross layer feedback available in MPTCP, it is assumed that such a feedback exists and can be used. The feedback should indicate which path should be selected by MPTCP to send the next packet and only after that the cross layer scheduler would give MPTCP the data to send on this selected path (only one packet at a time). Therefore, the scheduler, which is content-aware, can decide if and when a video unit is given to the transport layer.
Ojanpera et al. [114] proposed a cross layer approach with interaction between application and network layer. The goal of this approach is to improve quality and availability of video streaming. The approach utilizes DASH to provide transparently bit rate adaptation support and MPTCP with default settings (coupled congestion control and default scheduling strategy) to provide multipath transmission capability. As explained in Section IV-A2, rate adaptation method available in DASH system could perform more efficiently if it could access accurate network information. Therefore, in this work, a network management system, built upon the Distributed Decision Engine (DDE) framework, is proposed. DDE provides network information, including QoS, load, and capacity. Consequently, the client is adjusted to support DDE in order to incorporate the gathered network information into the bit rate adaptation decision in order to cope with changes in the network available bandwidth. Then, the MPTCP scheduler on the server side is responsible for mapping data on the different paths. For achieving network load balancing, the operator network management (of DDE) can dynamically disable the access network for the client by DDE signaling. MPTCP reacts to the event by stopping the usage of the corresponding path and mapping the traffic to other available paths. Finally, the results of the work show that using more network information for client bit rate adaptation decision outperforms standalone throughput-based by improving the stability of the video.
Wu et al. [115] developed a model, Goodput-Aware Load distribuTiON (GALTON), in application-network layer. GAL-TON optimizes the goodput performance of video streaming over multipath networks. Goodput is an application level throughput, a key parameter for video QoS and refers to the successfully received data at the receiver within the deadline. In GALTON, the receiver monitors network status (e.g., available bandwidth, RTT, PLR) and informs this information to the sender via feedback. The sender estimates the path quality based on the reported network information and detects congested paths by ZigZag scheme. There is also a proposed flow rate allocator which is responsible for partitioning flows to several subflows and assigning them to the available paths to optimize the aggregated goodput. It is also responsible for performing load balancing. Then, packets scheduled to the same path would be spread out within imposed deadline through the UDP connections. Besides that, scheduler adjusts probe rate and probing packet sizes dynamically over the congested paths.
Wu et al. [116] proposed a flow rate allocation-based Joint Source and Channel Coding (FRA-JSCC) approach in an application-physical layer. Joint Source and Channel Coding (JSCC) is an efficient solution for improving error-resilient in wireless video transmission. Therefore, in this work, JSCC is optimized to a FRA-JSCC for mobile video broadcasting in multipath networks. In FRA-JSCC approach, three main methods are proposed. First, FEC redundancy estimation to protect video data against channel losses. Second, source rate adaptation based on the calculated encoding rate. The encoding rate is concerned because high encoding rate makes more channel distortion and imposes high delay due to heavier load and network congestion. On the other hand, low encoding rate cannot provide the video delay requirements. Third, flow rate allocation is responsible to dynamically select the appropriate paths out of all available access networks and assign the transmission rates to them based on Weighted Round Robin (WRR) scheduling strategy.
2) Transport Layer Decision: Han et al. [117] proposed MP-DASH framework, with overall goal of enhancing MPTCP to support adaptive video streaming (DASH) under userspecified interface preferences. For this goal, MP-DASH is designed as a cross layer approach with interaction between application and transport layer. In order to implement MP-DASH two components are designed: MP-DASH scheduler, and MP-DASH video adapter, as shown in Figure 12 .
MP-DASH scheduler is implemented with MPTCP scheduler with knowledge of network interface preferences from the user and aggregated throughput. MP-DASH video adapter component, which is a lightweight add-on, is implemented to integrate the MP-DASH scheduler with DASH rate adaptation. Video adapter exchanges information between video player and MP-DASH scheduler (segment sizes and deadlines from video player to MP-DASH scheduler, and throughput from MP-DASH scheduler to the video player). This way, DASH algorithms becomes multipath friendly and MP-DASH scheduler becomes aware of delivery deadline. Besides that, MP-DASH splits the MP-DASH scheduling functions into two parts: decision function on the client, and enforcement function on the server. Decision function determines how to manage paths based on information from video player (e.g., segment sizes and deadlines), and enforcement function operates the decisions. The knowledge of network interface preferences is used to reduce cellular data usage while maintaining video QoE. Therefore, the approach starts data transferring with WiFi link and checks WiFi throughput dynamically to see if it is sufficient. If WiFi cannot deliver data before deadline time, the cellular network should be enabled. The results of the work show cellular usage reduced up to 99%, and radio energy consumption reduced up to 85% compared with the default MPTCP.
The work in [118] proposed a dynamic MPTCP path control using Software-Defined Networking (SDN) (which makes cross layer approach of transport and network layer). The goal of the approach is to cope with out-of-order delivered packets to speed up download rate and improve video QoE in ABR streaming. In this work, the authors show the feasibility of using SDN platform regarding MPTCP. The SDN controller monitors information and estimates path capacity. Then, the SDN controller communicates periodically with the SDN clients to inform which paths are the best. The SDN platform on the client side removes poor and low capacity links because poor links increase the MPTCP reordering queue size. The removed paths attach again when they return to the proper capacity. Throughput measurement is used to find the available path capacity. It also may consider other multiple factors, such as RTT and delay to compute the best paths depending on the applications (e.g., video, VoIP or web surfing). Therefore, SDN application dynamically selects the proper paths and adjusts the number of paths in real-time. The evaluation shows that dynamically switch between MPTCP and SPTCP increases download time. In addition, the results of DASH implementation over the proposed dynamic MPTCP path control shows less bit rate change and rebuffering than without dynamic MPTCP path control.
Cross-layer fairness-driven SCTP-based CMT solution (CMT-CL/FD) approach [119] is a path quality-aware approach over CMT. In CMT-CL/FD, cross layer evaluates path quality by using loss rate information in effective signal-tonoise ratio (ESNR) (which is calculated at the link layer), and bandwidth or transmission rate information (which are estimated at the transport layer). ESNR is an upgrade calculation for signal-to-noise ratio/noise ratio (SNR) to evaluate wireless communication quality because the default SNR method has some shortcomings. For example, SNR is not accurate in realtime communication, and is not able to capture co-channel interference, frequency-selective fading and signal multipath effects [198] . Then, CMT-CL/FD distributes data intelligently over different paths depending on their estimated quality. A loss-cause dependent retransmission (RTX) policy is also introduced to distinguish wireless loss from congestion loss. Consequently, in case of congested network, cwnd is changed and retransmission occurs (as explained in Section IV-B5). Finally, this proposed approach mitigates reordering, losses, and consequently decreases HOL problem. However, none of these works use video content features for the scheduling strategy.
V. SCHEDULING, RESILIENCE, AND PATH SELECTION
A key characteristic of video data is that, based on the en/decoding technology, packets may have unequal importance (e.g. I-frames vs P-frames). Considering the importance of each packet, different error protection levels can be applied. In addition, packets can be sent over different network paths based on paths quality to meet real-time deadlines, increase reliability, minimize out-of-order packet delivery, circumventing path heterogeneity issues [8] , as discussed in Section 4. Therefore, wirelesss multi-path video scheduling strategies need to consider, at least, three main functional aspects; packet selection, packet protection and path selection.
We now revisit the works surveyed in Section IV through the new classification presented in Tables V, VI , VII, and VIII based on the following questions:
• Which packet should be sent next?
• How to protect the packet?
• Which is the best path to send the packet?
A. Which packet should be sent next?
One important scheduling task is selecting the next packet to be sent. Content awareness and video distortion at frame level are key features to select the proper packets. These [78] Y
features will be discussed in this subsection. Tables V, VI, VII, and VIII present each category related to the protocol layer. Note that, generally, ABR approaches rely on HTTP and separate TCP connections do not consider each one packet for data transmission and proper path for a DASH segment/subsegment need to be determined instead of packet (e.g., [91] , [3] , [93] , [97] , [98] , [99] , [71] ). However, when using MPTCP for HTTP-based ABR video, the MPTCP scheduler performs its own transport-level scheduling for the received DASH data stream.
1) Content Awareness:
Considering video content features in the scheduling strategy helps to define the priority of each packet, and subsequently choose the frame packets with higher priority to send it first or via more qualified paths. In video streaming, some frames have higher effect on video quality, and large frame inter-dependency. For example, I-frames have highest priority among other frames. These strategies are generally referred to as content-aware scheduling strategies. In addition, a content-aware scheduling strategy could use stronger packet protection for higher priority packets than the less priority packets, for example, by applying adaptive FEC, which will be explained in next subsection. On the other hand, if the scheduler is unaware of the video content features, the sending buffer would transmit data packets in the same order as they arrived in the buffer (FIFO) without considering the priority of packets (e.g., MPTCP scheduler).
Video content features are considered as inputs to the scheduling strategy in the following works: MPRTP [2] , [95] , BEMA [86] , [100] , [101] , MP-DCCP [102] , MPTCP-SD [104] , PR-MPTCP + [106] , CMA-CA [112] , [78] . In SRMT [109] , the primary path is used for all data while the secondary paths are used to send redundant packets, which are, in turn, chosen based on their priority (e.g. I-frame packets have highest priority).
2) Video Distortion (Frame Level): Video distortion impacts perceived video quality. Generally, video distortion is considered at both frame level and flow level. In this section, we study the frame level video distortion because it assesses inter-frame dependencies and analyzes each specific video frame, including the frame priority and decoding dependency [100] . We will discuss flow level video distortion in Section V-C5. In particular, frame level distortion refers to the quality degradation of each frame of GoP after data transmission and video decoding process [86] . This way, the frame level distortion is calculated as a total of truncation and drifting distortion. The truncation distortion refers to the video quality degradation caused by packet drops during transferring data, and the drifting distortion refers to the video quality distortion occurred by imperfect reconstruction of parent frames which are used for inter-frame prediction. In the surveyed works, frame level distortion is used by BEMA [86] for calculating FEC coding parameters (e.g., code rate and symbol size), and also it is used by [100] to assign higher priority values to the pictures which minimize the distortion of the decoded video affected by packet loss. Such information could also be used for path selection in CMT-CA [112] .
B. How to protect the packet?
Providing packet protection techniques to the scheduler leads to data loss rate decreases, and consequently, better video streaming throughput and QoE. In fact, inter-dependency among video frames causes a compressed video to be very sensitive to data loss. By this idea [199] , individual frames of pictures are grouped together, which is called GoP. Each GoP consists of one initial Intra (I)-frame, several Predicted (P)-frames and possibly Bidirectional (B)-frames [200] . While an I-frame is encoded without reference to any other video frames, but a P-frame is encoded with reference to previous I or P-frames, and a B-frame is encoded with reference to both immediate previous and forward I or P-frames. Therefore, in the decoding process, loss of some frames may preclude a proper decoding, especially in the miss of I-frames. Thus, it is important to protect frames (especially I-frames) in lossy wireless channels. For this purpose, some JSCC/Channel Level and Error Resilience/Source Level techniques have been implemented. These techniques will be discussed in this subsection. Tables V, VI , VII, and VIII present each category of such techniques divided by the protocol layer. Automatic Repeat reQuest (ARQ) retransmits requests to provide reliable data transmission. The retransmission occurs in case of packets lost or received with bit error. Inherently, all protocols atop or extensions of TCP (e.g., HTTP, DASH, MPTCP) use ARQ. However, the retransmission wastes bandwidth, causing network congestion, and consequently, increasing End-to-End delay. For example, in efforts to mitigate these problems: CMT-QA [76] retransmits packets over the path with minimum transfer delay; CMT-DA [111] and CMT-CA [112] retransmit only the estimated packets to arrive at the destination within the deadline; and CMT-CL/FD [119] selects the path with the largest cwnd for the retransmission, which sends the lost packet before all the other packets that exist in the path buffer. In addition, considering the existence of many clients in multicast communications, responding to the retransmission requests of all clients might be difficult for the server.
Other surveyed works, which utilize ARQ as JSCC technique are MRTP [1] , MPRTP [2] , [93] , [91] , RTRA [3] , [96] , [97] , [98] , [99] , Greenbag [71] , MPLOT [4] , ADMIT [103] , MPTCP-SD [104] , MPTCP-PR [104] , PR-MPTCP + [106] , SRMT [109] , [67] , MARS [81] , [78] , [114] , MP-DASH [117] , and [118] .
Forward Error Correction (FEC) appeared to remedy the shortcoming of packet retransmission and delay constraints, especially for live video streaming. Such a technique is also applied in multicast communication and whenever retransmission is costly or impossible, for instance, in one-way communication links [201] .
FEC can be applied to circumvent packet erasures/loss by cross-packets FEC in the application or transport layer (inter-packet FEC), and/or to handle bit errors in the physical layer [202] (intra-packet FEC). In wired networks, it can have packet loss and packet truncation due to congestion. Therefore, either the packets are dropped by the network routers or the receiver due to excessive delay. In wireless networks, besides packet loss and packet truncation, there exists also bit errors due to noisy channels. Next, more details about inter-and intra-packet FEC techniques are provided.
In inter-packet FEC, redundant/parity packets are commonly generated in addition to source packets to perform crosspacket FEC, which is usually achieved by erasure codes. These allow the receiver to detect error packets and correct data without retransmission. The capability of FEC to recover the lost data depends on the added redundant symbols. Among the many existent erasure codes, the most commonly studied ones are Reed-Solomon (RS) [203] , Low-Density Generator Matrix (LDGM) [204] and Raptor codes [205] . In our surveyed works, ADMIT [103] , GALTON [115] and FRA-JSCC [116] utilize RS due to stringent delay constraint. MPEG-H part 10 defines several MMT AL-FEC algorithms, including RS codes and LDGM. Raptor coding is used in BEMA [86] due to low processing time and high error correction capability. Such erasure codes could be applied at frame level, GoP level, or subGoP level for video protection [116] .
In frame level [206] , the frames in each GoP are classified in terms of their type and their distance from the leading I-frame. Then, FEC is applied on the frames according to their priority. Besides, low priority frames can be dropped based on network conditions. In GoP level (see Figure 13 ), each GoP packetizes in k source packets. Then, FEC encoding maps source packets to some encoded packets. A FEC block of n data packets contains of k source packets, and (n − k) redundant packets. Redundancy in FEC is calculated as (n − k)/k, and the code rate is equal to k/n. In SubGoP level [86] , each GoP consists of several subgroups, each mapped to a source block. In our surveyed works, GoP level is used in ADMIT [103] , GALTON [115] , FRA-JSCC [116] , and SubGoP level is used in BEMA [86] .
A trade-off between bandwidth/End-to-End delay and FEC redundancy is required. In particular, a smaller FEC packet size indicates a larger FEC block size due to the larger number of redundant packets [103] . While higher redundancy leads to better recoverability, it also increases overhead rate and bandwidth consumption. Consequently, congestion, packet reordering, FEC decoding delay and End-to-End delay have their probability increased, especially in the presence of burst losses. Therefore, an adaptive FEC is required to minimize these problems (e.g., bandwidth consumption and End-toEnd delay), and maximize the recoverability by adaptively changing FEC parameters (e.g., adequate FEC packet size and FEC redundancy) according to the network channel status, application delay characteristics, or based on the importance of content data. For example, a stronger FEC would be used in a more lossy channel while not required in a more stable channel with less loss rate percentage, or more robust FEC could also be used only for I-frames rather than B or P-frames. In our surveyed works, adaptive FEC is used in several works, like FRA-JSCC [116] and GALTON [115] to find FEC redundancy, ADMIT [103] to adjust FEC redundancy and code rate, and BEMA [86] to set code rate and symbol size. Moreover, MPLOT [4] also adaptively chooses block sizes, considering the usage of large block sizes in order to reduce bursty loss for delay-tolerant applications. We also identified FEC usage in MRTP [1] .
Besides using FEC method, an adequate technique is also requested to distinguish losses due to traffic congestion with the ones caused by wireless channel disturbances and impairments. It is based on the fact that FEC redundancy in wireless lossy networks leads to better packet recovery; however, adding more FEC redundancy in a congested network worsens network situation since it pushes higher congestion and more losses [207] due to bit stuffing operations. More technical details on packet loss differentiation are provided in Section VI-A.
In intra-packet FEC, channel coding is applied to correct bit errors in the physical layer. Turbo Codes (parallel Concatenated Constitutional coding) and Low-Density Parity-Check (LDPC) codes are generally used. Error detection is performed at the link layer, based on Cyclic Redundancy Check (CRC). Due to this approach, only packets passing CRC stage are visible on the network/Internet layer.
Therefore, FEC provides reliable access network and End-to-End video distortion minimization. Moreover, a joint-ARQ and FEC usage approach can enhance efficiency, depending on the adopted strategy to couple both techniques. For example, in our surveyed works, ADMIT [103] utilizes FEC for reconstructing data, and consequently, it leads to delay reduction, making video data ready for fast video playback. However, there is no additional help to mitigate the number of retransmissions and bandwidth consumption increases drawbacks, since there is no ACK message sending to inform the server that the data is successfully reconstructed. Therefore, the MPTCP protocol on the server keeps sending retransmission of each lost packet until it receives the ACK from the receiver. This scenario outlines a motivation for a proper ARQ-and-FEC joint approach, using FEC for data protection, while retransmitting events only occur when there is no way to perform data reconstruction.
2) Error Resilience/Source Level: Besides employing JSCC techniques to recover from packet loss and bit errors, increasing the error resilience of the video sequence itself is also an important task. To provide this functionality, error resilience techniques embrace, among others, the usage of Scalable Video Coding (SVC) and Multiple Description Coding (MDC) methods.
In SVC [208] , source video is encoded in one base layer and several enhancement layers. These layers are hierarchically dependent to each other. This means that, at the receiver, each layer can be decoded only when its lower layers have been correctly received. Therefore, video quality is improved based on the number of received enhancement layers. In order to improve the efficiency of SVC, base layer is often protected by FEC or it is transmitted through more reliable paths, due to its importance. In the proposed approach [100] , each packet is transmitted to the network only if all other related packets in lower layers have been sent before. Other surveyed works, which utilize SVC as Error Resilience are MRTP [1] , RTRA [3] , [96] , CMT-DA [111] , GALTON [115] and FRA-JSCC [116] .
In MDC [208] , source video is encoded into several independent compressed streams which are called descriptions. Each description can be decoded independently and shall provide acceptable quality. When one or more descriptions arrive at the receiver, a video with a certain quality level would be made by the decoder. MDC is a good alternative to retransmission in order to remedy the delay constraint in real-time video streaming.
According to a reviewed work about MDC techniques for video streaming [208] , MDC is more useful than FEC in the case of high lossy networks, since FEC uses long code block sizes, increasing bandwidth consumption as well. MDC also outperforms SVC in high lossy networks, but SVC is more proper than MDC in low loss rate networks, due to overhead reduction. MDC is also recommended for multicast with heterogeneous receivers [209] . Accordingly, works like [101] and MRTP [1] utilize MDC as error resilience technique.
C. Which is the best path to send the packet?
Before discussing how could select the proper path to transfer the packet, it is worthwhile to mention that using many paths for data transmission does not always lead to better QoE, since many paths for video delivery make large overheads due to parallel connections [144] . According to [210] , it is possible to achieve maximum multipath benefits with just using two paths by using a proper scheduling strategy.
The simplest scheduling strategy is Round Robin [8] . This strategy sorts paths and sends data to the next available path in circular order without taking into account the heterogeneous paths' characteristics. In Round Robin strategy, slow channels would be overloaded while fast channels remain underutilized (e.g., CMT [197] ).
Obviously, scheduling strategies that are aware of path characteristics (e.g., RTT, packet loss rate) generate wiser scheduling decisions. These strategies generally referred to pathaware scheduling strategies. For example, Weighted Round Robin (WRR) is a scheduling strategy which assigns weight to each path. Weight shows path capability regarding available bandwidth/delay/packet loss rate. This way, data distribution is proportional to the path transmission capability (e.g., MPTCP and FRA-JSCC [116] ). Earliest Delivery Path First (EDPF) is another scheduling strategy that estimates the delivery time of each packet over each path. Then, the packets are transmitted over the fastest path in order to prevent from missing their deadlines and minimizing packet-reordering (e.g., BAG [113] and MPLOT [4] ).
Finding End-to-End path capability of real-time video traffic communication leads to estimate path quality or path reliability [95] , [86] , [103] , [76] . Therefore, scheduling strategy could map higher priority packets to the more reliable or qualified paths (assume that it is a combination of content-aware and path-aware scheduling strategy).
It is important to note here that mapping many packets to most qualified or reliable paths pushes congestion over that path, and consequently decreases video quality, which is called load imbalance problem [111] . Therefore, using a method to balance the data over the available paths is required. In our surveyed works, BEMA [86] , [100] , ADMIT [103] , CMT-CA [112] , CMT-DA [111] and GALTON [115] use load balancing mechanism to avoid imbalance problem.
Most network characteristics that are used to find the quality or reliability probability of network channels are RTT/Delay, PLR, Available bandwidth/Throughput/Goodput. There are also some other metrics that lead to better path selection and scheduling decision, such as delay constraint and video distortion at flow level. These network characteristics and metrics will be discussed in this subsection. Tables V, VI, VII, and VIII present each category per protocol layer.
1) RTT/Delay: Round Trip Time (RTT) is the time required for a packet to be sent plus the time it takes to receive an ACK of that packet [115] , [103] . Therefore, RTT consists of the packet transmission time and path propagation delay [103] . In order to avoid sudden variations of RTT, some approaches (e.g., MPTCP and SCTP) apply a smoothing factor to the RTT which is called smooth Round Trip Time (sRTT). In the approaches without ACK method, for example, UDP-based approaches, one-way delay could be considered instead of RTT.
Considering RTT/Delay for path scheduling decreases the probability of expired arrival packets, stall or out-of-order packet delivery. In our surveyed works, MARS [81] , which is implemented over separate TCP connections, utilized a relative RTT measurement method based on OpenFlow protocol. In this approach, duplicated packets (probes) are sent through different interfaces. The probes would return to the sender through the common reverse path from the edge switch close to the client side. The transfer process can be implemented with the tables of OpenFlow at the edge switch. The approach measures the relative delay of forward paths instead of their absolute delay because, in case of absolute forward path delays, the tight clock synchronization between sender and receiver is required. More information and comparison details between relative and absolute delay can be found at [211] .
In SCTP protocol, the acknowledgment of the sent packet (SACK) can be transmitted over different paths. Mostly the acknowledgment packet returns through the most reliable path to mitigate the probability of dropped or overdue feedback packets. Since paths have different delay characteristics, the estimated RTT is incorrect and using this estimated RTT to find the path quality leads to the wrong result. For this reason, CMT-QA [76] does not use RTT directly. Instead, it uses transmission delay. Transmission delay refers to the time difference between the time of the first chunk entering each path sender buffer from a group of distributed data chunks and the time of the last chunk leaving the path sender buffer. CMT-CL/FD [119] utilizes the SCTP heartbeat mechanism to calculate RTT. In this mechanism, the HEARTBEAT-ACKs have to return through the same path used to send the HEARTBEAT messages.
Since in RTCP protocol, which is generally used by RTP, is possible to calculate RTT by using sender and receiver reports, the multipath transmission approaches over RTP, such as MRTP [1] and MPRTP [2] extended RTCP in order to calculate RTT in multipath transmission solutions.
FRA-JSCC [116] and BAG [113] , which are the approaches that use UDP as transport protocol, utilize propagation delay. FRA-JSCC [116] calculates propagation delay network characteristic by using the existing time stamp in each header packet.
RTT/Delay is also used for packet loss differentiation decision in CMT-QA [76] , CMT-CL/FD [119] , BEMA [86] , ADMIT [103] , GALTON [115] , and CMT-CA [112] . More technical details on packet loss differentiation are provided in Section VI-A. Besides, RTT/Delay can also be used for other tasks. For example, MRTP [1] sets retransmission timeout value by RTT, and Greenbag [71] utilizes RTT to determine when to send requests for the next segments.
Other surveyed works, which consider RTT/Delay network characteristic for their scheduling decision are [93] , [95] , [97] , [98] , [99] , [100] , MPLOT [4] , MP-DCCP [102] , MPTCP-SD [104] , MPTCP-PR [104] , PR-MPTCP + [106] , CMT-DA [111] , [78] , and [114] .
2) PLR: Packet Loss Rate (PLR) comprises of network transmission lost packets, which are lost/error arrived packets during the communication paths, and the expired arrival packets (overdue) [115] . Three basic reasons cause packet losses [76] ; 1) congestion due to limited bandwidth or buffer size, 2) noise or interference in the wireless networks, 3) path failure or handover. Therefore, sending highest priority frame packets on the paths with less PLR leads to better QoE. Besides, PLR network characteristic and distinguishing packet loss differentiation are key factors for adaptively FEC protection (Section V-B1), avoiding unnecessary fast retransmission (Section IV-B), and video distortion estimation (Section V-A2 and Section V-C5).
PLR is considered for scheduling decision in the following works: MRTP [1] , MPRTP [2] , [95] , BEMA [86] , [100] , MPLOT [4] , MP-DCCP [102] , ADMIT [103] , CMT-DA [111] , CMT-CA [112] , [78] , GALTON [115] , FRA-JSCC [116] , and CMT-CL/FD [119] .
3) Available bandwidth/Throughput/Goodput: Available bandwidth is defined as the maximum video rate that can be transmitted over End-to-End path [103] . Different methods are introduced to estimate available bandwidth in the literature [212] , [213] , [214] . Some approaches utilize throughput or goodput for this purpose. The amount of data that could traverse through a path is known as throughput. Throughput refers to all useful and not useful data, including data retransmissions, and overhead data (e.g., headers). If the scheduler considers only throughput among all network characteristics, it may distribute packets over high loss rate channels, and consequently, serious degrade of goodput performance and video quality occurs [215] . Goodput refers to the amount of useful data (exclusive protocol overhead or retransmission) delivered successfully to the destination within the imposed specific deadline [115] . Goodput is also known as application level throughput. Regarding [103] , the approaches over HTTP/TCP could estimate the available bandwidth by using the observed TCP throughput. In our surveyed works, [100] measures bandwidth by using Abing [216] . GALTON [115] and FRA-JSCC [116] implement pathChirp algorithm [217] for this purpose. CMT-CL/FD [119] computes available bandwidth as the ratio between the average packet length and average inter-packet sending time. CMT-CA [112] and CMT-DA [111] believe that cwnd has effect on bandwidth, therefore, these works calculate it as (cwnd/RT T ). In RTRA [3] , once a segment has been successfully downloaded, the transmission bandwidth would be calculated as division of the total size of transmitted data over the transmission time, and then, a Markov channel model is used to estimate future available bandwidth.
Other surveyed works, which consider Available bandwidth/Throughput/Goodput network characteristic for their scheduling decision are MRTP [1] , MPRTP [2] , [91] , [95] , [97] , [98] , [99] , Greenbag [71] , BEMA [86] , ADMIT [103] , PR-MPTCP + [106] , MARS [81] , BAG [113] , [78] , MP-DASH [117] , [118] .
4)
Delay Constraint: A real-time video application imposes a decoding deadline. In this manner, the overdue packets cannot handle at the decoder, even if they arrive successfully. Therefore, the End-to-End delay has to be less than delay constraint [103] . Besides that, considering delay constraint in scheduling strategy could also avoid playback buffer starvation [86] .
In our surveyed works, the delay constraint of GAL-TON [115] , ADMIT [103] , FRA-JSCC [116] and CMT-CA [112] are set with values 300, 500, 250 and 100 ms for each video frame respectively. This value in BEMA [86] is set equal to its playback duration, so the delay constraint should be 40 ms if the video is encoded at 25 frames per second. GALTON [115] uses delay constraint to compute transmission intervals in order to mitigate consecutive losses. ADMIT [103] calculates the rate allocation vector and FEC coding parameters respect to delay constraint. FRA-JSCC [116] finds source rate adaption under delay constraint. CMT-CA [112] finds the optimal congestion window sizes and frame scheduling vector to mitigate video distortion. While CMT-DA [111] is not appropriate for the video streaming with stringent delay constraint but the retransmission method is based on the delay constraint. In the work [100] , the same deadline time is assumed for all users, which is determined as a system parameter by the service provider. Then, this is used to find packet loss probability.
Proposed approaches in [93] , [98] , [99] and GreenBag [71] are application-aware, therefore, they are aware of buffer level at the receiver in order to calculate the delay constraint. These approaches utilize adaptive streaming over multiple separate TCP connections, and mostly path selection is integrated with the adaptation logic. In works [98] and [99] , the delay constraint is calculated by the client to select the suited bit rate. The client calculates the amount of already received content to playout in the buffer (transfer-deadline) and estimates how long it takes to receive the already requested data (pipeline-deadline). The difference between pipeline-deadline and transfer-deadline shows the amount of time that the client can wait to receive the next segment without interruption. Then, this estimation is compared with the estimation of the times it takes to receive the desired segment in the different bit rates, and the most proper bit rate is selected. After that, the segment is divided into subsegments. The size of each subsegment is decided based on the measured throughput of each interface that it will be requested through. The approach in [93] finds suited segment bit rate with checking the size of the first frame in each segment representation. It chooses the representation with the highest bit rate and high probability to get the frame on time. Then, it finds the best size of byte range per path dynamically based on paths' RTT. GreenBag [71] utilizes paths' delay and available bandwidth to determine per path subsegment size. If one path received its subsegment within a segment, but the other path is significantly lagging, so, the former path takes over some portion of the problematic path to recover. The above mentioned approaches could achieve zero or close to zero interruption during playback time.
Two more other application-aware approaches with concerning delay constraint are [78] and MP-DASH [117] . These approaches utilize adaptive streaming over MPTCP paths. MP-DASH [117] feed the modified MPTCP with the deadline of each video data unit in order to further use and path selection. The approach in [78] understands the display time of each video unit with access to the Picture Order Counts (POC) and the coding identifier of each frame (because it is content awareness). Therefore, the approach estimates the deadlines and ignores transmission of packets which will miss their playback deadline and instead, assigns more priority to the packets which their deadline time is close. The high priority packets can be spread through less RTT paths. This helps to use bandwidth more efficiently and experience less video distortion. In PR-MPTCP + [106] , when the network is detected as congested, only the packets with enough deadline time to play would be sent.
5) Video Distortion (Flow Level):
We previously discussed frame level video distortion in Section V-A2. Here, we study flow level video distortion. End-to-End video distortion at flow level (intra-coding) is calculated as total of source and channel distortion [111] . Source distortion is determined by the video source rate and video sequence parameters because of their impact on the efficiency of video codec. For example, in case of the same video encoding rate, a more complex video sequence has higher distortion. As another example, increasing the video encoding rate causes decreasing distortion. Channel distortion refers to the packet losses during the network transmission and expired arrivals. Some other features including the frame structure and GoP size also have an impact on both the source and the channel distortion. Flow level video distortion is considered for scheduling strategy in the following surveyed works: ADMIT [103] , CMT-DA [111] and FRA-JSCC [116] .
Although most important network characteristics and metrics for path selection were discussed, but there are some other parameters that are used directly or indirectly (to calculate RTT, PLR or other metrics) by different approaches. For example, cwnd is used in MPLOT [4] , MP-DCCP [102] (CCID2), CMT-CA [112] and CMT-DA [111] , sending rate is used in MP-DCCP [102] (CCID3) and CMT-CL/FD [119] , cost function is utilized in MP-DASH [117] and GreenBag [71] . In MP-DASH, cost can be data usage, energy consumption or both, and in GreenBag [71] , cost refers to energy consumption. Other useful factors can be buffer size, packet size, packet count and etc.
VI. ANALYSIS AND COMPARISON OF METHODS AND TECHNIQUES
In the previous two sections, we analyzed different multipath wireless video streaming works based on layer dependency and scheduling functions. In this section, we study other effected features and related methods that are used in these works. Table IX re-classified the candidate previously explained surveyed works based on the features or methods the authors used.
A. Packet Loss Differentiation
A packet loss differentiation method can distinguish congestion losses from wireless losses. In the heterogeneous wireless networks, packet losses due to lost channels, handover, noise or interface in the wireless network occur more than losses due to congestion [76] . Identifying reason for losses is essential. For example, if losses occur because of congestion in the network, then retransmission or adding more FEC redundancy pushes worse congestion and more losses [207] (Section V-B). But, decreasing cwnd mitigates congestion. On the other hand, if losses occur because of wireless lossy network, then decreasing cwnd drops goodput sharply (Section IV-B). But, adding more FEC redundancy leads to better recovery. Therefore, with an accurate loss differentiation method could react properly to the network situation.
In our surveyed works, MPRTP [2] categorizes a path as a lossy one if feedback reports show only transmission losses and no discards (overdue packets) over that path. A path is categorized as a mildly congested one if feedback reports show both transmission losses and discards either in a single or consecutive reports. If this behavior occurs in more than three consecutive reports, it means that the path is congested. CMT-QA [76] handles the packet loss differentiation by proposing optimal retransmission policy (ORP). In ORP, when a loss occurs, (RT T /cwnd) is calculated, and the result would be compared with a threshold. This threshold is defined as path quality. Therefore, if (RT T /cwnd) is more than the threshold, the loss is due to wireless loss. Otherwise, it is a congestion loss. If losses occur more than once and consecutively, then congestion is the reason. CMT-CL/FD [119] proposed losscause dependent retransmission (RTX) policy. In RTX, two cases are considered; 1) When the loss is detected by fast retransmission. Thus, the residual capacity of the path is calculated. If it is a positive value, it means that the path is underused and wireless loss is occurred. Otherwise, if the residual path value is negative, congestion is the reason. 2) When the loss is detected by expiring RTO. In this case, the path is failed or severe congestion is occurred. CMT-DA [111] , MPLOT [4] and [101] utilize Explicit Congestion Notification (ECN) to distinguish loss differentiation. ECN is defined by IETF [218] in 2001. ECN-aware routers informs congestion by setting a mark in the IP header, without dropping any packet. BEMA [86] , ADMIT [103] , GALTON [115] and CMT-CA [112] use ZigZag scheme, which is introduced in [163] . ZigZag classifies losses as wireless based on the number of losses and on the difference between relative oneway trip times and the mean of relative one-way trip times. For further information about the effect of different types of losses like random loss or bursty loss on video streaming quality refer to [5] .
B. Fairness
Table IX summarizes the surveyed works that consider fairness, which was previously introduced in Section IV. Works address fairness in terms of consumed resources by the proposed congestion algorithms (e.g., MPRTP [2] , MPLOT [4] , CMT-CL/FD [119] ), or as adopted by TFRC (e.g., BEMA [86] , CMT-CA [112] ) or in terms of MPTCP coupled congestion control (e.g., ADMIT [103] , MPTCP-SD/PR [104] , PR-MPTCP + [106] , Corbillon et al. [78] , Ojanperä et al. [114] ). Besides, in our surveyed works, Freris at al. [100] consider user fairness of network resources.
C. Video Compression and Error Concealment
Several video codecs were used in the surveyed works cited in Table IX , such as H.263 [219] , H.264/AVC [220] , H.264/SVC [221] , HEVC [36] , and SHVC [222] . After video transmission, if protection methods are not able to recover the lost packets, the decoder itself can employ error concealment. This way, decoder exploits correlations in the previously received video sequence to conceal the lost information. JM, for instance, performs frame copy while FFmpeg performs Real-time temporal interpolation. According to [223] , in case of whole-frame losses, when isolated B-frames were lost and concealed by either JM or FFmpeg, about 40% of the losses were not even noticed by observers. Our surveyed works used JM [224] , x264 [225], JSVM [226] , FFmpeg [227] , HM [228] for error concealment. Table IX shows that experimental evaluation is mostly dominated by network simulators, such as OPNET [229] , NS2 [230] , NS3 [231] , EXata [232] , NetEm [233] , [234] . Only few works, mainly due to costs, scale, and scope, carried their evaluation on real testbeds. Wireless-enabled network emulators like Mininet-WiFi [235] are also another category of experimental environments. We also cover some additional implementation details. For example, which type of network interfaces are used in experiments, or if the simulation uses disjoint paths (no common link or node). Using disjoint paths improves bandwidth aggregation and has the benefit of additional fault-tolerance compared with non-disjoint paths [7] , altogether contributing to the users video experience.
D. Experimental environment
E. Performance Metrics
Several performance metrics were used in the surveyed works cited in Table IX . Most of them are explained in Section IV-B. We have added some additional video quality metrics, such as Peak Signal-to-Noise Ratio (PSNR), Video Quality Metric (VQM), Structural SIMilarity (SSIM) [236] , MultiScale Structural SIMilarity (MS-SSIM) [237] , and Subjective Assessment Methodology for VIdeo Quality (SAMVIQ) [238] .
F. Video Services
The last column of Table IX presents for each of surveyed works which type of video service was considered by the authors, such as VoD, live, and real-time as an upper set including interactive video streaming applications. As discussed in Sections III and IV, each type of video services has different QoS requirements such as delay-sensitivity.
VII. OPEN RESEARCH ISSUES
Many research avenues around wireless multipath video streaming are open. In the following, we overview some relevant evolving aspects and present future work opportunities. Standardization developments. MMT is a recent standard protocol with potential abilities discussed in the survey. Future work could evaluate the performance of MMT over MPTCP or QUIC utilizing multipath scheduling methods defined in these protocols for video streaming over heterogeneous networks. HTTP/2 provides noticeable features such as the ability to push content in advance, and frame multiplexing. Therefore, further attention on multipath delivery over HTTP/2 shall be pursuit [239] . Another standards related topic would be the use of HEVC, especially SHVC, which do not seem to be widespread in the networking literature despite being widespread in the video coding community. Network Softwarization. Attempts to integrate SDN with multipath video streaming (Section IV-C) promise effectiveness for path-aware strategies due to its ability to programmatically define the end-to-end network behaviour. While OpenFlow is considered the mostly accepted interface between control and data planes [23] , alternative means for southbound interaction of controllers and datapath devices (e.g. P4 programmable data planes), including SDN protocol extensions relevant for wireless communications (e.g., [240] , [241] ) deserve further research efforts. SDN and NFV as enabling technologies of multi-domain network service orchestration [242] will certainly keep attracting research attention and will play a critical role in the realization of multipath strategies for video streaming and other types of services. 5G. Fifth generation (5G) cellular wireless roll-outs will become reality over the next years. 5G aims to introduce new services that require extreme bandwidth and ultra-low latency [243] . One concept presented in 5G to reach this goal is the presence of multihoming capability. There is some research on 5G multihoming open challenges and multihoming services [244] , [245] . Furthermore, there are several study and efforts for MPTCP operation in 5G [246] , [245] . In addition, studies show that emerging technologies such as SDN to MPTCP in 5G networks could improve the transmission performance due to SDN capability to control the subflows by monitoring network condition [247] , [248] . Therefore, video streaming over 5G networks is an important emerging research area where innovative solutions will be required considering multihoming solutions along SDN/NFV-based technologies. WiFi Evolution. There are also big advancement in wireless technologies from WiFi communication to increase the wireless networking performance such as 802.11ad and 802.11ay for 60 GHz, or 802.11ax for 2.4 Ghz and 5 Ghz concurrently, in the near future [249] , [250] aim to achieve great throughput and ultra-low latency. Therefore, there is room to evaluate whether these new WiFi technologies can support video streaming alone or not? Another open question here is to explore the impact of these new WiFi technologies on multipath video streaming. Energy considerations. Power efficiency is an essential requirement. The work [251] shows high power consumption by LTE when video streams over HTTP. Energy consumption even increases more by using multiple network interfaces. Therefore, optimizing power consumption needs further attention in the proposed approaches. Security. Multipath delivery could mitigate some security threats inherently through the use of alternative paths throughout the network. There is little work in the scope of multipath multimedia streaming security. At the same time, Digital Rights Management (DRM) and the license issues are also security related issues critical for some video services. Mobility and Internet of Vehicles (IoV). Although terminal mobility, velocity, motion degree and related mobile aspects are factors affecting video quality, they are rarely discussed in the literature. This type of considerations are be key in the delivery of wireless video in mobile environments in scope of Intelligent Transport Systems (ITS) [252] and Vehicle-toeverything (V2X) communications [253] . Machine Learning and Artificial Intelligence. Leveraging artificial intelligence and machine learning methods are increasingly becoming key tools for network and service optimization [254] and can be used for advanced scheduling and adaptive coding decisions [255] . The importance of machine learning approaches to improve video quality has been recognized by Netflix which proposed a new video quality assessment method named Video Multimethod Assessment Fusion (VMAF). VMAF is a machine learning-based model that is trained and tested using the results of a subjective experiment in order to deliver the best video quality to the user [9] . Besides, there are also several machine learning-based efforts to learn QoS measurements [256] or QoE from user reactions [257] , [258] to solve various optimization and control problems for a single path video streaming. In our state-of-art, there are some approaches utilizing machine learning systems learning QoS from user device and using it for multipath scheduling decisions [91] , [3] . Thus, similarly, an interesting solution could be utilizing machine learning systems learning QoE from user reactions and using it for multipath scheduling decisions.
VIII. CONCLUSIONS
Demand for live and on-demand video delivery have dramatically increased along always higher user expectation on QoE. Mobile environments increase the challenges when a client is in movement and requires a seamless connection while throughput varies, and unpredictable latencies and failure exist.
One promising approach in order to improve QoE for wireless video streaming is multipath delivery, which increases available bandwidth, resilience and load balancing. From the industry perspective, several companies have implemented their own multipath approaches, such as AVAYA [259] and Cisco [260] . Apple and SAMSUNG have also started to support multipath on smartphones [179] , [70] for different services like voice recognition, or to increase the download speed of specific software packages. Therefore, we expect a growth in multipath video streaming in the near future. However, there are still many issues to be solved, especially for solutions which are not compatible witch each other or that require changes in servers and/or clients, or network equipments to support it [179] .
In this work, we have provided an in-depth survey of multipath wireless video streaming proposals, covering over forty relevant pieces of work. We have categorized and explained the surveyed works based on the layer in the protocol stack and the original protocol/feature dominating in each work. Network equipment compatibility has be also discussed. In addition, scheduling, resilience and path selection techniques are presented. Finally, we have studied different key related methods, such as packet loss differentiation, video compression, error concealment, etc.
To conclude with, we highlight some points and observations resulting from the literature survey. Several challenges exist when designing a multipath video streaming approach, which are explained in Section I. We observe that in order to overcome these challenges, packet scheduling strategy should consider several factors. The first one is the layer dependency that is discussed in Section IV, and the surveyed works are summarized and categorized based on it in Table III . Research shows that the scheduler has a better decision when it has complete and accurate information about video contents, packet delivery deadlines, playback buffer, RTT, available bandwidth, and other network information. Implementing scheduling functions on a specific layer could access only a part of this information. Therefore, cross layer approaches get high attention due to their ability of gathering information of different layers for better scheduling decision.
Another important factor to design a scheduler is client and network equipment compatibility. This topic is also discussed in Section IV and summarized in Table III . While the most flexible case to implement is when only client modification is required, some approaches require changing the server, or both server and client, or also the network infrastructure. It is also important to note the ability to traverse middleboxes.
Fundamental aspects to be considered to improve the performance of scheduling functions discussed in Section V and summarized in Tables V, VI, VII, VIII include which packet should sent next, through which path, and with which type of error protection. An adequate scheduling strategy should be content-aware, and path-aware, as well as it should utilize a proper channel or source level packet protection method. Such a scheduling approach improves QoE, bandwidth aggregation, load balancing, and mitigates HOL blocking and out-of-order video packet deliveries.
Section VI and Table IX show some related methods used in the surveyed works and the key performance indicators to evaluate the approaches. One observation is that while calculating video quality metrics is very useful to understand the performance of each approach, many of the works only consider network QoS metrics without assessing video performance in terms of QoE as the key performance indicators from an end-user perspective.
The path ahead towards the broad realization of wireless multipath of video streaming solutions is not without issues. In Section VII, we overview a series of open challenges and point to some research opportunities.
