The purpose of this study is to find distributions that best model body mass index (BMI) data. BMI has become a standard health indicator and numerous studies have been done to examine the distribution of BMI. Due to the skew and bimodal nature, we focus on modeling BMI with flexible skewed distributions. The distributions are fitted to University of Wisconsin-Eau Claire (UWEC) BMI data and to data obtained from National Health and Nutrition Survey (NHANES). The model parameters are obtained using maximum likelihood estimation method. We compare flexible models to more conventional distributions, such as skew-normal and skew-t distributions, using AIC and BIC and Kolmogorov-Smirnov (K-S) goodness-of-fit test. Our results indicate that the skew-t and Alpha-Skew-Laplace distributions are reasonably competitive when describing unimodal BMI data whereas Alpha-Skew-Laplace, finite mixture of scale mixture of skew-normal and skew-t distributions are better alternatives to both unimodal and bimodal conventional distributions. The results we obtained are useful because we believe the models discussed in our study will offer a framework for testing features such as bimodality, asymmetry, and robustness of the BMI data, thus providing a more detailed and accurate understanding of the distribution of BMI.
INTRODUCTION
Obesity has been reaching epidemic proportions in the United States. The rise has implications both on health and health care costs. Body mass index (BMI; kg/m 2 ) in the overweight (25 to 29.9) or obese category (30 or above) has been linked to cancer, hypertension, heart failure, cardiovascular disease, diabetes, stroke, and more. Because of this, obesity places a burden on the health care system, raising costs for the public. Given these negative impacts, governments and organizations have been actively trying to reduce obesity. In order to better assess obesity risk and address its prevalence, a better understanding of the distribution of BMI is imperative.
BACKGROUND
Since obesity became a major public health concern, many distributions have been applied to BMI data in an effort to find the best way to describe it. Multiple probability distributions have been fitted to Australian athletes' BMI data. Examples for the univariate case include Ma et al.'s generalized skew-normal (GSN) distribution, 1 Canale's extended skew-normal (ESN), 2 and Olivares-Pacheco et al.'s epsilon-skew-slash (ESS) and epsilon-skew-normal (ESN) 3 . For multivariate analysis of the same data set, Tan et al. considered the skew-slash t (SSLT) and skew-slash-normal (SSLN) 4 distributions and Arslan 5 applied generalized hyperbolic (GH) and variance-mean mixture of skew-normal (SN) distributions. When analyzing potential effectiveness of a tax on sweetened beverages in South Africa, Manyema et al. 6 applied log-normal and gamma distributions to describe the BMI distribution in their data set. For a US data set, Miljkovic et al. 7 found the k-component While plenty of work has been done to examine unimodal BMI distributions, little has been done concerning bimodal BMI data. Mixture distributions provide a way to model bimodal data well. Lin et al. 8 investigated the potential for describing a bimodal BMI data set using mixture of normal, mixture of skew-normal, mixture of student's t, and mixture of skew-t distributions.
In this paper, we explore the abilities of various distributions to model both UWEC BMI and NHANES BMI data. Recent developments have been made in distributions which can account for either unimodality or bimodality of skewed data. They comprise alpha skew-normal, a new family of distributions, introduced by Elal-Olivero, that is flexible to both unimodal and bimodal data. 9 In 2012, Harandi et al. 10 presented a new class of skew distributions of Elal-Olivero's family using Laplace distribution, known as Alpha-Skew-Laplace distribution. This distribution can fit unimodal and bimodal shapes with increasing and u-shaped hazard functions for the truncated case at the origin. In 2014, the simple approach was used with logistic functions by Hazarika et al., 11 who proposed a new distribution called alpha-skew-logistic distribution. This distribution can especially model the data given either positive or negative skewness. Another recently proposed model is the bimodal skew-symmetric normal distribution by Hassan et al., 12 which can resolve problems of asymmetry, platykurtic/leptokurtic data (exhibit excess negative/positive kurtosis), and different types of bimodality. Kollu et al. also introduced three new mixture models, including Weibull-log-normal, GEV-log-normal, and Weibull-GEV. 13 We apply some of these newly introduced distributions as well as other mixture distributions to two BMI data sets in order to see if they provide a more accurate description of BMI distributions.
Significance
In recent years, there has been considerable interest in skewed distributions, 14 and considering the skew and bimodal features of some of the medical data, it is really important that appropriate distributions be fitted to these kinds of data. The use of statistical procedures is inappropriate if the actual distribution differs from the assumed type. This study mainly focuses on a statistical practice of fitting skew-symmetric distributions to medical data with bimodal characteristics while still considering unimodal and mixture distributions.
The most commonly used techniques for modeling bimodality involve using the mixture distributions. However, the proposed models created computational implementation difficulties. Many authors have also proposed different versions of the bimodal normal distribution to replace mixture distributions but because they fail to take into account the asymmetry, these studies did not materialize in the real world of statistics.
Many medical data sets, including that of BMI, are bimodal, asymmetric and platykurtic, or leptokurtic. We believe that the models we consider in this study will offer a framework for testing these features of the data at hand and overcome some of the complexities of the existing models. If these features are found to be significant, the proposed distribution will provide the user with a parsimonious model that will fit the data adequately. Thus, the user can test symmetry, excess kurtosis, and bimodality in order to adjust the values of model parameters accordingly to ensure a good fit.
The uniqueness and skewness of the data make it difficult to model perfectly with many known distributions, but the flexibility of the skew-symmetric distribution offers an increasingly insightful perspective that could offer a solution in dealing with bimodality of data in the field of medicine.
METHODS AND PROCEDURES Flexible Skew-Symmetric Distributions
Unimodal Skew-Symmetric Distributions 1. Skew-normal distribution A skew-normal distribution has the following probability density function (pdf)
where φ represents the density distribution of N (0, 1), Φ represents the cumulative distribution of N (0, 1), and α represents the shape parameter. We use the notation SN (α) to denote a skew-normal random variable. The linear transformation X = μ + αY with μ ∈ R and σ > 0 has the density of
Then X ∼ SN (μ, σ, α), which reduces to the standard skew-normal distribution when X ∼ SN (0, 1, α). If α is set to 0, the distributions become the pdf of a standard normal distribution. The skew-normal cumulative distribution function is given by the following equation: 
Skew-t distribution
Let Z be a standard skew-normal random variable and W be a variable with
Then the linear transformation X = μ+σY has a skew-t distribution with parameters μ, σ, α, and ν and we introduce the notation ST (μ, σ, α, ν) to denote the skew-t random variable X. 
Generalized extreme value distribution
The random variable X is said to have generalized extreme value (GEV) distribution when X has the following density function
where ζ = 0. The cumulative distribution of X is given by
We do not provide the mathematical description of traditional distributions such as Gamma, Weibull, and log-normal. Their pdfs can be found in any standard book on distributions, for example, Balakrishnan and Johnson. 15
Bimodal Skew-Symmetric Distributions 1. Alpha-skew-normal distribution A continuous random variable Y has an alpha-skew-normal distribution with a probability density function
where α represents the shape parameter. We denote this density as Y ∼ ASN (α). If we adjust the pdf to include location and scale parameters the density becomes
Alpha-skew-normal has cumulative distribution function
. 
Alpha-skew-logistic distribution
Let Y be an alpha-skew-logistic random variable with parameter α then Y has density function
We denoted it by y ∼ ASLG(α). If α equals 0, we get the standard logistic distribution given by
The Alpha-skew-logistic cumulative distribution function is given by
Alpha-Skew-Laplace distribution
A continuous random variable Y is said to follow an Alpha-Skew-Laplace distribution if its pdf has the form
where α represents the shape parameter. An Alpha-Skew-Laplace random variable is denoted by ASLP (α).
Suppose Y ∼ ASLP (α). Then ASLP density of location and scale is defined as the distribution of X = μ + σY for μ ∈ R and σ > 0. The corresponding density function is given by
where θ = (μ, σ, α).
Alpha-Skew-Laplace cumulative distribution is given by the following.
Bimodal skew-symmetric normal distribution
The random variable Y is said to have a bimodal skew-symmetric normal distribution when Y has the density distribution as follows
.
where μ, β ∈ R represents the location parameter, ψ > 0 represents the shape parameter, and θ > 0 represents the bimodality parameter.
Mixture Distributions
In this section we consider several conventional mixture distributions and recently developed scale mixture of skew-normal and skew-t distributions. In the mixture model context the density of x is expressed as a mixture of P parametric densities such that
The π i ≥ 0, i = 1, 2, . . . , p with p i=1 π i = 1 are called mixing weights of the ith component of the mixture, which is characterized by parameter θ i , and ψ = (π 1 , π 2 , . . . , π p−1 , θ 1 , θ 2 , . . . , θ p ) denotes the vector of parameters of the model.
Finite mixture of scale mixture of skew-normal distribution
Suppose Z ∼ SN (0, σ 2 , α) and U be a positive random variable, independent of Z, with distribution function H(u; ν). Then the random variable Y = μ + U −1 Z, where μ ∈ R is a location parameter, is said to follow a scale mixture of skew-normal (SMSN) distribution if its pdf is given by
In the definition H(.; ν) is known as the mixing scale distribution and for each choice of this we get different members of the family such as normal, skew-normal, or student-t. A finite mixture of SMSN distributions 7 model is a density defined as in Equation 17 where the ith component of the mixture is a SMSN density with parameters μ i , σ 2 i , α i , and ν i . For simplicity we assume ν 1 = ν 2 = . . . = ν.
Two-component mixture Weibull distribution
The two-component mixture Weibull distribution has five parameters and its probability distribution function is given as follows:
Its cumulative distribution function is given by
Mixture gamma and Weibull distribution
A random variable X is said to have mixture gamma and Weibull distribution when X has the following probability distribution:
The mixture gamma and Weibull cumulative distribution function is given by
Mixture normal distribution
A single-truncated normal probability distribution function is given by
The cumulative distribution function of the single truncated normal distribution is given by
The mixture of two-component truncated normal distributions has the following probability density function:
Mixture normal and Weibull distribution
The mixture normal and Weibull distribution combines a single-truncated normal and a Weibull distribution, which has the following probability density function
The cumulative distribution is given by
Mixture Weibull and GEV distribution
The probability density function of a mixture Weibull and GEV distribution is given by the following:
The mixture Weibull and GEV cumulative distribution is given by
Mixture Weibull and log-normal distribution
A random variable X has mixture Weibull and log-normal distribution when it has the following probability density function:
8. Mixture GEV and log-normal distribution The probability density function of the mixture GEV and log-normal distribution is given by
The mixture GEV and log-normal distribution has the following cumulative distribution function:
Estimation Method
We estimate the parameters of all models using the maximum likelihood estimation method. For all models considered, in the first step, the log likelihood function is written using the probability density functions provided. As an example, the log likelihood function for the mixture of gamma and Weibull distribution can be written as:
In the second step, the GenSA function from R package 'GenSA' is used for optimization.
Selection Criteria
In order to assess the descriptive ability of multiple distributions, we use the following selection criteria: the Akaike Information Criterion, the Bayesian Information Criterion, and the Kolmogorov-Smirnov test.
Akaike Information Criterion (AIC)
AIC is an index to measure the fit of the model and compare the proposed models to other competitive models. It is defined as
where k is the number of estimable parameters, and ln(L) is the log-likelihood at its maximum point of the model estimated.
While comparing different models, the one with the smallest AIC value is considered the best.
Bayesian Information Criterion (BIC)
BIC is another criterion for model comparison, which is defined as
where n is the sample size, k is the number of estimable parameters, and L is the maximum value of the likelihood function. Similar to AIC, the models with smaller BIC value are better than others.
Kolmogorov-Smirnov test (K-S test)
The K-S test is used to check the goodness of fit of a given set of data to a theoretical distribution F (x). Suppose X 1 , X 2 , . . . , X n is a random sample. The test statistic is the the maximum (denoted by "sup" for supremum) vertical distance between the two functions and is defined as
The value of D is compared with a critical value and H o is rejected for large value of D. For further detail we refer to Conover. 16 
RESULTS AND DISCUSSIONS
In this section, the various models discussed above are applied to two BMI data sets. The first BMI data set was retrieved from the University of Wisconsin-Eau Claire (UWEC)'s Student Health Services. The second BMI data set was collected from National Health and Nutrition Survey (NHANES) and is available in the R package mixsmsn. The model selection criteria, AIC and BIC, and the K-S goodness of fit test p-values are calculated to assess the suitability of the fitted distributions. All computations are conducted using the statistical software R.
UWEC BMI Data
The UWEC BMI data was retrieved from the National College Health Assessment conducted by the UWEC Student Health Service. The analyzed data came from a sample of 630 students attending UWEC during the 2014-2015 academic year. The BMIs of the students who have visited the Student Health Service Center were used for the analysis. Table 1 shows descriptive statistics for this data set where g 1 and g 2 are the skewness and kurtosis, respectively. The data clearly shows a highly skewed pattern. Therefore, some recently developed skewed distributions like skew-t and skew-normal distributions may provide competitive fits for this unimodal, skewed data.
We fit all the unimodal and bimodal distributions considered above to this data. The maximum likelihood estimates of the parameters are provided in Table 3 , found in the Appendix. The AIC and BIC values are presented in Table 5 . Among the unimodal skew distributions, GEV, skew-t and skew-normal distributions are the best models. When flexible skew distributions are considered, the alpha skew-Laplace distribution is shown to best model the data as it has the smallest AIC and BIC values * (3606.54 and 6315.84, respectively). Weibull, log-normal and gamma distributions are not able to describe BMI characteristics well. This is shown by the small p-value of the K-S test, provided in Table 5 . Using the estimates of the parameter values from Table 3 , we plotted the expected densities for all models including the observed data in Figure 6 . From the observed and expected density plot, it is also confirmed that skew-normal, skew-t, and alpha skew-Laplace models are the best among the skewed and flexible models. Considering the noise at the tail of the observed density, one may argue that flexible distributions, such as bimodal-skew-symmetric distributions and alpha-skew-logistic distributions, also give better fit because they take into account some of that noise. Using the same reasoning, we decided to fit mixture models to this data to see if they provide better fit than the regular models. Using the estimates of the parameter values from Table  4 , we plotted the expected densities for all mixture models including the observed data in Figure 7 . Even though univariate distributions and flexible skew distributions show good fits for the UWEC BMI data, the mixture models fit the data better due to their smaller model selection criteria values and larger p-values for the K-S test. According to Table 6 in the Appendix, mixture of GEV and log-normal provides the closest fits for the observed data followed by mixture of GEV and Weibull, and mixture of scale normal of skew-t .
NHANES BMI Data
We considered the body mass index for men aged between 18 to 80 years. 8 and is available in the R package mixsmsn. BMI is defined as the ratio of body weight in kilograms and body height in meters squared. Table 2 shows descriptive statistics for this data set. nx s g 1 g 2 2107 28.19 7.50 0.71 3.30 Table 2 . Summary Statistics of the body mass index of 2107 American men.
The mean and standard deviation of the NHANES BMI data are 28.19 and 7.50, respectively. The skewness of the data is 0.71, and the kurtosis is 3.30. The data clearly shows two peaks with some skew pattern. Therefore, some recently developed flexible skewed distributions such as alpha skew-normal distribution, alpha-skew-logistic distribution, alpha-skew-Laplace distribution may provide more competitive fit for this bimodal skewed data.
We fit all of the skewed and flexible skewed distributions considered above to the NHANES BMI data. Since skew-t and skew-normal distributions most accurately model the UWEC BMI data, we also consider the mixture of these distributions to describe the NHANES BMI data. The maximum likelihood estimates of the parameters are provided in Table 3 , found in the Appendix. The AIC and BIC values are presented in the Table 5 . According to AIC and BIC values, among the unimodal skewed distributions, skew-t and skew-normal distributions are the best models while other traditional skewed distributions such as gamma, log-normal, and Weibull has relatively high AIC and BIC values. Using the estimates of the parameter values from Table 3 , we plotted the expected densities for all models including the observed data in Figure 8 . Although skew-t and skew-normal are a better fit for the NHANES data than the other univariate distributions, they do not account for the second peak of the distribution as observed from Figure 8 . Among the flexible skewed distributions, we find evidence that alpha-skew-Laplace best describes the NHANES data characteristics-due to its small model selection criteria values (AIC and BIC values)-followed by alpha skew-logistic distribution. These distributions not only have small AIC and BIC values but they also take into account the second peak of the distribution. Since the data are bimodal, we believe that mixture distributions may be suitable to model the data as well.
The maximum likelihood estimates for the parameters of the mixture models are presented in Table 4 in the appendix. The model selection criteria, AIC and BIC values, are given in Table 6 .
According to the AIC and BIC, mixture of GEV and Log-normal model turns out to be the best fitting model (AIC = 13720.74, BIC = 13724.05). Mixture of skew-normal and mixture of skew-t also describe the data well with small AIC Figure 9 shows the observed and expected density plot of all the mixture models. From the density plot we clearly observed that the scale mixture of skew-normal and skew-t distributions fit the data reasonably well along with the mixture of GEV and log-normal distributions. One of the main advantages of using flexible skewed distributions over mixture distributions is that they are easier to interpret because of the smaller number of parameters. For the mixture models, as the number of components increase, the parameters become very difficult to interpret.
CONCLUSIONS
In this paper, we demonstrated a framework for testing features, such as bimodality, asymmetry, and robustness, of BMI data. We conducted a comparison of skewed, flexible and mixture distribution models using two sets of BMI data. The comparison of the distributions is made using AIC, BIC and the K-S test. We not only looked at conventional unimodal distributions, but also included recently constructed flexible skewed distributions and the models of their mixture. Our findings showed that among the univariate distributions, skew-t and skew-normal proved to provide the best fit for both of the data sets. However, these unimodal skewed distributions fail to account for the second mode of the NHANES BMI data. Among the flexible skewed distributions, alpha skew-Laplace distribution best describes both data sets. Though univariate distributions and flexible skewed distributions may have shown a fairly accurate description of the BMI data, there is evidence that the mixture distributions have considerably good fit as well. For the UWEC BMI data, mixture of GEV and log-normal and the scale mixture of skew-normal and skew-t provided the best fit out of all considered distributions. For the NHANES BMI data, mixture of GEV and log-normal, and the scale mixture of skew-t are the most suitable distributions to represent the data. There are no significant differences between the performance of mixture of GEV and log-normal, mixture of skew-normal, and mixture of skew-t-though mixture of GEV and log-normal performed slightly better. As a standard health indicator, BMI data still needs extended studies beyond this framework. Given other data sets, we can further analyze the covariance relationship between BMI and other variables such as age and gender using a regression model with error distributions discussed in this paper which covers both skewness and heavy tailed properties of some real data. A more accurate understanding of BMI distribution can assist further research involving topics like obesity and its links to health outcomes. 
PRESS SUMMARY
The normal distribution comes as a first choice while fitting real data, but it may not be suitable to use if the assumed distribution deviates from normality. Flexible skewed distributions have recently drawn considerable attention as alternative models because they are not only capable of including skewness but also flexible enough to take into account multimodality. Using two BMI data sets, we used flexible skewed and mixture distributions to search for the best models. Our results indicate that the skew-t and alpha-skew-Laplace distributions are reasonably competitive when describing unimodal BMI data whereas mixture of normal and finite mixture of scale mixture of skew-normal and skew-t distributions are better alternatives to both unimodal and bimodal conventional distributions. We believe the models discussed in ours study will offer a framework for testing features such as bimodality, asymmetry, and robustness of the BMI data, thus providing a more detailed and accurate understanding of the distribution of BMI. 
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