Abstract. Based on the novel matrix representations of the forward three-dimensional (3-D) 
Introduction
In the development of digital signal processing and digital media, many images and videos are now transmitted and stored in compressed forms. Among the many manipulation processes, image resizing is a fundamental and important operation for various multimedia applications. Previous studies have demonstrated that image resizing in the frequency domain rather than in the spatial domain are generally efficient in terms of image quality and computation amount. [1] [2] [3] [4] [5] Based on the novel matrix representations of the forward 3-D discrete cosine transform ͑DCT͒ and the inverse 3-D DCT ͑Ref. 6͒ applications for reduction of sequence/image/ video are proposed in this paper. The original sequence/ image/video is divided into subunits, and then the reduction is implemented in the frequency domain by DCT. For the 1 / s-multiple type reduction of the sequence/image/video, we divide the frequency-domain coefficient of DCT into s / s 2 / s 3 parts to have recovered ones in the spatial domain, then compound the lowest frequency recovered sequence/ image/video with one of other higher frequency-domain recovered ones. According to various compound recovered sequences/images/videos, one can get the corresponding best reduced one of these in the spatial domain. For the o 1 / o 2 -multiple type, the reduction is implemented by retaining the lower o 1 / o 2 frequency-domain coefficient of DCT and then applying the inverse DCT to acquire the reduced one. To decrease the ripple and blocky effects, we restrict pixel values of the reduced ones to a reasonable range.
The notations of Part 1 of this paper ͑Ref. 6͒ are also used here. Here, we provide the following short summary to facilitate all derivations in this manuscript.
Recall the 1-D DCT pair in a matrix form as follows: C͑N − 1͒cos
and
If one wants to enlarge f 1D to a size as rN ϫ 1, the inverse 1-D DCT should be modified as
where f 1D R Nϫ1 , f 1Dϳr R Nrϫ1 , C N,r R NϫNr , and
For the 2-D case, the fast 2-D DCT pair is
where f 2D R n 1 ϫn 2 and F 2D R n 1 ϫn 2 . Based on the same idea of enlargement of a 1-D sequence as addressed in Eq. ͑4͒, take the upsampling of the 2-D basis and rewrite Eq. ͑7͒ as
to reconstruct the r-multiple 2-D image denoted by f 2Dϳr , where C n 1 ,r T R rn 1 ϫn 1 , C n 2 ,r R n 2 ϫrn 2 , f 2Dϳr R rn 1 ϫrn 2 , and
2 Reduction of Sequence/Image/Video Via 1-D/2-D/3-D DCT Two essential conditions for reduction of a sequence/ image/video are ͑1͒ to have almost same appearances in a reduced size and ͑2͒ to have a small recover error between the recovered sequence/image/video after reduction/ enlargement and the original one as possible, so that some applications can be explored, such as the sequence/image/ video compression.
Reduction of a Sequence Via 1-D DCT
To reduce an original sequence f 1D ͑i͒ for i =0,1, ... ,N −1 to a desired sequence f 1Dϳr ͑i͒ for i =0,1, ... ,rN − 1, where r =1/ s, it is preferable to reduce the original sequence to a reduced sequence one half the size at a time, and then repeat it again and again until achieving the desired size, such as r =1/ s =1/ 8=1/ 2͓1 / 2͑1 / 2͔͒.
To reduce the original sequence f 1D R Nϫ1 to the desired sequence f 1D1/2 R N/2ϫ1 , perform the 1-D DCT of Eq. ͑1͒ to acquire the frequency coefficient matrix F 1D first. Next, divide F 1D into two ͑=s͒ parts, i.e., the low-frequency coefficient matrix as
T and the high-frequency matrix as
T , where F 1D͗1͘ R N/2ϫ1 and F 1D͗2͘ R N/2ϫ1 . Then, take the reduced lowfrequency and the reduced high-frequency spatial-domain sequences, respectively, by
where
, r =1/ s =1/ 2, s = 2, and p =1,2. Next, to maintain the original characteristic in a N / 2 ϫ 1 size, take two reduced sequences as f 1Dϳ1/s,1 = f 1Dϳ1/s͗1͘ and f 1Dϳ1/s,2 = f 1Dϳ1/s͗1͘ + f 1Dϳ1/s͗2͘ , where s =2, f 1Dϳ1/s,1 R N/2ϫ1 and f 1Dϳ1/s,2 R N/2ϫ1 . Then, determine the local maximal value f 1D,max͗i͘ and the local minimal value f 1D,min͗i͘ , where
and f 1D,min͗i͘ = min͓f 1D ͑2i͒ , f 1D ͑2i +1͔͒ for i =0,1, ... ,N / 2 − 1 from the original sequence f 1D . It is reasonable to assume the value of the reduced sequence f 1Dϳr,p ͑i͒ is restricted to the range ͓f 1D,min͗i͘ , f 1D,max͗i͘ ͔. So, we modify the reduced sequence as If the size of the sequence cannot be presented by r =1/ 2͕1 / 2͓¯͑1 / 2͔͖͒, other reduced factors r are necessary, i.e., r =1/ 3,1/ 5,..., etc. Then, the just-mentioned mechanism should be modified appropriately.
Reduction of Image Via 2-D DCT
To extend the 1-D case for a sequence, as mentioned in Sec. 2.1 to the 2-D case for an image, the reduction algorithm of an image is addressed here. To reduce an original image f 2D ͑i , j͒ for i , j =0,1, ... ,N − 1 to a desired image f 2Dϳr ͑i , j͒ for i , j =0,1, ... ,rN − 1, where r =1/ s, it is preferable to reduce the original image to a reduced image at one half the size at a time for r =1/ s =1/ 2, then repeat it again and again until achieving the desired size.
If one wants to reduce the original image f 2D R NϫN to the desired image f 2Dϳr R rNϫrN where r =1/ s =1/ 2, perform the 2-D DCT of Eq. ͑6͒ to have the frequency-domain coefficient F 2D first. Next, divide f 2D into four ͑=s 2 ͒ parts as 
where F 2D͗1,1͘ , F 2D͗1,2͘ , F 2D͗2,1͘ , F 2D͗2,2͘ R N/2ϫN/2 and F 2D͗1,1͘ is a low-horizontal low-vertical frequency coefficient matrix, F 2D͗1,2͘ is a high-horizontal low-vertical frequency coefficient matrix, F 2D͗2,1͘ is a low-horizontal highvertical frequency coefficient matrix, F 2D͗2,2͘ is a highhorizontal high-vertical frequency coefficient matrix. Then, take four respectively reduced spatial-domain images with the corresponding frequency property by
where p 1 =1,2, p 2 =1,2, s =2, C N,1/s͗1͘ is shown in Eq. ͑10͒, and C N,1/s͗2͘ is shown in Eq. ͑11͒. When an image is reduced, its high-frequency property disappears. To maintain the original characteristic and try to restore some high-frequency property in an N / 2 ϫ N / 2 size, we take five reduced images based on the lowfrequency-property reduced image f 2Dϳ1/s͗1,1͘ and some other high-frequency-property reduced images ͑f 2Dϳ1/s͗1,2͘ , f 2Dϳ1/s͗2,1͘ , f 2Dϳ1/s͗2,2͘ ͒ as f 2Dϳ1/s,1 = f 2Dϳ1/s͗1,1͘ ,
+ f 2Dϳ1/s͗2,2͘ , where s = 2 and f 2Dϳ1/s,1 , f 2Dϳ1/s,2 , f 2Dϳ1/s,3 , f 2Dϳ1/s,4 , f 2Dϳ1/s,5 R N/2ϫN/2 . Then, determine the local maximal value f 2D,max͗i,j͘ and the local minimal value f 2D,min͗i,j͘ , where
+1͔͒ for i =0,1, ... ,N / 2−1 and j =0,1, ... ,N / 2 − 1, from the original image. It is reasonable to assume the pixel value of the reduced image f 2Dϳ1/2,p ͑i , j͒ is restricted to the range ͓f 2D,min͗i,j͘ , f 2D,max͗i,j͘ ͔. So, modify the reduced image by To avoid the edge-ripple effect, compare the region in i , j =0,1, ... ,N − 2. Then, take the corresponding f 2Dϳ1/2,p with a smaller error ͑MSE͒ between f 2D,p ͑i , j͒ and f 2D ͑i , j͒ as the desired reduced image.
To acquire the r-multiple ͑r =1/ s͒ reduction of a large image, a novel algorithm is presented as follows:
Algorithm 1
Consider the original large image f 2D of size l 1 ϫ l 2 , where the pixel elements of f 2D are expressed as f 2D ͑i , j͒ for 0 ഛ i ഛ l 1 − 1 and 0 ഛ j ഛ l 2 −1. 1 / N −1͒ and g 2 =0,1, ... ,͑l 2 / N −1͒ with the original subimage f 2D͑g 1 ,g 2 ͒ ͑i , j͒ for p =1,2, ... ,5 only at i =0,1, ... ,N − 2 and j =0,1, ... ,N − 2, then take the corresponding reduced image f 2Dϳ1/2͑g 1 ,g 2 ͒,p with a smaller error ͑MSE͒ between f 2D͑g 1 ,g 2 ͒,p ͑i , j͒ and f 2D͑g 1 ,g 2 ͒ ͑i , j͒ as the desired reduced subimage. 9. Combine desired local subimages f 2Dϳ1/2͑g 1 ,g 2 ͒ to form a new image. If the size of the new image is as Fig. 4 Eight 288ϫ 352-pixel frames from a video sequence.
Subdivide the original image
f 2D ͑i 1 , j 1 ͒ R l 1 −l 2 into nonoverlapped subimages f 2D͑g 1 ,g 2 ͒ R NϫN by f 2D͑g 1 ,g 2 ͒ = Ά f 2D ͑g 1 N,g 2 N͒ f 2D ͑g 1 N,g 2 N + 1͒¯f 2D ͓g 1 N,͑g 2 + 1͒N − 1͔ f 2D ͑g 1 N + 1,g 2 N͒ f 2D ͑g 1 N + 1,g 2 N + 1͒¯f 2D ͓g 1 N + 1,͑g 2 + 1͒N − 1͔ ] ] f 2D ͓͑g 1 + 1͒N − 1,g 2 N͔ f 2D ͓͑g 1 + 1͒N − 1,
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Reduction of Video Via 3-D DCT
Based on the same idea of reduction of a 2-D image, the desired reduction algorithm with blocky and ripple effect cancellations for a video f 3D in a size of l 1 ϫ l 2 ϫ l 3 can also be derived. To shorten the paper length, the detailed procedures are omitted here.
Even though various combinations of subparts of the frequency-domain coefficient matrix F 3D associated with some necessary processes can yield a better performance of reduction for a video, it will cost a lot of CPU time. So we suggest using the low-frequency case at this point.
Arbitrary-Ratio Reduction of Image Via 2-D DCT
Similarly, it is preferable for new reduction algorithms with ripple and blocky effect cancellations, as proposed in Secs.
2.1, 2.2, and 2.3 for 1-D, 2-D, and 3-D cases, to have the multiple ͑r =1/ s͒ as ͑1 / 2͒
n , where n is an integer. To handle other cases, a novel algorithm is presented in the following. However, if performing an ͑1 / 2͒ n multiple enlargement is necessary, so we suggest applying the proposed algorithms in Secs. 2.1, 2.2, and 2.3 due to the consideration of complexity. To shorten the length of the paper, we address only the non-͑1 / 2͒ n -multiple reduction for a 2-D case in this paper. The 3-D case can also be extended from the 2-D case.
Consider an original image f 2D with a size of n 1 ϫ n 2 . It is desired to have the 
The reduced 2-D image f 2Dϳo 1 /o 2 can be constructed by
The detailed non-͑1 / 2͒ n -multiple reduction algorithm of a large 2-D image with blocky and ripple effect cancellations is then given as follows.
Algorithm 2
Consider the original image f 2D with a size of l 1 ϫ l 2 , where pixel elements of f 2D are expressed as f 2D ͑i , j͒ for 0 ഛ i ഛ l 1 − 1 and 0 ഛ j ഛ l 2 − 1. It is desirable to get the o 1 / o 2 -multiple reduced image f 2Dϳo 1 /o 2 in a size
1. Subdivide f 2D into nonoverlapped subblocks f 2D͑g 1 ,g 2 ͒ with a size of N ϫ N. The relationship between f 2D and f 2D͑g 1 ,g 2 ͒ is addressed in step 1 of Algorithm 1. 2. Reduce f 2D͑g 1 ,g 2 ͒ by performing Eqs. ͑6͒, ͑20͒, and ͑21͒ for n 1 = N and n 2 = N; consequently, also obtain the low frequency-domain coefficient matrix
respectively, where 
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3. Combine the desired reduced subimages f 2Dϳo 1 /o 2 ͑g 1 ,g 2 ͒ to achieve a complete reduced image 
• f 2Dϳo 1 /o 2 ͑i, j͒ remains invariant, otherwise,
Notice that it would be better to select parameter N so that N͑o 1 / o 2 ͒ is an integer and N is near 8.
Simulation Results of 2-D/3-D DCT for
Reduction of Image/Video All the following experiments in this paper were performed on a machine equipped with an Intel Pentium IV 3.2-GHz CPU and 512 MB of RAM with Windows XP Professional and Matlab as the runtime environment. Computer simulations using real images were performed to evaluate the performance of proposed algorithms for reductions of 2-D and 3-D cases as follows.
Example 1
Consider three 512ϫ 512-pixel images ͑"Lena," "Peppers," and "Text"͒ shown in Figs. 1-3 . To shorten the length of the paper, we show these only in a small size, except for Fig. 3 . First, we reduce the three original images to ones with a size of 256ϫ 256 via Algorithm 1, and the LL Algorithm, which uses only the low-frequency-domain coefficient matrix F 2D͑g 1 Table 1 .
From Table 1 , it is obvious that the reduced images performed by Algorithm 1 have a higher quality than those from the LL Algorithm, but Algorithm 1 spends more CPU time. Also, Algorithm 3 in Ref. 6 with p = 2 has the best quality among all for the enlargements. These observations become obvious for very large size images, such as 1024ϫ 1024 images.
Example 2
Consider an original video sequence with eight 288ϫ 352-pixel frames and show the first to eighth frames in Figs. 4͑a͒-4͑h͒, respectively. It is desired to reduce the number of frames of the original video sequence from eight to four and have each frame of the reduced video sequence in a 144ϫ 176 size, as shown in Figs. 5͑a͒-5͑d͒. Finally, eight 288ϫ 352-pixel frames recovered from Fig. 5 are shown in Fig. 6 . The PSNRs between each corresponding frames of the original video sequence ͓Figs. 4͑a͒-4͑h͔͒ and the recovered video sequence ͓Figs. 6͑a͒-6͑h͔͒ are shown in Table 2 . It's obvious the proposed reduction and the enlargement algorithms have a good performance as expected.
Example 3
Consider a 512ϫ 512-pixel image ͑"Text"͒ from Fig. 3 . First, apply Algorithm 2 to acquire an 8 / 10-multiple reduced image, as shown in Fig. 7 . Then, we obtain the 10/ 8-multiple enlarged image of 
Conclusions
Two efficient algorithms for the reduction of sequence/ image/video were proposed for different types of reduced multiples, 1 / s and o 1 / o 2 . The algorithms were implemented progressively to avoid losing their characteristics. Moreover, the pixel values of reduced sequence/image/ video were restricted in a reasonable region to avoid the ripple and blocky effects. These algorithms were implemented in the frequency domain by DCT. Due to the essentially even-function property of the DCT, the proposed reduction of a sequence/image/video also demonstrates the desired symmetric property. This property is important when reducing a sequence/image/video. Fig. 7 The 8 / 10-multiple reduced image of Fig. 3 .
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