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In this paper, we propose an efficient technique for solving some infinite-dimensional problems over the sets of 
functions of time. In our problem, besides the convex point-wise constraints on state variables, we have convex 
coupling  constraints  with  finite-dimensional  image.  Hence,  we  can  formulate  a  finite-dimensional  dual 
problem, which can be solved by efficient gradient methods. We show that it is possible to reconstruct an 
approximate primal solution. In order to accelerate our schemes, we apply double-smoothing technique. As a 
result, our method has complexity O(1/ε ln 1/ε) gradient iterations, where ε is the desired accuracy of the 
solution of the primal-dual problem. Our approach covers, in particular, the optimal control problems with 
trajectory governed by a system of ordinary differential equations. The additional requirement could be that the 
trajectory crosses in certain moments of time some convex sets. 
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In this paper, we are interested in a specic class of convex innite-dimensional problems
with decision variables being functions of time. These problems are characterized by the
joint presence of convex bounds on some nite-dimensional characteristics of the decision
variables, and of the point-wise time constraints. The key assumption on the problem
structure is that, when the coupling constraints are dropped, we can easily optimize the
remaining part of the problem separately, for each moment of time. Hence, the rst
step in our approach is dualization of the dicult convex constraints. Since the number
of coupling constraints is nite, the Lagrangian dual problem is a non-smooth convex
problem in nite-dimension. We assume that the dual objective function value can be
computed for each value of the Lagrangian multipliers. Thus, our primary goal is to nd
eciently an approximate solution to the dual problem. At the same time, we are able
to reconstruct a nearly feasible optimal primal solution.
In order to satisfy these two goals, we develop a new double-smoothing approach,
which is a variant of the smoothing techniques [10; 11; 12]. Using the problem structure,
we transform the dual objective function into a smooth strongly convex function with
Lipschitz continuous gradient. These modications allow us to minimize the dual function






iterations, where  is
the desired accuracy. We present some applications of our technique to some optimal
control problems and to large-scale problems in nite dimension.
The structure of this paper is as follows. In Section 2, we describe the innite-
dimensional primal problem setting and derive the corresponding dual problem. By
Danskin theorem, we show that in general the dual objective function is non-smooth.
In Section 3, we apply to this function two regularizations which make it smooth and
strongly convex (we explain the importance of both properties). In Section 4, we recall
the optimal method [9] for smooth and strongly convex functions and describe its rate of
convergence. In Section 5, this optimal scheme is applied to our modied dual objective
function. From the dual minimization sequence, it is possible to reconstruct a nearly
feasible and optimal primal solution. The accuracy of the primal and dual solutions can
be adjusted by special parameters. In Section 6, we show that the approximate primal
solutions obtained by the double smoothing algorithm converge in a weak sense to the
optimal solution of the primal innite-dimensional problem. This result can be used for a
constructive proof of the strong duality for the primal-dual problem. In the last two sec-
tions we consider the applications of double-smoothing technique to the optimal control
problems and to the large-scale convex optimization problems in nite dimension.
2 Problem formulation and dual approach









Ai(t)u(t)dt 2 Qi;i = 1;:::;N; ()
u(t) 2 Q(t) a.e in [0;T]g;
(1)
where T < 1, and the following assumptions are satised.
1Assumption 1





2 dt < 1, i = 1;:::;N.
2. Sets Qi  Rni, i = 1;:::;N, are convex, closed and bounded.
3. All sets Q(t)  Rm, t 2 [0;T], are convex, closed and the graph Q := [t2[0;T]Q(t) is
bounded.
4. Function F(t;u) : [0;T]Q ! R is convex in u for any t 2 [0;T], and continuously
dierentiable in (t;u).
We measure the size of the control function u(t) 2 Rm, t 2 [0;T], belonging to








Without convex coupling constraints (1), we can solve problem (1) in a pointwise way,
minimizing the objective separately for every t 2 [0;T]. Hence, it is natural to dualize
these constraints and pass to a nite-dimensional Lagrangian dual problem. For each
value of dual variables, the dual function can be computed by a point-wise minimization in
u(t) 2 Q(t). Assuming that this operation is feasible, our primary goal is to show that the
dual problem can be solved eciently. After that, we will see that the dual optimization
scheme can be used for constructing an approximate optimal primal solution.
Denote by Ai, the linear operators dening the convex coupling constraints:
Ai : L2([0;T];Rm) ! Rni; u !
T R
0
Ai(t)u(t)dt; i = 1;:::;N:









i (t)zi; t 2 [0;T]: (2)





























2 dt < +1:
Since Qi is a convex set, inclusion Aiu 2 Qi is valid if and only if
hAiu;zii  Qi(zi) 8zi 2 Rni
where Qi(z) = supx2Qihx;zi is the support function of Qi. Therefore, problem (1) can






F(t;u(t))dt : hAiu;zii  Qi(zi) 8zi 2 Rni; i = 1;::;N;
u(t) 2 Q(t) a.e. in [0;T]g:
(3)
2Denote U = fu 2 L2([0;T];Rm) : u(t) 2 Q(t) a.e. in [0;T]g,  n =
N P
i=1
ni, and z =




























Thus, the Lagrangian dual problem (in minimization form) is given by
 D =  def = inf
z2R n
PN
i=1 Qi(zi) + (z) = infz2R n (z) (4)



























The dual convex optimization problem (4) is an unconstrained problem in nite dimen-
sion. For each z 2 R n we can compute its objective function dening (z) in a pointwise
way:







; t 2 [0;T]: (6)
(We assume that functions F(t;v) and convex sets Q(t) are simple enough.) In general,
this function (z) is nondierentiable. Indeed, by standard reasoning, we can guarantee
that





i=1hAiu;zii = (z);u 2 Ug:
(A rigorous application of Danskin Theorem [5, 3] justies the equality in the above
relation.) As the optimization problem (5) can have multiple optimal solutions, the set
@(z) can contain more than one element and therefore at this point  is not dierentiable.
Thus, the dualization of problem (1) results in a nite-dimensional nonsmooth convex
problem (4). The classical algorithms for solving such problems are the subgradient-type
schemes. Provided that (z) is computable, we can apply them directly to problem (4).
However, their convergence is rather slow. In order to get an accuracy  for the objective




iterations (e.g. [9, 13]).
In our paper we propose another approach based on the smoothing techniques [10, 11,
12]. In the smoothing approach, using the specic structure of the problem, we apply
3some regularization to the objective function and obtain much faster methods (which are
not anymore the pure black-box schemes). In this work, we develop an algorithm which is
able to solve the dual problem and to reconstruct from the nearly optimal dual solution,







3 Double Smoothing Technique
In convex optimization there are two important class of objective function:
 F
1;1
L (R n) is the class of convex functions f : R n ! R which gradient is Lipschitz-
continuous with constant L > 0.
 S
1;1
;L(R n), is the class of functions f 2 F
1;1
L (R n) which are strongly convex with
parameter  > 0.
We will try to solve the dual problem (4) using a new primal-dual smoothing technique.
Note that in general its objective function is not dierentiable and not strongly convex.
However, we can ensure these properties by double primal-dual regularization of . The
goal of the rst regularization is to obtain an objective function with Lipschitz-continuous
gradient. In this case, we will be able to apply much more ecient algorithms of smooth
convex optimization.
The goal of the second regularization is to obtain a strongly convex dual objective.
As we will see later, for reconstructing primal solution, we need to get a dual solution
with small value of the gradient of the objective function. Unfortunately, this feature




with g 2 F
1;1
L (R n) and with optimal solution z. If we apply to this problem the optimal
scheme [10], we can obtain the following rate of convergence:





Since (e.g. Theorem 2.1.5 in [9]) 1
2L krg(zk)k
2





On the other hand, we can consider the modied function ~ g(z) = g(z)+ 1
2kzk2
2. Note
that ~ g 2 S
1;1
;+L(R n). Therefore (e.g. Theorem 2.2.3 in [9])
1
2(+L)kr~ g(zk)k2


















These results justify why we want to modify the dual objective function in a strongly
convex function with Lipschitz-continuous gradient. Let us start from ensuring the
smoothness of the dual function.
The dual objective (z) is a sum of two functions. Both of them can be nonsmooth.









4This optimization problem has only one optimal solution since its objective is strongly
concave. Therefore the function ;Qi is dierentiable with gradient given by:
rzi;Qi(zi) = x;zi
where x;zi 2 Qi is this unique optimal solution to (7). Moreover, rQi(zi) is Lipschitz-
continuous with constant 1
 (e.g. [10]). Applying this smoothing to all i = 1;:::;N, we
obtain function
PN






is Lipschitz-continuous with constant 1
.
Let us smooth now the second term of the dual objective. For  > 0, we modify the


















Since the objective function of this problem is strongly concave in u, it has a unique
optimal solution u;z(t), that can be computed independently for each t 2 [0;T]:












By Danskin Theorem, function (z) is dierentiable and
r(z) = ( A1u;z;:::; ANu;z)T:
Let us estimate the Lipschitz constant of its gradient.





























(we used the fact that F is continuously dierentiable). Therefore, by the rst-order




5for all z0 and z00 2 R n we have (see [8]):
hru	(u;z0;z0);u;z00   u;z0i  0; hru	(u;z00;z00);u;z0   u;z00i  0:
Summing up these two inequalities, we obtain:













i );u;z0   u;z00i:
Since F(t;:) is convex, hruF(t;u;z0(t))   ruF(t;u;z00(t));u;z0(t)   u;z00(t)i  0 for all




i ;Ai(u;z0  u;z00)i  

























































2  kz0   z00k2. 2
Denote Di = maxf1
2kxk2
2 : x 2 Qig and D = maxf1
2kuk2
2 : u 2 Ug. Concerning the
value of the modied dual objective function, we have:
;Qi(zi)  Qi(zi)  ;Qi(zi) + Di; 8zi 2 Rni;
(z)  (z)  (z) + D; 8z 2 R n:
Therefore, if we dene the function ;(z) =
N P
i=1
;Qi(zi) + (z), then




Finally, in order to obtain a strongly convex dual objective function, we just add the
strongly convex function 1
2kzk2
2 with coecient  > 0 to function ;. This gives us a




;Qi(zi) + (z) + 
2kzk2
2;
which is strongly convex with parameter , and which gradient
r;;(z) = (x;z1;:::;x;zN)T   (A1u;z;:::;ANu;z)T + z:





2 + . This function
can be minimized by the optimal method for the class S
1;1
;L(;;)(R n).
64 Optimal scheme for S
1;1
;L(R n):
For the reader convenience, in this section we present the simplest optimal method for
minimizing smooth strongly convex functions.
Let function g : R n ! R be strongly convex with parameter  > 0 and its gradient be
Lipschitz-continuous with constant L > . Consider the following problem:
min
y2R n g(y): (10)
We assume that this problem is solvable. Denote by g its optimal value and by y the
optimal solution.
Algorithm ([9]): Choose w0 = y0 2 R n.
Iteration (k  0): Set yk+1 = wk   1
Lrg(wk), and









By Theorem 2.2.3 in [9] we have:
g(yk)   g 
 













Since rg is Lipschitz-continuous, in view of Theorem 2.1.5 in [9] we have
1
2Lkrg(yk)k2
2  g(yk)   g
(12)










Finally, since g is strongly convex, by Theorem 2.1.8 in [9] we have:

2kyk   yk2
2  g(yk)   g
(12)
















5 Solving primal-dual problem by optimal method
Denote by z the unique optimal solution of the problem
min
z2R n ;;(z); (15)
7and by z one of the optimal solutions of the dual problem (4). We assume that the
upper bound
kzk2
2  R (16)
is available.
Applying to this problem the method (11) with starting point z0 = 0, we obtain a
sequence fzkg such that:
























5.1 Convergence of (zk) to 


































On the other hand,
kzk2
2   kzkk2
2  kz   zkk2(kzk2 + kzkk2)
 kz   zkk2(2kzk2 + kzk   zk2)
(14)
 3kz   zkk2  kzk2
(18)
























;(zk)   ;(z)  25






We also have ;(0)  (0) and
;(z)  (z)    ^ D   D  (z)    ^ D   D:
Therefore:
;(0)   ;(z)  (0)   (z) +  ^ D + D: (19)
Finally, since ;(z) + 
2kzk2
2  ;(z) + 
2kzk2
2, we have:










 (zk)   D    ^ D   (z)   
2kzk2
2:
In conclusion, we have:














Now it is clear how to choose the smoothing parameters. Let us x some  > 0: In
the upper bound for the residual (zk)   (z), we have four terms. In order to ensure
accuracy (zk)   (z)  , we force all of these terms to be less or equal than 
4. This
leads to the following values:
 = () = 
4D;  = () = 
4 ^ D;  = () = 
2R2: (21)
With this choice we get













The last term in the estimate (22) denes the number of iterations needed for getting






















It remains to note that
L(;;)








= 1 + 8
2









Thus, we need at most k = O(1
 ln 1
) iterations.
5.2 Convergence of kr;(zk)k2
In our approach, we are able to reconstruct a nearly optimal and feasible primal solution.
In Section 5.3, we will see that the accuracy of this solution depends not only on the
convergence rate of objective, but also on the rate of convergence of the norm of the
gradient. Let us give an upper bound for the number of iterations needed to drop this
norm below a certain level.
9We have:
kr;(zk)k2  kr;;(zk)   zkk2  kr;;(zk)k2 + kzkk2
(17)































 ;(z) + 
2 kzk
2












































Taking into account (21), we can see that in k() = O(1
 ln 1
) iterations, we can ensure
(zk)   (z)  ; kr;(zk)k2  2
R: (26)
5.3 Constructing an approximate primal solution
In this section, given an accuracy  > 0, we will see how to obtain from the dual iterate




























where xi 2 Qi for all i = 1;:::;N.
Since D  P, inequality (27) implies
tn R
0
F(t; b uk()(t))dt  P+C1. Thus, the control
function ^ uk()(t) satisfying (27), (28) can be seen as a nearly optimal and feasible primal
solution with accuracy proportional to .
10Consider b uk() = u();zk(), the unique optimal solution of the corresponding problem
(8). This solution can be obtained in a pointwise way since b uk()(t) is dened almost
everywhere as a unique optimal solution of the nite-dimensional strongly convex problem.
We assume that, for all t 2 [0;T], the convex functions u ! F(t;u) and the convex sets
Q(t) are simple enough for solving these point-wise problems analytically or very quickly









































F(t; b uk()(t))dt   D =
PN
i=1hx();zi


















2   ();()(zk()) + (z):
Since ();()(zk())   (z)  (zk())   (z)  , and
();()(zk())   (z)
(9)
 (zk())   ()D   () ^ D   (z)
(21)
= (zk())   (z)   1
2   1
2;

























































































k() 2 Qi 8i = 1;:::;N.
Therefore, function b uk can be seen as an approximately feasible and optimal solution for
the primal innite-dimensional problem (1).
116 Condition for strong duality
As a simple consequence of the results of the previous sections, we can prove the strong
duality between the primal and the dual problem, i.e. that D = P. We can justify this
by the double smoothing algorithm, which can construct a sequence fung  U, such that
un converges in a certain sense to the optimal solution of the primal problem (which is
therefore solvable).
Let fng be a decreasing sequence of positive scalars such that limn!1 n = 0. For
each n  0, we can apply k(n) iterations of the double smoothing algorithm with the
parameters (n);(n);(n) dened by (21). Denote by un = b uk(n) 2 U the output of
the corresponding minimization process.
Theorem 2 Let the dual problem (4) be solvable. Then there is no duality gap: P =
D =  (z), and the sequence un = b uk(n) weakly converges to an optimal solution of
the primal problem. Hence the problem (1) is solvable.
Proof:
Note that un 2 U for all n  0, and J(un) :=
T R
0
F(t;un(t))dt ! D as n ! 1. Moreover,
dist (Aiun;Qi)
(28)
! 0 as n ! 1. Since the set U is bounded, the whole sequence fung
is also bounded. Since L2([0;T];Rm) is a reexive Banach space, by Banach Theorem,
we can extract a subsequence funjg  fung which converges weakly in L2([0;tn];Rm).
Denote by u its weak limit (unj * u).
Let us prove rst that J is continuous. Consider a sequence uk ! u in L2([0;T];Rm):
By Corollary 2.17 in [1], we can nd a subsequence fukjg  fukg, which converges to u
pointwise almost everywhere. As F is continuous and bounded on [0;T]  Q, we obtain,

















Suppose that there exists another subsequence fvlg  fukg such that liml!1 J(vl) = 
and  6= J(u). Then, using the same arguments as above, we can extract a subsubsequence
fvljg  fvlg such that limj!1 J(vlj) = J(u) and we obtain a contradiction. We conclude
that all convergent subsequence of fJ(uk)g converges necessarily to J(u). Hence the total
sequence is converging i.e limk!1 J(uk) = J(u) and we have proved that J is continuous.
Further, since U is closed and convex, and since J is convex, its continuity implies
the weak lower semi-continuity of this functional (see Corollary III.8 in [4]). We conclude
that J(u)  liminfj!1 J(unj) = D.
Finally, since unj * u, and the operatots Ai are linear and continuous, we have
Aiunj ! Aiu for all i = 1;:::;N. Taking into account that the sets Qi are compact in




Hence, Aiu 2 Qi for all i = 1;:::;N.
12It remains to note that U is closed and convex, and therefore (e.g. Theorem III.7 in
[4]), it is weakly closed. Since funjg  U and unj * u, we conclude that u 2 U.
Thus, we have proved that u is a feasible solution for (1) and J(u)  D. Since
J(u)  P  D for all feasible u, we conclude that P = D, and u is the optimal
primal solution. 2
7 Applications in optimal control
7.1 Class of optimal control problems and reformulation
In this section, we will look at the optimal control problems that can be written in the
form (1). In particular, we consider the optimal control problems governed by a system
of linear dierential equations with convex objective functional, convex constraints on
the state variables at nite number of inspection moments, and the point-wise convex
constraints on the control variables.





F(t;u(t))dt : _ x(t) = A(t)x(t) + B(t)u(t); x(0) = x0;
x(ti) 2 Qi i = 1:::;N;
u(t) 2 Q(t) a.e in [0;T]g;
(29)
where T < 1, and Q(t)  Rm, t 2 [0;T], are closed convex sets with bounded graph Q
def =
[t2[0;T]Q(t). We assume that function F : [0;T]  Q ! R is bounded, and continuously
dierentiable and convex in the second argument, x(t) 2 Rn and u(t) 2 Rm, t 2 [0;T].







A(t) 2 C([0;T];Rnn); B(t) 2 C([0;T];Rnm):
In problem (29), we have a nite number of inspection moments ti 2 (0;T], and we
assume that Qi  Rn, i = 1;:::;N, are bounded closed convex sets.
Let us rewrite the problem (29) in terms of control u. Denote by (t;) the transition
matrix of the system. It is the unique solution of the following matricial Cauchy problem:
d
dt(t;) = A(t)(t;); t  ; (;) = I:
Remark 1 When the system is time-invariant, i.e. A(t) = A, and B(t) = B, t 2 [0;T],
then the transition matrix is the usual matrix exponent:





13From the Optimal Control Theory (e.g [6]), we know that the state trajectory x(t),
generated by the system for a control u(t), is given by the following expression:
x(t) = (t;0)x0 +
t R
0
(t;)B()u()d; t 2 [0;T]:






def = Qi   (ti;0)x0; (30)
where (ti;0)x0 is the value at time ti of the unique solution of Cauchy problem
_ x(t) = A(t)x(t); x(0) = x0:
Remark 2 At the rst glance, it seems that we are restricted to the objective functionals
depending only on the control u(t) and not on the state variable x(t). In fact, using the
state transition matrix, we can also consider any convex functions depending on some



































B()T(t;)Ta(t)dt. Another possibility is as follows:












with h() = B()T(ti;)Ta.









(ti;)B(); when  2 [0;ti],
0; when  2]ti;T]:
Thus, the optimal control problem (29) can be rewritten in the form (1). Hence, we
can solve it by the double smoothing technique. This approach assumes that we are able













14where Ai(t) depends directly on the state transition matrix. However, in practice the
state transition matrix (ti;t) is often not known. Instead, we can compute the function
AT
i (t)zi as a solution of some ODE.
Indeed, we have (e.g. Theorem 1.2 in [7])
d
dtT(ti;t) =  A(t)TT(ti;t):
Therefore (ti;t)T is the state transition matrix of the system _ v(t) =  A(t)Tv(t). Hence,
AT
i (t)Tzi = B(t)Tv(t), where v(t) is the unique solution of Cauchy problem
_ v(t) =  A(t)Tv(t); v(ti) = zi; t 2 [0;ti]; (32)
extended by zero for t 2 [ti;T].
7.2 Evaluation of kAik2
In order to solve the primal-dual problem (1), (4) by double smoothing technique, we need
to evaluate the norms kAik2. Moreover, from the estimates (23), (24), it is clear that these
norms are very essential elements of the global complexity bound of our problem. In this
section, using the reachability Gramian of the dynamical system, we derive a closed-form
representation for the norm kAik2. However, this quantity is not easily computable (it
needs the knowledge of the transition matrix). Moreover, its dependence in the length
of time interval is not very transparent. Therefore, in the next section, we obtain some
simple upper bounds for the norms kAik2, which can be easily computed by solving Linear
Matrix Inequalities (LMI).




kAiuk2 : kukL2([0;T];Rm) = 1
	
:
Since the vector Aiu does not depend on values of u(t) for t 2 (ti;T], we can consider the









kAiuk2 : kukL2([0;ti];Rm) = 1
	
;
and the operator A
i transforms y 2 Rn into the function B(t)T(ti;t)Ty 2 L2([0;ti].






which are symmetric positive semidenite matrices (2 Sn
+). Recall the following denition.
Denition 1 The system
_ x(t) = A(t)x(t) + B(t)u(t) x(0) = 0; (33)
is called reachable on [0;^ t] if for any ^ x 2 Rn there exist a control u(t) such that x(^ t) = ^ x.
15The reachability is closely related with reachability Gramian (e.g. Corollary 2.3 in [2]):
Theorem 3 The system (33) is reachable on [0;ti] if and only if the Gramian Wr(0;ti)
is positive denite.

























kukL2([0;ti];Rm) : Aiu = xi
	
:
Consider now the minimization problem min
u2L2([0;ti];Rm);
Aiu=xi
kuk2. We will use the following
simple result
Lemma 1 Let H be a Hilbert space and the linear operator A : H ! RL be nondegenerate:
AA  0. Then for any b 2 RL and f 2 H, the Euclidean projection b(f) of f onto the
subspace Lb = fg 2 H : Ag = bg is dened as follows:





































i = Wr(0;ti) is the reachability Gramian.
167.3 Bounding the growth of norms kAik2 with time
In the previous section, we have shown that the norm kAik2 is equal to the square root of
the maximal eigenvalue of the reachability Gramian on the interval [0;ti]. Simple examples
show that this norm can grow exponentially with ti. However, for the stable systems the
situation is much better.
In this section, we derive the bounds for the growth of the norms kAik2 from the
stability characteristics of the linear time-varying system:
_ x(t) = A(t)x(t); t  0; (34)
where the matrix A(t) is continuous in time.
Recall that the state x = 0 is always an equilibrium of the system (34). It is the unique
equilibrium if A(t) is nonsingular for all t  0. The following facts are standard (e.g. [2]).
Theorem 4 The equilibrium x = 0 is stable if and only if the solutions of the linear




def = k() < 1; 8  0:
It is uniformly stable if and only if
sup
0
k() = sup0 supt k(t;)k2
def = k0 < 1:





2 d  C for all t  0 where the constant
C is independent on t.
Using these stability results, we can obtain some estimates for the growth of kAik2.
Theorem 5 If the equilibrium x = 0 is stable and k1
def = sup
t0












































17This upper bound depends on the growth of the integral
ti R
0
k0()2d with respect to ti,
which can be very fast. Moreover, it can happen that function k0 is not in L2([0;ti]) and
then the bound (35) gives no information. However, if we assume the uniform stability of
the equilibrium x = 0, then we can get much better bounds.
Theorem 6 If equilibrium x = 0 is uniformly stable and k1




The proof of this theorem is the same as that of Theorem 5. However, now we can
ensure a sublinear bound for the growth kAik2 with respect to ti. If we strengthen again
the stability assumption, we can obtain an upper bound independent on ti.
Theorem 7 Let equilibrium x = 0 be exponentially stable and k1 = sup
t0
kB(t)k2 < 1.
Then kAik2  k1
p
C.
Again, this fact can be easily derived from the arguments of the proof of Theorem 5.
In some case, we can obtain a computable upper bound for the norm kAik2. Recall
the following well-known sucient condition of global exponential stability.
Theorem 8 [2] Let the linear system (34) be time-invariant, and there exists a matrix
P = PT  0 such that ATP + PA  0. Then equilibrium x = 0 is globally exponentially
stable.
Under conditions of this theorem, there exists 1 > 0 such that the following LMI
ATP + PA   1P; P = PT  0;
admits a solution. Matrix P and constant 1 can help us to obtain an explicit upper-
bound for the norm kAik2. Indeed, by denition, Aiu is the position at time ti of the
point of unique trajectory dened by the linear system
_ x(t) = Ax(t) + Bu(t); x(0) = 0:
Therefore,
kx(ti)k2







def = hPx(t);x(t)i. The derivative of function R can be bounded as follows:
_ R(t) = hP;x(t)_ x(t)T + _ x(t)x(t)Ti
= hP;x(t)(Ax(t) + Bu(t))T + (Ax(t) + Bu(t))x(t)Ti
= hP(Ax(t) + Bu(t));x(t)i + hPx(t);Ax(t) + Bu(t)i
= h(PA + ATP)x(t);x(t)i + 2hPx(t);Bu(t)i
  1hPx(t);x(t)i + 2hPx(t);Bu(t)i  1
1hPBu(t);Bu(t)i:




































If we want to obtain the best upper bound for kAik2, we need to solve the following




12 : ATP + PA   1P; 2I  P  3I; 1;2;3  0
o
: (36)
This problem is non-convex, but we can nd an upper bound for its optimal solution from






12 : ATP + PA   13I; 2I  P  3I; 1;2;3  0
o
since the feasible set of the right-hand side is smaller than that of (36). Introducing a






: ATP + PA   1I; 2I  P  3I; 1;2;3  0

:
Since the objective of this problem is quasiconvex, it can be solved in polynomial time.
8 Discretization and application to large-scale
nite-dimensional problems
The double smoothing technique developed in this paper allows us to solve the primal-







complexity analysis of this approach is done in the innite-dimensional framework. How-
ever, the exact computation of the gradient r;;(wk) at each iteration needs in general
an innite number of pointwise operations. For some simple problems this computation
can be implemented in a nite time. However, in practice this situation is very rear.
For the moment, there are two ways for avoiding this diculty. The rst one is to
adapt the optimal scheme for S
1;1
;L to the case when the gradient is computed with certain
accuracy. Under this assumption, we will be able to keep all the analysis in the innite-







innite-dimensional problem itself. The discretization will be used only inside the rst
order orcale, which computes the gradient of the modied dual objective function with
given accuracy. The rigorous justication of corresponding variant of the optimal method
for S
1;1
;L is the topic of our forthcoming paper.
The second possibility is to discretize the innite-dimensional problem (1) from the
very beginning. Even in this classical framework, our double smoothing approach keeps
all of its strong points. Indeed, the discretized problem will be typically a very large scale
19nite-dimensional problem with coupling constraints. Since it is often easier to solve a
large number of small problems than one large problem with coupling constraints, it is
interesting to tackle these problems by dualizing the coupling constraints and to apply
the double smoothing scheme to the Lagrangian dual problem. The analysis presented in
this paper for innite-dimensional framework remains valid also in nite dimension. If we
assume that the pointwise problems are solvable in a closed-form, the double smoothing







iterations using an appropriate rst-order method. More generally, our
approach can be applied to any kind of large-scale convex problems in nite dimension in
the presence of linear coupling constraints and separable point-wise constraints.
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