Block graphs are graphs in which every block (biconnected component) is a clique. A graph G = (V, E) is said to be an (unpartitioned) k-probe block graph if there exist k independent sets N i ⊆ V , 1 ≤ i ≤ k, such that the graph G ′ obtained from G by adding certain edges between vertices inside the sets N i , 1 ≤ i ≤ k, is a block graph; if the independent sets N i are given, G is called a partitioned k-probe block graph. In this paper we give good characterizations for 2-probe block graphs, in both unpartitioned and partitioned cases. As an algorithmic implication, partitioned and unpartitioned probe block graphs can be recognized in linear time, improving a recognition algorithm of cubic time complexity previously obtained by Chang et al.
Introduction
Given a graph class C, a graph G = (V, E) is called a probe C graph if there exists an independent set N ⊆ V (of non-probes) and a set E ′ ⊆ N 2 such that the graph G ′ = (V, E ∪ E ′ ) is in the class C, where N 2 stands for the set of all 2-element subsets of N. A graph G = (V, E) with a given independent set N ⊆ V is said to be a partitioned probe C graph if there exists a set E ′ ⊆ N 2 such that the graph G ′ = (V, E ∪ E ′ ) is in the class C. In both cases, G ′ is called a C embedding of G. Thus, a graph is a (partitioned) probe C graph if and only if it admits a C embedding.
Recognizing partitioned probe C graphs is a special case of the C-graph sandwich problem (cf. [9] ). More precisely, given two graphs G i = (V, E i ), i = 1, 2, on the same vertex V such that E 1 ⊆ E 2 , the C-graph sandwich problem asks for the existence of a graph G = (V, E) such that E 1 ⊆ E ⊆ E 2 and G is in C. Recognizing partitioned probe C graphs with a given independent set N is a special case of the C-graph sandwich problem, where E 2 \ E 1 = N 2 . Both concepts stem from computational biology; see, e.g., [8, 9, 18, 19] .
Probe graphs have been investigated for various graph classes; see [3] for more information.
Recently, the concept of probe graphs has been generalized in [4] . A graph G is said to be a k-probe C graph if there exist independent sets N 1 , . . . , N k in G such that there exists a graph G ′ ∈ C (an embedding of G) such that for every edge xy in G ′ which is not an edge of G there exists an i with x, y ∈ N i . In the case k = 1, G is a probe C graph.
We refer to the partitioned case of the problem when a collection of independent sets N i , i = 1, . . . , k, is a part of the input; otherwise, it is an unpartitioned case. For historical reasons we call the set of vertices P = V \ k i=1 N i the set of probes and the vertices of k i=1 N i the set of non-probes. In [4] , k-probe complete graphs and k-probe block graphs have been investigated. The authors proved that, for fixed k, k-probe complete graphs can be characterized by finitely many forbidden induced subgraphs, their proof is however not constructive. They also showed, implicitly, that k-probe complete graphs and k-probe block graphs can be recognized in cubic time. The case k = 1, e.g., probe complete graphs and probe block graphs, has been discussed in depth in [15] .
In this paper, we study 2-probe complete graphs and 2-probe block graphs in more details. Our main results are:
• A characterization of partitioned 2-probe block graphs in terms of certain "enhanced graph" (Theorem 5), stating that G is a partitioned 2-probe block graph if and only if the enhanced graph G * is a block graph.
• Forbidden induced subgraph characterizations of unpartitioned 2-probe block graphs (Theorem 6).
• Linear time recognition for 2-probe block graphs, in both partitioned and unpartitioned cases.
The first result is of great interest because the enhanced graph contains only necessary edges, i.e., new edges that must be added. In this sense, the enhanced graph is an optimal embedding of the probe graph. This type of characterization is rarely possible, and our result is the first one in case k = 2. In case of probe graphs, i.e., k = 1 only few are known: In [1] it is shown that a graph is a partitioned probe threshold graph, respectively, a partitioned probe trivially perfect graph if and only if a certain enhanced graph is a threshold graph, respectively, a trivially perfect graph. In [14] it is shown that a graph is a partitioned chain graph if and only if a certain enhanced graph is a chain graph, and recently, [15] (cf. Theorem 1) proved that a graph is a partitioned block graph if and only if a certain enhanced graph is a block graph. For some other cases, a certain enhanced graph can be defined that admits some nice properties; see [5, 10, 18] . Forbidden induced subgraph characterizations are very desirable as they (or their proofs) often imply polynomial time for recognition, and give a lot of structural information of the graphs.
1 This is the case with the second result. Based on our forbidden induced subgraph characterization, we will obtain a linear time algorithm for recognizing if a given graph is a 2-probe block graph, improving the cubic time complexity provided previously in [4] .
The paper is structured as follows. In Section 2, we collect all the necessary definitions, and review results about probe complete graphs and probe block graphs. In Section 3, we discuss 2-probe complete graphs. Partitioned and unpartitioned 2-probe block graphs will be considered in Section 4 and in Section 5, respectively. A linear time recognition algorithm of unpartitioned 2-probe block graphs is proposed in Section 6. We conclude the paper with some open problems in Section 7.
Definitions and notion
In a graph, a set of vertices is an independent set, respectively, a clique if no two, respectively, every two vertices in this set are adjacent. For two graphs G and H, we write G + H for the disjoint union of G and H, and 2G for G + G. The join G ⋆ H is obtained from G + H by adding all possible edges xy between any vertex x in G and any vertex y in H. The complete graph with n vertices is denoted by K n . The path and cycle with n vertices of length n − 1, respectively, of length n, is denoted by P n , respectively, C n . Let G = (V, E) be a graph. For a vertex v ∈ V we write N (v) for the set of its neighbors in
A (connected or not) graph is a block graph if each of its maximal 2-connected components, i.e., its blocks, is a clique. A chordal graph is one in which every cycle C ℓ of length ℓ ≥ 4 has a chord. (A chord of a cycle is an edge not belonging to the cycle but joining to vertices of the cycle.) A diamond is the complete graph on four vertices minus an edge. It is well-known (and easy to see) that block graphs are exactly the chordal graphs without induced diamond.
Proposition 1 (Folklore). A graph is a block graph if and only if it is a diamond-free chordal graph.
Here, given a graph F , a graph is said to be F -free if it has no induced 1 That is why characterizing probe interval graphs by forbidden induced subgraphs is a long-standing interesting open problem; see [16] subgraph isomorphic to F . For a set of graphs F , a graph is said to be F -free if it is F -free for each F ∈ F .
A graph G is called distance-hereditary if for all vertices u, v ∈ V (G) any induced path between u and v is a shortest path. A graph G is called ptolemaic if, in any connected component of G, every four vertices satisfy the so-called ptolemaic inequality (cf. [11] ).
Proposition 2 (Folklore).
(i) Ptolemaic graphs, gem-free chordal graphs, and C 4 -free distance-hereditary graphs coincide.
(ii) Distance-hereditary graphs are exactly the graphs without induced house, hole, domino, gem.
Here, a house is a 5-cycle with exactly one chord, a hole is a C ℓ , ℓ ≥ 5, a domino is a 6-cycle with exactly one long chord, and a gem is the join P 4 ⋆ K 1 .
Another graph class that will be important in our discussion is the class of P 4 -free graphs, or cographs. Clearly, by Proposition 2, cographs are distancehereditary, and we will often use the following well known fact.
Proposition 3 (Folklore). Any connected cograph G is the join
For graph classes not defined here see, for example, [2, 3, 7] . A split graph is a graph whose vertex set can be partitioned into a clique and an independent set. It is well-known that split graphs are exactly the chordal graphs without induced 2K 2 .
Proposition 4 ([6]). A graph is a split graph if and only if it is a 2K 2 -free chordal graph.
A complete split graph is a split graph G = (V, E) admitting a partition V = Q ∪ S into a clique Q and an independent set S such that every vertex in Q is adjacent to every vertex in S. Such a partition is also called a complete split partition of a split graph. Note that if the complete split graph G = (V, E) is not a clique, then G has exactly one complete split partition V = Q ∪ S.
Proposition 5 ([15]). The following statements are equivalent for any graph G.
(i) G is a probe complete graph;
Given a graph G = (V, E) together with an independent set N ⊆ V , the enhanced graph G * = (V, E * ) is obtained from G by adding all edges between two vertices in N that are two vertices of an induced diamond in G.
Partitioned probe block graphs can be characterized as follows.
where N is an independent set. Then the following statements are equivalent:
(ii) G is a ptolemaic graph and satisfies the property that the two non-adjacent vertices of every induced diamond in G belong to N;
Note that condition (ii) in Theorem 1 above can be equivalently stated using three partitioned induced forbidden diamonds (cf. [15] ).
Probe block graphs can be characterized as follows; see Fig. 1 for the graphs F 1 , F 2 and F 3 .
Theorem 2 ([15]). The following statements are equivalent for any graph G:
(i) G is a probe block graph;
(iii) G is an {F 2 , F 3 }-free graph in which every block is a probe complete graph.
Figure 1: Forbidden induced subgraphs for unpartitioned probe block graphs.
Theorem 3 ([15]). Partitioned and unpartitioned probe block graphs can be recognized in linear time.
Condition (ii) in Theorem 2 above can be interpreted as follows: The block structure is described by forbidding F 1 , the gluing conditions for the blocks are given by forbidding F 2 and F 3 .
2-probe complete graphs
For fixed k, it was shown in [4] that, by a non-constructive proof, k-probe complete graphs can be characterized by at most 2 k+1 + 1 obstructions, and that k-probe complete graphs can be recognized in cubic time. Here we give the complete list of five obstructions for 2-probe complete graphs, and provide a second characterization of 2-probe complete graphs. These results imply a linear time recognition algorithm for 2-probe complete graphs, and are important when discussing 2-probe block graphs later.
A
• K is the set of all universal vertices of G (hence, K is a clique),
• X ∪ Z and Y ∪ Z are independent sets,
• every vertex in X is adjacent to every vertex in Y . 
We may assume that G is not edgeless. Then G has exactly one nontrivial connected component (as G is 2K 2 -free), say H. Note that H is K 3 -free (as G is (K 3 + K 1 )-free), and hence H is complete bipartite (as H is a connected cograph). Thus G is a (∅, X, Y, Z)-graph with (X, Y ) being the bipartition of
be a graph with two independent sets N 1 , N 2 and Proof. A slightly stronger statement holds. Each block of a 2-probe block graph is clearly a 2-probe complete graph. By Theorem 4, each block of a 2-probe block graph is therefore a cograph. ✷
Partitioned 2-probe block graphs
Let G = (V, E) be a graph with two given independent set
is a block graph, that is, G is a partitioned 2-probe block graph with respect to the given independent sets N 1 , N 2 . Then, clearly, the two non-adjacent vertices x, y of every induced diamond in G must belong to one of N 1 , N 2 and {x, y} must belong to E ′ . Similarly, any two non-adjacent vertices x, y of every induced 4-cycle in G must belong to one of N 1 , N 2 and {x, y} must belong to E
′ . In what follows, given a graph G = (V, E) together with two given independent sets N 1 , N 2 , the enhanced graph G * = (V, E * ) is obtained from G by adding all edges between two vertices both in N 1 or both in N 2 that are two vertices of an induced diamond or of an induced C 4 in G.
Theorem 5. Let G = (V, E) be a graph with two independent sets N 1 , N 2 and
Then the following statements are equivalent:
Proof.
Since every block B of G is contained in a block of any block graph embedding of G, B is a partitioned 2-probe complete graph. Hence (ii) follows by Corollary 1.
(ii) ⇒ (iii): Let G = (V, E) satisfy (ii). Then, for every two vertices x, y of G, we have the following fact:
Both x and y are in N 1 or in N 2 and belong to an induced diamond or to an induced C 4 if and only if x, y are non-adjacent vertices in a block of G.
To see this, note first that one direction is obvious: every diamond and every C 4 is contained in a block of G. Conversely, let x, y be two non-adjacent vertices in a block B of G.
Moreover, as B is 2-connected, it is easy to see that x, y are contained in a diamond or a C 4 in B.
Thus, by definition of G * = (V, E * ), xy ∈ E * \ E if and only if x, y are non-adjacent vertices of a block in G. Therefore, each block of G * is a clique, that is, G * is a block graph. 
Unpartitioned 2-probe block graphs
In this section, we characterize 2-probe block graphs in terms of their block structure and gluing conditions. The characterization reminds the one of 1-probe block graphs (Theorem 2), but it is considerably more involved. It turns out that the blocks are 2-probe complete graphs and can be described by six forbidden induced subgraphs depicted in Figure 2 , and the gluing conditions can be expressed in terms of the other sixteen forbidden induced subgraphs depicted in Figure 3 . is a {B 1 , . . . , B 6 , G 1 , . Figure 2: Block structure: 2-connected forbidden induced subgraphs for unpartitioned 2-probe block graphs. Assume first that B contains an induced subgraph P 4 , say abcd. Since B is 2-connected distance-hereditary, there is a vertex x adjacent to a and c (hence non-adjacent to d), and another vertex y adjacent to b and d (hence non-adjacent to a). Let H be the subgraph of B induced by a, b, c, d, x and y. As H is not a domino, one of the edges xy, xb, yc must exist. Then, an easy case analysis shows that H is isomorphic to B 2 or to B 4 , or H − a or H − d is a house or a gem. Thus, B is a cograph. Since B is 2-connected, B = H 1 ⋆ H 2 . Assume next that B contains an induced subgraph F ∈ {2K 2 , K 3 + K 1 }. Then F is contained in H 1 , say, and |V (H 2 )| = 1 (otherwise there would be a B 1 or B 5 in case F = 2K 2 , or a B 1 or B 6 in case F = K 3 + K 1 ). Therefore H 1 is connected and hence H 1 = H 11 ⋆ H 12 with F being contained in H 11 , say. But now there is a B 5 or a B 6 induced by F , H 2 and a vertex in H 12 .
Theorem 6. The following statements are equivalent for any graph G:
Thus, B is {P 4 , 2K 2 ,
We prove a slightly stronger claim that every graph H satisfying (iii) admits two (possibly empty) independent sets N 1 and N 2 such that
every vertex v ∈ N 1 ∩ N 2 is the degree-2 vertex of some induced F 1 (see Figure 1 ) in H,
and,
We will prove this claim by induction. Let G satisfy (iii). If G is itself a block, then by assumption, G is a 2-probe complete graph, and by Theorem 4 
It is clear, by the 2-connectedness of G, the properties (1), (2), (3) and (4) hold in this case.
So, consider an end-block B of G and let v be the cut-vertex of G in B.
satisfying (1), (2), (3) and (4).
If B is a clique, then clearly N 1 := N (1), (2), (3) and (4), and we are done.
So, we may assume that B is not a clique. By assumption, B is a 2-probe complete graph. Write B = (K, X, Y, Z), where K is the set of all universal vertices of B and Z is the set of all isolated vertices of B − K. Then, as B is 2-connected and not complete, N 1 and N 2 are independent sets of G, and clearly, satisfy (1), (2), (3) and (4). 
It is clear that, as N (v) ∩ N ′ 1 = ∅, in any case, N 1 and N 2 are independent sets of G satisfying (1), (2), (3) and (4).
Case 2 is settled. The proof of (iii) ⇒ (i) is complete, hence Theorem 6. ✷
A linear time recognition of unpartitioned 2-probe block graphs
Based on Theorem 6 and its proof, we describe briefly in this section how to recognize in linear time whether a given graph is a 2-probe block graph, and if so, to output a partition into probes and non-probes. if v ∈ K B , compute N 1 and N 2 according to Case 1. 13.
if v ∈ K B , compute N 1 and N 2 according to Case 2. 14. endif
endif
We note that our algorithm is optimal in the following senses: If G is a 2-probe block graph, the partition into (P, N 1 , N 2 ) is minimal, i.e., the corresponding block graph embedding has minimal number of new edges. Moreover, if G is a 1-probe block graph, then the algorithm will output N 2 = ∅.
Conclusion
With Theorems 4, 5, and 6 we have given good characterizations of 2-probe complete graphs and 2-probe block graphs. This might be a first step towards the solution of the challenging problems of characterizing and recognizing kprobe complete graphs and k-probe block graphs for any k ≥ 3.
These problems seem be very difficult even for certain restricted graph classes. For instance, it is not clear which cographs are k-complete graphs, given k. Problem 1. Let k ≥ 3. Characterize cographs that are k-probe complete graphs, respectively, k-probe block graphs.
Note that any graph G = (V, E) is a k-probe complete graph for some k; for instance, k = |V | 2 −|E|. In [4] , it is proved that determining the smallest integer k such that G is a k-probe complete graph is NP-hard. Indeed, it is equivalent to determine the smallest number of cliques in G that cover the edges of G, which is a well-known NP-hard problem [17] .
We remark that, in connection to Problem 1, it is still unknown how, given a cograph G, to compute the smallest integer k such that G is a k-probe complete graph. Indeed, Ton Kloks posed the following problem in 2007.
Problem 2 (Kloks [12, 13] ) Given a cograph G, determine the smallest integer k such that G is a k-probe complete graph.
Since cographs are self-complementary, Kloks' problem is equivalent to determine the minimum number of cliques that cover the edges of a given cograph G.
