Abstract-This paper presents an analysis of the low-level features and key spatial points used by humans during locomotion over diverse types of terrain. Although, a number of methods for creating saliency maps and task-dependent approaches have been proposed to estimate the areas of an image that attract human attention, none of these can straightforwardly be applied to sequences captured during locomotion, which contain dynamic content derived from a moving viewpoint. We used a novel learning-based method for creating a visual priority map informed by human eye tracking data. Our proposed priority map is created based on two fixation types: first exploiting the observation that humans search for safe foot placement and second that they observe the edges of a path as a guide to safe traversal of the terrain. Texture features and the difference between them, observed at the region around an eye position, are employed within a support vector machine to create a visual priority map for biped locomotion. The results show that our proposed method outperforms the state-of-the-art, particularly for more complex terrains, where achieving smooth locomotion needs more attention on the traversing path.
I. INTRODUCTION
V ISION provides us with information that can be used for adaptively controlling our locomotion. However, we still do not fully understand how humans perceive and use this information in a dynamic environment. Eye tracking can be used to capture the deployment of the high resolution fovea on an instant-by-instant basis which is key in understanding what visual information is important in different visual contexts [1] , [2] . Most previous research has studied eye movements in the context of visual search tasks using static images with participants being asked to look at a series of images on a computer screen. Other research has employed portable/wearable eye trackers to acquire videos of gaze fixations while the participants were walking [3] , [4] . However, the main focus of these investigations has been on the detection of new events occurring during locomotion, e.g., when humans approach obstacles [5] , [6] , encounter different ground terrain [7] , changed direction [8] , or encounter other moving objects while walking [9] . None of these studies have focused on fixations related to continuous terrains during locomotion. Combining these approaches could offer a complete bioinspired solution for autonomous robots to make locomotion decisions when traversing difficult and varied terrain. It has potential application in the context of guidance aids for the visually impaired.
In this paper, visual information provided by eye movements, captured from the viewpoint of human locomotion, is studied during walking and running over a range of different types of terrain. The human visual system provides a sense of distance, global information about self-motion through an environment, and the posture of the body relative to the environment [10] . Understanding the features and key points exploited by humans could therefore improve the performance of autonomous systems, where cameras are frequently employed as primary sensors, to emulate the way human eyes perceive the navigable environment. Here, we model a priority map in order to predict eye positions. The priority map reflects the combined representations of salience (bottom-up) and relevance (top-down) in the selection process, which best describe the firing properties of neurons in the visual cortex [11] , [12] . Salience is the property of a scene, where specific features combine to attract visual attention, while relevance exploits top-down factors, e.g., expectation and experience, to determine attentional allocation. In this paper, which focuses on maintaining smooth locomotion under varying terrain conditions, both bottom-up and top-down processes are employed to recognize objects, material types and surface conditions, associated with visually guided behavior. To create a priority map, we employ machine learning using a support vector machine (SVM) [13] for probability estimation of gaze location. Key points on the map with high probabilities can then be used to control movement and path planning.
The remaining part of this paper is organized as follows. Section II presents existing work on constructing a visual priority map. Eye-tracked sequences on human locomotion are then discussed in Section III. Subsequently, we describe our proposed method of saliency estimation in Section IV and the This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ results are shown in Section V. Finally, the conclusions and future work are set out in Section VI.
II. EXISTING VISUAL SELECTION MODELS
As we perceive a great amount of visual information constantly, our nervous system makes decisions on which parts of this information should be further processed, and also prioritizes it. Saliency-based modeling, taking account of human visual attention and visual search strategies, is one of the successful approaches to this problem. Beginning with the influential bottom-up method by [14] that replicated the early process in the primate visual system, this was followed by the work of Koch and Itti and their research teams who proposed a number of successively more refined saliency models [15] - [18] . More recently task-dependent approaches (top-down) have been included to deal with complex environments [19] .
Itti et al. [15] modeled visual attention based on the feature integration theory, where elementary features, e.g., color, intensity and orientations represented in the visual cortex, were processed in parallel and in a multiscale manner to distinguish the objects presented. They also included center-surround processes, inspired by neural responses in the lateral geniculate nucleus [14] , in which image values in a center-location to its neighboring surround-locations are compared. Hou et al. [18] introduced a saliency map based on image signature that spatially approximated the foreground of an image and predicted fixation points using a discrete cosine transform (DCT). Multiple scales were employed through a set of weighted center-surround outputs in [20] . Zhang et al. [21] modeled a Bayesian framework from the self-information of visual features, and overall saliency emerged as the pointwise mutual information. A salient object was detected using a wavelet transform associated to human visual system in [22] , while a phase filter computed using a discrete Fourier transform (DFT) was employed in [23] .
Instead of using a set of biologically plausible filters, some models have been created by training a classifier directly from human eye tracking data. In [24] , saliency was determined by quantifying the joint likelihood and self-information of each location image patch. A large samples of random patches of natural images were employed in an independent component analysis process to find a suitable basis. In [25] and [26] , three levels of features were employed, namely, low-level features, mid-level features such as the objects at the horizon, and high-level features such as people. Liang and Hu [27] selected key low-level features using the SVM classifier to create a saliency map based on eye fixations. Principal component analysis was employed to separate targets from peripheral regions in [28] . Convolutional neural networks (CNNs) have been widely employed to process visual and other 2-D data.
With a large amount of available eye movement data, CNNbased methods have been used for fixation prediction, creating a saliency map via the softmax function [29] , [30] .
3-D data has also been employed, based on the fact that humans perceive visual information using both the current scene (spatial information) and accumulated knowledge (temporal information). Motion was captured using directional masks [31] , optical flow [32] , 3-D textures [33] . All of these methods aim to detect moving objects against static or slow panning background. Recurrent neural networks (RNNs) have been employed to perform sequence recognition by providing at least one feed-back connection. The most commonly used type of RNN is the long short-term memory (LSTM) network, as this solves the vanishing gradient problem, observed in traditional RNNs by memorizing sufficient context information in time series data via its memory cell [34] . An LSTM network has been combined with a CNN to detect saliency in 3-D data in [35] and [36] . 2-D convolution operators were applied to extract key features or spatial salience, and then fed to the LSTM network to capture the sequence of actions.
An intensive review of visual attention modeling can be found in [37] . These methods were formulated from a benchmark data set of eye-movement fixation points. However, they were not developed for vision information received during locomotion, and hence, unfortunately do not fully apply to this scenario. Note that salience is a relative property referring in a stimulus-driven process without influenced by cognitive top-down factors, e.g., expectation and experience, or goals of the observers. However, the terms "salience" and "relevance" are sometimes interchangeable in the neurophysiological literature. Some research constructs an integrated framework for attentional selection and called it "priority" map as the stimulus-based salience map interacts with the cognitive factors to guide visuomotor behavior [11] , [38] . We hence refer our results as priority maps, where the areas and key points on the image are prioritized based on local features and the goal of smooth locomotion.
III. ANALYSIS OF TERRAIN SEQUENCES WITH EYE TRACKER
The test sequences used in this paper were acquired with a mobile eye tracker that produces a point of view video at a resolution of 1280 × 960 pixels (W×H) at 24 frames/s, as well as a record of eye position recorded at 30 frames/s. The system typically delivers a gaze tracking range of 80 • horizontally and 60 • vertically, while providing a scene field of view of 60 • horizontally and 46 • vertically. The average error of the eye tracker measured in the field using recalibration is 1.68 degree with the standard deviation of 0.76. Eight participants were asked to walk on flat concrete, slant cobbles, rocks, and stepping stones (regular protrusions of the flat concrete path surface into the rock region spaced approximately one step length apart) alongside the Severn Way footpath at Severn Beach, South Gloucestershire, U.K. 1 Data were also collected while running on flat concrete, slant cobbles, and stepping stones but not on the rocks as the risk of falling was perceived to be too high. Six participants had never visited the location before, while two participants had visited previously but did not spend time there regularly. Fig. 1 shows some examples of the scenes.
Some key observations can be made as follows. 1) Relatively few eye movements were directed to the path of travel when walking over flat concrete. Participants generally looked at other objects, scenery, and pedestrians, or to a more complex area of terrain they were aware they were about to traverse. Eye movements were variable and often large. This behavior also occurred occasionally when walking on slant cobbles. 2) On slant cobbles and stepping stones, eye movements were predominantly vertically oriented. Smooth downward movements, apparently maintaining fixation on an environmental feature, were separated by fast upward movements ("track and return" behavior) [39] . Examples of this behavior are shown in Fig. 2 , where eye positions over one second [15 previous frames (green) and 15 future frames (yellow)] are registered to the current frame (red). This shows that our eyes fixate a particular location tracking it back as walking forwards, then saccading ahead again to fixate the next location. 3) When running, the same track and return behavior was apparent on slant cobbles and stepping stones as observed while walking. This behavior also appeared, at least some of the time, when running on flat concrete. 4) Fig. 3 • /s again while walking and running, respectively. The eyes move more often and faster while running, and also scan larger areas of the scene. This is probably because shorter period is available to make decisions when moving faster, so more information of the scene is assembled for planning. 5) Eye movements on the stepping stones were very consistent. Fixations were oriented approximately two steps ahead and fast eye movements were used to increment gaze position between consecutive stepping stones during locomotion. The angular velocity was computed from two points, for which the point of the previous frame was warped to the current frame's geometry to compensate head movement. The data of running on the rocks was not collected according to high risk.
6) On the stepping stones, fixations were often at the boundaries of the stepping path rather than oriented to safe areas for foot placement. This may be because neurons in visual areas are sensitive to texture boundaries and higher contrast edges [40] . Marigold and Patla [7] suggested that fixations on the transition region are more related to gathering greater amounts of information about the terrain characteristics and layout rather than for guiding precise foot placement. 7) On rocks, more lateral eye movements were observed.
This appeared to be part of a search for safe foot placements by fixating both edges of the rocks and flatter areas. Participants often appeared to only be looking one step ahead and occasionally paused locomotion while searching for the next foot placement. Refixations were sometimes observed and areas that were used for foot placement had almost always previously been fixated. Eye movements were generally made systematically to the future location of the next foot placement but sometimes other possible foot placement locations that did not get used for support were fixated. 8) It appeared that head pitch angle was more downward when walking over more complex and difficult terrain (also previously noted for eye-in-head and head-in-world orientation [39] ). Eye movements were centralized as shown in Fig. 4 , in agreement with the findings of [41] . From observations 1, 5, 7, and 8 it can be concluded that eye fixation patterns are highly dependent on terrain difficulty, i.e., they are task-relevant. Observations 6 and 7 reveal that there are two fixation types, indicating that humans search for locations to ensure safe foot placement (fixation type 1) and observe the edges of the path to guide their path through safe terrain (fixation type 2). Combining these two groups of observations, we can create two saliency maps, for fixation types 1 and 2 separately, and merge them with a weight relative to terrain difficulty, based on the means and variances of the high frequency image content, to create a final priority map [see (9) in Section IV-B]. Observations 1 and 4 suggest that the oncoming path is frequently checked-possibly for planning, while the immediate area may be repeatedly viewed-possibly to ensure safety, particularly on challenging terrains or at increased speed. Observation 7 on rocks is also demonstrative of fixations for path planning (although this is very local path planning). Observation 8 reveals that the eye positions obtained from the videos of this experiment exhibit center-bias behavior-since the head is often moved to improve vision. However, in many practical robotic systems, camera angle is typically fixed. Therefore, we do not give automatically more weight to the center of the image in our approach. Besides this, a center-bias assumption may limit the area of saliency point detection in more distant regions, where 
IV. PROPOSED VISUAL PRIORITY MAP
FOR BIPED LOCOMOTION The observations from the previous section are employed to form a framework to model fixation behavior. The proposed scheme is shown in Fig. 5 . The blue part of the figure represents the learning process, which comprises two models-one for fixation at safe areas of foot placement and the other for fixation at the edges of objects or terrain. The pink part of the figure, where some subprocesses overlap the learning process, shows the process for creating a priority map for a current frame. Details of each step are described below. 
A. Training Process
First, we discard saccades using the approach in [42] and the blurred frames as follows. When the shutter speed of a camera is not fast enough to capture stop motion, some frames will exhibit high levels of motion blur which may alter measured frequency properties. The sharpness value of each frame is computed from the mean of high-pass magnitudes as follows:
where ψ l,s,i is a wavelet coefficient i of subband s at decomposition level l. ψ l,s,i is obtained from the undecimated dual-tree complex wavelet transform (UDT-CWT) [43] . n s,l and n all are the number of wavelet coefficients of each subband and the total number of all levels, respectively. Fig. 6 clearly shows the points where the camera is moving faster. This indicates when the body vaults over the leg at each step during normal walking. Frames are retained if their sharpness values are higher than a threshold τ sharp , which is adaptively defined using N b backward and N f forward frames. τ sharp,k for frame k is computed as in
Here, α is set to 0.8. If k > τ sharp,k , frame k is used.
1) Texture-Based Segmentation:
Each frame, where k > τ sharp,k , is segmented into nonoverlapping regions for which the texture characteristics of adjacent areas are different. We employ a wavelet-based watershed segmentation [44] , but its gradient map is generated using the UDT-CWT, in a similar manner to the sharpness calculation and the texture features used in probability estimation process. The output is a segmentation map k . To reduce computational time, we resize the image by the factor of 0.25 before applying the segmentation process. The k is subsequently interpolated to the original image size.
2) Fixation Types: Eye tracking sequences reveal that human fixations typically occur in two areas on an image. The first type is well-established in the literature indicating that humans look where they are going to step [2] , [3] . The second type relates to fixations at terrain boundaries (as clearly noticeable in the stepping stones and rocks sequences) and is normally associated with more complex environments. Data from each case is employed to train the SVM classifier separately.
We employ k to classify the eye positions to either the first type c k = 1 or the second type c k = 2 as described in
where d L k represents a distance from the eye position p k to the nearest point on L k , and τ L k is a defined threshold. The boundary lines L k between regions in k are the edges of the objects, or where different textural terrains meet. Therefore, k can be employed to define fixation type. If p k is inside the region-it is not too near to the boundary line, p k would be of the first type (c k = 1). If p k is located near L k , it implies that the participant is aware of the unsafe place (c k = 2). This idea is illustrated in Fig. 7 .
3) Outliers: Sometimes a participant will look somewhere not related to the path of locomotion, particularly when walking on simple terrain. These fixations are ignored here, because their primary purpose is not to assist with locomotion. We remove outliers using a histogram approach. Fixation locations that are distant from the majority are removed. First, histograms of x and y components of the eye positions are created. Instead of using a normal distribution to estimate the majority locations, we employ kernel density estimation, which is a nonparametric way to estimate the probability density function of a random variable as shown in
where n is the sample size, K(•) is the kernel smoothing function, h > 0 is the bandwidth (smoothing parameter). If p k is not within 80% of the majority of the population, it is removed. This percentage has to be small enough to remove eye positions that do not fixate on the ground. This was empirically determined using the flat concrete sequences. Fig. 4 
4) Feature Extraction:
The texture of the area around the eye fixation position p k is extracted. Texture is an efficient tool for characterizing various material properties, such as structure, orientation, roughness, smoothness, and regularity differences within an image. Texture features used for this paper are given in Table I . This set of features were found to be the best combination for terrain classification [45] . Only the intensity (Y) channel, extracted from the YC b C r color transformation, is used here.
For the intensity level distribution, five parameters are extracted, including mean, variance, skewness, kurtosis, and entropy. The local binary pattern labels the pixels in an image by thresholding the neighborhood of each pixel, considering the result as a binary number [46] . Uniform patterns are generated using eight sampling points on a circle of radius 1 pixel. There are a total of 256 patterns, 58 of which are uniform, which produce 59 output labels. A histogram with 59 bins is obtained, and the frequency of each bin is used as one feature.
As one of the most important aspects of texture is scale, which provides both spatial and frequency information, a multiresolution approach is utilized based on wavelet features. Wavelets have been extensively used to extract spatial frequency (e.g., edges and lines) and spatial orientation, since their mathematical properties fit well with those of the early visual system, e.g., 2-D receptive field profiles are well described by 2-D Gabor functions [47] . We employ the UDT-CWT [43] which uses two different real discrete wavelet transforms (DWT) to provide the real and imaginary parts of the CWT without subsampling. This increases directional selectivity over the DWT and is able to distinguish between positive and negative orientations giving six distinct sub-bands at each level, corresponding to ±15 • , ±45 • , and ±75 • . This also provides shift-invariance and good directional selectivity. The undecimated version is employed because it does not suffer from the problem of misalignment between features in the image and features in the bases, resulting better priority map construction. With four decomposition levels, the mean and variance of magnitudes across all subbands in each region produced 8 features and those of each subband produce further 48 features (2×4 levels×6 subband/level).
The final list of features employed to predict the eye position are denoted f k and g k . f k is a list of texture features and g k is the difference between texture features of the eye position and those of its neighboring areas, following the observation that fixations occur where there are large differences in surrounding textures [14] , [48] .
The areas used in feature extraction for each fixation type are shown in Fig. 7 for center and surrounding areas, respectively. That is, the features f k and g k for this eye position p k are described as
Raw features are normalized so that large values do not dominate in the classification processes. We denote the γ -th feature as
where γ ∈ {1, . . . , N} and N is the total number of samples. Note that N may be less than the total number of frames on the sequence because blurred frames are unused. The normalized version g γ is computed using max-min scaling to a range of 0 − 1, and then they are nonlinearly adjusted to give priority to the feature values around the mean using a sigmoid function as described in (7) . With this method, feature values are more evenly distributed between 0 and 1 (not concentrated near 0 or 1 because of outliers). Our experimental results show that including this nonlinear adjustment increases classifier performance accuracy by up to 2%
5) Perspective Warping and Random Point Selection:
In order to apply an SVM, data must be divided into two classes-here chosen to be fixations and random points. Following the recommendation in [49] , the location of the negative sample for the current frame k is randomly selected from one of the fixation locations of all training sequences with the same locomotion type, e.g., walking/running. This is to ensure that fixated and nonfixated distributions have the same bias and the differences between them are not simply selected because participants tend to fixate more to the center of images. Then, features of the random point of the current frame k are extracted from the area at this location.
We select a random point q k for the current frame k, using the eye position from a different eye-tracked sequence over the same terrain type, denoted sequence Q. q k must be a specified distance from the eye positions in frames k − N b to k + N f of the current sequence. To achieve this, the eye positions p m in the neighboring frames, where m ∈ [k − N b , k + N f ], m = 0, are warped to the current frame k using optical flow estimated using the RANSAC technique [50] . p k,m is the eye position of frame m in the geometry of the current frame k, i.e., p k,m = w m→k (p m ), where w a→b (x) is a warping function from frame a to frame b and x is the location in frame a. If q k is within a radius ρ 1 of any p k,m , it will be discarded. The eye positions of the nearest neighboring frames in the sequence Q are then checked until one of them maps to a position which has a separation greater than ρ 1 . This position will be used as q k .
6) Probability Estimation by Support Vector Machine:
We employ a library for support vector machines [13] to perform linear classification and compute the probability. The linear kernel is robust to overfitting and gives better speed than a nonlinear kernel. We train the classifiers by labeling the instant eye position in the current frame as positive, and labeling the random points as negative.
B. Priority Map Construction
A priority map S k is constructed using the models generated following Section IV-A. The process is illustrated in the pink section of Fig. 5 . In real-time applications, the forward frames do not exist, i.e., n
Hence, a more intelligent technique is required to predict the sharp and blurred frames in a walking cycle without knowing the future frames, e.g., our technique proposed in [45, Sec. V] . This technique also ensures that the change of terrain characteristics from high detail texture, such as grass and bricks, to low detail texture, such as smooth tarmac, will not cause over skipping.
Each selected frame is segmented using texture-based segmentation, producing N r regions. The texture features, f c=1 r and g c=1 r , of each region r ∈ [1, N r ] are extracted, following the approach for fixation type 1 as described in (5) and (6) , of pixel p i located within the distance of ρ 1 from L k are extracted using (5) and (6) for c k = 2. However, extracting features for every p i can be very slow. We therefore employ the pixels at the intersections of L k , plus a further 100 random points from a set of p i .
These features are input to the SVM using both models to predict the probability P of corresponding to an eye position. The probability map S 1 of type 1 is generated by combining the probability P c=1 r from all N r regions, i.e.,
r , where B r is a binary mask for region r. For type 2, the probabilities of the rest of p i are interpolated from those selected points for feature extraction. Finally, S 1 and S 2 are combined as described in (8) . The weight α is calculated using terrain difficulty estimation
As discussed in Section III, when the difficulty of the terrain increases, humans fixate more often at object boundaries. We score the terrain difficulty using the high spatial frequencies in the current frame and how they are distributed throughout the frame. The weight α is computed using where k is the mean of high-pass magnitudes of frame k, mean(x) and var(x) are mean and variance of data x. The large mean of high-pass magnitudes implies the presence of strong structures, edges, or corners. The large variance implies that the materials may be rough. μ α is the mean of all α which is 1.05×10 −3 . k is the steepness of the curve. We set k to 2.70× 10 3 , where α = 0.1 and 0.9 at (min(α )/2) and max(α ) + (min(α )/2), respectively. These values are computed from all sequences. Finally, the low-pass Gaussian filter is applied in order to smooth the result map. All results were obtained using parameters as shown in Table II .
V. RESULTS AND DISCUSSION
We tested the proposed scheme using eight sequences with eye tracking from eight participants. Each sequence contains four terrain types (flat concrete, slant cobbles, stepping stones, and rocks) as shown in Fig. 1 , and they vary between approximately 4-6 min in duration.
A. Dominant Features and Classification Performance
We first studied which features were dominant in human perception for locomotion using a sequential forward selection (SFS) [51] and a normal-based feature selection (NFS) [52] . The experimental results of the SFS and NFS tests show that kurtosis and entropy are the best features of the intensity level distributions for all terrain types and for both fixation types. Kurtosis measures the peakedness of the distribution and the heaviness of its tail [53] , while entropy measures the randomness of the texture. For the wavelet features, the magnitudes of combined subbands of the decomposition level 3 are dominant for all terrain types and for both fixation types. This could be because it is the best level for capturing structure of the image, which agrees with our findings in previous work [54] . However, comparing amongst wavelet orientations, no distinctive features were present for all terrain types. The features of horizontal and diagonal directions are dominant in the stepping stone sequences, while the features of vertical directions are more prominent in the rock sequences. For LBP, the bins of the histogram that indicate rougher texture are used more in the slant cobbles and rocks sequences. It is obvious that the eye positions are highly task-dependent, which agrees with the study by [7] . Easy terrain contains relatively little salient visual information compared to uneven surfaces, particularly the stepping stones and rocks, where the characteristics may be more important for maintaining posture balance. Table III compares the classification accuracies using the actual texture features (f k ), the difference between those of eye position and its surroundings (g k ), and both (f k ,g k ). g k gives significantly better results when classifying eye positions and random points than f k for flat concrete, slant cobbles and rocks with up to 25% improvement in classification accuracy, while f k gives better results (by 6%) for the case of stepping stones. Using all features give the best classification results with no significant increase in computational time. Moreover, using both f k and g k can differentiate between fixation types with 99.9% accuracy for all terrains, while using f k alone can achieve only 77%. Therefore, we suggest using all features (f k , g k ).
B. Priority Map
The objective results are evaluated using a receiver operating characteristic (ROC curve). A ground truth for each frame is constructed using N f forward and N b backward frames in order to allow some misalignments in temporal direction. We define a score s k,m for each warped point
as the eye positions in the frames further from the current one had lower probabilities of being an eye position in the current frame. We define the score of the eye position of the current frame to 1 (maximum) and the scores of other frames are linearly decayed until that of the furthest frame which is set to equal to 0.5. That is,
Then, a 2-D Gaussian function (σ = 10) is implemented as a point spread function to allow some spatial shifts of positions from the ground truth. This is similar to constructing a psychophysical fixation map, where a Gaussian-distributed activity is assumed [17] .
In addition, other objective results are computed using 1) normalized scanpath saliency (NSS); 2) linear correlation (CC); 3) Earth mover's distance (EMD); 4) histogram intersection or similarity (SIM), where EMD = 0 for identical distribution; 5) area under ROC curve measure based on Ali Borji's method (AUC-Borji) [55] ; and 6) area under ROC curve measure based on Judd's method (AUC-Judd) [56] .
1) Proposed Model Testing:
We first investigated the performance of the proposed method for individual participants. A 2-fold cross validation was employed-the first half of the sequence was used for training and the second half was used for evaluation. Then, they were swapped and the results were averaged. Table IV shows the average of the areas under the ROC curve computed by Ali Borji's method and Judd's method. The last column and the last row shows the means and the standard deviations of the results for each terrain type and each participant, respectively. The proposed method performs the best for participant 2 (highest mean AUC and lowest standard deviation), while it performs the worst for Participant 8 (lowest mean AUC and high standard deviation). Overall, the proposed method achieves consistent performance for individual participants as the standard deviation is not high.
We tested whether our proposed model could use the data from one participant to predict the eye positions of the others. We therefore trained the classifier using one sequence, and tested with the others. Fig. 8 shows the ROC curves that plot the results from the best model, the worst model and the average from all models. The yellow areas (representing the gap between the worst and the best models) demonstrate the variations of the results when different models are employed. A small (narrow) area implies that the proposed approach is generalized and should give similar results when applied to different data. From Fig. 8 , the yellow area of the flat concrete plot is the largest because participants tend to look around more often, but the resultant eye positions cannot be detected as outliers because they are located within the central 80% of the population distribution. Such data are not suitable for training because of large amount of noise. In contrast, the result of the rocky terrain shows the least variation. This is because every participant had to concentrate on their path, so the fixation patterns are relatively similar.
The areas above the average lines are smaller than those below for all terrains. This implies that the proposed method has commonality with most sequences and that there are some Fig. 10 . Priority maps generated using 1) proto-objects, 2) image signature, 3) DT-CWT, 4) CovSal, 5) Judd, 6) SSD, 7) LDS, 8) SalNet, and 9) our proposed method. Right images show eye position at the current frame (red) and warped eye positions from the backward frames (green) and the forward frames (yellow)-darker colors represent fixations from frames further from the current frame.
outlier sequences which result in lower performance. These sequences should be excluded from the training process for real-world use.
2) Performance Comparison: Here we used three sequences for testing and the rest for training the classifiers, so there were in total 56 cross-validation tests. We compared our results to those of: 1) proto-objects [57] ; 2) DT-CWT [58] ; 3) image signature [18] ; 4) region covariances (CovSal) [59] ; 5) multilevel features (Judd) [25]; 6) spectral saliency detector (SSD) [23] ; 7) learning discriminative subspaces (LDS) [28] ; and 8) deep convolutional network (SalNet) [29] . These methods are in the top rank of the Massachusetts Institute of Technology saliency benchmark that provide accessible code [30] . The saliency proto-objects are extracted using rarity and contrast within the segmented region. The DT-CWT method captures visual priority from the energy in the wavelet domain, while the image signature method and the SSD method employ the DCT and the DFT, respectively. The CovSal method computes covariance between nonoverlapping patches. The Judd and SalNet methods are based on machine learning and were trained with our dataset. Fig. 9 shows the ROC curves of each terrain and Table V shows the objective results. For fair comparison, we also show the results of our method when the center-bias approach is included. We simply applied a Gaussian weight with σ = 100.
The proto-objects and image signature methods do not perform well for any terrain. These two methods were originally intended for object detection purposes. Hence, when there are no distinctive objects in the walking scene, they pick up the areas with most salient information, often not related to locomotion. The DT-CWT method performed slightly better, but it cannot be employed for a sequence with low energy at high frequencies, such as the flat terrain. The performance of the CovSal, Judd, SSD, and LDS methods are close to ours. This is mainly because these methods apply a center bias, which is usually justified for most eye fixation experiments since humans do not simply rely on eye movements but also head movements to improve vision. However, this may not be practical for autonomous machines or robots if their visual inputs cannot be moved automatically, or there is insufficient knowledge of the scene to enable safe traversal. For a fairer comparison, when we integrated a center bias into our method, it outperformed the CovSal, Judd, SSD, and LDS methods by approximately 8%, 12%, 8%, and 6% (3%, 8%, 3%, and 2% without center bias), respectively, computed from the average of all metrics as shown in Table V , excluding EMD. These results clearly show that our method can be applied to machines both with and without mechanisms for controlling head or camera movement. SalNet shows comparable performance to our method without center bias (but 4% less if our method applied center bias). This could be because the deep convolutional network works in the way that replicates the primate visual system. The model was created by self-learning from visual information participants perceived. However, this method requires much more training data to ensure generalization.
The estimated priority maps are shown in Fig. 10 . The fixations for flat concrete are obviously difficult to predict. The eye Fig. 12 . Priority maps of woods (rows 1 and 2) and park (row 3) terrains generated using 1) proto-objects, 2) image signature, 3) DT-CWT, 4) CovSal, 5) Judd, 6) SSD, 7) LDS, 8) SalNet, and 9) our proposed method. Right images show eye position at the current frame (red) and warped eye positions from the backward frames (green) and the forward frames (yellow)-darker colors represent fixations from frames further from the current frame.
positions on this simple terrain are generally in the distance, sometimes on the walking path and sometimes on the surroundings. The priority maps give similar results at the far distance, but not for the near areas. For more complex terrains, where humans concentrate on searching for a safe traversal, our results achieve the best estimation. The CovSal method produces obvious center-bias results, while the Judd method gives more spread out probability maps than others.
3) Exploitation of Temporal Relations:
In this section, we exploited temporal information by warping eye positions of neighboring frames onto the current frame. This accumulates key points from previous frames and also those points that would appear in the short-term or immediate future. These warping locations, including the current one, are labeled as positive against the random points labeled as negative, and they are used to train the classifiers. In addition, we also tested by warping the eye position of the current frames to the neighboring frames. The features of the corresponding points are combined with weighted average-smaller weights are applied to further frames. This approach should decrease the effect of varying orientations due to walking [45] . For both cases, we tested using 5 and 20 neighboring frames. However, the results were not significantly different to those of our original approach using only the eye position of the current frame, giving only slight improvement on easy terrains, i.e., flat concrete and slant cobbles, and no improvement on complex terrains, i.e., stepping stones and rocks. This is because the fixations occur instantly according to the incoming terrain during locomotion. However, there is evidence that long-duration fixations and revisited fixations used for path planning can improve the performance of instant fixation prediction [60] .
An LSTM system could potentially improve overall system performance as it is suitable for tasks where there are time lags of unknown size and bound between important events [34] . Applying LSTM (or any RNN) to our application is however complicated, because the scenes in our videos are perspective with background constantly changing and affected from gait bounce signals due to the body vaults over the leg. In general, visual information from previous frames should be projected to the current frame geometry so as to have similar characteristics. This means that the signals in the hidden states of an RNN may need to be nonlinearly transformed. Moreover, previously LSTMs have been designed for applications where predictions require knowledge of what happened in the past, such as language processing where a prediction of the next word in a sentence can be done with the knowledge of what the previous words are. In contrast, achieving safe locomotion using visual information may rely on upcoming event more than on the past. Therefore, to apply LSTM to our application, an intensive study is required which will be the subject of future research.
4) Robustness:
We applied the model producing the best result in Section V-B2 to cases of more difficult terrains. Twelve sequences with eye tracking data were employed. They were captured from twelve participants walking in two environments, six in the "woods" and six in the "park," as shown in Fig. 11 . The woods sequences contained various sloped terrains and a mix of materials including dirt, rocks, grass, and woods. The park sequences also contained a variety of materials, but the walking paths were flatter and more winding. These sequences vary between approximately 4-6 min in duration. Fig. 12 shows the estimated priority maps overlaid on the images. In the case of complex terrain, almost everywhere in the scene has high saliency leading to difficulty in prioritization. We can see that the results of the image signature, DT-CWT and Judd show bright yellow areas all over the images. Our priority maps show the most relevant areas to the ground truths. Table VI shows the numerical results with our method achieving the best values. This confirms the robustness of our approach and our model is not overfitted, as the model was trained on the different terrain types. In contrast, the performance of SalNet is significantly reduced. This might be due to overfitting as deep neural nets require much more training data to perform well. With the good performance of our proposed method on this scenario, it can also confirm that the observation of two-type fixations can also be found in different terrains.
VI. CONCLUSION
We have presented a novel priority estimation method for human fixations during locomotion. Sequences with eye trackers captured while participants traversed four different terrains were analyzed using texture features. We create priority maps from two types of fixations. The first relates to the eye positions of the safe places to step. The second is where the fixations are located near or on the boundary lines of the segmentation map. This indicates where participants are aware of borders and terrain changes. The local texture features at the eye positions are employed to train an SVM classifier. Our proposed approach outperforms existing methods for complex terrains and gives similar results on simple terrains. However, unlike existing methods, we do not apply a center bias assumption, so our approach should perform better when using a fixed-position camera. Additionally, our results show significant improvement over existing methods when a center bias constraint is applied, providing flexibility for use in applications where the camera can be rapidly repositioned to improve vision.
For future work, the enhanced system will be validated by comparing fixation points and features across humans and machines for a range of scenarios. Subsequently, a hierarchical classifier based on levels of terrain complexity associated with an RNN will be developed to achieve both high accuracy across a diverse set of terrains and faster computational performance.
