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Résumé : Ce doument dérit les méthodes newtoniennes en optimisation non-linéaire ave et sans ontrainte.Après un bref rappel des onditions d'optimalité, nous présentons les prinipes généraux de l'algorithmique enoptimisation et des méthodes de Newton. Comme les méthodes newtoniennes sont loales, 'est à dire qu'ellessont uniquement valables prohe de la solution, il faut utiliser des tehniques de globalisation de la reherhede l'optimum, es tehniques ont ertains avantages, mais elles peuvent entraîner des problèmes numériques,surtout en optimisation ave ontraintes. Pour aluler une diretion de desente, les méthodes newtoniennesont besoin des dérivées seondes de la fontion à minimiser (où du Lagrangien dans le as d'une minimisationave ontraintes) e qui peut être oûteux et peut auser des problèmes numériques sérieux; 'est pourquoi nousexposons une méthode alternative de quasi-Newton dans les as ave et sans ontraintes.Mots-lés : Newton, quasi-Newton, Lagrangien, Pénalisation exate, Eet Maratos
Synthesis on newtonian methods in non-linear numerialoptimization: to eient algorithms writingAbstrat: This doument deals with numerial methods in non-linear optimization with and without on-straints. After a brief reapitulation of the optimality onditions, we present the general priniples of thealgorithmi in optimization and of newtonian methods. Sine these methods are only valid near the solution,we must use globalization tehniques, suh tehniques have several advantages but they an severely unsettlethe onvergene when minimizing a funtion subjet to onstraints. Moreover to ompute a desent diretion,Newton methods need seond derivatives of the funtion to minimize (or of the Lagrangian in the ase of min-imization with onstraints), what may be ostly and may ause serious numerial problems; that is why weexpose another way of nding a solution using quasi-Newton methods.Key-words: Newton, quasi-Newton, Lagrangian, Exat penalty funtion, Maratos eet
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4 Guilbert1 IntrodutionL'objetif de e doument est d'exposer les méthodes Newtoniennes en optimisation non-linéaire de manièretrès suinte mais en insistant sur les problèmes numériques inhérents à e genre de méthodes. J'espére que ettesynthèse sur les méthodes Newtoniennes permettra au leteur de se repérer dans les méandres de la littératuresur e sujet, mais surtout qu'il omprendra mieux le fontionnement et le omportement de es algorithmestrès omplexes. Mais avant tout, je tiens à remerier tout partiulièrement Claude Lemaréhal pour ses onseilsavisés et ses reletures indispensables.L'optimisation non-linéaire herhe à résoudre des problèmes du type :
min
x∈Rn
F (x)
cE(x) = 0 (1)
cI(x) ≤ 0 (2)ave F : Rn → R la fontion objetif à minimiser, cE : Rn → Rme les ontraintes dégalités et cI : Rn ↔ Rmi lesontraintes d'inégalités. Ce doument expose dans une première partie les méthodes Newtoniennes en optimisa-tion sans ontrainte, et ei an d'exposer la struture générale d'un algorithme d'optimisation tout en insistantsur les algorithmes de quasi-Newton qui sont ouramment utilisés aujourd'hui. Une seonde partie expose lesméthodes Newtoniennes en optimisation ave ontraintes, tout en insistant sur des eets numériques indésir-ables liés à l'utilisation d'une fontion de pénalisation non diérentiable utilisée pour globaliser la reherhe duminimum.2 Méthodes numériques d'Optimisation sans ContrainteUn problème d'optimisation sans ontrainte s'érit :
min
x∈Rn
F (x).Il existe diérentes méthodes pour trouver une solution à e problème [BGLS03℄, mais nous allons nousonentrer sur les méthodes de Newton et quasi-Newton après avoir exposé brièvement les onditions d'optimalité(les onditions que doit satisfaire F au minimum). Nous insistons sur les méthodes de Newton ar elles sontaujourd'hui les plus eaes pour trouver le minimum d'une fontion non-linéaire générique.2.1 Conditions d'Optimalité [HU01℄Premier ordre : ∇xF (x∗) = 0Seond ordre : ∇2xF (x∗)  0ave x∗ le minimum, ∇xF (x∗) le gradient de F au minimum, et ∇2xF (x∗) la hessienne de F au minimum et
∇2xF (x
∗)  0 désignant la semi-dénie positivité de ∇2xF (x∗) au minimum. Il est faile d'avoir une expliationintuitive de es onditions. En eet si x∗ est un minimum loal de F alors dF ≥ 0 (dF est une diérentiellede F ) pour toute diérentielle dx issue de x∗ (pour les notions de diérentielles, le leteur peut se référer à[BMP04℄), il est alors faile de démontrer que ∇xF (x∗) doit être nul, mais aussi que ∇2xF (x∗)  0. Connaissantles onditions que doit satisfaire F au minimum et partant d'un itéré initial x0, une méthode de Newton permetde aluler une approximation au seond ordre de l'optimum si on est assez prohe de x∗.2.2 Méthodes Numériques de NewtonLe but des méthodes numériques en optimisation est de trouver une suite {xk} qui onverge vers x∗. A haqueitération on herhe un pas dk qui fasse déroître la fontion objetif, le shéma numérique d'un algorithmed'optimisation se présente omme suit :La plus grande diulté dans e shéma est de trouver l'inrément dk et un bon premier itéré x0. Le hoix dupremier itéré est laissé à l'utilisateur qui pourra le hoisir en fontion de ses onnaissanes sur le problème. En equi onerne l'inrément dk, il est important de souligner qu'il doit faire diminuer la fontion objetif. En eetla ondition F (xk + dk) < F (xk) est fondamentale en optimisation numérique, tout algorithme d'optimisationINRIA
Méthodes Numériques d'Optimisation 5(i) Initialiser k ← 0, l'itéré initial x0 et la tolérane d'arrêt ǫ(ii) Trouver un inrément dk telle que F (xk + dk) < F (xk)(iii) xk+1 ← xk + dk(iv) Si ‖∇xF (xk+1)‖ > ǫ aller au pas (ii) sinon s'arrêterTab. 1  Shéma numérique d'un algorithme d'optimisationdoit forer la desente de la fontion objetif. Il existe diverses méthodes pour trouver des diretions de desente[BGLS03, p. 2-35℄, mais nous allons nous onentrer sur les méthodes de Newton qui possèdent aujourd'hui lesmeilleures propriétés de onvergene par rapport aux (trop simples) méthodes de gradient, par exemple.Partant d'un itéré ourant xk, notre objetif est de trouver un pas dk qui fasse déroître F voire qui trouvele minimum de F , 'est à dire que ∇xF (xk +dk) = 0 . Pour ela, linéarisons les ondtions d'optimalité en faisantun développement de Taylor :
∇xF (xk + dk) = ∇xF (xk) +∇
2
xF (xk)dk + o(‖dk‖). (3)Négligeons le terme o(‖dk‖), on obtient alors le système linéaire :
∇xF (xk) +∇
2
xF (xk)dk = 0 (4)à résoudre pour trouver l'inrément. Si on est assez prohe du minimum alors ∇2xF (xk) est semi-dénie positiveet peut don être inversée, on obtient alors le pas de desente :
dk = −
(
∇2xF (xk)
)−1
∇xF (xk) (5)Le gros avantage d'une méthode de Newton est bien onnu : elle onverge très rapidement [BGLS03, p. 51℄.Si ∇2xF (xk) est ontinue et inversible à proximité de x∗, la méthode de Newton onverge superlinéairement, sien plus F est de lasse C3 elle onverge quadratiquement. Pour que la méthode de Newton soit eae, il fautque xk soit assez prohe de x∗, dans le as ontraire la onvergene ne peut pas être assurée, il faut adapter laméthode pour forer la onvergene globale.Pour ela dk est dorénavant onsidérée omme une diretion le long de laquelle une reherhe linéaire estutilisée an de diminuer la fontion q(t) = F (xk+tdk), et dans e as on a xk+1 ← xk+tdk. Pour une desriptiondétaillée des diérentes reherhes linéaires, on peut se référer à [BGLS03, 37-50℄.Il reste ependant un problème de taille, 'est le alul de la hessienne exate ∇2xF (xk) qui peut être lourd(en onsidérant qu'elle est symétrique, il y a 12n(n+2) éléments à aluler). Un deuxième problème est que loindu minimum, elle n'est pas forément dénie positive. Ce problème peut être résolu en utilisant une hessienneaugmentée de termes sur la diagonale an de la rendre dénie positive. On utilise alors (∇2xF (xk)+ νIn) (où Inest la matrie identité de dimension n × n) au lieu de la hessienne, 'est la méthode de Levenberg-Marquardt([Fle87, p. 48℄) pour ontrer le mauvais onditionnement de la hessienne (elle est souvent utilisée pour desproblèmes de moindre arrés).Remarque 2.1. Le système linéaire (4) orrespond aux onditions d'optimalité du problème quadratique suiv-ant :
(PQT ) min
dk∈Rn
F (xk) +∇xF (xk)
T dk +
1
2
dTk∇
2
xF (xk)dk (6)qui est appelé "problème quadratique tangent" ar il orrespond à minimiser une approximation quadratique duproblème initial. C'est un point lé dans la dénition des Programmes Quadratiques Suessifs (PQS ou SQPen anglais) utilisés dans l'optimisation ave ontraintes. On peut dès à présent voir les méthodes de Newtonomme une suession de problèmes quadratiques tangents à résoudre.2.3 Méthodes Numériques de Quasi-NewtonConsidérons le shéma numérique de Newton de la setion préédente, mais plutt que de aluler la hessienneexate à haque itération et de résoudre le système linéaire pour l'inverser, une autre idée serait de trouverdiretement une approximation de (∇2xF (xk))−1 par une matrie Hk ; 'est e que fait le shéma 2. La questiondans e shéma réside dans le pas (iv) : trouver une matrie d'adaptation Ck telle que : elle soit plus faile à aluler que (∇2xF (xk))−1RT n° 0325
6 Guilbert(i) Initialiser k ← 0, Hk ← In, l'itéré initial x0, et la tolérane d'arrêt ǫ(ii) dk ← −Hk∇xF (xk)(iii) Faire une reherhe linéaire le long de dk sur q(tk) = F (xk + tkdk)(iv) xk+1 ← xk + tkdk(iv) Hk+1 ← Hk + Ck, k ← k + 1,(v) Si ‖∇xF (xk+1)‖ > ǫ aller au pas (ii) sinon s'arrêterTab. 2  Shéma numérique d'un algorithme de quasi-Newton Hk+1 soit toujours dénie positive seules les dérivées premières de la fontion F soient néessairesIl nous faut trouver une relation entre Hk+1 et ∇2xF (xk), pour ela faisons un développement de Taylor dugradient :
∇xF (xk + δk) = ∇xF (xk) +∇
2
xF (xk)δk + o(‖δk‖), (7)en posant γk = ∇xF (xk+1)−∇xF (xk) et δk = xk+1 − xk, on peut alors érire :
γk = ∇
2
xF (xk)δk + o(‖δk‖). (8)An que Hk+1 mime orretement l'inverse de la hessienne dans la diretion dénie par γk, il faut que :
Hk+1γk = δk; (9)ette relation est souvent appelée relation fondamentale de quasi-Newton. Toutes les méthodes d'adaptation de
Hk devront, quoi qu'il se passe, respeter ette ondition. La manière la plus simple pour mettre à jour Hkest de l'augmenter d'une matrie de rang 1 ; on renvoie à [Fle87, p.53℄ pour des détails sur ette méthode. Lesméthodes qui nous intéressent plus partiulièrement sont les méthodes de mise à jour de rang 2, 'est à direqu'on ajoute deux matries de rang 1 à Hk :
Hk+1 = Hk + auu
T + bvvT . (10)On peut alors appliquer le prinipe fondamental (9) sur la formule (10), on obtient :
δk = Hkγk + auu
T γk + bvv
T γk, (11)un hoix logique est don u = δk et v = Hkγk, on peut alors identier a et b en posant auT γk = 1 et bvT γk = −1,on obtient alors la formule de mise à jour de Davidon, Flether et Powell (DFP) :
HDFPk+1 = H +
δδT
δT γ
−
HγγT H
γT Hγ
. (12)On remarquera qu'on a omis l'indie k dans le seond membre de l'équation (12) par soui de simpliation. Enfaisant d'autres hoix lors de l'identiation de a, b, u, v, on peut obtenir la mise à jour de Broyden, Flether,Goldfarb et Shanno (BFGS) :
HBFGSk+1 = H +
(
1 +
γT Hγ
δT γ
)
δδT
δT γ
−
(
δγT H + HγδT
δT γ
) (13)Il est intéressant de aluler l'inverse de HBFGSk+1 , notons la BBFGSk+1 :
BBFGSk+1 = B +
γγT
γT δ
−
BδδT B
δT Bδ
. (14)La ressemblane est notable ave la formule DFP (12), il sut d'éhanger γ ave δ et B ave H et on obtient laformule DFP ; es deux formules sont dites omplémentaires ou duales, on renvoie le leteur à [Fle87, p. 49-68℄pour plus de détails à e sujet. On a don une matrie qui est mise à jour au ours des itérations, qui est plussimple à aluler que la hessienne exate, qui mime son omportement dans la diretion de desente et quin'utilise que des dérivées premières. Cependant les formules DFP ou BFGS n'imposent pas que Hk+1 (ou Bk+1)soit dénie positive, néanmoins dans [Fle87, p. 54℄ et [BGLS03, p. 56℄ on peut trouver le théorème suivant :INRIA
Méthodes Numériques d'Optimisation 7Théorème 2.1. Si δkγk > 0 alors les formules BFGS ou DFP assurent que Hk+1 est dénie positive si Hkl'est.Remarque 2.2. Si dans le shéma numérique (1), on utilise une formule d'adaptation DFP ou BFGS, alorsla ondition δkγk > 0 est automatiquement satisfaite si on utilise la reherhe linéaire dite de Wolfe [BGLS03,setion 3.4℄.Un algorithme de quasi-Newton utilisant la formule BFGS et la reherhe linéaire de Wolfe onverge alorssuperlinéairement vers x∗ ; pour la démonstration on renvoie à [BGLS03, p. 65℄.2.4 Ce qu'il faut retenirLes méthodes de Newton utilisent les dérivées premières et seondes de la fontion à minimiser pour alulerun pas de desente dk à partir de la formule (5) ; dk est aussi la solution du problème quadratique tangent(6). Cette méthode est valable si on est assez prohe du minimum de F . Dans le as où on est loin, il fautglobaliser l'optimisation en utilisant une reherhe linéaire le long de dk. L'avantage d'une méthode de Newtonest qu'elle onverge superlinéairement (voire quadratiquement), mais il faut aluler la hessienne de la fontionà minimiser e qui peut être oûteux. Un autre problème est que loin de l'optimum, la hessienne peut ne pasêtre dénie positive et don ne pas être inversible ou dk ne pas être une diretion de desente. Les méthodes dequasi Newton répondent à es problèmes en mettant à jour une matrie qui mime la hessienne dans la diretionindiquée par les gradients. Cette matrie peut être mise à jour à haque itération par la formule de BFGS (13),elle est plus faile à aluler que la hessienne exate et est toujours dénie positive sous la ondition indiquéedans le théorème 2.1. Cette dernière ondition est automatiquement vériée si on utilise la reherhe linéaire deWolfe. Un algorithme de quasi-Newton omplet peut don se dérouler ainsi omme dans la table (2) en utilisantune reherhe linéaire de Wolfe.3 Méthodes numériques d'Optimisation ave ContraintesUn problème d'optimisation ave ontraintes s'érit omme :
min
x∈Rn
F (x)
cE(x) = 0 (15)
cI(x) ≤ 0, (16)ave cE(x) : Rn → RmE et cI(x) : Rn → RmI , on notera dorénavant m = mE + mI . Il existe plusieursméthodes pour trouver une solution à e problème [Fle87℄. Après un exposé bref des onditions d'optimalitéd'un tel problème, nous allons exposer les méthodes de type Programmation Quadratique Suessive (PQS)basées sur les méthodes de Newton. Enn, nous nous onentrerons tout partiulièrement sur les méthodesquasi-Newton qui sont largement utilisées aujourd'hui.3.1 Conditions d'OptimalitéLes onditions d'optimalité du premier ordre d'un problème d'optimisation sous ontraintes sont :
∇xF (x
∗) +∇xcE(x
∗)T λ∗E +∇xcI(x
∗)T λ∗I = 0 (17)
cE(x
∗) = 0 (18)
cI(x
∗) ≤ 0 (19)
λ∗I ≥ 0 (20)
cI(x
∗)T λ∗I = 0 (21)ave λE et λI des veteurs appelés multipliateurs de Lagrange. En posant λ = (λE , λI)T et c(x) = (cE(x), cI(x))Tet le lagrangien :
L(x, λ) = F (x) + c(x)λT (22)RT n° 0325
8 Guilbertalors les onditions (17) et (18) expriment que :
∇(x,λE)L(x, λ) = 0. (23)La ondition de omplémentarité (21) peut être vue omme une ondition d'ativation des ontraintes, en eetsi ckI (x) < 0 alors λkI = 0 et si ckI (x) = 0 alors λkI ≥ 0, et ei pour tout 1 ≤ k ≤ m. Tout omme pourl'optimisation sans ontrainte, on peut trouver une expliation intuitive de es onditions. En eet si x∗ est unminimum loal alors dF ≥ 0 dans toutes les diretions autorisées par les ontraintes d'égalités et d'inégalitésatives. La ondition d'optimalité du seond ordre est que la hessienne du Lagrangien doit être semi-déniepositive sur le sous espae tangent (noyau de la jaobienne des ontraintes atives), pour plus de détails leleteur peut se référer à [HU01℄.Remarque 3.1. Pour éviter des problèmes d'optimisation pathologiques, il est ommode de supposer que lajaobienne des ontraintes atives soit de rang plein, pour plus de détails le leteur peut se référer à [HU01℄. Cesonditions de qualiation des ontraintes sont néessaires pour érire les onditions d'optimalité (17)-(21).Pour plus de détails sur les diérentes interprétations géométriques ou analytiques et sur la théorie del'optimisation sous ontraintes, on renvoie le leteur à [HU01, p. 54-58℄ et au hapitre 9 de [Fle87℄. Maintenantqu'on onnaît les onditions que doivent vérier la fontion et les ontraintes au minimum, les méthodes de typeNewton sont à l'heure atuelle les plus eaes pour résoudre un problème d'optimisation ave ontraintes.3.2 Programmation Quadratique Suessive : ontraintes d'égalitéAn de mieux omprendre omment s'érit un algorithme PQS, nous allons nous limiter aux ontraintes d'é-galité et ei sans véritable perte de généralité. En eet, on peut estimer qu'en étant assez prohe de l'optimum,l'état d'ativation des ontraintes d'inégalité ne hange plus et on peut les traiter omme des ontraintes d'égal-ité ; de plus on verra que l'ativation des ontraintes est faite au niveau du PQ (Programmation Quadratiqueou QP en anglais) qui ne sera pas développé dans e doument. De manière identique au as sans ontrainte,on fait un développement de Taylor au premier ordre des onditions d'optimalité (23), on obtient alors :
∇xL(xk + dx, λk + dλ) ≈ ∇xL(xk, λk) +∇
2
xxL(xk, λk)dx +∇
2
xλL(xk, λk)dλ (24)
∇λL(xk + dx, λk + dλ) ≈ ∇λL(xk, λk) +∇
2
λxL(xk, λk)dx +∇
2
λλL(xk, λk)dλ. (25)En érivant que ei doit être nul, on obtient alors le système linéaire :
∇xL(xk, λk) +∇
2
xxL(xk, λk)dx +∇xc(xk)
T dλ = 0 (26)
c(xk) +∇xc(xk)dx = 0 (27)Une petite astue onsiste à remarquer que ∇xL(xk, λk) est linéaire par rapport à λk, l'équation (26) devientalors :
∇xF (xk) +∇
2
xxL(xk, λk)dx +∇xc(xk)
T (λk + dλ) = 0 (28)Comme λk+1 = λk + dλ, on obtient alors le nouveau système linéaire à résoudre :
(
∇2xxL(xk, λk) ∇xc(xk)
T
∇xc(xk) 0
) (
dx
λk+1
)
= −
(
∇xF (xk)
c(xk)
) (29)Remarque 3.2. La matrie de e système est inversible si (i) ∇xc(xk) est de rang plein et (ii) ∇2xxL(xk, λk)est dénie positive sur le sous espae tangent (le noyau de ∇xc(xk)) (f remarque 3.1), pour plus de détails leleteur peut se référer à [BGLS03, p.174℄.Dans le as où il n'y a que des ontraintes d'égalité, le système d'équations (29) n'est autre que les onditionsd'optimalité du programme quadratique suivant :



min
dk∈Rn
∇xF (xk)
T dxk +
1
2
dxTk∇
2
xxL(xk, λk)dxk
cE(xk) +∇xcE(xk)dxk = 0
(30)Sans rentrer dans les détails inutiles dans e doument, on peut étendre e résultat aux ontraintes d'inégalitéet érire le problème quadratique tangent au problème d'optimisation ave ontraintes d'égalité et d'inégalité :INRIA
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(PQT )





min
dk∈Rn
∇xF (xk)
T dxk +
1
2
dxTk∇
2
xxL(xk, λk)dxk
cE(xk) +∇xcE(xk)dxk = 0
cI(xk) +∇xcI(xk)dxk ≤ 0
(31)Le problème d'ativation des ontraintes d'inégalités est don renvoyé au niveau de la résolution du problèmequadratique tangent. On peut alors érire un PQS à hessienne exate omme dans le shéma numérique 3.(i) Initialiser k← 0, l'itéré initial (x0, λ0) et la tolérane d'arrêt ǫ(ii) Caluler ∇xF (xk) et ∇2xxL(xk, λk)(ii) Caluler dxk et λk+1 en résolvant (PQT ) (31)(iii) xk+1 ← xk + dk(iv) Si ‖∇(x,λ)L(xk+1, λk+1)‖ > ǫ aller au pas (ii) sinon s'arrêterTab. 3  Shéma numérique d'un PQS à hessienne exateLe pas (ii) est l'étape non triviale de et algorithme. La résolution d'un Programme Quadratique (PQ ouQP en anglais) est basée sur le système linéaire (29), ependant e système ne traduit pas le problème lié àl'ativation des ontraintes. La résolution d'un PQ ne faisant pas l'objet de e doument, on renvoie le leteurau hapitre 10 du livre [Fle87℄ pour de plus amples détails sur l'ativation des ontraintes.Comme pour les méthodes de Newton sans ontrainte, le talon d'Ahille du shéma (3) est le alul de lahessienne exate qui peut être lourd, et elle peut ne pas être dénie positive si on est loin du minimum.3.3 Méthodes de Quasi-Newton ave ContraintesLe développement des méthodes de quasi-Newton ave ontraintes est basé sur le même prinipe que eluides problèmes sans ontrainte exposé dans la setion 2.3, il faut ependant remplaer la fontion F (x) par lelagrangien L(x, λ). Ainsi, en posant :
γlk = ∇xL(xk+1, λk+1)−∇xL(xk, λk+1) et δk = xk+1 − xk, (32)on remarquera qu'on évalue le gradient du lagrangien en λk+1 pour aluler γlk, ei se justie par le fait qu'ononnait e λk+1 et qu'on herhe à mimer la hessienne du lagrangien par rapport à x et pas par rapport à λ. Demanière analogue au as sans ontrainte, on peut réérire l'équation fondamentale de quasi-Newton (9), maisaussi la formule de BFGS pour la hessienne du lagrangien :
BLagrk+1 = B +
γγT
γT δ
−
BδδT B
δT Bδ
. (33)Pour globaliser l'algorithme, on peut utiliser une reherhe linéaire ou une reherhe par région de onane.On fait le hoix ii de dérire uniquement les méthodes ave reherhe linéaire. Cette reherhe doit être faitesur une fontion qui prenne en ompte à la fois le ritère à minimiser et les ontraintes, de telles fontions sontappelées fontions de pénalisation.3.3.1 Fontion de pénalisation non diérentiableIl existe une multitude de fontions de pénalisation, ependant on peut lasser es fontions en deux familles :les fontions de pénalisation inexates et exates. Nous allons nous onentrer sur les fontions de pénalisationexate et plus préisément sur la pénalisation L1 ar elle est exate sans faire appel à un shéma itératif. Al'inverse, d'autres pénalisations omme les fontions barrières ou le lagrangien augmenté sont aussi ourammentutilisées ; pour plus de détails on renvoie le leteur à [Fle87, p.277-304℄. La fontion de pénalisation L1 est déniepar :
Φ(x) = F (x) +
mE
∑
i=1
σi|ci(x)| +
m
∑
i=mE+1
σi|max(ci(x), 0)| (34)Cette méthode de pénalisation distingue les ontraintes d'égalités et d'inégalités, en eet seules les ontraintesd'inégalités atives inuent sur la valeur de la fontion de pénalisation et ette ativation est faite à l'aideRT n° 0325
10 Guilbertde la fontion max. Pour que la pénalisation (34) soit exate, il faut que les σi soit assez grands pour que laroissane des ci ompense la déroissane de la fontion oût F . Ainsi plutt que de xer les σi très grands, equi pourrait entrainer des problèmes numériques (les ontraintes seraient alors prépondérantes par rapport à lafontion oût), il serait plus judiieux de l'ajuster au ours de l'optimisation pour que sa valeur soit toujoursjuste assez grande. Pour ela, la proposition 15.1 de [BGLS03℄ propose une relation entre σ et λk+1 (λk+1 étantalulé en résolvant le problème quadratique tangent (31)) : si σi ≥ ‖λk+1‖∞ alors la pénalisation (34) estexate. On peut alors établir une règle d'ajustement de σk omme dans la table (4).si σk−1 ≥ 1.1(‖λk+1‖∞ + σ̄),alors σk = (σk−1 + ‖λk+1‖∞ + σ̄)/2 ;sinon si σk−1 ≥ ‖λk+1‖∞ + σ̄,alors σk = σk−1.sinon σk = max(1.5σk−1, ‖λk+1‖∞ + σ̄).Tab. 4  Règle d'ajustement de σIi σ̄ > 0 est une onstante xée au préalable, elle permet que σk+1 soit toujours nettement plus grand que
‖λk+1‖∞, 'est un peu une barrière de séurité pour que σk+1 soit toujours assez grand. Cette règle d'ajustementa été proposée historiquement par Mayne et Polak et on renvoie le leteur à [BGLS03, p. 239-242℄ pour plus dedétails sur ette règle d'ajustement de σ.A ause des valeurs absolues et de la fontion max(., .) dans la pénalisation (34), il est lair que ette dernièrefontion n'est pas diérentiable partout, et entre autre au minimum. Cei risque de mettre en péril l'utilisationd'une reherhe linéaire de type Armijo, Wolfe ou même Goldstein et Prie qui ont au moins besoin de la dérivéediretionnelle de la fontion de pénalisation dans la diretion dxk. Le lemme 14.3 de [BGLS03℄ indique que si
F (.), cE(.) et cI(.) admettent une dérivée diretionnelle en xk et dans la diretion dxk alors Φ(.) admet aussiune dérivée diretionnelle le long de dxk et elle vaut :
Φ′(xk, dxk) = ∇xF (xk)dxk + ‖SkPc(xk)∇xc(xk)dxk‖1 (35)ave Sk = diag(σi,k), et l'opérateur Pvu identique à l'opérateur utilisé dans [BGLS03, p. 225℄ et déni par :
(Pvu)i =






ui si 1 ≤ i ≤ mE
max(ui, 0) si mE ≤ i ≤ m et vi = 0
0 si mE ≤ i ≤ m et vi < 0.
ui si mE ≤ i ≤ m et vi > 0.
(36)Cet opérateur permet une ériture synthétique de la dérivée diretionnelle (35). On peut don utiliser ettefontion de pénalisation pour faire une reherhe linéaire et globaliser la reherhe du minimum.3.3.2 Reherhe linéaire et orretion de PowellDans les méthodes de quasi-Newton sans ontrainte, on avait justié l'emploi d'une reherhe linéaire deWolfe ar elle permettait d'assurer la ondition γkδk > 0 qui implique que Bk+1 est dénie positive si Bkl'est. Dans le as ave ontraintes, on ne fait pas la reherhe linéaire sur le lagrangien mais sur la fontionde pénalisation (34), ainsi même si on utilise une reherhe linéaire de Wolfe on ne pourra jamais assurer laondition γlkδk > 0. C'est pourquoi la reherhe linéaire de Armijo est souvent préférée à la reherhe linéaire deWolfe ar elle est plus simple à implanter, les qualités de la reherhe de Wolfe sont surtout utiles en optimisationsans ontrainte. Si pour un pas unitaire la fontion de pénalisation ne diminue pas, le pas est divisé par deuxpar exemple (mais e n'est pas le plus judiieux, on préférera utiliser la méthode du "ubi tting" exposée dans[BGLS03, p. 40-41℄). La reherhe linéaire ne permet don pas d'assurer la positivité de la matrie de BFGS.Pour ompenser e problème, Powell a proposé de modier γlk (le γ de l'équation (33)) jusqu'à e que lesalaire (γlk)T δk soit positif. Dans un premier temps, il faut aluler un pas tk le long de la diretion dxk aluléepar le PQ an de diminuer une fontion de mérite (la fontion de pénalisation (34), par exemple) e qui donnele nouvel itéré xk+1 ← xk + tkdxk. γlk et δk sont dénies par (32), et le but est de aluler un γPk omme uneombinaison onvexe de γlk et BLagrk δk :
γPk ← θγ
l
k + (1 − θ)B
Lagr
k δk (37)INRIA
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x
∗
δ1
x1
x2
ontour of f
x2 + y2 = 1Fig. 1  Illustration de l'eet MaratosOn hoisit don γPk = Bkδk pour θ = 0 omme issue de seours, on a alors BLagrk+1 = BLagrk et on est assuréque BLagrk+1 est dénie positive. Cependant le but est de modier au minimum γlk an de préserver le maximumd'informations fournie par les données du problème, il faut don hoisir θ le plus grand possible dans [0, 1] telqu'on ait :
(γPk )
T δk ≥ 0.2δ
T
k B
Lagr
k δkComme BLagrk est dénie positive, ette inégalité est satisfaite pour θ = 0, Powell a don proposé :
θ =
{
1 si (γPk )
T δk ≥ 0.2δ
T
k B
Lagr
k δk,
0.8
δT
k
Bkδk
δT
k
Bkδk−(γlk)
T δk
sinon.
(38)Cette tehnique est appelée la orretion de Powell. Pour plus de détails sur ette orretion, on peut se référerà [BGLS03, p.269-270℄ et [Fle87, p. 310℄. Cette orretion de Powell orrige un problème intrinsèquement liéà l'utilisation d'une fontion de pénalisation dans des méthodes de quasi-Newton. Il existe enore un autreproblème qui est lui lié à la non diérentiabilité de la fontion de pénalisation : l'eet Maratos.3.3.3 Du global au loal : l'eet MaratosComme on l'a vu préédemment, une reherhe linéaire permet de globaliser l'optimisation, 'est à direqu'elle permet de onverger vers un minimum même si l'itéré initial est loin de elui-i. Plus on se rapprohedu minimum, plus l'algorithme ave reherhe linéaire doit tendre vers l'algorithme loal exposé dans la setion3.2, 'est à dire que le résultat de la reherhe linéaire doit tendre vers tk = 1. Cette propriété peut être appelée"admissibilité asymptotique du pas unitaire". Cependant il est possible que même très prohe du minimum lepas unitaire soit rejeté ar Φ(xk + dxk) > Φ(xk) (on rappelle ii que Φ(.) est la fontion de pénalisation (34)) ;e phénomène est onnu sous le nom d'eet Maratos et est illustré par l'exemple 3.1.Exemple 3.1. On peut illustrer e phénomène en utilisant l'exemple souvent utilisé [BGLS03, p.254-255℄ etillustré par la Figure 1 :
min
x,y
(2(x2 + y2 − 1)− x1), soumis à x2 + y2 − 1 = 0La solution optimale de e problème est s∗ = (1, 0)T . La gure 1 illustre un pas de SQP partant de s1 = (0, 1)T ,la résolution du problème quadratique tangent donne une diretion δ = (1, 0)T pour atteindre la position s2 =
(1, 1)T . Dans et exemple, le pas δ sera automatiquement rejeté (un pas tk = 0) par la reherhe linéaire vuque la fontion de pénalisation L1 augmente dans la diretion fournie par la résolution du problème quadratiquetangent.Cet eet s'explique par le fait que la déroissane de F (.) ne ompense plus la roissane de ‖c(.)‖1 et estparfaitement illustré dans [BGLS03, Exemple 15.6℄. Ce phénomène est une onséquene direte de la séparationfranhe entre le alul de la diretion à l'aide du problème quadratique tangent (31) et le alul du pas à l'aidede la fontion de pénalisation (34). Le problème vient de la fontion de pénalisation, ou du moins de la manièredont on l'utilise.RT n° 0325
12 GuilbertIl existe une orretion du seond ordre de dxk qui permet de ompenser e phénomène, on alule alors
dxmk :
dxmk ← dxk − (∇xcA(xk))
−cA(xk + dxk), (39)ave cA(.) les ontraintes d'égalités et les ontraintes d'inégalités atives, (∇xcA(xk))− la pseudo-inverse à droitede la jaobienne des ontraintes orrespondantes. On rappelle que :
(∇xcA(xk))
− = (∇xcA(xk)∇xcA(xk)
T )−1∇xcA(xk)
T .Pour plus de détails sur les diérentes méthodes de ompensation de l'eet Maratos, le leteur peut se référerà [Fle87, p. 393-395℄ et [BGLS03, p.254-260℄.3.4 Ce qu'il faut retenir(i) Choisir un itéré initial (x1, λ1), et la tolérane d'arrêt ǫaluler F (x1), c(x1), ∇xF (x1) et ∇xc(x1)xer une onstante ω ∈]0, 12 [ (modiateur de pente dans les onditions d'Armijo),et σ̄ > 0 (seuil du paramètre de pénalité), β ∈]0, 12 [ (paramètre de séuritédans la reherhe linéaire d'Armijo), et M1 ← In(ii) Caluls de δk et γPk en utilisant la orretion de Powell (37),(iii) Mise à jour de Mk en utilisant la formule de BFGS (13),(iv) Caluls de (dxk, λk+1), solution du problème quadratique tangent (31),(v) Mise à jour des paramètres de pénalité σk en utilisant la règle 4,(vi) Calul de dxmk en utilisant la orretion du seond ordre (39),(vii) Calul du pas tk, solution de la reherhe linéaire d'Armijo sur la fontionde pénalisation (34) dans la diretion dxmk ,(iix) xk+1 ← xk + tkdxk, λk+1 ← λk,(ix) k ← k + 1, si les équations (17) à (21) sont vériées à ǫ près on arrête,sinon aller au pas (ii).Tab. 5  Shéma numérique d'un PQS de quasi-NewtonOn a ommené par érire les onditions d'optimalité pour un problème de minimisation ave ontraintesd'égalités et d'inégalités. Tout omme pour les problèmes d'optimisation sans ontrainte, il a été possible d'érireune méthode de Newton, e qui nous a amené à érire un premier algorithme de minimisation à hessienne exatede la table 3. Tout omme pour les problèmes sans ontrainte, le alul de la hessienne exate est souvent untravail lourd et peut mener à des problèmes numériques lorsqu'on est loin du minimum, 'est pourquoi on utiliseouramment des méthodes de quasi-Newton où la hessienne du lagrangien est estimée au ours des itérationsà l'aide de la formule de BFGS (33). An de globaliser ette optimisation, on utilise une reherhe linéaire surune fontion de pénalisation dont le minimum x∗ est, sous ertaines onditions, le même que elui du problèmeoriginal. Faire une reherhe linéaire sur une fontion autre que la fontion oût implique que la dénie positivitéde Bk+1 n'est plus assurée par la reherhe linéaire, ei a amené Powell à dénir une orretion pour assurerette dénie positivité. Dès lors, il n'y a plus de réel avantage à utiliser une reherhe linéaire de Wolfe, unesimple reherhe linéaire basée sur les onditions d'Armijo sut. Pour que l'algorithme fontionne bien, lerésultat de ette reherhe linéaire doit asymptotiquement tendre vers un pas unitaire. Dans ertains as où ladéroissane de F (.) ne ompense plus la roissane de ‖c(xk)‖1, e pas unitaire est rejeté même très prohedu minimum ; ei est appelé l'eet Maratos et peut être ompensé par une modiation de la diretion dedesente. Un PQS fontionnel ressemble à l'algorithme 5.Référenes[BGLS03℄ Joseph Frédéri Bonnans, Jean-Charles Gilbert, Claude Lemaréhal, and Claudia Sagastizabal. Nu-merial Optimization : Theoriti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ti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me Mali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tif Agrégation. H-K, 2004.[Fle87℄ Roger Flet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