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We study the asymptotic behaviors of stochastic cell fate decision between proliferation and
differentiation. We propose a model of a self-replicating Langevin system, where cells choose their
fate (i.e. proliferation or differentiation) depending on local cell density. Based on this model, we
propose a scenario for multi-cellular organisms to maintain the density of cells (i.e., homeostasis)
through finite-ranged cell-cell interactions. Furthermore, we numerically show that the distribution
of the number of descendant cells changes over time, thus unifying the previously proposed two
models regarding homeostasis: the critical birth death process and the voter model. Our results
provide a general platform for the study of stochastic cell fate decision in terms of nonequilibrium
statistical mechanics.
PACS numbers: 05.65.+b, 87.17.Ee, 87.18.Hf
I. INTRODUCTION
A variety of biological phenomena have been exten-
sively investigated in light of modern nonequilibrium
physics. Tissue turnover in multicellular organisms is
an interesting example of stationary nonequilibrium sys-
tem (see Fig. 1(a)). Throughout adult life, biological
tissues are constantly renewed by newly born cells from
stem cell pools. The production of cells must be balanced
with the death of old cells, which is called tissue home-
ostasis. Tissue stem cells, which are able to proliferate
(i.e., divide) and differentiate into tissue specific cells,
play a key role in tissue turnover. Since differentiated
cells exit from the proliferation cycle and are eventually
killed, tissue homeostasis is maintained by balanced ki-
netics of stem cell fate (proliferation or differentiation).
Intercellular interactions in cell fate decision kinetics are
considered to be crucial during homeostasis, and there-
fore, nonequilibrium statistical mechanics of many-body
systems [1, 2] is expected to play an important role to
clarify the mechanism of tissue homeostasis.
Recent advances in experiments have enabled the trac-
ing of cell fate dynamics (i.e., kinetics of proliferation and
differentiation) in adult mammalian tissues [3]. In these
experiments, cells in the tissue are labeled by fluorescent
proteins, which are inherited by their progeny. Starting
from isolated labeled single cells in the basal layer tissue,
the cells can divide and expand its population within the
basal layer, or get excluded from the basal layer through
differentiation (Fig. 1(a)). The measured population of
the labeled cells that survived in the basal layer (i.e.,
clone) showed scaling behavior in statistics. Most signif-
icantly, the average number of cells in surviving clones
showed power-law growth nsurv(t) ∼ tδ, and the cumu-
lative clone size distribution Cn(t) (i.e., the probability
of having a clone with no less than n cells) showed the
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scaling law Cn(t) ∼ Φ(n/nsurv(t)), which both depended
on the spatial dimension of the tissue [4]. The scaling
behavior ruled out one of the classical pictures of tissue
homeostasis, where stem cells always undergo asymmet-
ric division (one daughter cell is differentiating and the
other maintains its stemness).
The quantitative modeling approach has revealed two
canonical examples of stochastic dynamics that explain
the scaling behaviors. Importantly, these two mod-
els reflect the different mechanisms of cell fate regula-
tion [4]. Firstly, cell-extrinsic regulation results in the
scaling form with δ = 1/2 and Φ(X) = e−piX
2/4 in one-
dimension [4–6], and δ = 1 and Φ(X) = e−X in two-
dimension [4, 7]. These scaling forms are derived from
the voter model (VM) [8, 9], in which a differentiating
cell leaving the basal layer is assumed to directly trigger
the proliferation of a neighboring cell to compensate for
the loss (the mechanism can be vice versa, Fig. 1(b)).
The second scheme is the cell-intrinsic regulation [4, 10],
which is described by the critical birth-death process
(CBD) [11] (Fig. 1(c)). This model assumes that a cell
stochastically chooses proliferation or differentiation with
equal probability independent from other cells, which re-
sults in the scaling form with δ = 1 and Φ(X) = e−X [10].
The extrinsic model (i.e., δ = 1/2 and Φ(X) = e−piX
2/4)
was consistent with clonal labeling experiments in some
one-dimensional tissues such as intestinal crypts [5] and
seminiferous tubules [6]. On the other hand, the exper-
imental works in skin tissues (i.e., two-dimensional tis-
sues) [12, 13] showed that both cell-intrinsic and extrinsic
models are consistent with the clonal dynamics.
In this paper, we propose a model of cell fate deci-
sion, focusing on the cell-cell interaction associated with
a finite range. In our model, the population of cells is
regarded as a self-replicating many-body Langevin sys-
tem, where we incorporate intercellular interaction in the
self-replication process through local cell density [14, 15],
where density is defined with a certain length scale. Both
short- and long-range interaction can be realized in real
2tissues as consequences of different regulatory mecha-
nisms. For example, recent experimental [17–20] and
theoretical [14–16] works suggest that mechanical cues
could be relevant in cell fate decision. Long-range inter-
action via autocrine signaling is also crucial in skin stem
cells [21]. Therefore, exploring cell fate decision processes
from the point of view of cell-cell interaction range would
be significant.
We find that homeostasis is maintained in this model
as a consequence of the interaction, meaning that global
cell density is autonomously kept constant on average.
Furthermore, we show that the previously proposed VM
and CBD scenarios are incorporated in our model as the
small and large limits of the cell-cell interaction range.
This indicates that the interaction range of the density-
dependent replication process is a key in determining
which model of the two appears in biological tissues. We
find that in the case of the intermediate value of the inter-
action range, the clone size statistics cross over from the
CBD statistics to the VM statistics as time evolves. We
propose that by evaluating the timing of the crossover in
experiment, we can indirectly infer the interaction range
of the fate decision dynamics in the tissue. Our results
also reveal a natural scenario in which VM can arise in
real experimental setups.
This paper is organized as follows. In Section II, we
describe our model, based on cell density dependent in-
teraction with a finite interaction range. In Section III we
give the main results, showing the dynamical crossover of
clone size statistics in the case of finite interaction range.
In Section IV, we discuss the nature of crossover, and
show the scaling hypothesis for the crossover.
II. MODEL
We model the population of stem cells as an interacting
many-particle system with {xk(t)}N(t)k=1 being the position
of the center of the N(t) cells existing on the basal layer
at time t (see Fig. 2(a)). We assume for simplicity that
the basal layer is occupied only by a single type of stem
cell which can move and divide. The irreversible differen-
tiation of the cells is described by the stochastic exclusion
of a cell from the dynamics. Considering two or more
types of cells coexisting in the basal layer as in the case
of previous models [10] will not change the scaling behav-
ior discussed in the following. Although our model can
be extended to higher dimensions, we here focus on the
one-dimensional case in order to study the distinct limits
of asymptotic behavior. Neighboring cells in a tissue are
typically attached to each other by cell-cell adhesion. We
incorporate this interaction by the following many-body
Langevin equations [22]:
d
dt
xj(t) = − ∂
∂xj
U({xk}) + ξj(t). (1)
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FIG. 1. (Color online) (a)Schematic showing a cellular label
tracking experiment. Proliferating cells (pink) confined to
the basal layer of the tissue undergo proliferation within the
basal layer, as well as differentiation toward the upper layers.
Cell fate is tracked by monitoring the labeled clones (yellow),
which either expand or shrink by proliferation and differen-
tiation, respectively. (b) Schematic of VM. (c) Schematic of
CBD.
Here, ξj(t)’s represent the white Gaussian noise satisfying
〈ξj(t)〉 = 0, 〈ξj(t)ξk(s)〉 = 2Dδj,kδ(t− s) (2)
for j, k = 1, . . . , N(t). Initial positions of the cells are
prepared so that the label of the cells are ordered as
xk−1 ≤ xk ≤ xk+1, and the periodic boundary condi-
tion is employed. A positive constant D is the noise
strength and U({xk}) =
∑
k u(|xk − xk+1|) denotes the
two-body interaction, which describes the cell-cell adhe-
sion between nearest neighbors. For simplicity, we set
u(X) = K (X − l0)2 /2. The strength of the adhesive
potential K determines a typical time scale for spatial
relaxation, and the natural length l0 determines a typi-
cal length scale of a cell.
A crucial point of our model is that the tissue home-
ostasis is achieved as a consequence of the cell-cell inter-
action. To this end, we assume that the local cell density
affects the cell fate decision process [14, 15]. We define
the local cell density ρL(x) as:
ρL(x) :=
1
2L
∫ x+L
x−L
dy
∑
j
δ(y − xj), (3)
where L denotes the interaction range of cell-cell interac-
tions. The interaction range L corresponds to the bi-
ologically relevant length scale of the cell fate regula-
tion through local cell density. For example, the case
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FIG. 2. (Color online) (a) Schematic of the self-replicating
Langevin system. (b) An example of the density dependence
of the birth/death rates. (c) The phase diagram via structure
factor analysis, which is detailed in Appendix A. The gray
line separates the parameter space into the linearly stable
and unstable regions. Here, α represents the sensitivity of
the growth rate around the steady-state density, and β is the
effective diffusion constant that depends on the strength of the
cell-cell adhesion K. µ/σ is the relative noise strength. The
definitions of α, β, σ and µ are given in Eq. (A13). Our clonal
analysis is performed in the spatially homogeneous region.
of long range interaction L ≫ l0 can be realized by ex-
ternal chemical control or autocrine signaling. On the
other hand, L ≃ l0 describes the situation where the fate
is associated with the distance of a cell from its closest
neighbors, corresponding for instance to mechanical reg-
ulation. A proliferating cell (PC) at position x undergoes
the following birth-death process with rates w± that de-
pend on local cell density (see Fig. 2(a)):
PC −→
{
PC + PC with rate λw+(ρL(x))
∅ with rate λw−(ρL(x)),
(4)
where ∅ denotes differentiation (i.e., removal from the
basal layer), and the typical timescale is set by λ−1. We
here do not explicitly assume any correlation between
the fates of the two daughter cells. This means that the
newly born PCs will independently choose division or
differentiatiation according to Eq. (4), as opposed to the
asymmetric division scenario where the fates of siblings
are strictly anti-correlated. [4].
We assume that F (ρ) := w+(ρ) − w−(ρ) has an at-
tractive fixed point ρ = ρ∗ such that F (ρ∗) = 0 and
F ′(ρ∗) < 0, where F ′(ρ) := dF (ρ)/dρ. An important
role of the attractive fixed point ρ = ρ∗ is to regulate cell
fate through local cell density in an autonomous fashion
(see Fig. 2(b)). We will see in our model that the power
law and scaling law in the clone size statistics appear
at the fixed point of cell density, corresponding to the
situation where homeostasis is achieved.
Equations (1) are discretized and numerically solved
by the Euler-Maruyama method. The cell fate decision
process (4) is implemented as follows. When a cell under-
goes proliferation, the local cell density ρL is evaluated
for newly born cells, and two lifetimes τ± are generated
from exponential distributions with rates λw±(ρL), re-
spectively. If τ+ < τ−, the cell undergoes proliferation
after time τ+, and otherwise it undergoes differentiation
after time τ−. In order to study the asymptotic clone
size statistics, we introduce the label degree of freedom
to cells. In our numerical simulations, we initially pre-
pare only one labelled cell and many other unlabeled
cells, mimicking the induction of marker protein in exper-
iments. The quantities of interest are the average clone
size of the labeled progenies l(t) := l0nsurv(t) and the la-
beled clone size distribution Cn(t). The clones here refer
to the labeled descendants within the stem cell popula-
tion.
We remark on the stability of the model. When L is
sufficiently large, the population of cells tends to form
spatial clustering. This is regarded as an example of the
Brownian bug problem, which has been observed in var-
ious models with self-replication and diffusion [23]. We
identified the parameter regimes as shown in Fig. 2(c), in
which the clustering of cells does not occur, by analyzing
the structure factor (see Appendix A). This argument
ensures that our numerical analysis is performed in this
homogeneous region.
III. MAIN RESULTS
We now discuss our numerical results. Figure 3(a)
shows the time evolution of the average clone size for
several values of L. The average clone size grows lin-
early in the short time scale, and exhibits the power-law
growth with exponent 1/2 in the long time scale. Fig-
ure 3(b) shows that the clone size distribution is the ex-
ponential form in the short time, and then crosses over
to the half-Gaussian form in the long time scale. These
results imply that the clone size statistics cross over from
the CBD statistics with δ = 1 and Φ(X) = e−X to the
VM statistics with δ = 1/2 and Φ(X) = e−piX
2/4, in the
course of time.
In order to clarify the dynamical crossover of the clone
size statistics, we consider the two opposite limits of the
interaction range L. Since the interaction range L lies
between the cell size l0 and the system size (i.e., the
size of the tissue) LSys, we call the two limits L → l0
and L → LSys the small L limit and the large L limit,
respectively. In our simulations, we take l0 = 1 and
LSys = 1000. Figures 3(c) and 3(d) show the time evo-
lution of the clone size distributions for L = LSys and
L = 1.25l0, respectively. The inset in Fig. 3(c) or 3(d)
shows the time evolution of the average clone size. The
4(a) (b)
10
0
10
1
10
2
10
0
10
1
10
2
l
(t
)
-
l 0
λ
=10
t
L =20
L =30
L =40
L =100
L Slope: 1/2
Slope: 1
(c)
10
-4
10
-2
10
0
0 1 2 3 4
C
lo
n
e
F
ra
c
ti
o
n
Clone Size / Average
λ t =25
C
n
(t
)
λ t =50
λ t =100
λ t =250
λ t =500
CBD
VM
L=100
n / l (t)
(d)
0
0.5
1
0 1 2 3 4 5
C
lo
n
e
F
ra
c
ti
o
n
Clone Size / Average
λ t =25
C
n
(t
) λ t =50
λ t =100
λ t =250
CBD
10
-1
10
0
10
1
10
2
10
3
10
0
10
1
10
2
l
(t
)
-
l 0
λt
n / l (t)
L=LSys
Slope:1
k
0
0.5
1
0 1 2 3 4
Clone Size / Average
λ t =25
λ t =50
λ t =100
λ t =250
VM
10
-1
10
0
10
1
10
0
10
1
10
2
l
(t
)
-
l 0
λt
Slope: 1/2
C
lo
n
e
F
ra
c
ti
o
n
n / l (t)
C
n
(t
)
L=1.25
FIG. 3. (Color online) Numerical results of the asymptotic clone size statistics in clonal analysis. We take l0 = 1 and
LSys = 1000. (a) The average clone size l(t) for L/l0 = 10, 20, 30, 40, and 100. (b) The clone size distributions Cn(t) at different
time points for L/l0 = 100 plotted against n/l(t). (c) (d) Cn(t) plotted against n/l(t) for the large L case (L = LSys) and the
small L case (L/l0 = 1.25), respectively. The insets show l(t)− l0 against time λt.
clone size statistics asymptotically approach the CBD
statistics in the large L limit and to the VM statistics
in the small L limit. These results imply that the CBD
statistics and the VM statistics are formulated in a uni-
fied view through the interaction range L.
In the following, we consider the mechanism that gives
rise to the CBD statistics and the VM statistics in the
large and small L limit, where the existence of the at-
tractive fixed point ρ = ρ∗ plays a significant role. In the
large L limit, the cell fate regulation is governed by global
cell density ρ(t) in the continuum limit as LSys →∞:
λ−1
d
dt
ρ =
(
w+(ρ)− w−(ρ)) ρ = F (ρ) ρ. (5)
The existence of an attractive fixed point ρ∗ of F (ρ) en-
sures homeostasis so that w+(ρ∗) = w−(ρ∗) holds in the
long time scale. Therefore, the clone size statistics are
expected to behave asymptotically as the CBD statis-
tics: δ = 1 and Φ(X) = e−X . We emphasize that in our
model, the critical clone size statistics are achieved as a
result of cell-cell interactions through cell density, in con-
trast to CBD, where the criticality is assumed a priori.
The asymptotic CBD statistics can now be interpreted as
a consequence of long-range density feedback interaction.
On the other hand, in the case of small L, the cell-
cell interaction is effectively short-ranged, because the
ever-expanding average size of the surviving clones l(t) is
always larger than L. In this case, as soon as a prolifer-
ating cell undergoes differentiation, the proliferation rate
increases locally around that position, and the neighbor-
ing cells will be likely to compensate for the loss of the
adjacent cell. Therefore, the resulting clone size statistics
are expected to asymptotically behave as the VM statis-
tics with δ = 1/2 and Φ(X) = e−piX
2/4. In other words,
our model implies that the VM statistics can naturally
arise as a result of short-range interaction.
IV. SCALING HYPOTHESIS
Our numerical results suggest that the time scale for
the crossover increases with the interaction range L. The
dynamical crossover takes place due to the competition
between the interaction range L and the average clone
size l(t). Since the average clone size is ever-increasing
in time, one expects that l(t) exceeds L at certain time
tc. We refer to tc as the crossover time, at which the
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FIG. 4. (Color online) Scaling form of the average clone size
l(t). l(t) − l0 is scaled by L and plotted against t/tc(L) for
L/l0 = 10, 20, 30, 40, and 100.
behavior of the clone size statistics change. Since the
clone size statistics are effectively the CBD statistics in
short time scale, the crossover time tc is estimated from
the following equation:
L = l(tc) ≃ lCBD(tc) = l0
(
1 +
1
2
λtc
)
, (6)
where the average clone size l(t) is approximated by the
exact expression of that of the CBD statistics: lCBD(t) =
l0(1+λt/2). Therefore, we expect that tc(L) = 2λ
−1(L−
l0)/l0. Scaling the time by the crossover time tc(L), and
scaling the average clone size l(t) by the interaction range
L, all curves collapse onto a single master curve, as shown
in Fig. 4.
From Fig. 4, we find that the average clone size l(t)
has the following scaling form:
l(t)− l0
L
= f
(
t
tc(L)
)

≃ t
tc(L)
t≪ tc(L),
∼
(
t
tc(L)
)1/2
t≫ tc(L),
(7)
which reconfirms the CBD statistics and the one-
dimensional VM statistics.
We now discuss the nature of crossover in the case of
l0 ≪ L≪ LSys. The dynamical crossover takes place due
to the competition between two length scales: the inter-
action range L and the ever-expanding average clone size
l(t). In the short time scale with l(t) ≪ L, the cell fate
regulation is effectively governed by global cell density,
leading to the CBD statistics. On the other hand, the
clonal dynamics in the long time scale with l(t) ≫ L
can be explained by coarse-graining the cell population
(see Fig. 5). In the coarse-graining scheme, the total sys-
tem is divided into a chain of boxes with width L, which
is the cluster size of cells that essentially feel the same
k
FIG. 5. (Color online) Schematic showing the coarse-graining
of cell population. After coarse-graining, the clonal dynamics
in the long time scale is similar to the case of small L limit.
cell density according to Eq. (3). Now we focus on the
two boxes at the boundary between labeled and unla-
beled population. Since the clonal dynamics within each
box approximately follows the CBD dynamics, the aver-
age time, in which all the unlabeled cells in a box are
replaced by the labeled cells in the neighboring box (or
vice versa) is approximately tc(L). Therefore, by scaling
t by tc(L) and x by L, the clonal dynamics in terms of the
coarse-grained local cell density would be similar to that
in the small L limit, and thus the VM statistics appear in
the long time scale. Note that this result is not implying
that the single-cell level kinetics switches from CBD to
VM; the VM scaling can only be probed at length scales
larger than L and time scales larger than tc(L), and in
shorter length scales or time scales, the dynamics will
always appear as CBD.
From the scaling form of l(t) (Eq. (7)), we find that the
interaction range L in a tissue can be estimated from L =
l0(1+λtc/2), where tc is obtained by fitting experimental
data to the l(t) curve. Since the crossover appears after
the average clone size l(t) reaches the interaction range L,
the system size needs to be large enough compared with
L in order to detect the crossover in finite size tissues.
Our crossover detection scheme would be applicable
to one-dimensional systems such as seminiferous tubules.
Previous clonal labeling experiments on seminiferous
tubules have shown that one-dimensional VM statistics
appear in the millimeter order length scale in the time
scale of several months [4, 6]. From the viewpoint of
our model, this means that there could be a length scale
L that is smaller than a millimeter within which the
cell fate dynamics will look more like the autonomous
model. Thus, by examining the statistics of smaller
clones at shorter time scale, it may be possible to de-
tect the crossover before the clonal dynamics converging
to the VM statistics, allowing us to estimate the finite
interaction range.
6V. CONCLUDING REMARKS
We presented a novel model of stochastic cell fate de-
cision, based on cell-cell interactions through local cell
density. In our model, two previous stochastic models
(i.e., CBD and VM) are unified by introducing the inter-
action range L. We numerically studied the asymptotic
clone size statistics for the one-dimensional case. The
asymptotic clone size statistics of CBD and VM are re-
alized in the large and small limits of L, respectively.
In the case of intermediate L, the clone size statistics
cross over from that of CBD to that of VM in the course
of time. Furthermore, we studied the scaling hypothe-
sis for the dynamical crossover of the average clone size.
The one-dimensional tissue experiments revealed the VM
statistics without its detailed mechanism, and our study
clarified a natural scenario behind the emergence of the
VM statistics in biological systems.
Although the mechanism of tissue homeostasis has not
yet been revealed at the level of molecular biology, our
phenomenological analysis has quantitatively elucidated
the role of the time and length scales of cell-cell inter-
actions. The density dependent mechanism of cell fate
regulation could arise via either mechanical cues from
surrounding cells, external cues from the niche, or long-
range autocrine signaling. Extracting the length scale
from the crossover would possibly be a key to investigate
the nature of regulation in cell fate decision.
We expect that our analysis would provide a platform
for further studies. For instance, the scenario of cell
fate decision in two-dimensional tissues is still unsettled,
since CBD and VM have the same asymptotic statistics,
apart from the logarithmic correction in the average clone
size [4]. On the basis of our model, it is left for future
studies to discuss the spatial correlation of labeled cell
configuration to clarify the cell fate decision scenario in
sheet tissues.
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Appendix A: Stability analysis of spatial clustering
In this appendix, we discuss the stability of the spa-
tially uniform distribution of cells in our model. In our
numerical simulation, we have observed that the popu-
lation of cells exhibits spatial clustering, when the inter-
action range L is sufficiently large. Similar phenomena
have been reported in a variety of systems, which has
been known as the Brownian bug problem [23]. In the
following, we give a simple scenario of the spatial cluster-
ing, and clarify the parameter region in which the spatial
clustering does not occur.
1. Microscopic equation of motion
We briefly review the setup to discuss the linear sta-
bility. We consider a population of proliferating cells,
which are confined within the one-dimensional progeni-
tor cell pool. Let {xk(t)}N(t)k=1 be the set of coordinates
of the centers of them. Here N(t) denotes the number
of cells at time t. We assume that the cells obey the
following overdamped Langevin equations:
d
dt
xj(t) = − ∂
∂xj
U ({xk(t)}) + ξj(t), (A1)
for j = 1, 2, . . . , N(t), where ξj(t)’s denote indepen-
dent white Gaussian noise terms satisfying 〈ξj(t)〉 =
0, 〈ξj(t)ξk(s)〉 = 2Dδj,kδ(t − s) for j, k = 1, . . . , N and
with the noise intensity D > 0. U ({~xk(t)}) denotes
the interaction potential among neighboring cells. In
the simulation described in the main text, the poten-
tial force was set to act only between nearest neighbor-
ing pairs. Here, for simplicity, we assume the following
form: U ({xk(t)}) = K
∑
j
∑
k<j u(xj − xk), which rep-
resents stored force acting among all pairs. The two-body
potential u(X), which mimics the cell repulsion and ad-
hesion forces, is assumed to include only short-range in-
teraction with a cutoff:
−∇Xu(X) = −(X − l0sgn(X))θ(rc − |X |). (A2)
Here, l0 denotes a length scale which represents the inter-
particle (cell) distance or the typical size of cells, rc de-
notes the cutoff length, and θ(x) is the step function. The
two-body potential u(X) is shown in Fig. 6. We assume
rc > 3l0/2.
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FIG. 6. (Color online) Two-body potential u(X) for K = 1,
l0 = 1 and rc = 1.5.
72. Kinetics of cell fate decision
Each proliferating cell (PC) at position x undergoes
the following birth-death process
PC −→
{
PC + PC with rate λw+(ρL(x))
∅ with rate λw−(ρL(x)),
(A3)
where a new cell is created at the position x as a birth
event occurs, while the cell simply annihilates as a death
event occurs. The birth and death rates w± (ρL(x)) de-
pend on the local density of cells ρL(x; t), which is defined
as
ρL(x; t) :=
∫
dyνL(x − y)ρ(y), (A4)
where ρ(x; t) :=
∑N(t)
j=1 δ(x − xj(t)) is the local density
field and νL(x) is the interaction kernel. The parame-
ter L, which we call the interaction range, expresses the
length scale within which a cell can respond to change in
the local density.
3. Continuum description
We discuss the linear stability around the spatially uni-
form distribution of cells [23]. To this end, we consider a
continuum description of the many-body Langevin equa-
tions (A1). In the continuum description, the popula-
tion of the cell is described by the local density field
ρ(x; t) =
∑N(t)
j=1 δ(x− xj(t)). By following the argument
by Dean [24] and taking into account the cell fate deci-
sion process, we obtain the dynamical equation for the
local density field:
∂
∂t
ρ(x; t)
= D∇2xρ(x; t) +K∇x (ρ(x; t)∇xΨ(x; t))
+∇x
(√
2Dρ(x; t)η(x; t)
)
+ λF (ρL(x; t)) ρL(x; t) +
√
λρ(x; t)G(ρL(x; t))ζ(x; t),
(A5)
where ∇x denotes partial differentiation with respect to
x, and η(x; t) and ζ(x; t) are white Gaussian noise fields
satisfying
〈η(x; t)〉 = 0, 〈η(x; t)η(y; s)〉 = δ(t− s)δ(x − y)
〈ζ(x; t)〉 = 0, 〈ζ(x; t)ζ(y; s)〉 = δ(t− s)δ(x− y) (A6)
with Itoˆ’s forward discretization. Ψ(x; t) in the first line
and F (ρ) and G(ρ) in the second line are given by
Ψ(x; t) :=
∫
dyρ(y; t)u(x− y), (A7)
F (ρ) :=
(
w+(ρ)− w−(ρ)) , (A8)
G(ρ) :=
√
(w+(ρ) + w−(ρ)). (A9)
4. Linearaization
We now linearize Eq. (A5) with respect to ρ(x; t).
Equation (A5) has a nontrivial fixed point 〈ρ(x; t)〉 =
ρ∗ > 0. By rewriting Eq. (A5) with the Fourier trans-
form ρˆ(k; t) and expanding the density around the steady
state ρˆ(k; t) = ρ∗δ(k) + δρˆ(k; t) up to the leading order
terms, Eq. (A5) is linearized as follows:
∂
∂t
δρˆ(k; t) = −Λ(k)δρˆ(k; t) + ηˆ(k; t), (A10)
where the linear growth rate is defined as follows:
Λ(k) := ανL(k) +Dk
2 −Kρ∗uˆ2(k). (A11)
Here, νˆL(k) is the Fourier transform of νL(x), uˆ2(k) is the
Fourier transform of u2(x) := ∇2xu(x), and ηˆ(k; t) is de-
fined as the Fourier transform of
√
σζ(x; t)+
√
µ∇xη(x; t),
which has zero mean and the following correlation:
〈η(k; t)η(k′; t′)〉 = (2π)2(σ+µk2)δ(k+k′)δ(t−t′). (A12)
Here, the positive constants α, σ and µ are defined as
α := −λF ′(ρ∗)ρ∗,
σ := λG2(ρ∗)ρ∗,
µ := 2Dρ∗, (A13)
where α is the sensitivity of growth rate around steady
state density ρ∗, and σ and µ represent the amplitudes
of fluctuations arising from cell birth-death kinetics and
Langevin motion, respectively.
In the derivation of Eq. (A10), the leading order ex-
pansions are given by
λF (ρL(x; t))ρL(x; t) = λF
′(ρ∗)ρ∗δρL(x; t) +O
(
(δρ)2
)
,
(A14)
√
λρ(x; t)G(ρL(x; t)) =
√
λρ∗G(ρ∗) +O (δρ) , (A15)
∇x
(√
Dρ(x; t)η(x; t)
)
=
√
2Dρ∗∇xη(x; t) +O (δρ) .
(A16)
By defining u1(x) := ∇xu(x) and u2(x) := ∇2xu(x), the
two-body potential term is given by
∇x(ρ(x; t)∇xΨ(x; t)) = ∇x
[
ρ(x)
∫
dyρ(y)u1(x− y)
]
= ∇xρ(x)
∫
dyρ(y)u1(x − y) + ρ(x)
∫
dyρ(y)u2(x− y).
= ρ∗∇δρ(x)
∫
dyu1(x− y) + ρ∗
∫
dyδρ(y)u2(x− y)
+ρ∗(ρ∗ + δρ(x))
∫
dyu2(x− y) +O((δρ)2), (A17)
where ρ(x; t) = ρ∗+δρ(x; t) is used in the last equality. In
the right hand side of Eq. (A17), the first term vanishes
8since u1(x) is an asymmetric function, and the third term
also vanishes since
∫
dyu2(x − y) = [u1(y)]+∞y=−∞ = 0.
Thus the Fourier transform of the two-body potential
term is ρ∗uˆ2(k)δρˆ(k; t) up to O(δρ).
Setting the noise term as zero in Eq. (A10), the linear
stability condition is Λ(k) > 0. For this to be satisfied at
small k, we need α > 0 (equivalently, F ′(ρ∗) < 0). We
also assume rc < 3l0/2 to guarantee that uˆ2(k) < 0.
5. Structure factor analysis
We employ the structure factor analysis in the linearl-
ized Langevin system (A10) at steady state. The struc-
ture factor, which quantifies the density fluctuation as-
sociated with a wavenumber k, is defined as S(k; t) =〈|δρˆ(k; t)|2〉.
The solution of Eq. (A10) with initial condition
δρˆ(k; t = 0) = 0 for all k is given by the following ex-
pression:
δρˆ(k; t) =
∫ t
0
dt1e
−Λ(k)(t−t1)ηˆ(k; t1). (A18)
The structure factor is obtained as
S(k; t) =
∫ t
0
dt1
∫ t
0
dt2e
−Λ(k)(2t−t1−t2)(σ + µk2)δ(t1 − t2)
=
σ + µk2
2Λ(k)
(
1− e−2Λ(k)t
)
. (A19)
The structure factor S(k; t) depends on the choice of
interaction kernel νL(x). We here take Gaussian ker-
nel νGL (x) = e
−x2/8L2/
√
8πL2 as well as top-hat kernel
νTHL (x) = (2L)
−1θ(L − |x|), which is used for numerical
simulations in the main text. We obtain
νˆGL (k) = e
−2(kL)2 , νˆTHL (k) =
sin(kL)
kL
, (A20)
respectively. If Λ(k) > 0 for all k, the structure factor
converges to the steady-state values:
Sss(k) := lim
t→+∞
S(k; t) =
1
2
σ + µk2
ανˆ(kL) +Dk2 −Kρ∗uˆ2(k) .
(A21)
If, on the other hand, Λ(k) becomes negative for some k,
the system is linearly unstable.
Even within the linearly stable regime, the dynamics
can still result in the spatial clustering, which will show
up as a non-trivial peak in Sss(k) (see Fig. 7). To under-
stand the appearance of the peak, we focus on the large
length scale k ≪ l−10 . Since uˆ2(k) ≃ −γk2 for k ≪ l−10 ,
where γ := − d2dk2 uˆ2(k = 0)/2, the structure factor is ap-
proximated as follows:
Sss(k) ≃ S˜ss(k) := 1
2
σ + µk2
ανˆ(kL) + βk2
, (A22)
where β := D +Kρ∗γ is the effective diffusion constant.
Note that for the potential force defined by Eq. (A2), γ
is positive if rc < 3l0/2, and thus β > 0. By employing
S˜′(k) = 0, we derive the condition for the existence of a
peak as follows:
2β
α
− 2µ
σ
< ν(2)L2, (A23)
where ν(2) :=
∫
dxx2νL=1(x) > 0. Inequality (A23) nat-
urally defines the threshold Lc of interaction range, above
which the spatial clustering of cells takes place:
Lc =
√
1
ν(2)
(
2β
α
− 2µ
σ
)
. (A24)
The phase diagram based on Eq. (A23) with the top-hat
kernel is shown in Fig. 2 (c). This result implies that,
even for the case of large k (strong repulsion), the spatial
clustering can happen if L is too large.
6. Discussion
Some studies discussed the appearance of spatial clus-
tering by linear stability analysis [23]. However, the va-
lidity of linear stability analysis depends on the choice of
kernel. According to linear stability analysis, linearly un-
stable region appears for top-hat kernel, while it does not
for Gaussian kernel. This is not a good characterization
of the phenomenon. Taking into account the fluctuation
of density field, and quantifying the two-point correlation
of density field by structure factor, our analysis reveals
that spatial clustering occurs irrespective of the choice
of the interaction kernel, and specifies the parameter re-
gion where the clustering occurs. Therefore, our analy-
sis clarifies a better understanding of the Brownian bug
problem.
Appendix B: Numerical parameters
We take the following functional form of w±(ρ):
w±(ρ) = λ± +
1− e±b(ρ−ρ0)
κ−1 + λ−1± e
±b(ρ−ρ0)
, (B1)
with λ± = λ(1 ± ∆)/2, −1 < ∆ < 1, b > 0, κ > λ,
and ρ0 > 0. The numerical parameters are set as follows:
LSys = 1000, K = 1, l0 = 1, D = 0.02, ∆ = 0.2, ρ0 = 1,
and b = 1. We take λ = 0.025 for Fig. 3 (c) and (d),
λ = 0.005 for Fig. 3 (a), (b), and Fig. 4, and κ/λ = 4 for
all cases. The discretization time step for the numerical
integration of Eq. (1) is set as ∆t = 0.01. The clone size
distribution is calculated with 105 independent runs.
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FIG. 7. Structure factor Sss(k) associated with (a) Gaussian and (b) top-hat kernel. A nontrivial peak appears after L exceeds
a certain threshold Lc. We set the parameters as α = 1, σ = 1, D = 5, µ = 10, K = 1000, l0 = 1 and rc = 1.1.
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