Current speech recognition systems perform poorly on conversational speech as compared to read speech, largely because of the additional acoustic variability observed in conversational speech. Our hypothesis is that there are systematic effects, related to higher level structures, that are not being captured in the current acoustic models. In this paper we describe a method to extend standard clustering to incorporate such features in estimating acoustic models. We report recognition improvements obtained on the Switchboard task over triphones and pentaphones by the use of word-and syllable-level features. In addition, we report preliminary studies on clustering with prosodic information.
INTRODUCTION
Though many factors play a role, the poor performance of current ASR systems in recognizing conversational speech is largely due to limitations of the acoustic model in capturing intra-speaker variation. This was demonstrated in a 1996 study [I] , where spontaneous speech was recorded and then the transcript of the speech was both read and acted by the same speakers to control for language model effects. While spontaneous speech was recognized with a word error rate of 52.6%, the acted and read versions were recognized at 37.4% and 28.8% error rates, respectively. More recent cross-task comparisons show similar trends. For the best systems reporting results on the 1999 DARPA Broadcast News benchmark tests, error rates on the spontaneous speech portion of the test set (14-16%) were nearly double those on the baseline condition of planned, studio recordings (8-9%) [2] . Those sites that also participated in a workshop on conversational speech recognition a few months later reported word error rates of roughly 40%.
While many studies have pointed to pronunciation variability as a key problem, e.g. [3, 4] , the work on pronunciation modeling in terms of phone-level substitutions, deletions and insertions has so far only yielded small performance gains. While such models are surely needed, we conjecture that there may also be a need to represent variation of a more gradient nature. For example, a system which used only the identity of the neighboring phones for context, will fail to model systematic effects such as the difference in phone "t" (in the context "iy t er") in "beater", "beat Ernest" and "baby turned". The articulation of phone "t" in the three contexts is distinctly different -in the first it is flapped, in the second it is an unreleased closure and in the third it is a closure plus a release. These differences are closely related to syllable structure, corresponding to ambisyllabic, syllable-final, and syllable-initial contexts, respectively. These particular examples can be accommodated by a larger phone inventory, as in the TIMIT labeling conventions, but there is the question of where to draw the line in defining this inventory as well as an increase in the complexity of pronunciation modeling. We conjecture that such variations could be leamed automatically, at the same time as more gradient differences like strength of a stop release. The focus of this work is on this problem of leaming such contextual variation directly in the acoustic model via clustering on higher-level context.
Linguistic theory typically represents speech as being organized hierarchically: phonemes combine to form syllables, which combine to form words, then different levels of prosodic phrases, and finally the prosodic phrases are organized into discourse segments. Several speech recognition systems already use position of the phoneme in the word to improve acoustic modeling accuracy, and it makes intuitive sense that other levels of the hierarchy might also be useful. In particular, we will look at syllable structure, since previous studies [4, 51 show significant effects of syllable position on pronunciation variability. In addition, we include pilot studies on the use of prosodic structure as a conditioning factor. Conditioning the acoustic model distributions on a large number of factors results in an explosion of the model space that presents some practical challenges to robust estimation and software implementation. Thus, a first step in this work was to develop a multi-stage approach to clustering that reduces the complexity of working with a high dimensional conditioning space.
The paper is organized as follows. Section 2 discusses related work on clustering phones tagged with higher-level features. In section 3, we outline a solution to handle large dimensional feature spaces via multi-stage clustering with feature subsets. Experiments on multi-stage clustering and use of syllable structure are described in section 4, and analyses of clustering trees using prosodic structure are included in section 5. Remaining experimental questions are raised in section 6.
TAGGED CLUSTERING
Decision tree distribution clustering [6] is used in many recognition systems as a way of mapping the large number of possible triphone (or pentaphone) contexts into as smaller set of distributions that can be robustly estimated. Typically, decision tree questions are based on hand-specified phonetic classes (e.g. grouped by manner and/or place of articulation). Recently, researchers have started exploring the use of factors other than phonetic context in decision tree clustering, which is a straightforward extension sometimes referred to as ragged clusrering. Tagged clustering incorporates symbolic descriptions of a base phoneme that reflect higher-level context, such as phone position in the word. It also provides a means of conditioning on syllable structure, making it possible to capture phenomena such as a tendency to reduce un-stressed vowels and to more strongly release a stop consonant in word onset position. In tagged clustering, each phone in a dictionary is tagged according to factors like lexical stress, syllable position, word position, etc. Then, tri-tag models are trained and clustered, just as for triphones, except that the decision tree must choose among questions about these tags as well as those defined in terms of phonetic context.
The idea of clustering data tagged with features such as stress was first introduced in speech synthesis [7] . Subsequently, it was applied in acoustic modeling for speech recognition [8,9, 10, 111. Word position (beginning, middle, end) has been used in virtually all tagged clustering work and appears to be useful. Researchers using lexical stress observe that it leads to small gains andor that questions about stress are asked early in the tree. However, the usefulness of syllable position is unclear, with no gains reported in 19, IO]. Comparative experiments are not conducted in [8], but they do find that syllable position is frequently used in the tree.
A limitation of tagged clustering is that coding phones causes a huge increase in the number of elementary context-dependent models, which leads to large memory requirements and increased complexity of training because of the increase in possible data divisions. As a result, only simple tag sets have been explored in large vocabulary systems using cross-word context, where the number of observed contexts is large. We address this issue in our work described below on multi-stage clustering. An additional issue is that the increased number of possible contexts means that the statistics for any one detailed context is less reliable, and poor state alignments compound the problem. In [lo] , it is shown that good alignments are critical to success with tagged clustering.
MULTI-STAGE CLUSTERING
Our approach to reduce the computational load for clustering is based on dividing the task into multiple stages, where the features clustered in each stage are defined heuristically using linguistic intuitions and statistics from their previous use (e.g. total likelihood or word error rate). The decision tree can be viewed as a function, 7, that maps a feature vector, f , consisting of contextual information to an index, a, of an acoustic model, thus 7 : f+a. For two-stage clustering, we heuristically group the contextual information into two feature vectors f1 and f z , allowing a few common components between them. In the first stage, the training data is annotated only with the values of vector fi. Using the annotated data, we grow a decision tree, 5 , which maps the different values of fi to a leaf index b, thus 5 : fi+b. The training data is then annotated with the index from 5 , which is appended to f2.
Using the newly annotated training data, another decision tree, x, is grown that maps [fz ? I ] to the index of an acoustic model, thus
In current decision tree clustering for speech recognition, linguistically motivated questions about features are defined by hand. is possible to replace the questions on subtrees with the equivalent compound questions, and a single tree can be obtained for use in decoding.
The computational cost of the two-stage clustering depends on various parameters. The number of sufficient statistics that need to be clustered in the two stages is determined by the number of components used in f1 and f z , and the size of '&. The number of sufficient statistics is limited by the diversity of the data, and also depends on how uniformly the training data is divided into the clusters (how balanced the tree is). If a maximal tree is grown for 5 , then the multistage clustering will be computationally more expensive than clustering a single tree. The size of 7; may be determined via cross-validation, leaf size minimums, or according to memory limitations. In addition, leaves of 7; that are obtained only by the use of features that are common to fi and f 2 may be trimmed to reduce the number of indices b to be encoded.
The root node at every stage has all the data available to it. The questions about the features used in that stage can once again operate on a large portion of the available data. This may help ameliorate the problem of extensive data fragmentation associated with tagged clustering.
RECOGNITION EXPERIMENTS

Paradigm
The recognition experiments were performed on the male speakers of 1998 Switchboard development test set. All the Callhome and Switchboard data from male speakers (60 hrs) were used for training the acoustic models. The acoustic input to the recognition system was 14 dimensional vocal tract length normalized MFCC vector sequence augmented with its first order derivatives, at a rate of 100 vectors per second. Standard HMM topology with 5 states and skips was used to model the acoustic units, with a single full covariance Gaussian as the observation distribution for each state. To reduce experimentation time, we restricted our experiments to male speakers and used a lattice rescoring decoding paradigm. The lattice was derived from the 100 best hypotheses provided by BBN; error rate of randomly selected hypotheses in the lattice is 55.4%. To further reduce the search time, hypothesized word and phone times were used to constrain the lattice search space in rescoring, i.e. the rescored times were forced to occur within a window of f M frames of the hypotheses. A part-ofspeech smoothed trigram language model [ 121 was used in all the experiments, and the BBN acoustic model scores were not used. We used the syllable dictionary and the coding that was developed at the 1996 summer workshop at John Hopkins University (JHU), and extended it for new words [SI. The acoustic models for all the recognition experiments described below were trained from triphone state alignments, followed by two iterations of EM re-estimation.
Multi-stage Clustering
To evaluate the effectiveness of multi-stage clustering we trained two pentaphone systems using standard single stage clustering and two stage clustering (Pentaphone-I and 11, respectively). In the first stage of the second system, we clustered the data into 1000 clusters for each of the five time regions, using the second phone neighbors as features. In the second stage, we clustered the data using the leaf indices of 71 along with the triphone context to obtain the final models. The likelihoods of the acoustic models on the training data obtained in the two systems were similar, as were the recognition results (see Table 1 ). The results show that incorporating features in multiple stages is a viable method for using a large number of features in acoustic modeling. The memory used in clustering is directly proportional to the number of sufficient statistics to be clustered. In Pentaphone-I, we had about 2M of sufficient statistics, whereas in Pentaphone-11, we had only about 78K of sufficient statistics in the first stage and less than 0.5M in the second stage, thus reducing the memory requirement at any time by a factor of 4. This could be reduced further by optimizing for the size of the first tree.
I
No effort was put into optimizing for computational cost in this experiment, and the cost of two-stage clustering was more than single-stage clustering. Again, the cost of the second stage depends on the size of the first stage tree, and can be reduced by using a smaller first stage. The cost of the first stage depends on memory constraints of the computing environment, so the costperformance trade-off must be evaluated empirically.
Syllable Structure
Subsequently, we evaluated the performance of systems trained using information about word and phone structure. The position of the phone in the word (PhnlnWrd) and the syllable in the word (SyllnWrd) were encoded into four levels (first, middle, second and only). The position of the phone in the syllable (PhnlnSyl) was encoded with seven levels: onset initial, onset other, nucleus, coda only, coda initial, coda other and ambisyllabic. Three levels of vowel stress (VowStrs) included primary, secondary and unstressed. We developed four systems using different sets of features and their performance on the development test set is tabulated below. In all cases, single-stage clustering was used, and all trees were constrained to have the same size (i.e. the same number of parameters). The syllable and word information could be asked about the center and neighboring phones. Note that the baseline triphone and pentaphone systems shown here used a larger search space than in Table 1 These experiments show that augmenting triphones with information about word and syllable structure improves the recognition of conversational speech. We found that though the likelihood on the training data using system (e) was lower than with system (b), the recognition performance was slightly better. This suggests that the syllable features generalize better than the longer span phonetic contexts. Re-segmenting the triphone alignments of training data with these new models and rebuilding models with both the syllable features and the pentaphone context is likely to increase the gains reported here.
When syllable structure was used, the first question asked in clustering phone B and K is whether it is an onset phone. This matches the intuition that pre-vocalic stops are more fully articulated than post vocalic ones. Other interesting questions found amongst the top questions in the tree include: whether the NG phone is in a coda, whether the DX phone is followed by a stressed syllable, and whether the TH phone is in a syllable with primary stress. When all the features were used, roughly 25% of the questions were about syllable information and an additional 10% of the questions were about word position. About one in every seven question at the top ten splits of the tree was obtained using word position or syllable information. Of those, two-thirds of the questions were about syllable structure. These observations support the hypothesis that syllable information, and not just word position, is important. The fact that these results contradict earlier conclusions that syllable structure does not help may be due to the more detailed syllable coding system that we used.
CLUSTERING WITH PROSODIC CONTEXT
As argued in [13] , there is evidence that prosodic context, including position with respect to phrase boundaries and phrasal prominence, is useful for explaining aspects of acoustic variability. For example, glottalization is frequent at phrase onsets, particularly when the onset syllable is prominent [14], and vocal fry or "creak" is often observed in phrase final context. As the gradient analog to Greenberg's observation that syllabic onsets are most likely to be manifest in canonical form [4], we hypothesize that syllable-, word-and phrase-onset phonemes will be progressively more clearly articulated than phonemes in non-initial position. Furthermore, syllables with phrasal prominence will be more clearly articulated than syllables with lexical stress, which in turn are less likely to be reduced than unstressed syllables. [Note: we use "lexical stress" here to indicate a phenomena marked in a dictionary, but "phrasal prominence" is a perceptual phenomenon typically associated with a pitch accent.] While we do not yet have enough data to test all of these hypotheses, the experiments described below do show a role for prosodic structure.
In a pilot series of experiments we studied the usefulness of phrasal prominence on words and phrase break information before and after words in clustering acoustic data. About 1.6 hours of male Switchboard data was hand labeled with five levels (0-4) of ToBI style phrase breaks and prominences [I51 and used in clustering experiments. For questions related to phrase breaks, the decision tree was allowed to ask about each value of phrase break (5 levels) as well as whether the break corresponded to an intonational phrase (top two levels). Constraining all trees to be the same size, we compared: triphones context only, triphones plus word position, and triphones plus word position plus various combinations of phrase break andor prominence features.
Syllable structure and word structure can be easily accessed in the recognition search, since the information can be encoded in the dictionary entry. Prosodic structure, on the other hand, must be hypothesized and treated as a hidden variable in the search. Since we do not yet have a decoder implemented with this structure, and since the amount of prosodically labeled data is too small to allow comparison with our other results, we restrict this discussion to an analysis of the likelihood gain and the use of prosodic structure in the decision trees.
We find that allowing questions about prosodic structure does improve the likelihood of the training data, and that the increase from adding prosodic structure (on top of the gain from word position) is similar to that from adding word position. The gain from using prosodic phrase structure only is somewhat higher than from using prominence only, and the combined gain is not quite additive. In the combined system, prosodic structure is used in 12% of the tree questions, with more questions about phrase structure than prominence patterns. Interestingly, as suggested by the glottalization study, we find that there is an interaction between prominence and phrase structure -frequently a question about one is followed by a question about the other.
DISCUSSION
In summary, there are three main contributions of this work. First, we have developed a multi-stage clustering system that enables the use of a large number of features in clustering. Speech recognition experiments show that the approach performs as well as a single stage of clustering with significantly reduced memory costs. Second, in contrast to other reported results, we have shown a benefit to using syllable structure in addition to word position in a large vocabulary recognition task, by using high quality state alignments and a more detailed syllable coding system. The results also suggest that the syllable features generalize better than long span phonetic context. Finally, we have reported initial analyses showing that prosodic structure accounts for some acoustic variability.
There are several empirical questions that this study raises. In the multi-stage clustering experiment, the size of the first stage tree and the choice of features were decided heuristically. Further experimentation could show whether it is better to use the most important features in the first vs. later stages and how first stage size impacts performance. Another variation of the multi-stage clustering could be to use coarse features in the initial stages and finer classes subsequently. Finally, it would be interesting to combine this strategy with explicit pronunciation modeling.
To actually use prosody in speech recognition, several additional problems must be addressed. First, a reliable method is required to bootstrap the prosody information on small amount of data to use a large amount of unlabeled training data. Second, during the process of decoding, prosodic structure needs to be hypothesized and treated as a hidden state, similar to the hidden mode model of [SI. For effective hypothesizing of prosodic structure, improved models of the acoustic and word sequence correlates of prosody are also needed. Our preliminary results provide motivation for ongoing work.
