Abstract-Moving objects can greatly jeopardize the performance of a visual simultaneous localization and mapping (vS-LAM) system which relies on the static-world assumption. Motion removal have seen successful on solving this problem. Two main streams of solutions are based on either geometry constraints or deep semantic segmentation neural network. The former rely on static majority assumption, and the latter require laborintensive pixel-wise annotations. In this paper we propose to adopt a novel weakly-supervised semantic segmentation method. The segmentation mask is obtained from a CNN pre-trained with image-level class labels only. Thus, we leverage the power of deep semantic segmentation CNNs, while avoid requiring expensive annotations for training. We integrate our motion removal approach with the ORB-SLAM2 system. Experimental results on the TUM RGB-D and the KITTI stereo datasets demonstrate our superiority over the state-of-the-art.
I. INTRODUCTION
Visual simultaneous localization and mapping (vSLAM) is widely adopted by robots to concurrently estimate its poses and reconstruct the traversed environments using visual sensors, such as monocular cameras [1] , stereo cameras [2] and RGB-D cameras [3] . Over the past decades, many wellperforming SLAM systems have been developed such as SVO [4] , LSD-SLAM [5] and ORB-SLAM2 [6] , and most of them adopt the graph optimization framework [7] . These approaches build a graph whose nodes correspond to the poses of the robot at different points and whose edges represent the constraints between the poses. The edges are obtained from the observations of the environment or from movement actions carried out by the robot [8] . The graph is built in the front end and is optimized in the back end to find the configuration that is most consistent with the measurements.
The vast majority of existing vSLAM systems heavily rely on static-world assumption, but this is hardly true for many application scenarios such as autonomous driving. The moving objects hinder the data associations in both short-term and long-term [7] . In the sort-term, the adjacent pose estimated w.r.t. moving landmarks is inaccurate; in the long-term, the loop detection would be confused by matching the same scene with different objects layout.
In recent years, there are emerging technologies to make the existing vSLAM systems moving-object-aware [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] . Most of these methods modify the front end to prevent the moving objects being treated as landmarks, saving the trouble to alter the back end. Besides the objects that are currently moving, we think it is reasonable to also detect the potentially movable objects, as they may harm the loop detection in the long-term.
There are two main assumptions used in existing motion removal methods: 1) the majority regions are static, and 2) the movable objects belong to certain known categories. The first assumption justifies the usage of some standard robust estimators, such as the RANdom SAmple Consensus (RANSAC) algorithm [19] , but fails when moving objects cover a major part of the camera field of view. The second assumption incorporates semantic prior knowledge, which is usually true for the specific environment in which the robot operates, and it also takes care of the temporal static movable objects, preventing its harm to long-term data-association.
Recent decades witness the prosperity of deep learning [20] , [21] technologies. In particular, convolutional neural networks (CNN or ConvNet) [22] provide a powerful endto-end framework which achieve state-of-the-art performance in many challenging computer vision tasks [23] . A semantic segmentation CNN takes a color image as input, and output a mask which labels every pixel in the image with one of the several predetermined categories. This segmentation mask can be easily used in the vSLAM systems to precisely separate the movable object region and the static background region. However, to train a deep CNN requires a large amount of data. Though there are a lot of images available, but the pixel-level annotations are laborious and expensive to collect, and this severely limits the applicability and adaptability of using a segmentation CNN in vSLAM problems.
In this paper, we propose to use a novel weakly-supervised semantic segmentation method [24] to solve this problem. The network is pre-trained using image-level class labels only, its outputs are refined by conditional random field (CRF) [25] . From the segmentation result, we generate a binary mask which indicates all the pixels belong to movable objects. We pass this binary mask to the tracking thread of ORB-SLAM2 system, forcing the feature points to avoid movable objects. This method can be applied to the vSLAM system as long as camera images are used. In particular, when depth images are available, we incorporate them into the CRF [25] refinement of segmentation mask to further improve the performance.
Our main contribution is that we are the first to propose using a weakly-supervised semantic segmentation CNN [24] for vSLAM in dynamic environment. We modify the ORB-SLAM2 system with proposed method so that it will not use movable objects as landmarks, avoiding erroneous data association in both short-term and long-term. This method leverages the power of deep CNN, without using expensive annotations for training. Thus, it is more applicable and adjustable compared with fully-supervised deep learning approaches. Experimental results on TUM RGB-D [26] and stereo KITTI [27] dataset demonstrate that our approach significantly improve the ORB-SLAM2 and achieves the stateof-the-art performance in various challenging scenarios.
The remainder of this paper is organized as follows. Sec. II reviews previous related works. The weakly-supervised semantic segmentation method used in our system and how we customize it to leverage depth images for CRF refinement is explained in Sec. III. Sec. IV gives the details of how we integrate segmentation results into ORB-SLAM2 [6] . The experimental results are presented in Sec. V. Sec. VI concludes this paper.
II. RELATED WORK

A. vSLAM for Dynamic Scenes
As mentioned previously, most of the existing vSLAM systems rely on static-world assumption. The constructed map contains landmarks at fixed positions, and the robot estimates its own poses w.r.t. them. Moving objects in the environment will cause both short-term and long-term erroneous data associations. Recently proposed methods that address this movingobject issue are mainly based on two assumptions: 1) the majority regions are static, and 2) the movable objects belong to certain known categories.
Y. Sun et al. [14] propose to first use optical flow to estimate the 2-D homography transformation, then identify moving foreground pixels from the reprojection error and build the foreground model. In the inference process, they pixelwisely compare the current RGB-D frame with the model to segment the foreground. Besides assumption 1), this method also assumes that planes are static objects, and each sequence has to build its won moving foreground model. S. Li and D. Lee [10] use an organized point cloud to detect edge points, and estimate initial camera transformation that align the source cloud to the target cloud. The initial camera pose is used to weigh each edge point's static property, then Intensity Assisted Iterative Closest Point (IAICP) method [28] is adopted for refinement with weighted reprojection loss. This method also relies on assumption 1) and requires depth image, while our method is applicable to all monocular, stereo and RGB-D settings. Similar approach is proposed in [12] , which is based on ORB-SLAM2 [6] , and feature points fall into 'dynamic region' are ignored during egomotion estimation, and static weights calculated by distance transform errors are added to pose estimation.
Some recent approaches propose to leverage deep learning models based on assumption 2), in particular, deep segmentation CNNs take raw image as input, and output pixel-wise class labels which can be easily used in vSLAM. In [13] [31] . However, all Mask R-CNN [29] , SegNet [30] and ICNet [31] are trained in a fully-supervised manner, if the robots are to operate in an environment with new types of movable objects, it will be very expensive to collect a dataset with pixel-wise annotation. Thus, their adaptability is limited. L. Xiao et al. [18] use SSD [32] with prior knowledge for movable objects detection. However, the object detector outputs a bounding box rather than pixel-wise labels, and this is too coarse that a large portion of feature points in the static background close to the movable objects are mistakenly ignored.
There are two common pipelines adopted by the above mentioned methods to modify ORB-SLAM2 [6] : 1) preprocessing the input image e.g. masking or inpainting the moving object region in the input image [13] ; 2) treating the feature points fall into the detected movable object region as outliers [13] , [15] , [18] and removing them before data association. The first approach may introduce some artifact and fake feature points, the second approach will cause big variation in the number of feature points used in different frames. Our implementation passes the movable object mask into the ORB feature points extraction module, and keeps a stable number of feature points used for each frame.
B. Weakly Supervised Semantic Segmentation
Weakly supervised semantic segmentation has been extensively studied to relieve the data deficiency problem. According to the types of annotation required by the overall system, existing weakly-supervised methods are based on various annotations such as user scribble [33] , web images [34] , bounding box [35] etc. Since image level annotation, i.e., class labels, are abundant and relatively cheap to collect, we adopt a segmentation system [24] that only requires imagelevel class labels during training. This method first generates segmentation cues from two classifiers, then uses them to train a segmentation network. The segmentation result are refined by CRF [25] at last.
III. ADOPTED WEAKLY SUPERVISED SEMANTIC
SEGMENTATION
Training a segmentation network in a fully supervised manner requires a large amount of pixel-wise annotations which are laborious and expensive to collect. So weakly-supervised semantic segmentation is receiving growing attention and will have a significant impact on this area. Among various types of annotations, image level class labels are very cheap to collect, so we adopt a lately proposed weakly-supervised semantic segmentation system [24] , which is trained by image-level class labels only.
T. Sun et al. [24] follows a common pipeline of weakly supervised semantic segmentation, i.e. they first obtain 'pseudo annotations', then use these 'pseudo annotations' to train a segmentation CNN. The overview of our adopted segmentation system [24] is shown in Figure 1 . The class-specific activation maps from the classifiers are used as cues to train a segmentation network. The well-known defects of these cues are coarseness and incompleteness. T. Sun et al. [24] use super-pixel to refine them, and fuse the cues extracted from both a color image trained classifier and a gray image trained classifier to compensate for their incompleteness. The CRF is adapted to regulate the training process and to refine the outputs. More details can be found in [24] .
In RGB-D SALM setting, the depth images help to separate the objects at different distances from the camera. By using these depth images, we add another customized bilateral term in the pairwise potential. The formulation of this term is the same as that of the color image, but the color value is replaced by the depth value at pixel location.
In [24] , the segmentation CNN is trained on PASCAL VOC 2012 augmented dataset [36] , [37] , [38] . We pick the following classes as movable object types: aeroplane, bike, bus, car, motorbike and person.
IV. MODIFIED ORB-SLAM2
The modified ORB-SLAM2 system [6] is shown in Figure 2 , where the Semantic Segmentation System is composed of a CNN followed by CRF. Original ORB-SLAM2 [6] directly takes Stereo/RGB-D Frame as input. In the proposed system, the color images first go through the semantic segmentation system to produce corresponding semantic segmentation masks, from which the Binary Movable Object Masks are generated. In these Binary Movable Object Masks, all the pixels whose labels belong to one of the predefined movable object classes are indicated by 1. Both the original images and the binary masks are input to the tracking thread of ORB-SLAM2 [6] , and the detailed implementation is shown in Figure 3 , where some variable names are taken from the code of ORB-SLAM2 [6] . The modules in the ORB feature extraction process are shown in white rectangles and the data are blue. The Binary Movable Object Mask is colored green since it is the new input we pass to ORBExtractor. The points labeled 1 in Binary Movable Object Mask will not be buffered in ToDistributeKeys. The number of key points in a frame is controlled in DistributeOctTree.
There are several merits of our implementation:
• Compared with masking or inpainting the input image as a preprocess before 'tracking' thread, our method does not introduce artifacts that may create erroneous feature points, and we save the computation for preprocessing the input images.
• Compared with treating the feature points fall into the movable object region as outliers and ignore them, our method maintains the fixed number of feature points to be detected in each frame. Some sample frames marked with detected feature points are shown in Figure 4 . The first row shows the feature points detected by ORB-SLAM2 [6] , and the second row shows the feature points detected by our modified ORB-SLAM2 [6] . It can be seen that in our proposed system, the feature points do not fall into the movable object regions.
V. EXPERIMENTS A. Experiment setup
Our method is implemented based on ORB-SLAM2 [6] with its default parameters, and is tested on two datasets: the Dynamic Objects sequences of TUM RGB-D dataset [26] and stereo KITTI [27] dataset. The semantic segmentation masks are generated on a desktop PC with 3.30GHz Intel i9-7900X CPU, 46GB RAM, and a GeForce GTX 1080. Our segmentation CNN is implemented in Pytorch [39] , and we adopt the public available CRF implementation in [25] .
Here we introduce some shortened names used in this section. For the Dynamic objects sequences of TUM RGB-D dataset [26] , we use f,w,s,v for freiburg, walking, sitting, validation respectively, e.g. f3/w/xyz/v represents rgbd dataset freiburg3 walking xyz validation. Among these TUM sequences, the sitting sequences depict low-dynamic scenarios, while the walking sequences depict high-dynamic scenarios [9] . As mentioned in Sec. III, CRF is adopted to refine the outputs of the weakly supervised semantic segmentation CNN [24] . For RGB-D case, the pairwise potential of the CRF can be obtained from color image alone, depth image alone or both, and we use 'c', 'd' and 'c,d' to represent these CRF settings respectively. For example, '+c' represents the configuration: modifing the ORB-SLAM2 with proposed method, whose CRF potentials are defined using color images only, while '+c,d' means the CRF potentials are defined using both color images and depth images.
B. Evaluation metric
We employed the widely used metrics Absolute Trajectory Error (ATE) and Relative Pose Error (RPE) for the quantitative evaluations [26] . The RPE contains both the translational drift error and the rotational drift error. We present the values of Root Mean Square Error (RMSE), Mean Error, Median Error and Standard Deviation (S.D.) in this paper. The improvements brought by our approach are calculated using the following formula:
where F represents the RMSE improvement value, α represents the RMSE obtained without our approach, β represents the RMSE obtained with our approach.
C. Results and analysis 1) Results on TUM RGB-D dataset [26] : The numerical results of dynamic objects sequences of TUM RGB-D dataset [26] and that of its corresponding evaluation sequences, are shown in Table I and Table II respectively. The predicted trajectories are shown in Figure 5 where each row contains the results of the same sequence and each column are of the same method. The trajectories in the first row are generated by ORB-SLAM2 [6] , which serves as our baseline. The results of our proposed method with different configurations from the second row to the bottom row are +c, +d, and + c, d.
It can be seen that the proposed method significantly outperforms our baseline, i.e. ORB-SLAM2 [6] , especially on the walking sequences which depict high-dynamic scenarios. In the low-dynamic sequence f3/s/static, two sitting people keep static for a long time without big motion, so they can actually be treated as landmarks and offer valid feature points for odometry during a short time but not for long-term data association. Our method does not rely on temporal static Fig. 1 . The overview of the adopted weakly supervised semantic segmentation system proposed in [24] . The top half shows how to generate cues from two classifiers. The bottom half shows how to use the cues to train a segmentation network. During the testing phase, the output of CRF are used as prediction, and the two loss term, i.e. KL-divergence and seeding loss are ignored. The overall system only require image-level class labels to train the classifiers. More details can be found in [24] . Fig. 2 . The ORB-SLAM2 system [6] modified with a weakly supervised semantic segmentation system. movable objects and reserves the stable number of feature points used in each frame. It outperforms the ORB-SLAM2 [6] in this low-dynamic sequences, and it has lower chance of erroneous data association during loop closure detection for the long-term concern.
Comparing the results of configurations '+c' '+d' and '+c, d' in Table I, Table II and the last three rows in Figure 5 , we found that they are quite similar to each other. This means using the color image or the depth image or both of them offer similarly effective pairwise potential terms in CRF for TUM RGB-D dataset [26] . We believe '+c,d' will outperform the other two in the situation when the moving objects and the background have similar color pattern or the moving objects are very close to background objects.
Our method is compared with others by the improvement of RMSE in equation (1) . Since different methods have different baselines, different implementation, different metric units, and there are randomness in each run, etc. We think this comparison is relatively fair. We pick most recent methods that are modified from either ORB-SLAM2 [6] or DVO [40] , and test on TUM RGB-D dataset [26] . The comparison results are shown in Table III , where RPE.T and RPE.R mean the Fig. 3 . The modified ORB feature extraction process. Detailed description can be found in the text. Fig. 4 . Sample frames marked with detected feature points. The first row shows the feature points detected by ORB-SLAM2 [6] , and the second row shows the feature points detected by our modified ORB-SLAM2 [6] . It can be seen that in our proposed system, the feature points do not fall into the movable object regions. translational part and rotational part of RPE. The methods based on DVO [40] are noted with superscript, and the rest methods are based on ORB-SLAM2 [6] . The best results are highlighted by boldface. It can be seen that the proposed method achieve the state-of-the-art performance on 53.3% of the results, and are comparable with other methods for the rest. Even though our semantic segmentation module is weakly supervised, our overall system outperforms DS-SLAM [15] , which adopts the fully-supervised SegNet [30] .
2) Results on stereo KITTI Visual Odometry dataset [27] : The numerical results on stereo KITTI Visual Odometry dataset [27] are shown in Table IV . It can be seen that the results of our proposed method outperform ORB-SALM2 [6] in 6 out of 10 sequences. Significant improvements are shown in sequence 06, 07 and 09, for the rest sequences our method is closely comparable with ORB-SALM2 [6] . This is due to the properties of KITTI Visual Odometry dataset [27] . Its sequences are typically captured by driving around the mid-size city of Karlsruhe, and each sequence last for a few minutes. There are many cars parked at both sides of the road. These cars are static at the moment when the videos are captured. The proposed method prevents the feature points falling into the movable objects region, this reduces the chance of erroneous data association for the long-term, but may hinder the short-term performance a little bit. Overall, our proposed method is much more robust in dynamic environments than our baseline. [26] . THE BEST PERFORMED METHODS ARE HIGHLIGHTED BY BOLDFACE. Trajectories of sequences (from the left column to the right) f3/w/xyz, f3/w/rpy, f3/w/static, and f3/w/halfsphere, f3/s/static from dynamic objects sequences of TUM RGB-D dataset [26] . In each column from top to down shows the trajectory generated by: ORB-SALM2 (baseline), +c, +d and +c,d.
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3) Time complexity:
The main time consuming module in our proposed system is weakly supervised semantic segmentation including CRF refinement. The semantic segmentation module takes RGB images of fixed size of 321 × 321 as inputs, and it takes about 1.27 seconds to process 1 image.
VI. CONCLUSION
In this paper, we propose a movable object aware vSLAM system modified from ORB-SLAM2 [6] . We adopt a novel weakly supervised semantic segmentation system [24] to leverage the power of deep semantic segmentation CNN, while avoid requiring expensive annotations for training. Thus, the proposed system is much more applicable and adaptable in new environments compared with other deep learning based approaches. The color images are passed to the semantic segmentation system to generate pixel-wise categorization masks from which a binary mask is obtained to indicate all the pixels belong to predefined movable object regions. We modify ORB-SLAM2 so that no feature points fall into the detected movable object regions. When depth images are available, we incorporate them into the conditional random field (CRF) refinement of the segmentation mask to further improve the [41] 96.73% --DynaSLAM [13] 96.73% --Detect-SLAM [11] 97.62% --Improving DVO [9] 84.38% 69.78% 62.65% M-removal DVO [14] 88 [41] 93.33% --DynaSLAM [13] 93.33% --Detect-SLAM [11] ---Improving DVO [9] 69.06% 65.65% 52.09% M-removal DVO [14] 84 [41] 94.71% --DynaSLAM [13] 94.71% --Detect-SLAM [11] 66.94% --Improving DVO [9] 81.75% 62.30% 51.54% M-removal DVO [14] 90 [41] 92.88% --DynaSLAM [13] 92.88% --Detect-SLAM [11] 91.18% --Improving DVO [9] 76.32% 49.09% 24.22% M-removal DVO [14] 87 performance. Experimental results on TUM RGB-D and stereo KITTI dataset demonstrate that our approach significantly improves the ORB-SLAM2 in various challenging scenarios, and achieves the state-of-the-art performance in many cases. To the best of our knowledge, this is the first work that adopts weakly supervised semantic segmentation CNN for dynamic objects aware vSLAM.
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