In vivo calcium imaging using 1-photon based miniscope and microendoscopic lens 20 enables studies of neural activities in freely behaving animals. However, the high and 21 fluctuating background, the inevitable movements and distortions of imaging field, and the 22 extensive spatial overlaps of fluorescent signals emitted from imaged neurons inherent in 23 this 1-photon imaging method present major challenges for extracting neuronal signals 24 reliably and automatically from the raw imaging data. Here we develop a unifying 25 algorithm called MINiscope 1-photon imaging PIPEline (MIN1PIPE) that contains several 26 standalone modules and can handle a wide range of imaging conditions and qualities with 27 minimal parameter tuning, and automatically and accurately isolate spatially localized 28 neural signals. We quantitatively compare MIN1PIPE with other existing partial methods 29 using both synthetic and real datasets obtained from different animal models, and show 30 that MIN1PIPE has a superior performance both in terms of efficiency and precision in 31 analyzing noisy miniscope calcium imaging data. 32 65 depth of field, overlapping neurons in different depth is not uncommon. Another method 66 called CNMF (constraint matrix factorization framework) (Pnevmatikakis et al., 2016), 67 which combines nonlinearity in matrix factorization with simultaneous deconvolving spike 68 trains from calcium dynamics, returns more spatially localized maps of ROIs compared to 69
INTRODUCTION
In vivo calcium imaging of activities from large populations of neurons in awake and 34 behaving animals has become one of the staple technologies in neuroscience (Cai et al., deformations while preserving the local geometrical properties (Vercauteren et al., 2009) . 147 At the second level, we align all the stable sections. The overall information of each section 148 is extracted to form a sectional image. The current sectional image is then aligned to a 149 reference sectional image, which is generated as a linear summation of all previously 150 registered sectional images that is the closest to the current image. The summation weights 151 are determined by least square regression between the current and previous sectional 152 images. The estimated displacement field is then applied to each frame within the current 153 section. This will be iterated until all stable sections are aligned. At the third level, we use 154 a similar process to register the individual frames within each non-stable section, which 155 can be parallelized to boost performance efficiency (Fig. 1b ). This hierarchical approach 156 significantly reduces the total registration time due to the balanced assignment of different 157 methods. Importantly, the common registration error does not propagate with this approach. images are aligned, the main task turns to the neural signal extraction. MIN1PIPE extracts 160 neural signals automatically in two main steps, 1) the seeds cleansing step to reliably detect 161 the set of real ROIs, and 2) an altered spatiotemporal CNMF to separate ROIs and 162 corresponding calcium traces (Pnevmatikakis et al., 2016) . Previous methods contain either 163 no explicit seeds initialization step or only a coarse initialization that compromises between 164 precision and recall. In contrast, our seeds cleansing step forces the algorithm to find the 165 set of real ROIs. This is achieved by first generating an over-complete set of seeds 166 containing all potential centers of real ROIs at the cost of including false positives. This identifying multiple seeds within a single ROI. Therefore, we merge potentially redundant 179 seeds by computing the temporal similarity of seeds within their neighborhoods, and 180 preserving the ones with maximum intensity. With the cleansed set of seeds as the initial 181 position of ROIs, we next perform the iterative spatial and temporal optimizations, as 182 proposed in CNMF, to update the spatial footprints of individual ROIs, and the temporal 183 traces with deconvolved spike trains. Notably, unlike previous CNMF, where the spatial 184 footprints are sequentially updated and subtracted from the preceding residuals, we extract 185 spatial footprints from the original data that does not depend on preceding iterations.
186
Therefore, the information loss/duplication is reduced and the optimization procedures can 187 be parallelized in our method. 188 We show example results obtained using the MIN1PIPE methodology including a raw 189 frame, the fully processed ROIs and the example traces from ROIs (Fig. 1c ). The neural signal extraction and movement correction are two independent problems that 192 can be tested separately. For the signal extraction, we test the performance on synthetic 193 datasets with various signal levels, while for the movement correction, we can directly test 194 it on real data. To measure the performance of the signal extraction, we use a scoring metric 195 that evaluates the spatial and temporal similarity between the ground truth and the and Video S1-S3). We compare MIN1PIPE with PCA/ICA and CNMF. We used 206 commercially available Mosaic software (Inscopix Inc.) which implements PCA/ICA 207 method (Mukamel et al., 2009) , and processed the data following the standard workflow 208 in the software manual. In particular, we chose the number of principal components (PC) 209 and independent components (IC) based on the suggested rate (e.g. 20% more ICs and 50% 210 more PCs than the estimated number of ROIs). For CNMF, we used the default 211 initialization strategy in (Pnevmatikakis et al., 2016) .
212
The results of ROI detection ( Fig. 2a ) and the calcium traces from one example ROI 213 obtained by different methods (Fig. 2b) Supplementary Fig. S6 .
232
To validate the performance of the movement correction in MIN1PIPE, we applied the 233 module on video sections with large deformation movements of the imaging field.
234
Specifically, we chose a video obtained through two-photon imaging of the ferret's 235 posterior parietal cortex as an example due to its particularly frequent and large 236 deformations (Supplementary Video S4 as a demo section of the full video). Fig. 2e shows 237 an example of 3 consecutive frames (with each frame pseudo-colored as pink, green or 238 blue) with large nonlinear deformations between frames superimposed together. The two 239 rigid-transform-based methods (LK and KLT Affine) by themselves fail to fully remove 240 the large deformations, whereas MIN1PIPE (combining the Log-Demons transformation) 241 succeeds in correcting these movements. We further quantified the extent of correction by 242 calculating the average displacement of feature points between two neighboring frames 243 before and after the movement correction ( Fig. 2f ). Before correction, the score of average 
247
Application of MIN1PIPE on real miniscope imaging datasets 248 We next compare the performance of MIN1PIPE with PCA/ICA and CNMF methods on 249 real datasets. We first applied the three methods to the miniscope calcium imaging data 250 obtained using prism probe from layer 2 and 3 of the barrel cortex in freely moving mice.
251
GCaMP6f was expressed in layer 2/3 neurons using AAV, and signals were imaged 252 continuously over 5min when the mouse freely explored its environment. Following the 253 general pipeline of MIN1PIPE (Online Methods), our method removed the strong uneven 254 background structure, and automatically identified 210 putative ROI components without 255 the need for additional manual selection ( Fig. 3a, Supplementary Video S5 ). In comparison, 256 PCA/ICA identified 79 ROIs whereas CNMF identified 71 ROIs. Note that with the same 257 computer configuration and dataset (~28 GB), the CNMF ran into memory issues and could 258 not process the full-scale video, thus we cropped a center patch as the input video to the 259 CNMF (Fig 3b-d middle panels) . The contours of the ROIs identified by the different 260 13 methods are drawn and superimposed onto the max projection of the neural enhanced data 261 (Fig. 3b ). This reveals that MIN1PIPE can identify potentially all ROIs, whereas PCA/ICA 262 and CNMF miss a significant subset of ROIs. Meanwhile, both the PCA/ICA and CNMF 263 have some problems in separating overlapping ROIs and/or estimating the correct shape of 264 the ROIs, as revealed by the max projections of the extracted signals (Fig. 3c) . The 265 projection of MIN1PIPE extracted signals closely resembles those of the neural enhanced 266 data (Fig. 3c, top) . In comparison, the projection obtained using PCA/ICA has low SNR 267 with high background signals (Fig. 3c, bottom) , whereas the projection derived from 268 CNMF shows unrealistic ROI shapes larger than the true shape of neurons, indicating that 269 the CNMF is sensitive to the contamination of the background dynamics ( Fig. 3c, middle) .
270
To further check the shape of individual ROIs, we choose to visualize one example ROI 271 embedded in the full imaging field using different methods (Fig. 3d ). MIN1PIPE delineates Video S6 shows the comparison of raw and processed results using three different methods 284 of the entire imaging video.
285
To further illustrate the general applicability of MIN1PIPE in processing miniscope 286 imaging data obtained over different brain areas and/or different animal models, we applied 287 it to process calcium imaging results from Area X in zebra finch and compared the results (Fig. 4b-c, e ). The PCA/ICA again gives rise to 295 nonlocalized ROI footprints that contain other potential components (Fig. 4d ). It was 296 known that Area X neurons show strong song selective activities when the bird is singing 297 (Goldberg and Fee, 2010; Kojima and Doupe, 2007; Woolley et al., 2014; Yazaki-298 Sugiyama and Mooney, 2004), which can be used as partial ground truth to validate 299 MIN1PIPE. We plot the calcium traces of the ROIs identified by MIN1PIPE, and the 300 majority of the ROIs contain calcium events that are roughly phase-locked to the singing 301 onsets (Fig. 4f) . Notably, a subset of the neurons shows precise singing-related activities 302 with minimal events unrelated to singing ( Fig. 4g upper panel) . Furthermore, we sorted 303 neurons according to their timing of peak calcium activities during each song production 304 event ( Fig. 4g lower panel) , and this analysis also reveals a subset of Area X neurons whose 305 15 activation patterns are closely related to the onset of the singing, consistent with previous 306 findings. 307 We also did studies ( Supplementary Fig. S7-S8) showing the effectiveness of the two 308 modules (neural enhancing and seeds-cleansed signal extraction) when combined 309 separately with previous methods to improve the performance. Finally, we compare our 310 method with the CNMF-E method (Zhou et al., 2016) ( Supplementary Fig. S9 ).
311

DISCUSSION
312
The key advances that set MIN1PIPE apart from the previous imaging processing methods neurons will likely lead to false negatives that can never be identified by the downstream 331 steps. Therefore, tweaking this parameter is inevitable in practice using previous methods.
332
While we do not claim that MIN1PIPE completely eliminates the need for manually The spatiotemporal identification accuracy with the three methods at two representative 531 signal levels. The similarity of the spatial footprints and temporal traces between the results 532 of the three methods and the ground truth of each ROI is plotted as a dot in the figure. 
