An effective technique for extracting an audio input from a composite signal that contains a nonstationary noise-corrupted periodic disturbance is presented. The proposed technique cancels the periodic disturbance using a synthesized signal whose parameters are adjusted adaptively. A combination of a generalized phase-locked loop (PLL) and an adaptive least mean square (LMS) method is used.
Introduction
Noise-corrupted periodic disturbances occur in a wide variety of engineering applications [1] . Often the source of the disturbance is a rotating mechanical system where the fundamental frequency and the distribution of harmonics change with the speed of rotation [2] [3] [4] [5] . In the area of power systems, the nonlinear load characteristics of power electronics induce harmonics in power systems [6] . By measuring the higher harmonics, one can determine the power quality [7] [8] . Electromagnetic power line interference can cause periodic disturbances in biomedical instruments [9] [10] and in communications systems [11] .
The focus of this paper is the cancellation of a periodic disturbance from a recorded composite signal that contains a noise-corrupted audio input such as speech. We assume that the periodic disturbance includes several harmonics, and that the fundamental frequency is unknown and may change with time. Several general approaches exist for measurement and rejection of periodic disturbances. When the fundamental frequency is constant, conventional offline techniques based on the discrete Fourier transform (DFT)can be effective [12] . For nonstationary periodic disturbances, adaptive notch filters can be used to extract the fundamental and higher harmonics [13] [14] [15] [16] . Alternatively, adaptive nonlinear methods, such as those based on a generalized phase-locked loop (PLL)structure, can be used to lock onto the harmonics while simultaneously estimating amplitude, frequency, and phase [10, [17] [18] [19] [20] .
The approach proposed here is to use an active noise control technique, in the electrical domain rather than the acoustic domain, to synthesize a signal that causes destructive interference [21] [22] . The parameters of the synthesized signal are adjusted adaptively to minimize the average power of the nonperiodic residual error. Narrowband active noise control techniques include both feedforward methods that employ a separate reference input that is correlated with the periodic disturbance, and feedback methods [23] . Indirect methods for periodic disturbance rejection separate the task of frequency tracking from the task of disturbance cancellation, while direct methods integrate these tasks [1, 24] .
The proposed single-microphone approach is a direct method that uses a combination of a generalized PLL and an adaptive least mean square (LMS) system. Xiao et al. [25] have shown that LMS methods for estimating the harmonic components of a periodic signal are very sensitive to small errors in the estimate of the fundamental frequency, ω 0 . Furthermore, direct estimation of ω 0 itself using LMS is inherently unstable and eventually exhibits a "run away" phenomenon unless the step size decreases very rapidly, and this leads to poor tracking of nonstationary signals [25] . Using a recursive formulation of the sine and cosine terms, Xiao et al. [25] were able to make the dependence on ω 0 appear less nonlinear through the use of intermediate frequency-dependent variables. Their approach was shown to work effectively for an initial frequency mismatch of 5%.
The technique described here is an alternative approach that leaves the determination of the fundamental frequency implicit. Instead, the PLL subsystem is used to produce a pair of basis signals that have the same period as the periodic disturbance. Using filtering and the Chebyshev polynomials of the first and second kinds, phase-locked harmonics are generated. An LMS algorithm is then employed to adjust the amplitudes of the harmonic components to minimize the average power of the residual nonperiodic signal. The virtue of this approach is that it does not depend on an explicit accurate estimate of the fundamental frequency. Furthermore, relatively large changes in the fundamental frequency can be tracked so long as they occur gradually and remain within the acquisition range of the PLL.
The remainder of this paper is organized as follows. Section 2 is a brief problem formulation. In Section 3 a generalized PLL is presented that produces a pair of phase-locked sine and cosine signals that form a basis for generating harmonics. Section 4 uses Chebyshev polynomials to generate harmonics and evaluates the distortion of the harmonics. Section 5 presents periodic disturbance cancellation that uses an LMS technique based on the PLL oscillator harmonics. It includes examples showing the effectiveness of the proposed approach. Section 6 is a brief summary of conclusions.
Problem Formulation
A audio signal can be extracted from a composite signal that includes a periodic disturbance by using a singlemicrophone configuration as shown in Fig. 1 . Here the input signals are a periodic disturbance x p (k), a random white noise disturbance v (k) , and an audio input x i (k) consisting of speech. Microphone M detects composite signal x(k) that includes the audio input plus the disturbances: Figure 1 . Periodic disturbance cancellation.
The design objective is to develop an adaptive signal analyzer that decomposes the composite signal into its periodic and nonperiodic components. Outputs x P (k) and x I (k) are estimates of the periodic disturbance x p (k) and the audio input x i (k), respectively. Speaker S reproduces the recorded composite signal, but with the periodic disturbance removed. An important special case of this problem arises when the audio input is absent with x i (k) = 0.
Here the problem reduces to one of extracting a periodic signal from noise.
Generalized PLL
A combination of a generalized PLL and an adaptive LMS method is proposed to extract the periodic disturbance. The purpose of the PLL subsystem is to lock onto the fundamental harmonic of the periodic input and produce a pair of sine and cosine terms to serve as basis signals for generating higher harmonics used by the LMS method. Suppose f s is the sampling rate and T = 1/f s is the sampling interval. Let the input u(k) consist of the samples of a sinusoid of amplitude A 0 , frequency ω 0 , and phase angle φ 0 , plus a disturbance term g(k) that may contain other periodic components such as higher harmonics plus random white noise.
A generalized PLL or sinusoidal tracking algorithm (STA) capable of tracking the amplitude, frequency, and phase angle of the underlying sinusoidal signal u 0 (k) is presented in [16] . The discrete-time version of the generalized PLL consists of following third-order system.
Here ω(0) = ω c plays the role of the center frequency of the traditional PLL. The system in (4) has been shown to be highly effective in tracking the amplitude, frequency, and phase of noise-corrupted nonstationary sinusoids [10, [17] [18] [19] . A stability analysis of the continuoustime case can be found in [17] . In general, the steady-state PLL frequency ω(k) is periodic but not constant. However, as long as the loop remains locked, the mean value satisfies E[ω(k)] = ω 0 . Thus, in the steady state, ω(k) can be thought of as an unbiased estimate of the fundamental frequency [18] :
The first loop gain parameter μ 1 controls the rate of convergence of the amplitude, A(k), and it can be set independently of the others. Due to the relationship between frequency and phase, the remaining two loop gain parameters, μ 2 and μ 3 , are interrelated as described in Ref. [18] . There is a trade off between transient performance or tracking speed which improves as the parameters are increased, and steady-state noise immunity which improves as the parameters are decreased. 17
To illustrate the variation in the PLL frequency, recall that the PLL center frequency is f c = 2πω c Hz where ω(0) = ω c . A lock range that is centered about f c , but only includes the first harmonic, is B = [(2/3)f c ,(4/3)f c ] Hz. Suppose f c = 300 Hz and the sampling rate is f s = 8 kHz. Consider the PLL input in (2) and (3) with A 0 = 1, ω 0 = f 0 /(2π), and φ 0 = 0. Suppose 200 ≤ f 0 ≤ 400 Hz. Let the disturbance g(k) consist of random white noise v(k) with zero mean and variance σ 2 v . If u 0 (k) is regarded as the signal, then the signal-to-noise ratio (SNR) is as follows:
Here the expected value operator E[ ] is approximated with a time average. The variance of v(k) was selected to produce SNR 0 = 0 dB which corresponds to significant noise. The loop gain parameters used for this and subsequent simulations were μ = [200, 40000, .02]. The resulting PLL frequency estimates using five input frequencies uniformly spaced over [200, 400] Hz are shown in Fig. 2 . Note that f (k) = 2πω(k) converges relatively quickly in each case (less than 1/8 s). 
Harmonic Distortion
The estimates of the input frequency represented by the PLL frequency might appear to be a reasonable choice for the fundamental frequency parameter, f 0 , in an LMS algorithm. Unfortunately, the effectiveness of the LMS method for periodic disturbance cancellation is highly sensitive to the accuracy of f 0 [25] . An alternative approach is to exploit the fact that the loop oscillator outputs,
, are phase-locked with the input u(k) and therefore have periods that match. Of course the oscillator outputs are not purely sinusoidal due to the presence of the frequency variation Δf (k). The distortion in x 1 (k) and x 2 (k) can be reduced by using a harmonic filter, H B (z). To isolate the fundamental harmonic, bandpass filters with a pass band of B = [(2/3)f c , (4/3)f c ] Hz can be used.
The filtered PLL oscillator outputs serve as basis signals for generating higher harmonics. To achieve this, two families of orthogonal polynomials are employed, the Chebyshev polynomials of the first and second kinds. The first two Chebyshev polynomials of the first kind are T 0 (x) = 1 and T 1 (x) = x, and the remaining Chebyshev polynomials are computed using the following recursive relationship:
The Chebyshev polynomials have many interesting characteristics, but the one that is relevant in this case is the following harmonic generating property:
Thus the ith even harmonic of the periodic disturbance can be approximated as T i [y 1 (k)] where y 1 (k) is the filtered version of PLL oscillator output x 1 (k).
To generate the odd harmonics, the Chebyshev polynomials of the second kind are used. The first two Chebyshev polynomials of the second kind are U 0 (x) = 1 and U 1 (x) = 2x, and the remaining Chebyshev polynomials are computed using the same recursive relationship.
To generate the odd harmonics, the following characteristic of the Chebyshev polynomials of the second kind can be used:
It follows that the ith odd harmonic of the periodic disturbance can be approximated as y 2 (k)U i−1 [y 1 (k)], where y 1 (k) and y 2 (k) are the filtered versions of PLL oscillator outputs, x 1 (k) and x 2 (k), respectively. Thus the approximations used for the even and odd harmonics are as follows:
Note that the maximum number of harmonics that can be used, while avoiding the effects of aliasing, is N max = floor(0.5f s /f 0 ). Both the PLL and the harmonic postfilters introduce phase shift in C i (k) and S i (k) relative to the sinusoidal input u(k). To test the effectiveness of the approximations in (11) and (12), the square of the following error e i (k) was minimized by finding optimal values for b 1 and b 2 : The harmonic signal-to-noise ratio, SNR i , was then computed using the average power of z i (k) and the average power of e i (k):
In (15) the expected value operator E[ ] is approximated with a time average taken after the signals have reached steady state. The PLL oscillator outputs were evaluated using five input frequencies and five harmonics. The first case, shown in Fig. 3(a) , corresponds to no postfilter and a relatively clean input signal u with a signalto-noise ratio of SNR 0 = 50 dB. The second case, shown in Fig. 3(b) , corresponds to no postfilter and an input signal u with a reduced SNR of SNR 0 = 10 dB. When the SNR of the input is reduced to 10 dB, the SNR of the harmonics decreases as expected. In this case the average SNR over five frequencies and five harmonics drops from 25.8 dB to 15.1 dB as the input SNR decreases by 40 dB.
The distortion in the harmonics can be reduced by postfiltering x 1 (k) and x 2 (k) with the harmonic bandpass filter H B (z). A fourth-order elliptic filter with a passband of B = [(2/3)f c , (4/3)f c ] Hz and a ripple of δ = 0.01 was used. The case with an input SNR of 50 dB is shown in Fig. 4(a) , and the case with an input SNR of 10 dB is shown in Fig. 4(b) .
Note from Fig. 4(a) that for an input with a SNR of 50 dB, the harmonic SNR improves markedly with an average of 47.6 dB. However when the SNR of the input is reduced to 10 dB in Fig. 4(b) , the postfilters achieve only a modest improvement to 16.2 dB in comparison with the 15.1 dB in Fig. 5 . Thus the postfiltering of the PLL oscillator outputs does reduce distortion, but the effects become significant only when the SNR of the input is sufficiently high. A summary of the effects of input noise on the harmonic SNR both with and without postfilters is shown in Fig. 5 . The upper curve represents the average SNR with postfilters, and the lower curve represents the average SNR without postfilters. It is clear that the benefits of postfiltering increase as the SNR of the input increases.
It should be pointed out that the harmonic generating properties of the Chebyshev polynomials are somewhat sensitive to the amplitudes of the inputs. As the postfilters modify the amplitudes as well as the phases, the signals y 1 (k) and y 2 (k) were normalized to have unit amplitude. It is possible that somewhat improved harmonic SNR might be achieved by reducing the bandwidth of the harmonic filter. However, this also reduces the range of input frequencies over which the periodic disturbance can be tracked. With a bandwidth of B = [(2/3)f c ,(4/3)f c ] Hz, this allows for up to a ±33% variation in the input frequency. This is in contrast to the ±5% frequency mismatch presented in [25] . An alternative to using the Chebyshev polynomials is to generate the ith harmonic using cos[iφ(k)]and sin[iφ(k)]. However, in this case a total of 2N separate harmonic filters would be required to reduce distortion which significantly increases the order of the system.
Periodic Disturbance Cancellation
A compact formulation of the periodic disturbance, x p (k), can be obtained by introducing the following vector of even and odd harmonics: Let a ∈ R 2N +1 denote the coefficient vector. Then the approximation to x p (k) using the first N harmonics is: Figure 5 . Average signal-to-noise ratios of harmonics with and without postfilters.
Optimal values for a can be obtained using the LMS method [26] . Recall from (1) that x(k) is a composite signal that contains an audio input x i (k), the periodic disturbance x p (k), and random white noise v(k). The objective is to minimize E[e 2 (k)] where e(k) is the following error:
If E[e 2 (k)] is approximated as e 2 (k) for the purpose of computing the gradient, then the steepest descent method results in the following LMS update formula where μ 4 > 0 is the step size [26] .
Recall that the overall objective is to decompose the composite signal x(k) into its periodic part X P (k) and its residual nonperiodic part x I (k). From (18) it is clear that minimizing E[e 2 (k)] effectively minimizes the average power of the nonperiodic part x I (k). The removal of the periodic disturbance can be quantified using the following measure:
This represents the average power of the disturbance contained in x(k) relative to the average power of the disturbance contained in x I (k).
As v(k) has zero mean and is uncorrelated with x p (k), the numerator of (20) 
. When x P (k) = x p (k), the cancellation is complete and the estimated audio input is
The optimal value for periodic disturbance cancellation in the presence of random noise v(k) is then as follows: 20
As an illustration, consider the case when the audio input is x i (k) = 0. Suppose the periodic input, x p (k), includes H = 6 harmonics with the amplitude of the ith harmonic being c i = 1/i, and the phase angle θ i being a random number in the range [−π, π]. The cancellation of x p (k) corresponding to an input signal-to-noise ratio of SNR 0 = 20 dB is shown in Fig. 6 . Here the LMS step size was μ 4 = 0.001. Five frequencies were considered and the number of PLL harmonics included N = 2, 4, 6. Also shown is the optimal cancellation E opt . As the number of PLL harmonics N is increased the cancellation E increases. The average cancellation reaches a maximum of 89.6% of E opt when N = H, and remains essentially the same for N > H. The cancellation in this instance is somewhat improved for frequencies above the center frequency of the PLL. Some periodic disturbances are nonstationary or vary with time. To test the effectiveness of the proposed technique to track a changing disturbance, a multifrequency chirp signal with a triangular frequency profile of amplitude Δf was used. As the input frequency changes with time, the measure of disturbance cancellation introduced in (20) is modified to E L (k) by approximating the expected value using a window of width L samples:
Random noise was also added to yield an SNR for the input of SNR 0 = 20 dB. A plot of the PLL frequency f (k) and the triangular input frequency f 0 (k) is shown in Fig. 7 . After a very brief transient, it is clear that f (k) faithfully tracks f 0 (k) indicating that the PLL remains locked. Fig. 8 displays the corresponding periodic disturbance cancellation E L using a window of width L = 500 with a signal length of p = 32, 000. Also shown for comparison is the optimal cancellation, E opt , corresponding to complete removal of the chirp signal. An excellent average cancellation of 99.2% of the optimal value was achieved using a second-order elliptic bandpass postfilter. When a fourth-order elliptic postfilter is used, the average disturbance cancellation decreases to 79.8% of the optimum. Given the nonstationary nature of the periodic input, this decrease may be due to sluggish transient behaviour of the postfilter. The maximum deviation of Δf = 30 Hz represents a 10% variation in the input frequency, and the rate of change of the input frequency was 5% per second. Next consider the original problem posed in Fig. 1 , namely the decomposition of a complete composite signal x(k) into periodic and nonperiodic components. As the input x(k) now has three components, consider the follow-21 ing measures of the average power of the audio input x i (k) relative to the periodic disturbance x p (k) and the random noise v(k), respectively:
A recorded audio input x i consisted of the phrase "alpha, beta, gamma, delta." The periodic disturbance had a constant fundamental frequency of f 0 = 315 Hz and included H = 5 harmonics with the amplitude of the ith harmonic being c i = 1/i and the phase angle θ i being a random number in the range [−π, π]. The SNR for the periodic disturbance was SNR ip = −10 dB, and the SNR for the random white noise disturbance was SNR iv = 10 dB. The number of PLL harmonics was N = 5, and a secondorder elliptic postfilter was used. The composite signal before and after cancellation of the periodic disturbance is shown in Fig. 9 . The top plot shows the original audio input x i (k) corrupted with both a periodic disturbance x p (k)and white noise v(k). The middle plot shows the amount of periodic disturbance cancellation as measured in (20) but using (23) with L = 500. Also shown for comparison is the optimal cancellation, E opt . Note that after a fairly brief transient the cancellation approaches its optimal value until the audio input appears. Each time a word is spoken, cancellation drops down to about half the optimum value with the minimum being E min = 10.3 dB. During brief pauses between the words and after the last word the cancellation returns to near optimal values. The average cancellation during the speech segment was 16.2 dB. The fact that the cancellation is less effective during speech is to be expected. Unlike white noise, certain phonemes in speech have significant periodic content and sometimes correlate with periodic disturbances depending on the pitch of the speaker. The last plot shows the residual nonperiodic signal, x I (k), with the periodic disturbance removed. Listening to x(k) and then x I (k) in succession, it is clear that the signal x I (k) sounds cleaner even though there is still white noise v(k) corrupting the original audio input x i (k).
Conclusions
An effective technique for extracting an audio input from a composite signal that contains a nonstationary noisecorrupted periodic disturbance was presented. The proposed approach uses an active noise control technique to cancel the periodic disturbance, in the electrical domain, using a synthesized signal whose parameters are adjusted adaptively. A combination of a generalized PLL and an adaptive LMS method is used. The PLL creates a pair of basis signals that are phase-locked with the fundamental harmonic of the periodic disturbance. After filtering with an elliptic bandpass filter, higher harmonics are generated from these basis signals using the Chebyshev polynomials of the first and second kinds. These harmonics are then used in the LMS method to minimize the average power of the residual nonperiodic signal. The virtue of this approach is that it does not depend on an explicit accurate estimate of the fundamental frequency of the disturbance. Furthermore, relatively large changes in the fundamental frequency can be tracked so long as they remain within the acquisition range of the PLL. Simulations and experimental results with recorded sounds were presented to demonstrate the effectiveness of the proposed technique.
