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ABSTRACT 
W. Hoffrnann and B. N. Parlett have mentioned that in the usual case the 
convergence rate of the QL algorithm with Wilkinson’s shift is at least cubic. ln this 
paper, we present a sufficient condition for supercnbic convergence. It is still an open 
problem wbetber or not convergence is always cubic. 
1. INTRODUCTION 
We consider in this paper the convergence rate of the QL algorithm with 
Wilkiuson’s shift for symmetric tridiagonal matrices. Let T(O) denote a 
symmetric tridiagonal matrix whose eigenvalues we want to compute. The 
shifted QL algorithm is defined by 
T(k) _ ,,,I = @Q(k), 0) 
T(k+i) = L(k)Q(k) + ekI, (2) 
k=O 1 , ,***, where Qck) is an orthogonal matrix, Lck) is a lower triangular 
matrix, and uk is a scalar shift. 
Let 
T(k) = 
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Wilkinson’s shift uk is defined by 
uk = a(lk) - sign(S) 
pi”)” 
is’ 
where 6 = (of’ - oik’)/2. It is well known that fijk’ -+ 0 as k -j co when bk 
is Wilkinson’s shift. If, in addition, &$“) + 0, the convergence rate is better 
than cubic, i.e., ]/?ik+‘)] = 0(/3jk)&k’2). However, the possibility remains 
open that j3J”’ -+ n # 0. In this case, Hoffmann and Parlett obtained that the 
convergence rate is quadratic, i.e., ]P$k+‘)] = O(@k)“); see [l] and further 
remarks in [6]. 
We shall show in this paper that if the spectral distribution of Z’(O) 
satisfies a certain condition, then /3,Jk) + 0 as well. In Section 2, we introduce 
some notation and a previous result concerning the convergence of the QL 
algorithm. In Section 3, we give the main result of this paper. 
2. SOME NOTATIONS AND A PREVIOUS RESULT 
First we generalize the notion of Krylov subspace to the nonstationary 
case. 
DEFINITION 1. Let a, = {xI, . . . , r,) c 9’” be an (n - r + l)- 
dimensional subspace; let A(k), k = 0, 1, . . . , be a sequence of matrices. The 
sequence of subspaces 
%‘!k’ = A( k)A( k - 1) . . . A(O)%/,, k=O,l,..., 
will be called a nonstationary Krylov subspace sequence. 
Similarly to the analysis for the convergence of the QL algorithm without 
shift, we establish the following relations between the orthogonal matrices 
Qck) and the nonstationary Krylov subspaces 4Yjk): It can be deduced from 
(1) and (2) that, for any K >, 0, 
y-(k+l) = @WTTW) -(kK), 
Q kaK, (3) 
Q "(k,K)~(k.K)=~(k)~(k) . . . f(K), (4 
where Q(k.3 = Q(K)Q(K+l) . . . Q(k), Q (K K) = 1. LG. K) = Lck)LG- 1) . . . L(K) 
3 
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jy. K) = 1; i;(k) = (T(K) - uk). Without loss of generality, we assume that no 
uk is an eigenvalue of T (‘1 From (4), it is not difficult to see that the last .
fl - i columns of @k*K) span an orthonormal basis of the nonstationary 
Krylov subspace 
where ai= {ei,ei+,,..., e, }. Therefore, we Imow from (3) that for the 
analysis of the convergence of T ck+‘), all we need to do is to study the 
asymptotic behavior of the Krylov subspace Yj”) as k + 00. 
Now we introduce a definition concerning the convergence of subspaces 
due to Parlett and Poole [4]. 
DEFINITION 2. Let 93 = {b,,. .., b,,} be any basis for 9” in which 
9?i= {b,,...,b,} is a basis for a subspace Y. Let S? = 9’i U g2. The 
sequence { Tk : k = 1,2,. . . } of subspaces of 9%“’ converges to Y as k --) 00 if 
there is a basis b, 3 .%?iPik) + L?#sP.jk) for Sk such that Pi”) is invertible for 
large enough k and PJk)Plk)-’ + 0 as k + 00. 
We also need a result due to Jiang [2] for later discussion. 
LEMMA 1. Let T(O) be an irreducible symmetric tridiagonul matrix. Let 
TCk) k = 1 2 
takj. zf ’ ‘- 
be the matrices generated by the QL algorithm with shifts 
as k+cq then 
af) + Xi,, 
where Ai0 is an eigenvalue of T(O). 
The importance of this lemma lies in the fact that aik) converges to a 
fixed eigenvalue. This observation enables us to prove the main theorem of 
this paper in the next section. 
When ok is Wilkinson’s shift, we know that 
Therefore we obtain that ok + hiO, where Ai0 is an eigenvahie of T(O). 
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3. CONVERGENCE RATE OF THE QL ALGORITHM 
WITH WILKINSON’S SHIFT 
By the discussion of Section 2, we know that ok converges to an 
eigenvalue of T (O) We assume that uk + Xi0 as k -+ co for some X;O, . 
1 < i, Q n throughout this section. 
We denote the eigenvalues of T(k) = Tck) - okI by pi(k) and order them 
by the moduli: 
Their corresponding eigenvectors are ‘pi, i = 1,. . . , n. 
LEMMA 2. Let x, j=l,..., 
i 
n, be the eigenvalues of T(O) and be 
ordered by X,x .*. < i,_l<hiO<Xi,+l< ... <A,. If 
then there exist K > 0 and a constant v > 1 such that 
I/&) 1 
Ip2(k), >,v>l for k>K. 
MOWOV~~, the eigenvector ‘pi CCHWSQ~~~~~ to pi(k) i.~ independent of k when 
k is large enough. 
Proof. It is easy to see that TCk) = @k)TT(o)c(k). Therefore, we get 
Pi(k) = hik - uk, where Xik is an eigenvalue of T(O). 
Without loss of generality, we assume that 
Let ok = hJO+ E(k). Then E(k) + 0 as k --, co. By the ordering of pi(k), 
we obtain 
ld4l=l4k)l~ 
IPs(k) I= I’i,-l- hi,l* I&(k) I) 
IdlI= 
i 
Ihio+l - Xi,If I&(k) I or 
Ihi,- - Ai,l* I&(k) I* 
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Therefore, we have 
I&,+ 1 - 4,) 
Idk) I (xio_l - xi01 + OMk)) Or ---= 
b,(k) 1 lxio-2 - Ai,I 
(xio_l - Ato1 + o(E(k))* 
Since Jhi,-2-Xi,l/lXi,-l-hiol and (Xi,+l-Xie)/lXi,_l-hiol are strictly 
greater than one, we know that there exists a constant Y > 1 such that 
lXi,-2-hiol, y and Ihi,+l-Aiel 
I’i,-l - Aiol ’ lhi,-l- Aiol “* 
By the fact that e(k) + 0, we know that there exists K > 0 such that 
II44 I 
IPsCk), >,v>l for k>K. n 
COROLLARY 3. Zf Ai0 is the largest or the smallest eigenvalue of T(O), 
then the Sam43 result as that of lemmu 2 holds. 
We denote the eigenvahres of fck) = TtK) - a,Z by i~\~), i = 1,. . . , n, and 





If we define the dominant invariant (n - 2)dimensionaI subspace of 9?” 
as %Q = {(Par...,(Pn}r we have the following main theorem to show the 
convergence property of the nonstationary Krylov subspace %ik). 
THEOREM. Let 4Y3 = {es, e,, . . . , e,, }, @!jk), k > K, be the twmtatimuy 
Kyloo subspace as in (5). Zf the eigenvalues of T(O) satisfy 
where i, is the eigenvalue to which the shifi ak in (3) and (4) conoerges, 
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then 
%$k’ -+ m as k+co. 
Moreover, the convergence rate is linear. 
For a proof of this theorem, the reader can refer to [5]. 
Since the last n - 2 columns of @“*“) form an orthonormal basis of @ik), 
we know by this theorem that Tck) converges to the form 
* * * * * . . . * I : ! * . . . *
where * represent possible nonzero entries. It follows that pi”) converges to 
zero. 
In [3], it has been shown that 
Pl (k+ l)'= 
where Id,, n I>, const > 0, 1 W,l>, const > 0, Id,, “1~ const. It is not difficult 
to show that ]cxik) - uk] >, const for large enough k if /I$“) + 0. Therefore, we 
know that the convergence rate of the QL algorithm with Wilkinson’s shift is 
better than cubic, provided that the spectrum of T(O) satisfies the condition 
(6). In the case where Xi0 is the largest or the smallest eigenvalue of T(O), the 
convergence rate is always better than cubic. 
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