Introduction.
A classical result in additive number theory is the five prime squares theorem proved by L. K. Hua: the diophantine equation is solvable for large odd N satisfying N ≡ 5 (mod 24). This theorem can be regarded as a nonlinear extension of the Goldbach ternary theorem (Goldbach-Vinogradov Theorem), it also gives a deep insight into the Lagrange four square theorem. In this paper we study the equation ( It should be mentioned that this result implies the famous Linnik theorem on the least prime in an arithmetic progression.
In the corresponding linear case, i.e. for the Goldbach ternary theorem with prime variables in an arithmetic progression, M. C. Liu and Tao Zhan [7] , we cannot use the Siegel-Walfisz theorem as usual to estimate the major arcs. Second, the restriction to an arithmetic progression requires finding a way to deal with exponential sums and Gauss sums over an arithmetic progression.
The second difficulty was overcome by Jianya Liu and Tao Zhan in [4, Lemma 2] . By using multiplicativity ingeniously, they transform the exponential sum over an arithmetic progression to the usual exponential sum with Dirichlet characters and Gauss sums. The starting point of this paper is a similar result for the quadratic case, i.e. Lemma 3.2. But we use a different method to deal with the first difficulty.
In 1975, Montgomery and Vaughan [8] diminished the exceptional set of the Goldbach problem from O(x log −A x) to O(x 1−δ ). Their difficulty also was wider major arcs and the fact that the Siegel-Walfisz theorem could not be used. They solved it by using the Deuring-Heilbronn phenomenon and Gallagher's theorem. But if we use their method for our quadratic problem, we will face too many cases and need to do lots of calculation. This is also the reason why we do not apply the method of M. C. Liu and Tao Zhan [7] . Hence we shall apply a modification of the method by Liu and Tsang [6] . The point is that we only need to estimate the singular series and singular integral separately and only once. But as we are concerned with the quadratic case and the restriction to an arithmetic progression, we have to work harder from the beginning to estimate the complicated singular series (Lemma 4.8).
Notations and the minor arcs
In the following, ε > 0 is a comparable very small constant, and the implied constants in the symbols O and are computable, positive and depend at most on δ, ε. We write e(y) for e 2πiy and e q (y) for e(y/q). For any a, q such that (a, q 
We can easily see that these intervals are mutually disjoint and all lie in [τ, 1 + τ ]. We call the union of these m(a, q) the major arcs M and
Then the Theorem holds if R(N ) > 0. By interval dissection we get
say. The integral over the minor arcs contributes the error term R 2 (N ). We now estimate it by the following lemma from [11] .
For any α ∈ M , by Dirichlet's lemma we see that there exist q, a satis-
and δ is sufficiently small. We have Corollary 2.2. For any α ∈ M , we have
Lemma 2.3. We have
P r o o f. By Corollary 2.2 for S 5 (α), we have
Clearly, the inner integral is equal to
Following the arguments in Hua's lemma [9] , it is seen that there is a constant c such that
whence our lemma follows.
From (2.5), to obtain our Theorem it remains to find a lower bound for
3. Notations and the major arcs. We shall use χ (mod q) and χ 0 (mod q) to denote a Dirichlet character and the principal character modulo q respectively. It is known ( [1] , Chapter 14) that there exists a small c 1 such that there is at most one primitive character χ to a modulus r ≤ T for which the corresponding L-function L(s, χ) has a zero in the region σ > 1 − c 1 (log T )
, |t| ≤ T ; and if there is such an exceptional character, it is quadratic and the corresponding zero β, called the exceptional zero, is real, simple and unique. Furthermore we have
We write q a=1 or (a,q)=1 for a sum over integers a satisfying 1 ≤ a ≤ q and (a, q) = 1. For any character
where Λ(n) is the von Mangoldt function and γ≤T denotes the summation over all zeros = β + iγ of the function L(s, χ) lying in the region 1/2 ≤ 
We next transform the exponential sum S i (α) into character sums or integrals of the above forms. To do this we need some more notations. 
For brevity, we write h = h(q), h 1 = h 1 (q) and h 2 = h 2 (q). It is easily seen that (h 1 , h 2 ) = 1 and (d/h 1 , q/h 2 ) = 1.
where
and η, ζ are characters modulo q/h 2 and d/h 1 respectively.
The inner sum of the main term is empty unless c ≡ b i (mod h), we can therefore add the restriction c ≡ b i (mod h) to the sum over c. On the other hand, under the condition c ≡ b i (mod h), the congruences
Hence we get the assertion.
By using the above lemmas, we now simplify R 1 (N ) as follows.
For any α = a/q + λ ∈ m(a, q), we have |λ| < τ /q and q ≤ Q. By Lemmas 3.1 and 3.2,
where , the trivial bound
shows that the first O-term above is
Hence, for α = a/q + λ ∈ m(a, q) we obtain
To estimate H i (a, q, λ), we need the following lemma which can be deduced similarly to Lemma 3.3 of [5] .
Lemma 3.3. Let I(λ), I(λ) and I(χ, λ) be defined as in (3.2). (a) For any real y, we have
and
By the trivial estimates for I(λ), I(λ) and I(χ, λ) in Lemma 3.3(a),
The product
terms, each of the form
By comparing the estimates for I(λ), I(λ) and I(
, it is easily seen that the weakest one among them is N 1/2
by Cauchy's inequality and Lemma 3.3(b). Hence .7), and let α be such that p
Some lemmas for singular series and singular integrals
if p a.
For each u coprime with p, in view of p a, the inner sum over v is zero.
By Exercise 14 in Chapter 6 of [10] , the inner sum over c is less than 2(2, p)p
for p a. Hence we get (c). We shall use the following sums to form the singular series:
where η i is modulo q/h 2 (q). We can also write
where (q) denotes the sum over c 1 , . . . , c 5 satisfying 
Furthermore we put
has the same prime factors of (d, q), and (d, q)
In particular , N (q) and A(q) are multiplicative functions of q. P r o o f. It suffices to consider the case t = 2, and then use induction. Let q = q 1 q 2 with (q 1 , q 2 ) = 1. It is easily seen from (3.7) that 2 run over reduced residue systems modulo q 1 , q 2 respectively, then a will run over a similar system modulo q 1 q 2 . So
In the same way, let c = c 1 q 2 + c 2 q 1 . We see that the restriction c
Hence the right hand side of (4.7) is equal to Z(q 1 )Z(q 2 ) as desired. The proof for the multiplicativity of Y (q) is similar. 
P r o o f. Let q = p|q p β p be the prime factorization of q. By Lemma 4.1(c) and multiplicativity of Z(q), we have
Hence by ϕ(q) q log log q, we get the assertion. 
For β > α, summing both sides for v = β + 1, . . . , t and using (a), we get the first equality. In order to consider the condition β = 0, t > α, we still need to sum over those t ≤ α and prove that this yields ϕ
e ac
Since, by (1.2), b
which is equal to ϕ 
In view of the above corollary, we now define
where σ(q) is defined in (1.2). We now simplify s(p).
hence we can also write s(2) = ϕ If α = 1, it remains to consider t = 2, 3. Since (a, 
where N (2 t ) is the number of solutions of the following congruence equation:
By an easy calculation, we see that N (2 3 ) = 2
10
, N (2) = 1. Then
If α > 1, it remains to consider t = α + 1. We have
where N ( 2 α+1 ) is the number of solutions of the following congruence equation:
Part (c) follows immediately from (4.9) and Corollary 4.5.
Lemma 4.7. We have:
P r o o f. (a) Since p d, we have h(p) = 1; let g be a quadratic nonresidue modulo p. Then
/p). It is well known [1] that
We get (
The proof of the convergence is similar.
Hence by Corollary 4.5, (4.9) and Lemma 4.6, we obtain the result. . We have 
We have
)r 
By (3.7) and r i | dq/h, we have
Then by multiplicativity of Z(q),
say. By Lemma 4.7(c), (d), we have
Hence by Lemmas 4.3 and 4.8 (a) , and (4.10),
since we will see later from the following proof that the number of q is less than τ ( 
By combining with the multiplicativity of Z(q),
say. By the same argument as in Lemma 3.8, (3.14), of [6] , from our Lemma 4.4 we see that
In fact we can assume σ(r)r ≤ Q, otherwise if σ(r)r > Q, by Lemmas 4.3 and 4.8(a) we get
Then combining with (4.13) we can write (4.14)
L by Lemma 4.8 (a) . By Lemma 4.3 then
since by a similar proof to that of Lemma 3.8 in [6] , m = ur , u | σ(r ). Hence the sum over σ(r )r > Q/m will be absorbed in the error term. Now we simplify
Hence we can write
where p
indicates that
Then by Lemmas 4.4 and 4.2, and (4.13),
and by Lemma 4.4(b), (c),
Then
And for 2 | (r, d),
Hence, for α 2 > 1, we see from the proof of Lemma 4.6(b) that N (2
, and we have
If α 2 = 1, then β 2 = 1, since 0 < β 2 ≤ α 2 , and
The last equality comes from the proof of Lemma 4.6(b). Hence for 2 (r, d) we obtain (4.17)
Then by (4.12)-(4.14) and (4.16), we have
)r
The error term can be obtained from Lemmas 4.4 and 4.8 (a) .
The following lemma is actually Lemma 3.9 of [6] . 
where (4.20)
Furthermore, we have
5. Major arcs and the completion of the proof of Theorem. We can now complete the proofs of our main results by showing that R 1 (N ) dominates the error term in (2.5). From (3.12), we see that the product
terms which can be classified into three categories: For convenience, we write, for i = 1, 2, 3,
In view of (3.14), we have
For distinct integers m 1 , m 2 , . . . taken from the set {1, . . . , 5}, let
where the region D is defined in (4.21), and χ and β are the exceptional character and exceptional zero respectively. Let (5.5)
Clearly, from (4.21) we have
Lemma 5.1. We have
P r o o f. From (5.1), we see that
By (5.5) the above integral is equal to P 0 . In view of (4.1), the above double sum is q≤Q ϕ −5 (dq/h)Z(q). By Lemma 4.7(c), (d), this can be written as
Our lemma then follows from this and (5.6). = r 1 , then
P r o o f. In view of (3.12), the 31 terms in (C 3 ) can be grouped into 5 types according to the number of the factors ζ(b i )G i (a, η, q) I(λ) in these terms. A typical term with k such factors is of the form
If M 3k is the contribution to M 3 from such a term, then according to (5.1),
The integral U , by (4.19) , is equal to P(1, . . . , k). In view of (4.1), W is the singular series
By Lemma 4.8(b) and Y (σ r 1 ) = σ r 1 (σ r 1 ) . . . , we have
Hence we obtain (a) by combining all these contributions. The bound in (b) can be deduced directly from Lemma 4.3. Define
In view of Corollary 4.5, Lemma 4.6 and (4.9), we have 
Comparing it with the form of M 3 in Lemma 5.2(a), we have
It remains to bound the integral, as
Hence, by (5.8) and (5.9), we have Lemma 5.3.
We need to estimate M 2 . By the Deuring-Heilbronn phenomenon, we have 
It is well known [1] that each character is induced uniquely by a primitive character, and conversely, for each primitive character χ * (mod r) and each q divisible by r, there is a unique character χ (mod q) which is induced by χ * . Furthermore, the L-functions L(s, χ * ) and L(s, χ) have the same set of nontrivial zeros with positive real parts. Accordingly, we can rearrange the summation for X as follows: 
) ϕ 5 (σ(r (1) )r (1) ) p d, r s(p)
where d 1 and r (1) are defined as in Lemma 4.8(b Applying these to the multiple sums in (5.11), and combining with (4.21), we prove the lemma.
We can now combine all our estimates to obtain a lower bound for R 1 (N ). There are two cases to be considered. . From Lemmas 5.3 and 5.4, we can deduce that for sufficiently small δ,
Since Ω ( r 1/2 log 2 r)
Finally, comparing this with Lemma 2.3, both of these two cases give that R 1 (N ) > |R 2 (N )| for large N . Hence our Theorem is proved.
