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Abstract This paper studies the existence of Pareto optimal, envy-free allocations
of a heterogeneous, divisible commodity for a finite number of individuals. We model
the commodity as a measurable space and make no convexity assumptions on the
preferences of individuals. We show that if the utility function of each individual is
uniformly continuous and strictly monotonic with respect to set inclusion, and if the
partition matrix range of the utility functions is closed, a Pareto optimal envy-free
partition exists. This result follows from the existence of Pareto optimal envy-free
allocations in an extended version of the original allocation problem.
1 Introduction
Dividing scarce resources among members of a society to fulfill efficiency and fairness
is a central theme in group decision-making problems. This paper studies the existence
of Pareto optimal, envy-free allocations of a heterogeneous, divisible commodity for
a finite number of individuals. Following the tradition of Banach–Steinhaus’ cake
cutting problem (see Steinhaus 1948), the commodity is modeled as a measurable
space (,F) and the preferences of each individual are defined on the σ -algebra F
that describes feasible pieces of the heterogeneous divisible commodity .
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A classical result from Dubins and Spanier (1961) demonstrates the existence of
envy-free partitions under the assumption that the utility functions of each individ-
ual are nonatomic finite measures. In turn, Weller (1985) showed the existence of
Pareto optimal envy-free partitions under the additional assumption that the measures
that represent the utility functions are mutually, absolutely continuous. Because of
the additivity of utility functions in these studies, Lyapunov’s convexity theorem (see
Lyapunov 1940) guarantees the compactness and convexity of the associated utility
possibility set, a crucial property for the existence of various solutions. (For a com-
prehensive treatment of the additive utility case, see Barbanel 2005.)
In the case of nonadditive preferences on σ -algebras, the abovementioned conclu-
sion no longer holds. This difficulty forces one to impose additional structures on the
underlying measurable space (,F). For instance, Dall’Aglio and Maccheroni (2009)
assumed certain kinds of continuity and convexity axioms to show the existence of
envy-free partitions of a unit simplex into polytopes.
Hüsseinov (2011) considered an alternative problem where each individual evalu-
ates feasible pieces of  in terms of a finite number of subjective attributes determined
by nonatomic vector measures. This enables one to identify the preferences of each
individual on a subjective consumption set with one on compact and convex subset of a
Euclidean space. The advantage of this approach lies in the fact that under the assump-
tions of the continuity, convexity, and monotonicity of preferences, the existence of
competitive equilibrium partitions, core partitions, and Pareto optimal group envy-free
partitions are established without the completeness and transitivity of preferences.
The purpose of this paper is to establish the existence of Pareto optimal envy-free
partitions without convexity assumptions on preferences. To this end, we identify
each measurable subset of  with its characteristic function and endow σ -algebra
F with the topology induced by the weak* topology of L∞(,F , μ), where μ is a
nonatomic finite measure. We prove that if the utility function of each individual on
F is uniformly continuous with respect to this topology, strictly monotonic with respect
to set inclusion, and if the partition matrix range of the utility functions is closed, then
a Pareto optimal envy-free partition exists.
Along the lines of Akin (1995), Hüsseinov and Sagara (2012) we extend the origi-
nal partitioning problem with commodity space (,F) to an allocation problem with
commodity space L∞(,F , μ) that one obtains upon extending the utility functions
on F to L∞(,F , μ). The existence of Pareto optimal envy-free partitions in the
original problem follows from the existence of those in the extended allocation prob-
lem.
A technique in Varian (1974), developed in a framework quite different from the
present analysis, proves useful in the proof of our main result. The crucial argument
is as follows:
– the Pareto frontier is homeomorphic to the unit simplex (see also Mas-Colell 1986;
Sagara 2008);
– for every Pareto optimal allocation, an individual exists whom no one envies;
– the intersection of a suitable closed covering of the Pareto frontier is nonempty by
the Scarf version of the Knaster–Kuratowski–Mazurkiewicz (KKM) theorem (see
Scarf 1967).
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In contrast to Hüsseinov (2011), our formulation employs utility functions repre-
sented by rational preferences, but the common consumption set F is intrinsically
infinite-dimensional. As a cost of infinite-dimensionality, we must assume the closed-
ness of the utility possibility set. While Hüsseinov (2011) provided an indirect proof
of the existence of Pareto optimal envy-free partitions using the equilibrium existence
theorem by Gale and Mas-Colell (1975), we present a direct proof without price sys-
tems, based on the KKM theorem, which enables us to dispense with any convexity
assumption.
The outline of the paper is as follows. In Sect. 2, we first review Lyapunov’s con-
vexity theorem and its variant in Dvoretsky et al. (1951). We then show that if μ is a
nonatomic finite measure, then the set of characteristic functions is weakly* dense in
the space I of measurable functions in L∞(,F , μ) that have values in the closed
unit interval. Uniformly continuous functions on F and their extensions to I are dis-
cussed together with the monotonicity condition. The main theorems on the existence
of Pareto optimal envy-free partitions are stated in Sect. 3. There, it is shown how the
original allocation problem in (,F) can be extended to a suitable allocation problem
in L∞(,F , μ). Appendix includes the definitions concerning uniform spaces and
the argument on the structure of the Pareto frontier.
2 Preliminaries
2.1 Lyapunov’s convexity theorem
Let (,F) be a measurable space, where F is a σ -algebra of subsets of a nonempty
set . A finite signed measure μ on (,F) is nonatomic if for every A ∈ F with
|μ|(A) > 0 there exists E ⊂ A such that 0 < |μ|(E) < |μ|(A), where |μ| is the total
variation measure of μ.
Let μ1, . . . , μm be finite signed measures on (,F). The range of an Rm-valued
vector measure −→μ = (μ1, . . . , μm) is given by:
R(−→μ ) = {−→μ (A) ∈ Rm | A ∈ F}.
The integral of a measurable function f :  → R with respect to the signed measure
μi is denoted as μi ( f ) and the integral with respect to the vector measure −→μ is given
by −→μ ( f ) = (μ1( f ), · · ·μm( f )). For the finite measure given by μ = ∑mi=1 |μi |, we
denote by L∞(,F , μ) the space (of μ-equivalence classes) of μ-essentially bounded
functions on  with the μ-essential sup norm.
The following result is due to Lyapunov (1940).
Lyapunov’s Convexity Theorem Let −→μ = (μ1, . . . , μm) be a vector measure such
that μ1, . . . , μm are nonatomic finite signed measures. Then R(−→μ ) is compact and
convex in Rm and
R(−→μ ) = {−→μ ( f ) ∈ Rm | 0 ≤ f ≤ 1, f ∈ L∞(,F , μ)}.
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A proof of Lyapunov’s convexity theorem can be found in Rudin (1991, Theorem
5.5), which is based on the elegant proof by Lindenstrauss (1966).
An n-partition of  is an ordered n-tuple (A1, . . . , An) of measurable sets whose
union is  and which are pairwise disjoint. Let Pn be the set of n-partitions of . The
partition matrix range of −→μ is given as:
M(−→μ ) =
⎧
⎨
⎩
(μi (A j )) 1 ≤ i ≤ m
1 ≤ j ≤ n
∈ Rm×n | (A1, . . . , An) ∈ Pn
⎫
⎬
⎭
,
where m × n-matrix (μi (A j )) is identified with a vector in Rm×n .
We exploit the following useful result due to Dvoretsky et al. (1951), which follows
from Lyapunov’s convexity theorem.
Proposition 2.1 (Dvoretsky et al.) Let −→μ = (μ1, . . . , μm) be a finite-dimensional
vector measure such that μ1, . . . , μm are nonatomic finite signed measures. Then
M(−→μ ) is a compact convex set in Rm×n and
M(−→μ ) =
⎧
⎨
⎩
(μi ( f j )) 1 ≤ i ≤ m
1 ≤ j ≤ n
∈ Rm×n
∣
∣
∣
∑n
j=1 f j = 1, f1, . . . , fn ≥ 0
f1, . . . , fn ∈ L∞(,F , μ)
⎫
⎬
⎭
.
When n = 2, Proposition 2.1 is reduced to Lyapunov’s convexity theorem. A proof
of Proposition 2.1 based on the technique of Lindenstrauss (1966), which employs the
Krein–Milman theorem, is provided by Akin (1995). The extension of this result to
the case n = ∞ is given by Edwards (1987) using the Lindenstrauss technique, while
its elementary proof, which uses measure-theoretic arguments only, is given by Khan
and Rath (2009).
2.2 L∞-Spaces with nonatomic finite measures
Let (,F , μ) be a σ -finite measure space. The norm dual of L1(,F , μ) is
L∞(,F , μ) with the duality given by 〈 f, g〉 = ∫ f gdμ for f ∈ L∞(,F , μ)
and g ∈ L1(,F , μ). The weak* topology of L∞(,F , μ) is the topology obtained
by taking as a neighborhood base of f0 ∈ L∞(,F , μ) sets of the form:
N ( f0; g1, . . . , gm, ε) =
{
f ∈ L∞(,F , μ)
∣
∣
∣
|〈 f, gi 〉 − 〈 f0, gi 〉| < ε
i = 1, . . . , m
}
,
where m ∈ N, g1, . . . , gm ∈ L1(,F , μ) and ε > 0. The weak* topology is the
coarsest topology in which every linear functional f 
→ 〈 f, g〉 on L∞(,F , μ)
with g ∈ L1(,F , μ) is continuous. Thus, a net { fα} in L∞(,F , μ) converges to
f ∈ L∞(,F , μ) in the weak* topology if and only if 〈 fα, g〉 → 〈 f, g〉 for every
g ∈ L1(,F , μ). The weak* topology of L∞(,F , μ) is denoted as σ(L∞, L1).
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Denote by ca(,F , μ) the vector space of finite signed measures that are absolutely
continuous with respect to μ. By the Radon–Nikodym theorem, L1(,F , μ) is lin-
early isometric to ca(,F , μ). Hence, the weak* topology σ(L∞, L1) can be iden-
tified with the σ(L∞, ca)-topology, whose neighborhood base of f0 ∈ L∞(,F , μ)
is of the form:
N ( f0;μ1, . . . , μm, ε) =
{
f ∈ L∞(,F , μ)
∣
∣
∣
|μi ( f ) − μi ( f0)| < ε
i = 1, . . . , m
}
,
where m ∈ N, μ1, . . . , μm ∈ ca(,F , μ) and ε > 0.
The following result seems well known, although it is difficult to find an available
proof in the literature. For completeness of exposition, we provide the proof following
the argument in Einy et al. (1999).
Proposition 2.2 A finite signed measure is nonatomic if and only if it is absolutely
continuous with respect to a nonatomic measure.
Proof If λ is a nonatomic finite signed measure, then its total variation measure |λ|
is nonatomic with respect to which λ is absolutely continuous. Conversely, let μ be
a nonatomic measure and take any λ ∈ ca(,F , μ). Assume, on the contrary, that
there exists an atom A ∈ F of λ. Let 0 < ε < |λ|(A). Since λ is absolutely continuous
with respect to μ, there is δ > 0 such that for every E ∈ F with μ(E) < δ, we have
|λ|(E) < ε. Let m0 be a natural number such that m0δ > μ(A). By the nonatomicity
of μ, there exists a partition (A1, . . . , Am) of A such that 0 < μ(Ai ) < μ(A)/m0 < δ
for each i = 1, . . . , m. Because A is an atom of λ, for each i either |λ|(Ai ) = 0 or
|λ|(Ai ) = |λ|(A). We thus obtain |λ|(A) = |λ|(Ai ) < ε for some i , which is a
contradiction. unionsq
Let I = { f ∈ L∞(,F , μ) | 0 ≤ f ≤ 1}. Then I is weakly* compact and each
measurable set A in F is naturally identified with its characteristic function χA in I.
A proof of the following well known fact is found in Aumann and Shapley (1974,
Proposition 22.4) or Kingman and Robertson (1968, Lemma 3).
Proposition 2.3 Let μ be a nonatomic σ -finite measure. Then, the set of characteristic
functions {χA ∈ L∞(,F , μ) | A ∈ F} is dense in I and relatively compact for the
weak* topology.
2.3 Uniform continuity
Denote by [L∞(,F , μ)]2 the product space L∞(,F , μ) × L∞(,F , μ) and let
a pair (L∞(,F , μ),U) be a uniform space with the base B for the uniformity U ,
where B is the family of all sets U of the form:
U = {( f, g) ∈ [L∞(,F , μ)]2 | |μi ( f ) − μi (g)| < ε, i = 1, . . . , m},
where m ∈ N, μ1, . . . , μm ∈ ca(,F , μ) and ε > 0. Given a subset X of
L∞(,F , μ), denote by UX = {U ∩ (X × X) ⊂ [L∞(,F , μ)]2 | U ∈ U} the
123
928 F. Hüsseinov, N. Sagara
relative uniformity for X . (For the definitions of uniformities, bases, and relative uni-
formities, see Appendix 5.1.)
Definition 2.1 A function ν : X → R is uniformly continuous if for every ε > 0
there exists U ∈ UX such that ( f, g) ∈ U implies |ν( f ) − ν(g)| < ε.
Notice that the uniform and the weak* topologies are the same on L∞(,F , μ).
Hence, topologies induced on X by these two topologies are the same (see Appendix
5.1). Our focus here is on the uniformly continuous functions defined on X = F and
X = I.
A set function ν : F → R is uniformly continuous if and only if for every ε > 0
there exist μ1, . . . , μm ∈ ca(,F , μ) and δ > 0 such that for every A, B ∈ F
satisfying |μi (A) − μi (B)| < δ for i = 1, . . . , m, we have |ν(A) − ν(B)| < ε.
A function νˆ : I → R is uniformly continuous if and only if for every ε > 0 there
exist μ1, . . . , μm ∈ ca(,F , μ) and δ > 0 such that for every f, g ∈ I satisfying
|μi ( f ) − μi (g)| < δ for i = 1, . . . , m, we have |νˆ( f ) − νˆ(g)| < ε.
Theorem 2.1 A uniformly continuous set function on F has a unique uniformly con-
tinuous extension to I.
Proof As F is dense and its weak* closure coincides with the weakly* compact set I
by Proposition 2.3, it is also dense and compact in the uniform topology τU . Therefore,
the uniform continuity on F implies the existence of a unique uniformly continuous
extension to I by Theorem 5.1 in Appendix 5.1. unionsq
Example 2.1 Let −→μ = (μ1, . . . , μm) be an m-dimensional vector measure whose
components are nonatomic finite measures of (,F). Define the nonatomic finite
measure μ by μ = ∑mi=1 μi and consider L∞(,F , μ). Then, we have μ1, . . . , μm ∈
ca(,F , μ). Let ϕ : R(−→μ ) → R be a continuous function and define the set function
ν : F → R by ν = ϕ ◦ −→μ . Then, ν is uniformly continuous and its uniformly
continuous extension νˆ : I → R is given by νˆ( f ) = ϕ(−→μ ( f )) for f ∈ I. The set
functions and their uniformly continuous extensions of this type are investigated at
length in Hüsseinov and Sagara (2012) to demonstrate the existence of fuzzy core
allocations in an exchange economy with a heterogeneous divisible commodity.
The uniform continuity of set functions on F is stronger than the continuity of
those at every set A ∈ F in the measure-theoretic sense: ν is continuous at A ∈ F
if for every sequence {Ak} in F with Ak ↑ A and every sequence {Ak} in F with
Ak ↓ A, we have limk ν(Ak) = ν(A). It is also stronger than the −→μ -uniform continuity
introduced by Hüsseinov and Sagara (2012): ν is −→μ -uniform continuous if for every
ε > 0 there is δ > 0 such that ‖−→μ (AB)‖ < δ implies |ν(A) − ν(B)| < ε,
where −→μ is a finite-dimensional vector measure whose component measures are in
ca(,F , μ) AB ∈ F is the symmetric difference of A and B in F , and ‖ · ‖ is the
Euclidean norm.
One of the merits of such a stronger notion of continuity lies in the fact that uni-
formly continuous set functions on F possess a weakly* continuous extension to I, as
shown in Theorem 2.2. The notions of uniform continuity and uniformly continuous
extensions introduced in this paper originated in Aumann and Shapley (1974, p. 147),
who formulated it on the space of bounded measurable functions with values in the
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closed unit interval, endowed with the “NA-topology”. A variant of these notions is
found in Einy et al. (1999). We develop here a systematic treatment of uniform conti-
nuity in terms of the uniform and weak* topologies on L∞(,F , μ), which conforms
with the standard definition of uniform spaces. (See Kelley 1955, Chapter 6).
2.4 μ-Monotonicity
Definition 2.2 (i) A set function ν : F → R is μ-monotone if there exists a constant
k ≥ 0 such that ν(A) + kμ(B \ A) ≤ ν(B) whenever A ⊂ B. When k > 0, we
say that ν is strictly μ-monotone.
(ii) A function νˆ : I → R is μ-monotone if there exists a constant k ≥ 0 such that
νˆ( f )+ kμ(g − f ) ≤ νˆ(g) whenever f ≤ g. When k > 0, we say that νˆ is strictly
μ-monotone.
The intended meaning of this definition is that “the marginal utility” (ν(B) −
ν(A))/μ(B \ A) of the added piece B \ A in terms of measure μ has a uniform lower
bound k. Note that when k = 0, the above definitions reduce to the monotonicity of ν
and νˆ in the sense that A ⊂ B implies ν(A) ≤ ν(B) and f ≤ g implies νˆ( f ) ≤ νˆ(g).
The strict μ-monotonicity of set functions on F is somewhat stronger than the strict
monotonicity condition introduced by Sagara (2008): ν(A) < ν(B) whenever A ⊂ B
and μ(A) < μ(B).
The next result guarantees that uniformly continuous set functions on F with (strict)
μ-monotonicity have uniformly continuous extensions to I with the same property.
Theorem 2.2 Let μ be a nonatomic finite measure. Then, a uniformly continuous set
function on F is (strictly) μ-monotone if and only if it has a uniformly continuous,
(strictly) μ-monotone extension to I.
Proof If νˆ : I → R is a (strictly) μ-monotone extension of a uniformly continuous set
function ν : F → R, then obviously ν is (strictly) μ-monotone. Suppose, conversely,
that ν is uniformly continuous and (strictly) μ-monotone. By Theorem 2.1, ν has a
uniformly continuous extension νˆ : I → R. Let f, g ∈ I and f ≤ g. By the uniform
continuity of νˆ, for every ε > 0, there exist μ1, . . . , μm ∈ ca(,F , μ), and δ > 0
such that for every f ′, g′ ∈ I satisfying |μi ( f ′)−μi ( f )| < δ and |μi (g′)−μi (g)| < δ
for i = 1, . . . , m, we have |νˆ( f ′) − νˆ( f )| < ε and |νˆ(g′) − νˆ(g)| < ε. Proposition
2.2 guarantees that μ1, . . . , μm are nonatomic finite signed measures. Define the
(m +1)-dimensional vector measure by −→λ = (μ1, . . . , μm, μ). Then, by Lyapunov’s
convexity theorem there exist A, B ∈ F with A ⊂ B such that −→λ (A) = −→λ ( f )
and −→λ (B) = −→λ (g). Setting f ′ = χA and g′ = χB yields |ν(A) − νˆ( f )| < ε and
|ν(B) − νˆ(g)| < ε. As ν(A) ≤ ν(B) − kμ(B \ A) by the (strict) μ-monotonicity of
ν, we have νˆ( f ) − ε < νˆ(g) − kμ(B \ A) + ε = νˆ(g) − kμ(g − f ) + ε. In view
of the arbitrariness of ε, we obtain νˆ( f ) ≤ νˆ(g) − kμ(g − f ). Hence, νˆ is (strictly)
μ-monotone. unionsq
Example 2.2 Let ν = ϕ ◦ −→μ be the set function studied in Example 2.1. If ϕ is con-
tinuous and monotone, then by Theorem 2.2, ν has a uniformly continuous monotone
extension νˆ = ϕ◦−→μ to I. Assume further that ϕ is strictly monotone and continuously
123
930 F. Hüsseinov, N. Sagara
differentiable on R(−→μ ). Let k = min{ ∂ϕ
∂xi
(x) | x ∈ R(−→μ ), i = 1, . . . , m}. Take any
x, y ∈ R(−→μ ) with x ≤ y. By the mean value theorem, we have ϕ(x) − ϕ(y) =∑m
i=1
∂ϕ
∂xi
(x0)(xi − yi ) ≤ −k ∑mi=1(yi − xi ), where k > 0 by the strict monotonicity
of ϕ, and x0 ∈ R(−→μ ) is a convex combination of x and y. Hence, if A ⊂ B, then
putting x = −→μ (A) and y = −→μ (B) yields ϕ(−→μ (A)) ≤ ϕ(−→μ (B)) − k(μ(B \ A)).
This shows that ν = ϕ ◦ −→μ is a strictly μ-monotone set function on F with a strictly
μ-monotone extension νˆ = ϕ ◦ −→μ to I.
Given a set function ν : F → R, a set N ∈ F is ν-null if ν(A ∪ N ) = ν(A) for
every A ∈ F . A set function ν is nonatomic if, for every ν-nonnull set A ∈ F , there
exists a subset B of A in F such that both A \ B and B are ν-nonnull.
Example 2.3 Note that μ-monotone set functions are not necessarily nonatomic
even if μ is nonatomic. To illustrate this, let μ be the Lebesgue measure on the
σ -hspace0ptalgebra of Borel subsets in [0, 1], and let ν : F → R be defined as:
ν(A) =
{
μ(A) if 1 /∈ A,
μ(A) + 1 otherwise.
It is easily checked that ν is strictly μ-monotone (with k = 1), but atomic (the singleton
{1} is an atom of ν).
3 Pareto optimal envy-free partitions
3.1 Allocations in L∞-spaces
The problem of dividing a heterogeneous commodity among a finite number of indi-
viduals is formulated as the partitioning of a measurable space (,F). Here, the set
 is a heterogeneous divisible commodity and σ -algebra F of subsets of  describes
the collection of possible pieces of .
There are n individuals, indexed by i = 1, . . . , n, whose preferences on F are
given by utility functions νi : F → R, i = 1, . . . , n. A partition (A1, . . . , An) of 
is interpreted as an allocation that gives piece Ai ∈ F to individual i . An allocation
problem E = 〈(,F), (νi )ni=1〉 under study is the primitive consisting of a common
consumption set F with a measurable space (,F) and the individuals’ profile of
utility functions νi on F .
Definition 3.1 A partition (A1, . . . , An) is:
(i) Envy free if νi (A j ) ≤ νi (Ai ) for each i, j = 1, . . . , n.
(ii) Pareto optimal if no partition (B1, . . . , Bn) exists such that νi (Ai ) ≤ νi (Bi ) for
each i = 1, . . . , n and ν j (A j ) < ν j (B j ) for some j .
Let μ1, . . . , μn be mutually absolutely continuous, finite measures. Define μ =∑n
i=1 μi . As μi (A) = 0 for each i if and only if μ(A) = 0, the mutual absolute
continuity of μi implies that L∞(,F , μi ) = L∞(,F , μ) for each i because
their essential supremum norms coincide. Since sets in F are naturally identified with
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elements with their characteristic functions, the commodity space F will be treated
as a subset of L∞(,F , μ).
An extended allocation problem Ê = 〈I, (νˆi )ni=1〉 is the primitive consisting of a
common consumption set I = { f ∈ L∞(,F , μ) | 0 ≤ f ≤ 1} and the individuals’
profile of utility functions νˆi : I → R, where νˆi is an extension of νi to I for each i .
Thus, Ê is an extension of the original allocation problem E = 〈(,F), (νi )ni=1〉.
An n-tuple ( f1, . . . , fn) of elements in L∞(,F , μ) is an allocation of  if∑n
i=1 fi = 1 and fi ∈ I for each i . Note that (A1, . . . , An) is a partition of  up to
μ-equivalence if and only if
∑n
i=1 χAi = 1. We denote by A the set of allocations of
.
Definition 3.2 An allocation ( f1, . . . , fn) is:
(i) Envy free if νˆi ( f j ) ≤ νˆi ( fi ) for each i, j = 1, . . . , n.
(ii) Weakly Pareto optimal if there exists no allocation (g1, . . . , gn) such that νˆi ( fi ) <
νˆi (gi ) for each i = 1, . . . , n.
(iii) Pareto optimal if no allocation (g1, . . . , gn) exists such that νˆi ( fi ) ≤ νˆi (gi ) for
each i = 1, . . . , n and νˆ j ( f j ) < νˆ j (g j ) for some j .
The existence of Pareto optimal envy-free allocations is a key step to proving that
of Pareto optimal envy-free partitions.
Theorem 3.1 Let μ1, . . . , μn be mutually absolutely continuous, nonatomic, finite
measures. If for an allocation problem E = 〈(,F), (νi )ni=1〉, νi is uniformly con-
tinuous and strictly μi -monotone for each i = 1, . . . , n, then there exists a Pareto
optimal envy-free allocation for Ê = 〈I, (νˆi )ni=1〉.
To present the proof of Theorem 3.1, we use the following version of the KKM
theorem from Scarf (1967) (see also Scarf 1973, Theorem 3.3.1).
Proposition 3.1 Let Δi = {(x1, . . . , xn) ∈ Δn−1 | xi = 0} for each i = 1, . . . , n. If
the collection {C1, . . . , Cn} is a closed covering of Δn−1 satisfying Δi ⊂ Ci for each
i , then
⋂n
i=1 Ci = ∅.
Proof of Theorem 3.1 Let AP be the set of all Pareto optimal allocations in Ê . Define
the set of all Pareto optimal allocations such that no one envies individual j by:
APj = {( f1, . . . , fn) ∈ AP | νˆi ( f j ) ≤ νˆi ( fi ), i = 1, . . . , n}.
Because, by the strict μi -monotonicity of νˆi , there exists a Pareto optimal allocation
( f1, . . . , fn) such that f j = 0, it is obvious that APj is nonempty for each j = 1, . . . , n.
Thus, allocations in
⋂n
j=1 APj are Pareto optimal and envy free. We wish to show that⋂n
j=1 APj is indeed nonempty.
As νˆi is strictly μi -monotone by Theorem 2.2, one may assume, without loss of
generality, that νˆi (0) = 0 and νˆi ( f ) ≥ 0 for every f ∈ I. Define the utility possibility
set Γ by:
Γ = {(x1, . . . , xn) ∈ Rn | ∃( f1, . . . , fn) ∈ A : 0 ≤ xi ≤ νˆi ( fi ), i = 1, . . . , n}
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and the (weak) Pareto frontier Γ P of Γ by:
Γ P = {(x1, . . . , xn) ∈ Γ | ∃(y1, . . . , yn) ∈ Γ : xi < yi , i = 1, . . . , n}.
Define also the subsets Γ Pj and Γ j of Γ by:
Γ Pj = {(νˆ1( f1), . . . , νˆn( fn)) ∈ Rn | ( f1, . . . , fn) ∈ APj },
Γ j = {(x1, . . . , xn) ∈ Γ P | x j = 0}.
It is easy to verify that Γ j is nonempty. As
⋃n
j=1 APj = AP by Proposition 5.1, we
have
⋃n
j=1 Γ Pj = Γ P. Let h : Δn−1 → Γ P be the homeomorphism established in
Proposition 5.2. Then, the collection {C1, . . . , Cn}, where C j = h−1(Γ Pj ), is a closed
covering of Δn−1. Because h gives rise to the relation
Γ P  (y1, . . . , yn) = h(x) = ρ(x)x 
→ x ∈ Δn−1,
in view of Proposition 5.2, we have h−1(Γ j ) = Δ j for each j . Therefore by Proposition
3.1, there exists x ∈ ⋂nj=1 C j = h−1(
⋂n
j=1 Γ Pj ). Then, for some ( f ∗1 , . . . , f ∗n ) ∈ AP,
we have (νˆ1( f ∗1 ), . . . , νˆn( f ∗n )) = h(x) ∈
⋂n
j=1 Γ Pj . Suppose that ( f ∗1 , . . . , f ∗n ) ∈ APj
for some j . Then, we have (νˆ1( f ∗1 ), . . . , νˆn( f ∗n )) ∈ Γ Pj , a contradiction. Therefore,
( f ∗1 , . . . , f ∗n ) ∈
⋂n
j=1 APj . unionsq
3.2 Partitioning of a measurable space
The next condition is a departure from the hypotheses required in the literature on fair
division theory with additive utilities along the lines of Dubins and Spanier (1961)
and Weller (1985).
Definition 3.3 A vector −→ν = (ν1, . . . , νn) of individual utility functions satisfies the
closedness condition if the partition matrix range:
M(−→ν ) = {(νi (A j ))1≤i, j≤n ∈ Rn×n | (A1, . . . , An) ∈ Pn}
is closed in Rn×n .
Lemma 3.1 Let A0 be the set of μ-equivalence classes of partitions, that is:
A0 =
{
(χA1 , . . . , χAn ) ∈ [L∞(,F , μ)]n |
n∑
i=1
χAi = 1
}
.
Then, A0 is dense in A in the weak* topology.
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Proof Take any ε > 0 and ( f1, . . . , fn) ∈ A. Let −→λ 1, . . . ,−→λ n be finite-dimensional
vector measures whose component measures are in ca(,F , μ). Define the finite-
dimensional vector measure by −→λ = (−→λ 1, . . . ,−→λ n) and let m be the dimension of−→
λ . Proposition 2.1 guarantees that there exists a partition (A1, . . . , An) of  such
that λk(Ai ) = λk( fi ) for each k = 1, . . . , m and i = 1, . . . , n, where λk is the
k-th component of −→λ . Thus, χAi ∈ N ( fi ;
−→
λ i , ε) for each i = 1, . . . , n. Because
a neighborhood base N ( f1;−→λ 1, ε) × · · · × N ( fn;−→λ n, ε) of ( f1, . . . , fn) contains
a characteristic function (χA1 , . . . , χAn ), we conclude that A0 is dense in A in the
product weak* topology. unionsq
The central result of this paper is the following existence theorem of efficient envy-
free partitions, which demonstrates the compatibility of Pareto optimality and envy
freeness.
Theorem 3.2 Let μ1, . . . , μn be mutually absolutely continuous, nonatomic, finite
measures. If for an allocation problem E = 〈(,F), (νi )ni=1〉, νi is uniformly con-
tinuous, strictly μi -monotone for each i = 1, . . . , n and the closedness condition is
satisfied, then there exists a Pareto optimal envy-free partition.
Proof Let ( f1, . . . , fn) be a Pareto optimal envy-free allocation for Ê , established
in Theorem 3.1. As it follows from the weak* continuity of νˆi by Theorem 2.2, the
closedness condition and Lemma 3.1 that:
M(−→ν ) = {(νˆi ( f j ))1≤i, j≤n ∈ Rn×n | ( f1, . . . , fn) ∈ A},
there exists a partition (A1, . . . , An) such that νˆi ( f j ) = νi (A j ) for each i, j =
1, . . . , n. It is evident that (A1, . . . , An) is a Pareto optimal envy-free partition for
E . unionsq
When each νi is equal to μi in Theorem 3.2, the uniform continuity, the strict
μi -monotonicity and the closedness condition are automatically satisfied. Hence, the
Weller’s result (see Weller 1985) follows from our theorem as a special case. The
significance of the closedness condition on the utility possibility set for the existence
of equilibria in an exchange economy with an infinite-dimensional commodity space
with topological vector lattices was pointed out by Mas-Colell (1986). Likewise, in
the allocation problem E = 〈(,F), (νi )ni=1〉, the closedness of the utility possibility
set (the partition range of −→ν ):
P(−→ν ) = {(ν1(A1), . . . , νn(An)) ∈ Rn | (A1, . . . , An) ∈ Pn}
plays a crucial role for the existence of fair partitions with nonadditive utilities. This
is emphasized by Sagara (2008); Sagara and Vlach (2010, 2011). For the existence
of efficient envy-free partitions in Theorem 3.2, we require the closedness of M(−→ν )
instead of the closedness of P(−→ν ), which is automatically satisfied by Proposition
2.1, whenever each utility νi is a nonatomic finite measure.
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Although no closedness condition is explicitly imposed in this theorem, the closed-
ness condition on the allocation range of
−→ˆ
ν = (νˆ1, . . . , νˆn) for Ê :
A(−→ˆν ) = {(νˆi ( f j ))1≤i, j≤n ∈ Rn×n | ( f1, . . . , fn) ∈ A},
is compact in view of the weak* compactness of A (see Lemma 3.1) and the uniform
continuity of each νˆi (see Theorem 2.1).
We stress that Theorem 3.2 requires no convexity assumption, as contrasted to Hüs-
seinov (2011), who showed the existence of Pareto optimal, group envy-free partitions
under convexity assumptions in a different setting. While we employ the uniformly
continuous utility functions on F , Hüsseinov (2011) dispenses with the use of util-
ity functions and deals with incomplete, nontransitive preferences on F induced by
individual preferences on a finite-dimensional consumption set determined by a finite
number of subjective attributes of elements F given by a finite-dimensional nonatomic
vector measure. Here, such a restriction is not imposed.
Example 3.1 Consider a 2 × 2 exchange economy given in Berliant et al. (1992).
Let μ be the Lebesgue measure on closed interval  = [0, 2] and decompose 
into two subintervals 1 = [0, 1] and 2 = (1, 2]. Define the measures μ1 and
μ2 by μ1(A) = μ(A ∩ 1) and μ2(A) = μ(A ∩ 2) for A ∈ F respectively.
The utility functions of individuals are given by ν1(A) = ϕ1(μ1(A), μ2(A)) and
ν2(A) = ϕ2(μ1(A), μ2(A)), where ϕi (i = 1, 2) is a real-valued function defined on
[0, 1] × [0, 1]. Each piece A ∈ F is characterized by the two “cardinal” attributes
evaluated by the two-dimensional vector measure (μ1, μ2). This economy is analogous
to an Edgeworth box economy.
Suppose that each ϕi is a strictly increasing, continuously differentiable, concave
function. Since μ = μ1 + μ2, it follows from Example 2.1 that each νi is uniformly
continuous. The strict μ-monotonicity of ϕi is a consequence of Example 2.2. The
closedness condition is satisfied by Lyapunov’s convexity theorem and the continuity
of ϕi . Therefore, weak Pareto optimal partitions coincide with Pareto optimal partitions
and there exists a Pareto optimal envy-free partition in the Edgeworth box economy.
4 Concluding remarks
The proof of Theorem 3.1 suggests a method for detecting envy-free allocations (parti-
tions) from the set of Pareto optimal allocations (partitions) in view of the observation
that every allocation in
⋂n
j=1 A j is Pareto optimal and envy free. This means that
one can obtain Pareto optimal envy-free allocations whenever, for each individual
j , one can determine every Pareto optimal allocation where no individual envies j .
Such a computational aspect might be useful for constructing a protocol for obtaining
Pareto optimal envy-free allocations, especially in the case where individuals’ utilities
are represented by a nonatomic probability measure. This is an interesting issue that
requires further research.
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5 Appendix
5.1 Uniform topologies on L∞
A binary relation U on L∞(,F , μ) is a subset of [L∞(,F , μ)]2. Its composition
with itself, U ◦ U, is defined by:
U ◦ U =
{
( f, h) ∈ [L∞(,F , μ)]2
∣
∣
∣
∃g ∈ L∞(,F , μ) :
( f, g) ∈ U and (g, h) ∈ U
}
.
The inverse relation U−1 of U is defined by:
U−1 = {( f, g) ∈ [L∞(,F , μ)]2 | (g, f ) ∈ U }.
The diagonal Δ = {( f, f ) ∈ [L∞(,F , μ)]2} is the identity relation on
L∞(,F , μ).
Definition 5.1 A family U of subsets of [L∞(,F , μ)]2 is a uniformity for
L∞(,F , μ) if it satisfies the following conditions.
(i) Δ ⊂ U for every U ∈ U .
(ii) U−1 ∈ U for every U ∈ U .
(iii) For every U ∈ U there exists V ∈ U such that V ◦ V ⊂ U .
(iv) U ∩ V ∈ U for every U, V ∈ U .
(v) U ∈ U and U ⊂ V imply V ∈ U .
The pair (L∞(,F , μ),U) is a uniform space. A subfamily B of a uniformity
U is a base for U if for every U ∈ U there exists V ∈ B such that V ⊂ U . For
U ⊂ [L∞(,F , μ)]2 and f ∈ L∞(,F , μ), define U ( f ) = {g ∈ L∞(,F , μ) |
( f, g) ∈ U }. The uniform topology τU of L∞(,F , μ) is the family of subsets of
L∞(,F , μ) given by:
τU = {O ⊂ L∞(,F , μ) | ∀ f ∈ O ∃U ∈ U : U ( f ) ⊂ O},
where the neighborhood base of f is the family {U ( f ) | U ∈ B}. Let X be a subset
of L∞(,F , μ). The relative uniformity UX for X is the family:
UX = {U ∩ (X × X) ⊂ [L∞(,F , μ)]2 | U ∈ U}.
It induces a uniform topology τUX on X that coincides with the topology induced by
τU .
We present the following result from Kelley (1955, Theorem 6.26) as adapted to
our context.
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Theorem 5.1 Let (L∞(,F , μ),U) be a uniform space and X be a subset of
L∞(,F , μ). If f : X → R is uniformly continuous, then there exists a unique
uniformly continuous extension fˆ : cl X → R of f , where cl X is the closure of X
with respect to the uniform topology for (L∞(,F , μ),U).
There are many different uniformities for L∞(,F , μ). Our focus here is on
the uniformity for L∞(,F , μ) that is consistent with the weak* topology of
L∞(,F , μ). The existence of such uniformity is guaranteed by the following result.
Proposition 5.1 The family B of all subsets U of [L∞(,F , μ)]2 given as:
U = {( f, g) ∈ [L∞(,F , μ)]2 | |μi ( f ) − μi (g)| < ε, i = 1, . . . , m}
for some m ∈ N, μ1, . . . , μm ∈ ca(,F , μ) and ε > 0, is a base for a uniformity for
L∞(,F , μ).
Proof The family B is a base for a uniformity for L∞(,F , μ) if and only if it satisfies
the following conditions. (See Kelley 1955, Theorem 6.2.)
(i) Δ ⊂ U for every U ∈ B.
(ii) For every U ∈ B there exists V ∈ B such that V ⊂ U−1.
(iii) For every U ∈ B there exists V ∈ B such that V ◦ V ⊂ U .
(iv) For every U, V ∈ B there exists W ∈ B such that W ⊂ U ∩ V .
We verify that these conditions are satisfied for B.
(i): Obvious.
(ii): This follows from the symmetry U−1 = U for every U ∈ B.
(iii): Let U ∈ B be given by:
U = {( f, g) ∈ [L∞(,F , μ)]2 | |μi ( f ) − μi (g)| < ε, i = 1, . . . , m}
with m ∈ N, μ1, . . . , μm ∈ ca(,F , μ) and ε > 0. Take V ∈ B such that:
V =
{
( f, g) ∈ [L∞(,F , μ)]2 | |μi ( f ) − μi (g)| < ε2 , i = 1, . . . , m
}
.
If ( f, h) ∈ V ◦V , then there exists g ∈ L∞(,F , μ) such that ( f, g) ∈ V and (g, h) ∈
V . Thus, |μi ( f ) − μi (h)| ≤ |μi ( f ) − μi (g)| + |μi (g) − μi (h)| < ε/2 + ε/2 = ε
for each i = 1, . . . , m. This shows that ( f, h) ∈ U . Hence V ◦ V ⊂ U .
(iv): Let U, V ∈ B have the form:
U = {( f, g) ∈ [L∞(,F , μ)]2 | |μi ( f ) − μi (g)| < ε, i = 1, . . . , m}
with m ∈ N, μ1, . . . , μm ∈ ca(,F , μ) and ε > 0, and
V = {( f, g) ∈ [L∞(,F , μ)]2 | |λ j ( f ) − λ j (g)| < ε′, j = 1, . . . , n}
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with n ∈ N, λ1, . . . , λn ∈ ca(,F , μ) and ε′ > 0. Define the (m + n)-dimensional
vector measure by −→θ = (μ1, . . . , μm, λ1, . . . , λn). Then, the intersection U ∩ V
contains the set W ∈ B given by:
W =
{
( f, g) ∈ [L∞(,F , μ)]2
∣
∣
∣
|θk( f ) − θk(g)| < min{ε, ε′}
k = 1, . . . , m + n
}
,
where θk are component measures of
−→
θ . unionsq
Let (L∞(,F , μ),U) be the uniform space with the base B for U given in Propo-
sition 5.1. By construction, the sets of the form:
U ( f ) = {g ∈ L∞(,F , μ) | |μi ( f ) − μi (g)| < ε, i = 1, . . . , m}
with m ∈ N, μ1, . . . , μm ∈ ca(,F , μ) and ε > 0, constitute a neighborhood base
of f for the weak* topology of L∞(,F , μ). (See Subsection 2.2.) Therefore, the
uniform topology and the weak* topology coincide and the relative uniform topology
of X ⊂ L∞(,F , μ) coincides with the relative weak* topology of X .
5.2 The structure of the Pareto frontier
The next lemma is an immediate consequence of the Banach–Alaoglu theorem (see
Dunford and Schwartz 1958, Corollary V.4.3).
Lemma 5.1 A is weakly* compact in [L∞(,F , μ)]n.
Lemma 5.2 Suppose that νi is uniformly continuous and strictly μi -monotone for
each i = 1, . . . , n. Then, an allocation is Pareto optimal if and only if it is weakly
Pareto optimal.
Proof It is evident that Pareto optimality implies weak Pareto optimality. We show
the converse implication. Let ( f1, . . . , fn) be an allocation for Ê that is not Pareto
optimal. Then, there is an allocation (g1, . . . , gn) in A such that νˆi ( fi ) ≤ νˆi (gi ) for
each i and νˆ j ( f j ) < νˆ j (g j ) for some j . As νˆ j is strictly μ j -monotone by Theorem
2.2, there exists A ∈ F with μ(A) > 0 on which g j is positive. The mutual absolute
continuity of μ1, . . . , μn yields μi (A) > 0 for each i . By the weak* continuity of
νˆ j established in Theorem 2.1, there is ε ∈ (0, 1) such that νˆ j ( f j ) < νˆ j ((1 − ε)g j ).
Define hi ∈ L∞(,F , μ) by
hi =
{
gi + εn−1 g j if i = j,
(1 − ε)g j otherwise.
It is easy to see that 0 ≤ hi ≤ 1 for each i, hi ≥ gi and μi (hi ) = μi (gi ) + εμi (g j )/
(n−1) > μi (gi ) for i = j . By the strict μi -monotonicity of νˆi established in Theorem
2.2, the resulting allocation (h1, . . . , hn) satisfies νˆi ( fi ) < νˆi (hi ) for each i . Thus,
allocation ( f1, . . . , fn) is not weakly Pareto optimal. unionsq
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For every Pareto optimal allocation in Ê , an individual exists that no one envies.
This is a variant of the simple observation by Varian (1974), which plays an important
role in proving the existence of a Pareto optimal envy-free allocation.
Proposition 5.1 For every Pareto optimal allocation ( f1, . . . , fn) there exists j such
that νˆi ( f j ) ≤ νˆi ( fi ) for each i = 1, . . . , n.
Proof Take an arbitrary Pareto optimal allocation ( f1, . . . , fn). Suppose, to the con-
trary, that for each j there exists π( j) ∈ {1, . . . , n} such that νˆπ( j)( fπ( j)) < νˆπ( j)( f j ).
Then, the map π from {1, . . . , n} into itself defined by j 
→ π( j) satisfies π( j) = j
for each j . Thus, we have π s( j) = π s+1( j) and νˆπ s+1( j)( fπ s+1( j)) < νˆπ s+1( j)( fπ s ( j))
for every s = 0, 1, . . . , where π s is the s-th iteration of π with π0 the iden-
tity map on {1, . . . , n}. As the sequence {π s( j)}∞s=0 is contained in {1, . . . , n},
and hence finite, we have π s( j) = π( j)s−t for some integers s > t ≥ 0. Let
i0 = π s( j), i1 = π s−1( j), . . . , it = π s−t ( j) and I = {i0, . . . , it }. It is evident
that νˆi0( fi0) < νˆi0( fi1), . . . , νˆit−1( fit−1) < νˆit−1( fit ), and νˆit ( fit ) < νˆit ( fi0). Define
the allocation (g1, . . . , gn) by:
gi =
⎧
⎪⎨
⎪⎩
fik+1 if i = ik for 1 ≤ k ≤ t − 1,
fi0 if i = it ,
fi if i ∈ I .
It is obvious that the resulting allocation (g1, . . . , gn) satisfies νˆi ( fi ) < νˆi (gi ) for
each i ∈ I and νˆi (gi ) = νˆi ( fi ) for each i ∈ I. This contradicts the Pareto optimality
of ( f1, . . . , fn). unionsq
The weak* continuity of νˆi by Theorem 2.1 and the weak* compactness of A
by Lemma 5.1 guarantee that Γ is compact in Rn and that Γ P is nonempty and
closed by Lemma 5.2. It follows from the strict μi -monotonicity of νˆi that Γ P is
included in the boundary of Γ . Note also that Γ is comprehensive from below. That
is, (x1, . . . , xn) ∈ Γ and 0 ≤ (y1, . . . , yn) ≤ (x1, . . . , xn) imply (y1, . . . , yn) ∈ Γ .
Under our hypotheses, the Pareto frontier is homeomorphic to the unit simplex. The
following technique to demonstrate this significant property is based on the argument
developed by Hüsseinov (2009), Mas-Colell (1986), Sagara (2008).
Proposition 5.2 Define the function ρ : Δn−1 → R by
ρ(x) = sup{r ≥ 0 | r x ∈ Γ },
and let h : Δn−1 → Rn be defined by:
h(x) = ρ(x)x .
Then, h is a homeomorphism between Δn−1 and Γ P.
Proof It follows from the closedness of Γ that h(x) ∈ Γ . If h(x) ∈ Γ P, then there
exists y ∈ Γ such that h(x) < y. This implies that 0 ≤ (ρ(x) + ε)x < y for any
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sufficiently small ε > 0, and hence (ρ(x) + ε)x ∈ Γ . This contradicts the definition
of ρ. Therefore, h is a mapping from Δn−1 into the compact set Γ P. By the strict
μi -monotonicity of νˆi , it is evident that Γ contains a strictly positive vector. Hence,
ρ(x) > 0 for every x ∈ Δn−1 because Γ is comprehensive from below. It follows
easily from this that h is an injection.
We show that h : Δn−1 → Γ P is a surjection. To this end, choose any y ∈ Γ P. Note
that y is nonzero by the strict μi -monotonicity of νi . Define xi = yi/∑nk=1 yk for each
i . Then, we have x ∈ Δn−1 and y = ∑nk=1 yk x . Suppose that
∑n
k=1 yk = ρ(x). By the
definition of ρ(x) and the fact that
∑n
k=1 yk x ∈ Γ P, we must have
∑n
k=1 yk < ρ(x).
Thus, yi = ∑nk=1 yk xi ≤ ρ(x)xi for each i and y j =
∑n
k=1 yk x j < ρ(x)x j for some
j with x j > 0. This contradicts the fact that y ∈ Γ P in view of h(x) = ρ(x)x ∈ Γ P.
Thus we have
∑n
k=1 yk = ρ(x), and hence h(x) = y.
Since Δn−1 is compact, to complete the proof it suffices to show that h is con-
tinuous. This will follow if we show that ρ is a continuous function. To show the
upper semicontinuity of ρ, assume, by way of contradiction, that xk ∈ Δn−1 and
xk → x imply limkρ(xk) > ρ(x). Then, as ρ is bounded, there exists a subsequence
{xkm } of sequence {xk} such that ρ(xkm ) → r0 > ρ(x). The closedness of U implies
r0x ∈ Γ . But, r0 > ρ(x) contradicts the definition of ρ. To demonstrate the lower
semicontinuity of ρ, assume, by way of contradiction, that xk ∈ Δn−1 and xk → x
imply limkρ(xk) < ρ(x). Then, there exists a subsequence {xk′m } of {xk} such that
ρ(xk
′
m ) → r ′0 < ρ(x). Thus, {ρ(xk
′
m )xk
′
m } is a sequence in Γ P with the limit r ′0x not
in Γ P. This contradicts the closedness of Γ . unionsq
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