Using techniques borrowed from statistical physics and neural networks, we de-
The principal objective of this paper is a demonstration of the viability of a framework, based on ideas from statistical physics and neural networks, for attacking the protein threading problem. Our work points to the difficulty associated with a commonly used statistical procedure for determining such parameters. We present the results of threading and design tests and present a singular value decomposition (SVD) analysis of the parameters which elucidate the interplay between degree of burial and secondary structure propensities in the folding problem.
The challenge of the protein folding problem (1) (2) (3) (4) (5) is to deduce the native state structure and thence the functionality of a protein from the knowledge of the sequence of amino acids.
The successful completion of the human genome project has heightened interest in this problem. The information readily available as input are the sequences and native structures of a few thousand proteins (6) . Given an entirely new sequence, one needs to have a sound strategy for determining its native state structure. A simpler problem, threading (7) , relies on the belief that the total number of distinct folds in nature is only a few thousand (8) and attempts to match the new sequence with the best among a selection of possible native state structures. (A difficulty associated with threading is that due to steric constraints, one may not be able to mount a given sequence on a piece of a native structure of a different sequence. See, for example ref. 9) In order to assess the fit of a given sequence with a putative native state structure, one might use a coarse grained representation of the amino acids in a sequence and postulate a scoring function with a simple functional form. Perhaps the simplest such function is one which characterizes the propensities of the various types of amino acids to be in different environments:
where S is the score function which is a measure of the match of a sequence,s, and target structure,Γ, n(i, m) is the number of amino acids of type i in the environment m and ǫ(i, m)
is the score associated with it (10) . For a given amino acid i, each of the ǫ(i, m)'s may be shifted by the same arbitrary constant so that, without loss of generality, one may set m ǫ(i, m) = 0. The advantages of such an environmental scoring function over pair-wise interactions between amino acids are its simplicity and the far greater ease of incorporating gaps in both sequence and in structure.
Our focus is on determining the score quantifying the match of a sequence to a putative native state structure, the most common approach for which utilizes statistical considerations (11) (12) (13) , based on counting the number of amino acids in a given environment in the native state. Pioneering work by Bowie et al. (10) has shown that a simple statistically based approach with an environmental score leads to excellent results for the inverse folding problem.
Our studies used a training set of 387 proteins (see Table I in Supplementary Information) from the PDBselect (6, 14) consisting of sequences varying in length from 44 to 1017 with low sequence homology and covering many different 3D-folds according to the SCOP classification (15) . Additional criteria used in selecting the proteins in the training set were: a) the protein structure was obtained through X-ray crystallography, b) the structures were monomeric, c) the determined structures missed no more than two amino acids. The same criteria were used to obtain a test set of 213 distinct proteins ( Table 2 in Supplementary Information) with lengths ranging between 54 and 869. For each structure, we used a simple environmental classification which consists of the local secondary structure (α-helix, β-strand or other) and the exposed area evaluated as the ratio between the accessible area of each amino acid, X, of its native sequence (having this structure as its native state) and the corresponding area in a Gly-X-Gly extended structure. The values of the exposed area were divided into three categories of small, medium and large exposures corresponding to < 10%, 10 − 50%, and > 50% respectively. Thus the scoring function consists of nine parameters for each amino acid corresponding to each of the nine environments that it might be found in.
Materials and Methods
We begin by applying the ideas of Bowie et al. (10) to the threading problem. The statistical score ǫ s (i, m) associated with amino acid i in an environment m is readily deduced using the expression
where P (i, m) is the probability of finding an amino acid of type i in the environment of type m and P (i) is the probability of finding an amino acid of type i in any environment.
Both P (i, m) and P (i) are determined from a knowledge of the sequences and native state structures of the proteins in our training set. In order to assess the quality of the extracted scores, we carried out threading tests on all but the largest protein in the training set itself.
Each protein sequence was mounted on its own native state structure and on every fragment (of the correct length chosen without insertions and deletions) of all the larger proteins. The exposed area for the amino acid mounted on a fragment was assumed to be the same as that in the whole protein from which the fragment was extracted. As we shall see later, this may be a poor approximation when the size of the fragment is much smaller than the whole protein.
In each case, Eqn. (1) was used to determine the scoring function. While the technique is simple, the results of gapless threading tests are only moderate -the native state structure is correctly recognized for 69% of the proteins. In a recent paper, Baud and Karlin (16) considered 418 proteins and determined the frequencies of occurrence of the twenty amino acids in nine environments which were defined in a way similar to ours. We have converted their frequencies into statistical scores (which turn out to be similar to the statistical scores derived from our training set), using equation (2), and find 54 failures in our set of 213
proteins. This moderate performance may be due to the fact that the form of the scoring function is too simple. Support for this comes from earlier work which has pointed out the difficulty of determining the optimal interactions that stabilize the native state of even 1 protein (crambin) with a more complex scoring function involving 210 pairwise interactions (17). An alternative possibility, that the statistical approach is flawed (18) would be of more serious concern because such statistical schemes are commonly used in the protein folding problem.
We turn to a demonstration that an alternative strategy based on ideas originating in statistical physics and neural networks provides a powerful framework for tackling the thread- has information on competing structures as well. Our scheme is similar in spirit to that of previous work with the important differences that we consider an environmental scoring function instead of a pairwise contact potential and we optimize the energy gap without any normalization.
The total number of inequalities (one obtains the inequalities for each sequence in the training data set by considering as decoys all pieces of the native state structures of longer proteins in the training set) is over 13 million making the problem technically difficult. For a given protein, each decoy leads to a linear inequality of the form
D is the number of amino acids of type i found in the environment m in the given decoy. The perceptron procedure is a simple technique based on neural networks for simultaneously solving a set of such linear inequalities (29). We used this procedure to optimally choose the 180 parameters in order to ensure that the worst inequality (among the more than 13 millions) was satisfied as well as possible and that threading tests on the training set were 100% successful.
Results
We describe the results of several tests and a biological interpretation of these parameters:
Learning procedure versus statistical approach: Figure 1 shows a plot of the parameters determined using the statistical approach versus those deduced by the learning procedure. The poor correlation is consistent with the qualitatively different performance levels in threading. It underscores the fundamental difficulties of the statistical approach and points to the advantage of learning the optimized parameters in a systematically expanded parameter set.
Threading tests:
The couplings ǫ 387 (i, m) obtained based on learning the native states of the 387 proteins in the training set were subjected to threading on the test set containing 213 distinct proteins (Table II in (out of 31436 decoys for protein 1vqb of length 86). We have checked that around half of the failures are spurious for the case of the learned parameters and arise because the exposed areas for the winning decoy, which is a piece of the native state structure of a longer protein, is quite different from that determined for the whole protein. This effect of an inaccurate assignment of the exposed area is strong only for small sized proteins. The remaining failures (a total of 5 %) is likely due to the identification of genuine competitors to the native state or because the winning decoy is not a viable structure for the sequence under consideration (9) .
We also tested the ǫ 387 parameters on all 600 proteins (Table I and II in Supplementary Information) and the decoys obtained using all 600 native state structures. There were 57
failures whereas the statistically derived parameters resulted in 209 failures. We used the perceptron procedure (29) to learn the scoring parameters in order to ensure that the native state of all the proteins in the training and test set were recognized with 100 % success and the energies of all decoys were pushed up as much as possible compared to the native state energies. In the rest of the paper, we will use this refined set of optimal parameters ǫ(i, m) (Table I ) to carry out our further studies. Note that the sum of the first nine entries of each row in Table I is equal to zero and the sum of the squares of all such 180 entries has been chosen to be 180.
The native state of crambin (1crn) which was not part of the training set, is recognized in threading. This result is encouraging because of earlier difficulties in learning pairwise parameters for this protein (19). It should be noted, however, that a single amino acid mutation of 1crn, the protein 1cbn, was present in the basic learning set of 387 proteins.
As a further test, we selected 26 Globin proteins from the RCSB website (http://www.rcsb.org/pdb/) which were in the DEOXY form, which were not mutated and whose structures are resolved well. Strikingly, 23 of the 26 proteins correctly picked their own native state from among the millions of decoy conformations obtained from the fragments of the 600 proteins in the training and test sets described previously. For the 3 other cases, fragments from the Globin family were picked to be the best structure. Indeed, the scores of the Globin proteins on fragments of other Globin structures were generally lower than on fragments of structures of unrelated proteins underscoring the quality of our scoring function.
Biological interpretation of learned parameters:
Let us begin with a geometrical picture of ǫ(i, m), considered to be twenty vectors of nine components each. For a given amino acid i, the components of the nine-dimensional vector, labelled by the index m, capture the propensities of that amino acid to be in each of nine environments. Each environment may be thought of as representing an axis in an orthogonal 9-dimensional space. Singular value decomposition (28, 31) affords a simple prescription for dimensional reduction by the optimal choice of a new set of orthogonal axes. In this new reference frame, the original vectors span a lower-dimensional space and the axes may be conveniently rank-ordered in importance.
The SVD theorem (31) states that the 20 × 9 (non-square) matrix ǫ can be written as
where Y is a 20×9 dimensional matrix and V is a 9×9 dimensional matrix. The superscript T denotes the transpose matrix. The matrix Y is given by Y = UΣ, where Σ is a 20 × 9 dimensional matrix whose elements are all zero except for the diagonal terms, Σ n,n , n=1,...,9.
These diagonal terms are equal to the the square roots, σ n , of the common eigenvalues of The remaining amino acid, G, is dominated by the fifth mode. The first mode provides the overall dominant behavior and strongly distinguishes between the buried and exposed environments in a monotonic way regardless of the secondary structure -y (1) allows one to arrange the amino acids into buried and exposed groups depending on whether it is large and positive or large and negative. One may further subdivide the two basic groups of buried (B) and exposed (E) amino acid into subgroups: B 1 , B 2 , B 3 , E 1 , and E 2 . The division is illustrated in Figure 3 and corresponds to occurrences of more rapid variations in y (1) as one moves from one amino acid to the next. The key point is that the amino acids in B 1 have a strong tendency to be buried and the charged amino acid K in E 2 has a strong tendency to be exposed, and most of the amino acids are more sensitive to the degree of burial than to other considerations. This tendency for burial is usually associated with hydrophobicity in the protein folding problem (32) (33) (34) . The hydrophobic amino acids F, I, V, L, and A do belong to group B but this group also contains polar amino acids. Cysteine, C, shows the strongest propensity to be buried. It should be noted that a pair of C's may form a strong contact by establishing a disulfide bridge. Of the 896 C-C contacts generated in our study of 600 proteins, 402 had both C's buried whereas only in four cases were both of the C's exposed (independent of the secondary structure). This tendency alone yieds a high statistical score for C being buried. (Note that 37% of the structural sites of the 600 proteins are classified as buried, 40 % as medium, and 33 % as exposed). The learned score is even further accentuated because most of the decoys correspond to C being not buried and stability of the native state with respect to decoys is enhance by such an adjustment.
The remaining modes break the symmetry between the secondary structures. The second mode is neutral to α and favors (disfavors) β (loop) when the coefficient y (2) is negative. It shows a strong preference for amino acids, such as W, with a large negative y (2) to be in a β-strand with a large exposed area and for amino acids, such as D, with a large positive y (2) to be in loops with a large exposed area. The third mode introduces a preference for C, F, K, etc. to be in β-strands with medium exposure and for L, P, and A, etc. to stay either in exposed β-strands or in buried loops and avoid exposed helices.
Protein design: We turn now to an extension of our studies to protein design or the inverse folding problem. In analogy with equilibrium statistical mechanics, the probability that a sequences is housed in a structureΓ is given by (35-38)
where T , here, is a fictitious temperature, the score S has been assumed to play a role analogous to the energy and F , the free score, plays the role of the free energy. The key point is that in the limit of T → 0 and whenΓ is the native state structure ofs, P → 1. In this limit, therefore, the "free score" which is a function of the sequence alone approaches the score of the sequence in its native state. The last column of Table 1 shows the average contribution to the native state scores, S i , from each type of amino acid in the various environments. It is defined by
, where the sum is over the N i occurrences of amino acid i in the native state of all 600 proteins in the training and test sets. The zero "temperature" free score of a sequence may then be readily deduced without any knowledge of the structure, by adding up these contributions for the amino acids in the sequence. Figure 4 shows a plot of the native state score versus the sequence free score for all 600 proteins. The latter, which has no structure dependent information, provides a reasonable approximation to the actual native state score. We have verified that both are linearly proportional to the protein length and for the longer proteins, the native state score is somewhat higher than the free score due to the increasing tendency toward frustration as the sequence length increases. For design purposes, the free score provides a measure of the score one is entitled to expect in a typical native state structure and the lower the score in the target native state structure with reference to the free score, the better is the design.
Stability of cold shock proteins: We used the learned parameters to provide a molecular interpretation of the different thermal stabilities of a pair of cold shock proteins (39) , one of which is mesophilic Bacillus subtilis (Bs-CspB: 1csp) and the other thermophilic Bacillus caldolyticus (Bc-Csp: 1c9o). The former has a score of -34.80 in the native state, whereas the latter is more stable with a score of -41.64. More strikingly, the free scores are -28.64 and -27.97 respectively underscoring the much better design of the thermophilic protein. We also used the conformation space of all decoys to estimate the "heat capacity" of the two proteins as a function of temperature. The heat capacity which is a measure of the fluctuations in the score (viewed as an energy) shows a peak as a function of the temperature in both cases. The peak temperature, which is a measure of the folding transition temperature of the protein, of 1c9o is higher than that of 1csp, and reflects the better thermal stability of 1c9o in accord with the experimentally observed behavior (39) .
Conclusion
In summary, we have shown that a straightforward learning scheme leads to the determination of excellent environmental parameters which can be used in simple threading tests. Our results point to the danger of employing statistical procedures for estimating these 
