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We introduce a sampling theory for cyclic lattice invariant spaces in the context of locally
compact Abelian groups. The key element of the theory is a new periodization condition
which, for L a lattice in a group G , characterizes the L cyclic invariant subspaces V ⊆
L2(G) which allow sampling. When L is contained in a larger lattice L′, we characterize
the collection of L-invariant subspaces of L2(G) which are also L′-invariant. We use this
to show that, if V is cyclic with respect to both L and L′, then V admits sampling with
respect to L if and only if V admits sampling with respect to L′.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Consider the following example. Let ϕ,ψ ∈ L2(R) such that
ϕˆ = χ[0,1/2〉∪[1,3/2〉 and ψˆ = χ[0,1/2〉∪[3/2,2〉 :
Here, and, in general, we denote by fˆ the Fourier transform of f , so that, for f ∈ L1(Rd) ∩ L2(Rd), d ∈ N, we have
fˆ (ξ) =
∫
Rd
f (x)e−2π iξ ·x dx, ξ ∈ Rd.
Observe that we can apply the proof of the standard sampling theorem, using translations by half integers, to both functions
ϕ and ψ . It is not diﬃcult to see that we obtain sampling formulas in the following form:
f (x) =
∑
k∈Z
1
2
f
(
k
2
)
ϕ
(
x− k
2
)
, g(x) =
∑
k∈Z
1
2
g
(
k
2
)
ψ
(
x− k
2
)
,
for all f , g ∈ L2(R) such that supp fˆ ⊆ supp ϕˆ and supp gˆ ⊆ supp ψˆ (where supp denotes the set support of a function).
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integer translations. This gives us an even better sampling formula
g(x) =
∑
k∈Z
g(k)ψ(x− k),
which, in general, is not valid for f and ϕ . How do we explain such a difference? One may approach this question in several
ways. We would like to offer an explanation which, as far as we know, is new and leads to interesting results in a far more
general setting.
We denote the u-translation, u ∈ Rd, on L2(Rd), by Tu f (x) := f (x− u), x ∈ Rd, f ∈ L2(Rd). Consider the lattice Z and its
superlattice 12Z, together with the corresponding lattice invariant spaces:
〈 f 〉Z := span{Tu f : u ∈ Z} ⊆ 〈 f 〉 1
2 Z
:= span
{
Tu f : u ∈ 1
2
Z
}
.
We claim that the difference in the example above is the fact that 〈ϕ〉Z 
= 〈ϕ〉 1
2 Z
, while 〈ψ〉Z = 〈ψ〉 1
2 Z
. Indeed, this will be a
consequence of a theory addressing the following questions:
(1) Under what conditions are lattice invariant spaces also superlattice invariant?
(2) Is there a natural sampling theory associated with lattice invariant spaces?
The purpose of this article is to build such a theory. As it turns out, we can develop such a theory within the very general
framework of locally compact, separable, Abelian groups (for short, LCA groups).
In Section 2, we address Question 1 within R and Rd. This section also serves as the case study section for our main
technique, which is based on multipliers. Here we must emphasize that the topic of this article is partially inspired by a
recent article [1], where Question 1 is treated for the case of R. As a consequence, we shall revisit some of the results
from [1]. We believe there are several reasons to justify such an approach. First of all, our technique is signiﬁcantly different
from the one in [1] and provides us with a very simple and straightforward approach to Question 1 (and actually to
Question 2, as well). Secondly, our general technique applies almost unaltered to any LCA group. And thirdly, there is an
algorithmic quality to our approach. The case of Rd develops immediately from this and we recently learned that this has
been simultaneously done in [2] using different techniques. We do not go beyond the case of a lattice, while [2] treats more
general closed subgroups. Furthermore, the lattice case enables us to keep the algorithmic quality of our results, as well as
their applicability.
In Section 3, we introduce the general setting of LCA groups within which we shall treat both questions. As a springboard
for the Section 3 discussion, we develop R and Rd tools in Section 2. We give a complete answer to Question 1 in Section 3.
Here there is some overlap with [3], which developed simultaneously and followed a somewhat different approach.
In Section 4, we embark on the main issue of our article and treat Question 2 within band limited lattice invariant
spaces. For related ideas of sampling and shift invariant spaces, we refer the reader to [10] and the references therein (see
also [11]). One of the main features of our multiplier approach is the introduction of a new periodization type criterion
governing sampling theorems for band limited principal lattice invariant spaces (deﬁned precisely in Sections 3 and 4). We
establish sampling theorems of this type in their full generality in Section 5 and we offer brief discussion of some wavelet
type applications in Section 6.
2. Lattice vs. superlattice
We shall ﬁrst revisit the basic Abelian group R and the standard lattice Z ⊆ R. Let ψ ∈ L2(R). We use the following
well-known characterization of principal shift-invariant spaces (see [21,12])
〈ψ〉Z =
{
(νψˆ)∨: ν ∈ L2(T;pψ)
}
, (2.1)
where pψ(ξ) = pψ,Z(ξ) =∑k∈Z |ψˆ(ξ + k)|2, ξ ∈ R, T is the one-dimensional torus R/Z, and L2(T;pψ) is the usual space of
square integrable functions over the torus with respect to the measure pψ(ξ)dξ (observe that pψ is a 1-periodic function).
It is fairly obvious that 〈ψ〉Z = 〈ψ〉 1
2 Z
if and only if g := T 1
2
ψ ∈ 〈ψ〉Z . Since gˆ(ξ) = eξπ iψˆ(ξ), we obtain that g ∈ 〈ψ〉Z if
and only if there exists a unimodular 1-periodic function ν such that
ν(ξ)ψˆ(ξ) = eξπ iψˆ(ξ), (2.2)
for a.e. ξ ∈ R. It is fairly straightforward to analyze (2.2); notice that exp(ξπ i) is 2-periodic, but not 1-periodic. Therefore,
(2.2) is actually going to impose restrictions on the support set,
supp ψˆ := {ξ ∈ R: ψˆ(ξ) 
= 0}. (2.3)
In particular, if (2.2) is to be valid, we need at least∣∣[(supp ψˆ ∩ [0,1) + 1]∩ (supp ψˆ ∩ [1,2))∣∣= 0, (2.4)
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ples), then (2.4) is both necessary and suﬃcient, while, in general, we extend (2.4) periodically in an obvious way. Observe
that the ﬁrst function in Section 1 does not satisfy (2.4) while the second one does.
Going back to (2.2), we shall say that a measurable set H ⊆ R is a 12 -translation system if |F1 ∩ F2| = 0, where
F1 :=
⋃
j∈Z
(
E j1 − 2 j
)
, F2 :=
⋃
j∈Z
(
E j2 − (2 j + 1)
)
,
and, for every j ∈ Z,
E j1 := H ∩
([0,1) + 2 j), E j2 := H ∩ ([0,1) + (2 j + 1)).
When H = supp ψˆ , careful checking shows that
ν(ξ) :=
⎧⎨
⎩
eξπ i ξ ∈ F1,
−eξπ i ξ ∈ F2,
1 ξ ∈ [0,1〉\(F1 ∪ F2),
satisﬁes (2.2). Hence, (2.2) is valid if and only if supp ψˆ is a 12 -translation system.
It is not diﬃcult to extend the case n = 2 to the case of arbitrary T 1
n
,n ∈ N\{1}. Let us also observe that for every
generator ϕ ∈ 〈ψ〉Z (i.e., such that 〈ϕ〉Z = 〈ψ〉Z), we have, modulo a set of measure 0, supp ϕˆ = supp ψˆ (follows from (2.1),
for example), so we can, modulo null sets, talk about supp〈ψ〉Z := supp ψˆ .
Deﬁnition 2.1. Let n ∈ N\{1}. A measurable set H ⊆ R is a 1n -translation system if, for every 1 k,  n, k 
= ,
|Fk ∩ F| = 0,
where, for every j ∈ Z and every k ∈ {1, . . . ,n},
E jk := H ∩
([k − 1,k) + nj)
and
Fk :=
⋃
j∈Z
(
E jk − (nj + k− 1)
)
.
As in the case n = 2, when H = supp ψˆ , we use the function ν , deﬁned by
ν(ξ) :=
{
e2π i
k−1
n · e2π i ξn ξ ∈ Fk,
1 ξ ∈ [0,1)\(F1 ∪ · · · ∪ Fn),
to prove the following theorem (which, stated somewhat differently, appears in [1]).
Theorem 2.2. Let n ∈ N\{1} and ψ ∈ L2(R). Then, 〈ψ〉Z = 〈ψ〉 1
n Z
if and only if supp〈ψ〉Z is a 1n -translation system.
Remark 2.3. The following statements are easily derived from Deﬁnition 2.1 and Theorem 2.2:
(a) If H is a 1n -translation system and S ⊆ H is measurable, then S is a 1n -translation system.
(b) If f ∈ 〈ψ〉Z and supp〈ψ〉Z is a 1n -translation system, then supp〈 f 〉Z is a 1n -translation system.
(c) For n ∈ N\{1} and ψ ∈ L2(R) we have T 1
n
ψ ∈ 〈ψ〉Z if and only if T 
n
(〈ψ〉Z) = 〈ψ〉Z , for every  ∈ Z.
(d) If 〈ψ〉Z = 〈ψ〉 1
n Z
and m|n, then 〈ψ〉Z = 〈ψ〉 1
m Z
.
(e) Consider a prime p, say p = 5. Take H :=⋃4k=0[k + k5 ,k + k+15 ) ∪ [5,5 + 15 ) and ψ := (χH )∨ . For each n and each
k ∈ {1, . . . ,n}, let Fk be as in Deﬁnition 2.1. For n = 2 and n = 4, we have |F1 ∩ F2| > 0. For n = 3, |F1 ∩ F3| > 0, and, for
n 6, we have F1 = [0, 15 ) = F6. On the other hand, for n = 5, we obtain Fk = [ k−15 , k5 ), for every k = 1,2,3,4,5. Hence,
〈ψ〉 1
5 Z
= 〈ψ〉Z 
= 〈ψ〉 1
n Z
,
for every n ∈ N\{1,5}.
(f) If m,n ∈ N\{1} are relatively prime and 〈ψ〉 1
m Z
= 〈ψ〉Z = 〈ψ〉 1
n Z
, then 〈ψ〉 1
m·n Z
= 〈ψ〉Z .
The algebraic structure of the systems of 1n -translations is nicely illustrated when we consider the set
T (ψ) := {n ∈ N\{1}: T 1
n
(ψ) ∈ 〈ψ〉Z
}
,
where ψ ∈ L2(R). Clearly, there are three types of behavior:
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type-2: T (ψ) 
= ∅ and ﬁnite;
type-3: T (ψ) is inﬁnite.
Using previous results, it is easy to describe all three types in detail. For this purpose we deﬁne, for ψ ∈ L2(R) and k ∈ Z,
Gk = Gk(ψ) := supp ψˆ ∩ [k− 1,k), (2.5)
and
Ak = Ak(ψ) := Gk − (k − 1); (2.6)
obviously Ak ⊆ [0,1).
Theorem 2.4. If ψ ∈ L2(R), then the following are equivalent:
(a) T (ψ) is inﬁnite;
(b) |Ak ∩ A| = 0 when k 
= ;
(c) Tαψ ∈ 〈ψ〉Z , for every α ∈ R.
Proof. Multiplier techniques give us an easy proof. If T (ψ) is inﬁnite and k,  ∈ Z, k 
= , take n ∈ T (ψ) large enough so
that [k − 1,k) ∪ [ − 1, ) ⊆ (−n,n) and k ± n 
= . Then, with respect to 1n -translations, Ak ⊆ Fm1 , A ⊆ Fm2 and m1 
=m2.
Using Theorem 2.2, we obtain (a) ⇒ (b).
If (b) is valid, then the family {Ak} forms an a.e. partition of some measurable subset of [0,1). Hence, every multiplier,
in particular exp(2π iαx), can be adjusted (in an obvious way) to become a 1-periodic function with original values kept
unchanged on supp ψˆ . Therefore, (b) ⇒ (c). The last implication, (c) ⇒ (a), is obvious. 
Remark 2.5. There is a constructive quality to this approach. We can construct all functions ψ ∈ L2(R) with type-3 behavior.
Take an arbitrary ψ˜ ∈ L2(R) and an arbitrary a.e. partition {Bk: k ∈ Z} of [0,1〉. Let H :=⋃k∈Z(Bk + (k − 1)) and deﬁne
ψ ∈ L2(R) by ψˆ := χH · ˆ˜ψ .
Remark 2.6. We would like to emphasize another point, namely that one can not distinguish the three types of behavior
solely on the basis of the values of pψ (that is, without knowing the contributions of the various parts of the deﬁning sum
of pψ ).
For example, in the case of type-3 behavior, the numerical values of pψ on its support are unimportant; what matters is
that, for a.e. ξ ∈ Ak,pψ(ξ) = |ψˆ(ξ + (k− 1))|2.
Using Theorem 2.2 and Remark 2.3, we obtain directly the following characterization of type-2 behavior.
Corollary 2.7. If ψ ∈ L2(R), then T (ψ) is non-empty and ﬁnite if and only if there exists n ∈ N\{1} such that
T (ψ) = {m ∈ N\{1}: m|n}.
In particular, if n is prime, then T (ψ) = {n}.
Observe also that the points taken in Remarks 2.5 and 2.6 remain valid in this case. Take n ∈ N\{1}. There is a simple
construction which describes all ψ ∈ L2(R) such that n ∈ T (ψ). Take any ψ˜ ∈ L2(R) and any a.e. partition { F˜1, . . . , F˜n} of
[0,1). For k ∈ {1, . . . ,n}, take any a.e. partition of F˜k into sets F˜k, j , j ∈ Z. Deﬁne
E˜ jk := F˜k, j + nj + (k − 1)
and
H˜ :=
n⋃
k=1
⋃
j∈Z
E˜ jk.
Finally, deﬁne ψ ∈ L2(R) by ψˆ := χ ˜ · ˆ˜ψ ; observe that E j(ψ) = E˜ j ∩ supp ˆ˜ψ .H k k
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contributions of its parts”, i.e., the values of functions
ξ →
∑
j∈Z
∣∣ψˆ(ξ + k + nj)∣∣2,
where 1 k n.
We believe that our reader can make these two points for the type-1 behavior on her own, although in some cases type-
1 behavior can be recognized solely on the basis of pψ . We emphasize this in the following, the last among our introductory
results.
Corollary 2.8. If ψ ∈ L2(R), then T (ψ) = ∅ if and only if, for every prime number p, there exist k,  ∈ Z such that k 
≡  (mod p)
and |Ak ∩ A| > 0. In particular, if supp ψˆ contains the interval [0,2), then T (ψ) = ∅ (observe that this includes the case
supp ψˆ = R).
Let us now brieﬂy, before moving to the general case, visit the case of Rd , d ∈ N. This is also a good place to explain
some basic elements of our approach. At the heart of the above discussion of comparison of lattice shift-invariant spaces
for the lattices Z and 1nZ in R are the following ingredients:
(i) nZ is dual to 1nZ in the sense that ξ ∈ nZ if and only if ξx ∈ Z for each x= kn ∈ 1nZ, and {0,1, . . . ,n− 1} is a set of coset
representatives for Z/nZ.
(ii) With p
ψ, 1n Z
being the nZ-periodization of |ψˆ |2 we have
pψ,Z(ξ) =
n−1∑
j=0
p
ψ, 1n Z
(ξ + j),
and 〈ψ〉Z = 〈ψ〉 1
n Z
if and only if
p
ψ, 1n Z
(ξ)p
ψ, 1n Z
(ξ + j) = 0 a.e.
for 1 j  n− 1.
(iii) Algorithmic construction of examples satisfying the condition in (ii) is most easily achieved by regarding the nZ-periodic
function p
ψ, 1n Z
as a function on the nZ-tiling domain Cn = [0,n], while pψ,Z is regarded as a function on C1.
As we shall explain below, we have analogs of the ingredients (i)–(iii) for lattices in any LCA group G and all of the results
for R then extend easily to G . Already in the case of the group (Rd,+), d 2, one has to decide on the appropriate course
of action, since there are similarities with R, but also some differences (this is also important for comparisons with [2]).
Observe that there are three equivalent deﬁnitions of lattices subgroups L ⊆ Rd . Namely, L is the set of linear com-
binations with integer coeﬃcients of some vector space basis for Rd; L = aZd for some invertible d × d matrix a;
Rd/L is isomorphic to the d-torus Td = (R/Z)d . Trivially, Zd ⊆ aZd if and only if all entries of a−1 are integers. Also,
{ξ ∈ Rd: ξ · x ∈ Z ∀x ∈ aZd} = (a−1)T Zd . Hence, the dual of Zd (within the dual of Rd) can be identiﬁed with Zd ⊆ Rd . When
Zd ⊆ aZd , then (a−1)T Zd/Zd is a ﬁnite group of order N , so one can choose a set of coset representatives {βi: 0 i  N −1},
with β0 = 0, for this group. One can expand the Zd-tiling domain C = [0,1]d to the tiling domain C ′ = ⋃N−1i=0 (C + βi)
with respect to the dual of aZd . For the compact group Td and its dual group Zd (in the sense of Fourier analysis), lattice
subgroups L ⊆ Td are merely ﬁnite subgroups with lattice duals, say L⊥ , being subspaces of Zd with Zd/L⊥ ≈ L.
Let us emphasize an important difference between lattices in R and lattices in Rd,d 2. Lattices 1nZ are not just lattices
which contain Z, they describe all closed, proper, additive subgroups which contain Z. For d 2, Kronecker’s theorem gives
us that closed subgroups of (Rd,+) are isomorphic to groups of the form Rd1 × Zd2 , where d1,d2 ∈ N ∪ {0}, d1 + d2 = d.
Hence, not all of them are lattices. For M an arbitrary closed subgroup of Rd containing Zd , [2] provides structural conditions
on M and ψ governing when 〈ψ〉M = 〈ψ〉Zd .
In the literature, increasing attention is being paid to analogs of wavelet theory and shift invariant space theory on either
Td or Zd . Our primary reason for using the rubric of LCA groups is eﬃciency: there is no need to give separate proofs of
lattice comparison results for vector groups R , or Td , or discrete groups Zd × Zn1 × · · · × Znk , since all that matters are that
they all satisfy analogs of the ingredients (i)–(iii). In addition, our reliance on various periodization functions provides tools
for addressing a variety of questions for multiply generated lattice invariant spaces.
3. General setting
It is convenient to systematically use additive notation for every abstract Abelian group and to use additive group models
for naturally arising multiplicative groups. Thus (Td,+) = ((R/Z)d,+) is an additive model for the direct product of d copies
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of the n-th roots of 1.
We say (G,+) is an LCA group if G is endowed with a separable, locally compact, Hausdorff topology, for which
(x, y) → x − y is continuous from G × G into G (although some authors drop the assumption of separability in deﬁn-
ing LCA groups, this results in unpleasant technical complications with non σ -ﬁnite measures and non-separable Hilbert
spaces). The ingredients of harmonic analysis on LCA groups (G,+) are well known and are established in standard texts
such as [19]. We will therefore be content with a quick review of these ingredients:
(i) There is a unique compact, connected subgroup K and a unique n ∈ Z+ = {0} ∪N for which the connected component
G0 of 0 may be described as the direct sum of K and a subgroup topologically isomorphic to Rn (a topological iso-
morphism is an algebraic isomorphism which is also a homeomorphism). Moreover, K is topologically isomorphic to a
closed subgroup of the Tychonoff product T∞ of countably many copies of T1. Then G/G0 is a discrete Abelian group
isomorphic to a quotient of the direct sum Z∞ of countably many copies of Z.
(ii) G is a compactly generated Abelian Lie group if and only if G is topologically isomorphic to a ﬁnite direct product of
copies of the building block groups R, T, Z and Zn , n 2. For most, if not all, practical applications, attention is limited
to compactly generated Abelian Lie groups and to T∞ .
(iii) A Haar measure on G (unique up to a positive scalar multiple) is a non-zero Borel measure λ for which λ(A+x) = λ(A),
for all x ∈ G and all Borel sets A ⊆ G . For every non-empty open set U with compact closure, 0 < λ(U ) < +∞.
(iv) The character group char(G) is the multiplicative group of continuous homomorphisms from G into S1. Relative to
the compact open topology, char(G) is a LCA group and, with ex(α) = α(x), x → ex is a topological isomorphism
from G onto char(char(G)). In keeping with our preference for additive groups, we take the dual group of G to be
a LCA group (Gˆ,+) for which there is a continuous bi-additive pairing map (ξ, x) → 〈ξ, x〉 from Gˆ × G into S1 such
that, with eξ (x) = ex(ξ) = exp(2π i〈ξ, x〉), ξ → eξ is a topological isomorphism from Gˆ onto char(G) and x → ex is a
topological isomorphism from G onto char(Gˆ) (obviously any two choices for Gˆ are related by a canonical topological
isomorphism). Gˆ is compact if and only if G is discrete.
(v) L ⊆ G is said to be a lattice in G if L is a topologically discrete subgroup of G for which TL = G/L is compact in the
quotient topology (in particular, L is countable). As a set, TL is in 1–1 correspondence with every Borel subset C ⊆ G
which is an L-tiling domain, in the sense that
G =
⋃
∈L
(C + )
is a disjoint union; if desired, one can restrict attention to L tiling sets with compact closure. Each Haar measure λ
on G assigns the same number to every L tiling set; we denote this number by λ(TL) = |L|. There is a unique Haar
measure λL such that λL(TL) = 1. For L a lattice in G
L⊥ := { j ∈ Gˆ: 〈 j, 〉 = zero element in T, (∀ ∈ L)} (3.1)
is a lattice in Gˆ called the lattice dual of L.
(vi) For each Haar measure λ, there is a unique Haar measure λˆ on Gˆ for which
∣∣L⊥∣∣= 1|L| (3.2)
for some, then every, lattice L in G . Then the Fourier transform
f → fˆ (ξ) =
∫
G
f (x)e−ξ (x)dλ(x) (3.3)
extends from L1(G, λ) ∩ L2(G, λ) to a unique isometry F( f ) = fˆ from L2(G, λ) onto L2(Gˆ, λˆ). Moreover F−1g = gˇ is
given by
gˇ(x) =
∫
Gˆ
g(ξ)ex(ξ)dλˆ(ξ),
when g ∈ L1(Gˆ, λˆ) ∩ L2(Gˆ, λˆ). Far and away the simplest proof of this Plancherel theorem for G and Gˆ employs Zak
transforms for lattices precisely in the elementary fashion used in the case of R (see [10,11,13]). The simplicity of the
proof underscores the universal applicability of Abelian Fourier analysis.
(vii) Observe that, for L a lattice in G , (L⊥)∧ ∼= TL . When L′ is a lattice with L ⊆ L′ , then L′/L ∼= TL/TL′ is both compact
and discrete, hence is a ﬁnite Abelian group. Then (L′)⊥ ⊆ L⊥ and L⊥/(L′)⊥ ∼= L′/L. So, with N the common order
of these groups we can pick sets {α0,α1, . . . ,αN−1} ⊆ L′ and {β0, β1, . . . , βN−1} ⊆ L⊥ of coset representatives for,
respectively, L′/L and L⊥/(L′)⊥ . We shall always choose α0 and β0 to be zero elements.
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G × L2(G) where (T y f )(x) = f (x− y) is translation of f by x and (My fˆ )(ξ) = e−y(ξ) fˆ (ξ) is modulation of fˆ by e−y . Hence,
y → T y is a representation of G on L2(G) which is unitarily equivalent to the representation y → My of G on L2(Gˆ). We
denote by TL and ML the restrictions of T and M , respectively, to a lattice L ⊆ G .
For ϕ,ψ ∈ L2(G), L and L′ lattices in G with L ⊆ L′ , N = card(L′/L), C a L⊥-tiling domain in Gˆ , and m a locally
integrable L⊥-periodic function on Gˆ , we have:∫
TL⊥
mdλˆ =
∫
C
mdλˆ,
[ϕˆ, ψˆ]L⊥(ξ) :=
∑
k∈L⊥
(ϕˆ ¯ˆψ)(ξ + k). (3.4)
Observe that [ϕˆ, ψˆ]L⊥ ∈ L1(TL⊥ , λˆ) and
〈ϕ,ψ〉L2(G,λ) = 〈ϕˆ, ψˆ〉L2(Gˆ,λˆ) =
∫
TL⊥
[ϕˆ, ψˆ]L⊥ dλˆ. (3.5)
We shall make frequent use of the following notations:
pψ,L := [ψˆ, ψˆ]L⊥ ,
supp ψˆ := {ξ ∈ Gˆ: ψˆ(ξ) 
= 0},
Ωψ,L := support of pψ,L = {ξ − k: ξ ∈ supp ψˆ,k ∈ L⊥},
C ′ =
N−1⋃
j=0
(C + β j) (3.6)
is an enlargement of C to an L⊥-tiling domain. We also have
pψ,L(ξ) =
N−1∑
j=0
pψ,L′(ξ + β j), (3.7)
for ξ ∈ Gˆ (or TL⊥ ), and
Ωψ,L =
N−1⋃
j=0
(Ωψ,L′ − β j). (3.8)
We start with the case of a principal shift invariant space with respect to a lattice. As before, for a lattice L ⊆ G and
ψ ∈ L2(G, λ), the cyclic (or principal) L-shift invariant space, denoted by 〈ψ〉L , is the closed subspace of L2(G, λ) spanned by
TL(ψ) := {Tψ:  ∈ L}. The multiplier interpretation is still valid (see [13]), i.e., ϕ ∈ 〈ψ〉L if and only if ϕˆ = μψˆ , where μ
is an L⊥-periodic function for which μψˆ ∈ L2(G, λ). The trivial case ψ ≡ 0 is not of much interest, so we shall consider
only the case of non-zero ψ . Basic properties of such spaces can be traced back all the way to [6] and [7], with essentially
the same arguments. For example, if we take μ to be a unimodular multiple of
ψˆ√
pψ,L
· χΩψ,L , (3.9)
we obtain the description of all ϕ ’s (with ϕˆ = μψˆ ) such that TL(ϕ) is a Parseval frame for 〈ψ〉L = 〈ϕ〉L (see [12] and [13]
for the terminology and more elaborate study). Observe also that, for ϕ,ψ ∈ L2(G, λ) and y ∈ G, 〈T yϕ,ψ〉L2(G,λ) is the “y-th
Fourier coeﬃcient” of a function [ϕˆ, ψˆ]L⊥ ∈ L1(TL⊥ ). This gives us the following characterization of orthogonality:
〈ϕ〉L ⊥ 〈ψ〉L ⇔ [ϕˆ, ψˆ]L⊥ = 0 a.e. (3.10)
We have the following general version of the theorem we already observed for R and anticipated for Rd,Td and Zd .
Theorem 3.1. Let L ⊆ L′ be lattices in G such that {β0, β1, . . . , βN−1} is a complete set of coset representatives for L⊥/(L′)⊥ , with
β0 = 0. If N  2 and ψ ∈ L2(G, λ) is a non-zero element, then the following are equivalent:
(i) 〈ψ〉L = 〈ψ〉L′ (i.e., 〈ψ〉L is also L′-invariant);
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= 0 for some k ∈ L⊥/(L′)⊥} is a λˆ-null set;
(iii) {ξ ∈ Gˆ: pψ,L′(ξ) · pψ,L′(ξ + βi) 
= 0, for some i ∈ {1,2, . . . ,N − 1}} is a λˆ-null set;
(iv) {Ωψ,L′ − βi: i = 0,1, . . . ,N − 1} is a λˆ-a.e. partition of Ωψ,L .
Proof. Observe that L⊥ is countable and the set in (iii) is the union of the sets Q + , where  runs through L⊥/(L′)⊥ .
The equivalence of (ii) and (iii) follows. Similarly, the equivalence of (iii) and (iv) follows directly from (3.8). It remains to
prove the equivalence of (i) and (ii).
Assume (i) ﬁrst. Fix k ∈ L⊥/(L′)⊥ and select  ∈ L′/L for which e(k) 
= 1. By (i) and the properties of the multiplier
representation, there is an L⊥-periodic function μ for which e = μ a.e. on supp ψˆ . For ξ ∈ Qk := (supp ψˆ) ∩ (supp ψˆ − k),
the fact that e(ξ + k) 
= e(ξ), while μ(ξ + k) = μ(ξ), means that eψˆ and μψˆ are not equal at either ξ or ξ + k. Hence,
λˆ(Qk) = 0. Since L⊥/(L′)⊥ is ﬁnite, λˆ(Q ) = 0.
Assume (ii). Put R := supp ψˆ\Q . Then {R + L⊥, Q + L⊥, Gˆ\Ωψ,L} forms a partition of Gˆ . Consider any (L′)⊥-periodic
multiplier ν . Deﬁne μ to be zero on(
Q + L⊥)∪ (Gˆ\Ωψ,L).
For ξ ∈ R and k ∈ L⊥ , we either have k ∈ L⊥/(L′)⊥ , in which case ξ +k /∈ supp ψˆ , or k ∈ (L′)⊥ , in which case ν(ξ) = ν(ξ +k).
Hence, we can deﬁne μ to be L⊥-periodic on Gˆ with μ = ν a.e. on supp ψˆ . 
Remark 3.2. Observe that, as in the Euclidean case, there is an algorithmic quality to the proof and the result above. Using
the following algorithm, we can construct all cyclic L-shift invariant spaces V which are also L′-shift invariant:
(a) Choose an L⊥-tiling domain C .
(b) Choose disjoint measurable subsets F0, F1, . . . , FN−1 of C .
(c) For every 0 i  N − 1, choose measurable subsets Eki ⊆ Fi + βi + k,k ∈ (L′)⊥ , such that Fi =
⋃
k∈(L′)⊥ (Eki − (βi + k)).
(d) Choose ψ ∈ L2(G, λ) such that supp ψˆ =⋃0iN−1,k∈(L′)⊥ Eki .
One can avoid redundancy by insisting that ψˆ > 0 on
⋃
0iN−1 E0i and that pψ,L is 1 on F0 ∪ F1 ∪ · · · ∪ FN−1. Observe
that the last requirement ensures that TL(ψ) is a Parseval frame for 〈ψ〉L and is an orthonormal basis when F0 ∪ F1 ∪ · · · ∪
FN−1 = C a.e. It is not diﬃcult to prove that if we add to (c) the following condition we will obtain spaces V such that
there is no lattice L′′ L′ for which V is L′′-shift invariant:
(e) For each non-zero β in L′ , there is at least one index pair (i,k) such that λˆ(Eβ+ki ∩ (Eki + β)) > 0.
As before we obtain:
Corollary 3.3. If L is a lattice in G and ψ ∈ L2(G, λ) is such that ψˆ 
= 0 a.e., then there is no lattice L′ L for which 〈ψ〉L = 〈ψ〉L′ .
Remark 3.4. Observe that one can interpret the algorithm above in probabilistic terms, which provides us with a property
simple to memorize and simple to implement. Using the notations of Theorem 3.1, take
C ′ =
⋃
0iN−1
(C + βi),
an (L′)⊥-tiling domain. We can order (L′)⊥ into a sequence j0, j1, . . . . Take k ∈ N∪ {0} and deﬁne Dk :=⋃0hk(C ′ + jh).
It follows that λˆ(Dk) = (k + 1)λˆ(C ′) = (k + 1)N . On the other hand, (supp ψˆ) ∩ Dk is the disjoint union of sets Ei, jh , where
0 i  N − 1,0 h k, and λˆ(Ei, jh ) λˆ(Fi). This implies λˆ((supp ψˆ) ∩ Dk) (k+ 1)
∑N−1
i=0 λˆ(Fi) k+ 1, i.e.,
λˆ[(supp ψˆ) ∩ Dk]
λˆ(Dk)
 1
N
, (3.11)
for every k (notice that Dk ↗ Gˆ , as k ↗ +∞). We can interpret (3.11) as saying that ψ will satisfy Theorem 3.1 if, for sets
“regular and large enough” the probability that a randomly chosen point in the set will belong to supp ψˆ is less than 1N .
We shall complete this section by making brief comments about the case of non-cyclic L-shift invariant spaces (compare
with [3] for some overlap on the dimension function treatment, via ﬁber techniques; here we continue with the multiplier
approach). We use several results developed in [22,21,16,17] and [20].
A closed subspace V  L2(G, λ) is an L- shift invariant space if T(V ) = V , for every  ∈ L. For such a space, the set
HV :=
{
x ∈ G: Tx(V ) = V
}
(3.12)
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invariant. Otherwise, HV is a non-discrete subgroup of G . For a given closed subgroup H of G , one can use Stone’s theorem
to characterize (via tensor products) L-shift invariant spaces V for which HV = H . We shall not go into more details on
this matter, partially since we do not see much application value in the case of non-discrete H .
Let V be an L-shift invariant space. A family Φ = {ϕi: i ∈ I} is an orthogonal Parseval frame generating set for V over L
(for short, OPFG for V over L ) if TL(Φ) is a Parseval frame for V (see, for example, [20] for terminology) and if 〈ϕi〉L ⊥
〈ϕ j〉L whenever i, j ∈ I, i 
= j. This holds if and only if
[ϕˆi, ϕˆ j]L⊥ = δi jχsupp(pϕi ,L) a.e. (3.13)
This is a well-known fact, since the bracket product satisﬁes properties similar to an inner product and one can apply the
Gram–Schmidt process.
There is an a.e. well-deﬁned L⊥-periodic function dimV ,L : Gˆ → N ∪ {0,+∞}, called the dimension function for V over L,
such that
dimV ,L =
∑
i∈I
pϕi ,L a.e., (3.14)
for every OPFG {ϕi: i ∈ I} for V over L. We denote ‖dimV ,L ‖∞ by rV ,L and call it the rank of V over L. Observe that rV ,L
is the minimal cardinality for generating sets of V over L (and it is at most ℵ0, i.e., +∞). It is not diﬃcult to see that the
sets of the form
Ω
(k)
V ,L := dim−1V ,L
({k}), 0 k rV ,L, (3.15)
form a partition of Gˆ . Let us denote the characteristic function of Ω(k)V ,L by χk . Then ϕ → (χk · ϕˆ)∨ deﬁnes an orthogonal
projection P (k) = P (k)V ,L from V onto an L-shift invariant space V (k) = V (k)L  V (observe, V (k) = {θ} if and only if Ω(k)V ,L is a
null set). It follows that
V =
⊕
1krV ,L
V (k), (3.16)
and there exists an OPFG Φ = {ϕi: i ∈ N and i  rV ,L} for V over L, such that the elements of Φ “are ordered by support”,
i.e., ϕ(k)i := P (k)ϕi,1  i  k, and ϕ(k)i := 0, i > k, form an OPFG Φ(k) := {ϕ(k)i : 1  i  k} for V (k) over L. Hence, pϕk,L is
equal a.e. to the characteristic function of⋃
1ik
Ω
(i)
V ,L =
{
ξ ∈ Gˆ: dimV ,L(ξ) k
}
a.e.
Example 3.5. Let L ⊆ L′ be lattices in G and β0 = 0, β1, . . . , βN−1 a complete set of coset representatives for L⊥/(L′)⊥ . Let
ϕ ∈ L2(G, λ) and consider V = 〈ϕ〉L′ an L-shift invariant space. We also assume that pϕ,L′ is a.e. the characteristic function
of a set. We denote Ωϕ,L′ by Ω ′ and Ωϕ,L by Ω . Then
pϕ,L(ξ) =
N−1∑
i=0
pϕ,L′(ξ + βi) =
N−1∑
i=0
χΩ ′(ξ + βi) a.e. (3.17)
As before, if C ⊆ Gˆ is an L⊥-tiling domain, then χi := χC+βi+(L′)⊥ is (L′)⊥-periodic, ϕi := (χiϕˆ)∨ is in V , and
V = 〈ϕ0〉L ⊕ · · · ⊕ 〈ϕN−1〉L. (3.18)
It is not diﬃcult to deduce that {ϕi: 0 i  N − 1} is an OPFG for V over L and
dimV ,L =
N−1∑
i=0
dimV ,L′(ξ + βi); (3.19)
see [8] for a version of this formula.
This example provides us also with the typical case for the following theorem.
Theorem 3.6. Suppose L ⊆ L′ are lattices in G and β0 = 0, β1, . . . , βN−1 is a complete set of coset representatives for L⊥/(L′)⊥ . If V
is an L′-shift invariant space, then, for every OPFG Φ = {ϕ j: j ∈ J } for V over L′ ,
dimV ,L(ξ) =
∑
j∈ J
pϕ j,L(ξ) =
∑
j∈ J ,0iN−1
pϕ j ,L′(ξ + βi) =
N−1∑
i=0
dimV ,L′(ξ + βi) a.e.
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the theorem for Φ which is ordered by support; see also (3.14). Using (3.16), we obtain that V is the orthogonal direct sum
of the L′-shift invariant spaces V (k)L′ , 1 k rV ,L′ and that Φ(k) := P (k)V ,L′(Φ) is an OPFG for V (k)L′ over L′ . Hence, if V (k)L′ is
non-trivial, then Φ(k) = {ϕ(k)1 , . . . , ϕ(k)k } and we apply Example 3.5 and (3.19) to every 〈ϕ(k)i 〉L′ . 
A similar technique leads us to:
Corollary 3.7. Suppose L,L′, V , and V (k)L′ -s are as in Theorem 3.6. Then:
(i) rV ,L = rV ,L′ if and only if rV (k)L′ ,L  rV ,L′ , for every 1 k rV ,L′ ;
(ii) r
V (k)L′ ,L
= r
V (k)L′ ,L′
= k, for every 1 k  rV ,L′ , if and only if there exists an OPFG Φ = {ϕ j: j ∈ J } for V over L′ which is also an
OPFG for V over L and 〈ϕ j〉L′ = 〈ϕ j〉L , for every j ∈ J .
In order to understand better the above corollary, let us observe that we always have
rV ,L′  rV ,L  rV ,L′ + N.
4. Sampling spaces
We turn our attention now to the main topic of our article, which is a treatment of the second question from Section 1.
For recent advances in modern sampling theory see [4] and [5]. The commutative algebraic nature of sampling theorems has
been observed a long time ago, see [14]. Recently, see [9], sampling ideas have also been studied within non-commutative
frameworks. The connection between sampling and other elements of time–frequency analysis (including shift invariant
spaces) is also well documented, see [10] and [11], and the references within. Nevertheless, we offer new perspective into
the sampling theory of shift invariant spaces. We remain within the commutative structure, but our results are of interest
even in the simplest and most basic of cases. We offer a new and operative criterium as to when the principal shift
invariant space allows for a (necessarily unique) sampling function within its ranks. We start with the Euclidean case and
band limited functions (see [18] for recent advances on related subjects).
A function f : Rd → C is said to be band limited, denoted by f ∈ B= B(Rd), if f = Fˇ for some F ∈ L2(Rˆd) which vanishes
a.e. off some compact set. It follows that the closure of the support of F is then compact, and we denote it by K f (observe
that K f is uniquely determined modulo a null set). For N ∈ N, let CN := [− N2 , N2 ]d and BN := { f ∈ B: K f ⊆ CN }. Hence,
BN =
[
L2(CN)
]∨
and B=
∞⋃
N=1
BN . (4.1)
Observe also that, for f ∈ B and x ∈ Rd , we have
Tx f ∈ B and KTx f = K f . (4.2)
If ϕK = ϕK f := (χK f )∨ , then
f (x) = 〈 f , TxϕK 〉. (4.3)
It is immediate that f ∈ B vanishes at inﬁnity, satisﬁes
‖ f ‖∞  ‖ fˆ ‖1  |K | 12 ‖ fˆ ‖2 = |K | 12 ‖ f ‖2, (4.4)
and extends to a biholomorphic function on Cd such that f ∗ g ∈ B for all g ∈ L1(Rd).
We shall illustrate some of the important sampling issues for the well studied example of the Shannon sampling func-
tion. The d-dimensional sinc function is deﬁned by sinc(x) = sinc(x1, . . . , xd) =∏di=1 sinπxiπxi and (DN sinc)(x) = 1N d2 sinc(Nx)
deﬁnes the dilation of sinc by N . An elementary computation yields DN (sinc) = 1
N
d
2
χ∨CN ∈ BN . Note that DN is a unitary
operator from B1 onto BN .
The following facts concerning (B1,Zd, sinc) are well known and easily derived:
(i) {Tk(sinc): k ∈ Zd} is an orthonormal basis for B1; in particular, B1 = 〈sinc〉Zd .
(ii) (Whittaker–Shannon–Kotel’nikov or WSK sampling theorem) We have f ∈ B1 if and only if there exists (ck)k∈Zd ∈ 2(Zd)
such that
∑
k∈Zd ckTk(sinc) converges to f in L2(Rd). But then ck = f (k) and
f (x) =
∑
k∈Zd
f (k) sinc(x− k),
with pointwise uniform convergence.
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(iv) For f , g ∈ B1, ∑k∈Zd f (x− k)g(x− k) = 〈 f , g〉, for all x ∈ Rd . Also Zd convolution of f and g coincides with Rd convo-
lution in the sense that∑
k∈Zd
f (x− k)g(k) =
∫
Rd
f (x− y)g(y)dy.
Similar facts are obtained for (BN , 1N Z
d, DN sinc) merely by use of DNB1 = BN and DNTk = T k
N
DN . On the other hand,
m → mχC1 maps L2(T( 1N Zd)⊥ ) ≈ L
2(CN ) onto L2(C1). Hence, B1 = 〈sinc〉 1
N Z
d and { 1
N
d
2
T k
N
sinc: k ∈ Zd} is a Parseval frame
for B1. Then { 1Nd T kN sinc: k ∈ Z
d} is a frame for B1, {α J = ( J1N , J2N , . . . , JdN ): 0  J i < N − 1 for 1  i  d} is a set of coset
representatives for ( 1N )Z
d/Zd and application of the WSK sampling formula (ii) to f (x) = (T−α J f )(x+α J ), for each J , yields
the redundant sampling formula
f (x) = 1
Nd
∑
k∈Zd
f
(
k
N
)
sinc(x− k),
for all f ∈ B1.
Observe that, in this short analysis, the essential point is that Zd is a lattice and C1 is a tiling set. It is fairly obvious that
one can repeat all the steps above with any tiling set S ⊆ Rˆd; when S is bounded and [L2(S)]∨ ⊆ B. Several directions of
research are now possible, but we would like to concentrate on the connection between sampling theorems and multiplier
techniques to study shift invariant spaces.
We shall describe ﬁrst the multiplier representation of a principal shift invariant space within B. We need to recall some
facts and methods from complex analysis. It is not diﬃcult to prove the following result.
Lemma 4.1. If f ∈ B, then f is an analytic function of exponential type which vanishes at inﬁnity.
Observe also that, using (4.4), we easily obtain the following result.
Lemma 4.2. If ( fn)n∈N ⊆ BN , f ∈ BN , for some N ∈ N, and limn→∞ ‖ fn − f ‖2 = 0, then limn→∞ ‖ fn − f ‖p = 0, for every
2 p +∞.
From now on we shall denote the convergence as in Lemma 4.2 by: fn → f [2,+∞]. Observe that, for f ∈ B, we can
apply the formula
f (z) =
∫
K f
fˆ (ξ)e2π iξ ·z dξ
to extend f to Cd . We denote by DR , for 0 < R < +∞, the horizontal strip {z = x + iy ∈ Cd: |y|∞  R}. As in Lemma 4.1,
one can show that
f is holomorphic on Cd, (4.5)
and
f |DR is bounded and vanishes at inﬁnity. (4.6)
We thank one of the reviewers for his remark that the following well-known result is an easy consequence of the classical
Whittaker–Shannon–Kotel’nikov Theorem and the time invariance of the Paley–Wiener space. We provide an elementary
proof here for the convenience of readers and to emphasize the lattice nature of such results.
Theorem 4.3. If N ∈ N and f ∈ BN , then, for every x ∈ Rd,
∑
k∈Zd
∣∣∣∣ f
(
x− k
N
)∣∣∣∣
2
= Nd‖ f ‖22.
Proof. Observe that CN may be identiﬁed with Rˆd/NZd; the dual group of the lattice 1N Z
d . Using the Fourier series approach,
recall that{ e k
N
1
2
χCN : k ∈ Zd
}|CN |
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f
(
x− k
N
)
= 〈 fˆ ex, e− kN χCN 〉,
which gives us
∑
k∈Zd
∣∣∣∣ f
(
x− k
N
)∣∣∣∣
2
= Nd
∑
k∈Zd
∣∣∣∣
〈
fˆ ex,
e− kN
|CN | 12
χCN
〉∣∣∣∣
2
= Nd‖ fˆ ex‖22 = Nd‖ fˆ ‖22 = Nd‖ f ‖22. 
We present the following results in B1; all have fairly obvious corresponding versions in BN .
Theorem 4.4. Let c = (ck)k∈Zd ∈ 2(Zd) and let m be the unique Zd-periodic function on Rˆd whose (−k)-th Fourier coeﬃcient〈m, e−k〉L2(Td) is ck. For every ϕ ∈ B1 the following are valid:
(i) The series
∑
k∈Zd ckϕ(x − k) converges absolutely (and, therefore, unconditionally) and uniformly to an analytic function
fc : Rd → C vanishing at inﬁnity.
(ii) The function fc , obtained in (i), is in B1 if and only if mϕˆ ∈ L2(C1). If this is the case, then fˆ c =mϕˆ .
Proof. (i) Using Cauchy–Schwarz’s inequality and Theorem 4.3, we obtain∑
k∈Zd
|ck| ·
∣∣ϕ(x− k)∣∣ ‖c‖2(Zd) · ‖ϕ‖2,
i.e., the series converges absolutely. Hence, it converges unconditionally to a function fc : Rd → C. For every L ∈ N we
consider “the L-th approximation” f L,c :=∑|k|∞L ckϕ(x − k) of fc . Using Cauchy–Schwarz’s inequality again, we obtain
limL→∞ ‖ fc − f L,c‖∞ = 0. Hence, fc is continuous on Rd and vanishes at inﬁnity. By (4.5) ϕ and f L,c extend to holomorphic
functions on Cd . Using (4.6), observe that on strips DR , ( f L,c)L∈N approximates a holomorphic function which is an extension
of fc . By Morera’s theorem this limit is valid on entire Cd , which implies that fc is analytic.
(ii) Using the notation from (i) and mL :=∑|k|∞L cke−k , we obtain ( f L,c)∧ =mLϕˆ . For a ball B(0, R) = {x: |x| < R} of
radius 0 < R < +∞ in Rd , we have that ( f L,c) converges uniformly to fc on B(0, R). Hence∫
Rd
∣∣ fc(x)∣∣2 dx= lim
R→+∞
∫
B(0,R)
∣∣ fc(x)∣∣2 dx
= lim
R→+∞ limL→∞
∫
B(0,R)
∣∣ f L,c(x)∣∣2 dx
= lim
L→∞
∫
Rd
∣∣ f L,c(x)∣∣2 dx= lim
L→∞
∫
Rˆd
∣∣ fˆ L,c(ξ)∣∣2 dξ
= lim
L→∞
∫
Rˆd
∣∣mL(ξ)∣∣2 · ∣∣ϕˆ(ξ)∣∣2 dξ.
Using ER := {ξ ∈ C1: |ϕˆ(ξ)| R} ⊆ Rˆd instead of B(0, R), a similar argument shows that∫
Rˆd
∣∣m(ξ)∣∣2 · ∣∣ϕˆ(ξ)∣∣2 dξ = lim
L→∞
∫
Rˆd
∣∣mL(ξ)∣∣2 · ∣∣ϕˆ(ξ)∣∣2 dξ.
Hence,(‖ fc‖2 < +∞ ⇔ mϕˆ ∈ L2(C1)).
If this is the case, then the argument as above (with B(0, R)) shows that limL→∞ ‖ fc − f L,c‖2 = 0. Since mLϕˆ →mϕˆ a.e., as
L → ∞, and fˆ L,c =mLϕˆ , we conclude fˆ c =mϕˆ. 
The stage is now set for a generalized sampling theorem. We shall say that a closed subspace V of L2(Rd) is a band
limited PSIS if V is a Zd-shift invariant space generated by a single function and V ⊆ B. In such a case V = 〈ϕ〉Zd and there
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L2(CN ), of {mϕˆ: m =∑ﬁnite ckek is a trigonometric polynomial}. Hence,
( f ∈ V ⇔ fˆ =mϕˆ), (4.7)
where m is a measurable Zd-periodic function such that mϕˆ ∈ L2(CN ). It follows that V = 〈ψ〉Zd if and only if ψˆ =mϕˆ with
m 
= 0 a.e. on supp ϕˆ .
We will now introduce a new function, which plays a crucial role in our development of sampling theory for shift
invariant spaces. For ϕ ∈ B we denote the Zd-periodization of ϕˆ by σϕ , i.e.,
σϕ(ξ) :=
∑
k∈Zd
ϕˆ(ξ + k). (4.8)
Since ϕ ∈ B and the values of σϕ are determined on some Zd-tiling domain C , we conclude that σϕ is well deﬁned and that
there exists a minimal L ∈ N such that, for each ξ ∈ C , at most L of the terms ϕˆ(ξ +k) are non-zero. Using Cauchy–Schwarz’s
inequality, we obtain∣∣σϕ(ξ)∣∣ L 12 pϕ(ξ) 12 , (4.9)
for a.e. ξ . In the special case when ϕ also generates a PSIS V and ψ = (mϕˆ)∨ ∈ V , then
σψ =mσϕ and pψ = |m|2pϕ a.e. (4.10)
Furthermore, if V = 〈ψ〉Zd , then we can apply the same minimal L in (4.9) for ψ . Since, in such a case, supppψ = supppϕ ,
from (4.10) we obtain
|σϕ(ξ)|2
pϕ(ξ)
= |σψ(ξ)|
2
pψ(ξ)
 L, (4.11)
for a.e. ξ ∈ supp(pϕ) = supp(pψ). Using notations similar to those in Section 3, we denote this common support by ΩV and
denote the common function given in (4.11) by r = rV . Hence, for every generator ψ of V (i.e., V = 〈ψ〉Zd ) we have that rV
is a bounded and Zd-periodic function such that
rV = |σψ |
2
pψ
χΩV a.e. (4.12)
In order to understand the following result and its proof, one needs to recall that various properties of {Tkψ: k ∈ Zd}
within 〈ψ〉Zd (frames, basis, and alike) are determined via the function pψ . We shall not list them here, but refer our reader
instead to [12], where the results and basic references are given. We are now ready to prove the main result of this section;
the sampling theorem for band limited PSIS.
Theorem 4.5. If V is a band limited PSIS then there is at most one element ϕV ∈ V such that, for every f ∈ V ,
f =
∑
k∈Zd
f (k)TkϕV (4.13)
with convergence in the range [2,+∞]. If ϕV exists, then it is the unique generator ϕ of V such that σϕ = χΩV a.e. Finally, ϕV exists
if and only if supp(rV ) = ΩV a.e. and
1
rV
χΩV ∩Td ∈ L1
(
Td
)
.
Proof. If ϕ ∈ V satisﬁes (4.13), then obviously ϕ must be a generator for V . Hence, f ∈ V if and only if f = (mϕˆ)∨ for
some m ∈ L2(Td,pϕ). If this is the case, then
f (k) = 〈mϕˆ, e−kχsupp ϕˆ〉L2(Rˆd) = 〈mσϕ, e−k〉L2(Td).
Observe that |mσϕ |2 = |m|2|σϕ |2  |m|2Lpϕ , so mσϕ ∈ L2(Td). It follows that∑
k∈Zd
f (k)e−k =
∑
k∈Zd
〈mσϕ, e−k〉e−k
is the Fourier series of mσϕ ; and it converges to mσϕ in L2(Td). On the other hand,
∑
k∈Zd f (k)e−kϕˆ =
∑
k∈Zd f (k)(Tkϕ)∧
converges in L2(Rˆd) to fˆ = mϕˆ . By choosing an a.e. convergent subsequence, we conclude mσϕϕˆ = mϕˆ a.e. Since we can
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= 0 a.e. on ΩV , we conclude that σϕ = χΩV a.e. Observe that, for ψ = (mϕˆ)∧ , we have
σψ =mσϕ and
σψ = χΩV a.e. ⇔ m ≡ 1 a.e. ⇔ ϕ = ψ.
It follows that ϕ = ϕV is the unique member of V for which σϕ = χΩV a.e.
Suppose now that there exists a (necessarily unique) ϕ ∈ V with σϕ = χΩV a.e. Then rV = 1pϕ χΩV , so supp(rV ) = ΩV
and 1rV = pϕ is integrable on Td . Furthermore, since rV  L, we have that 1pϕ is also integrable on Td . Using [15] (see also
[12]), this implies that there is a biorthogonal dual system generated by
ϕ˜ :=
(
1
pϕ
χΩV ϕˆ
)∨
∈ V .
Hence, for every f ∈ V ,
f =
∑
k∈Zd
〈 f , Tkϕ˜〉Tkϕ.
Again, for f ∈ V we have f = (mϕˆ)∧ and f (k) = 〈mσϕ, e−k〉. Since σϕ = χΩV , f (k) = 〈m, e−k〉 is the (−k)-th Fourier coeﬃ-
cient of m. Therefore, the following computation gives us (4.13):
〈 f , Tkϕ˜〉 = 〈 fˆ , e−k ˆ˜ϕ〉 =
〈
mϕˆ,
e−k
pϕ
ϕˆ
〉
=
〈
m|ϕˆ|2
pϕ
, e−kχsupp ϕˆ
〉
(by periodization)
=
〈
mpϕ
pϕ
, e−k
〉
L2(Td)
= 〈m, e−k〉L2(Td).
Finally, suppose supp(rV ) = ΩV a.e. and 1rV χΩV ∩Td ∈ L1(Td). Take any generator ψ of V . Then
1
rV
= pψ|σψ |2
and both functions “live” on ΩV . In particular, this means that 1σψ χΩV ∩Td ∈ L2(Td,pψ), i.e., it is a valid multiplier. By
choosing
ϕ :=
(
1
σψ
χΩV · ψˆ
)∨
,
we obtain a generator ϕ of V such that
σϕ = χΩV a.e. 
Example 4.6. Consider E ⊆ Rˆd such that |E ∩ (E +k)| = 0, for every k ∈ Zd\{0}. Take ϕ := (χE)∨ and V := 〈ϕ〉Zd . Observe (see
[12]) that {Tkϕ: k ∈ Zd} forms a Parseval frame for V . Futhermore, σϕ = pϕ = χΩV a.e. and ΩV = E + Zd . Hence, ϕ = ϕV
and the sampling theorem follows.
Using this approach we can also specify various “grids” for our sampling theorem. Compare the following theorem with
the corresponding results (see [10], for example), where several restrictions are imposed on “density sets”.
Theorem 4.7. Let sd be the d-dimensional sinc function. Suppose S = {x j; j ∈ J } is a countable subset of Rd with the property that
B := {ϕ j := Tx j sd: j ∈ J } is a frame for B1 . Let us denote by B˜ = {ψ j: j ∈ J } the frame for B1 which is dual to B. Then, for every
f ∈ B1 ,
f =
∑
j∈ J
f (x j)ψ j,
with the range of convergence [2,+∞].
Proof. Observe that, for every x ∈ Rd and f ∈ B1, we have f (x) = 〈 fˆ , e−kχC1 〉 = 〈 f , Txsd〉. Hence, f (x j) = 〈 f ,ϕ j〉, for each
j ∈ J . If we denote the frame operator by FB , i.e., FB : B1 → 2( J ) and
FB( f ) =
(〈 f ,ϕ j〉) = ( f (x j)) ,j∈ J j∈ J
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obtain
f =
∑
j∈ J
f (x j)ψ j
with convergence in (B1,‖ ‖2). Lemma 4.2 completes the proof. 
5. The generalized sampling theorem
Let us revisit again the classical Whittaker–Shannon–Kotel’nikov (WSK) sampling theorem. The theorem deals with the
Z-invariant subspace V = 〈sinc〉Z of L2(R), where
sinc(x) =
1
2∫
− 12
e2π iξx dx= sinπx
πx
,
and it states that, for each f ∈ V ,
f (x) =
∑
k∈Z
f (k) sinc(x− k), (5.1)
with the series on the right converging uniformly on R, as well as in L2(R). As observed in Section 4, the proof of (5.1) and
its extension to Rd is elementary. Essentially the same argument proves that
f (x) =
∑
k∈L
f (k)(χE )
∨(x− k), (5.2)
when L is a lattice in a separable LCA group G , E is a measurable subset of Gˆ contained in a compact L⊥-tiling domain C ,
and f ∈ 〈(χE )∨〉L = L2(E)∨ . Again, the series in (5.2) converges to f both uniformly and in L2(G) with {Tk(χE )∨: k ∈ L} a
Parseval frame for V and f (k) = 〈 fˆ , e−kχC 〉 = 〈 fˆ , e−kχE 〉 = 〈 f , Tk(χE )∨〉. Observe also that for any lattice L′ ⊆ G containing
L, C is contained in the compact (L′)⊥-tiling domain C ′ =⋃N−1i=0 (C + βi) (see Section 3 for notations) and, by Theorem 3.1,
V = 〈(χE )∨〉L′ , so (5.2) continues to hold when we replace L by L′ .
The above discussion leads to the following two questions. Consider a cyclic L-shift invariant space V ⊆ L2(G) which is
band limited in the usual sense, i.e., for some (and then for every) generator ψ for V over L, ψˆ = 0 a.e. off some compact
K ⊆ Gˆ , and in order to extend the situation from the discussion above, no such K is contained in an L⊥-tiling domain. Does
there exist ϕ ∈ V for which (5.2) holds for every f ∈ V with ϕ replacing (χE )∨ ? When such a ϕ exists, does (5.2) continue
to hold for all lattices L′ ⊇ L for which V = 〈ψ〉L = 〈ψ〉L′?
We shall answer these questions in this section. Note that, as in the classical case, each f ∈ V is a bounded continuous
function with ‖ f ‖∞  |K | 12 ‖ f ‖2. Hence, sequences in V converging to f in L2(G) also converge to f uniformly on G .
Let V be a band limited cyclic L-shift invariant space with K a compact subset of Gˆ for which ϕˆ = 0 a.e. off K , for
each ϕ ∈ V . Let L = LV ,L be the ﬁnite number of elements j ∈ L⊥ for which |K ∩ (K + j)| > 0. As before, Ω = ΩV ,L is the
common support, modulo null sets, of pψ = pψ,L , for each generator ψ of V over L. Furthermore, let σψ = σψ,L be the
L⊥-periodization of ψˆ , i.e.,
σψ(ξ) =
∑
j∈L⊥
ψˆ(ξ + j),
and the sum on the right has at most L non-zero terms so, by the Cauchy–Schwarz inequality,
|σψ |2  Lpψ . (5.3)
It follows, again as before, that if ψ1 and ψ2 are generators for V over L, then ψˆ2 = mψˆ1, where m is a L⊥-periodic
multiplier which is non-zero a.e. on Ω . Since σψ2 =mσψ1 and pψ2 = |m|2pψ1 , we obtain
|σψ2 |2
pψ2
χΩ = |σψ1 |
2
pψ1
χΩ a.e.
We therefore have a bounded L⊥-periodic function r = rV ,L for which
r = |σψ |
2
pψ
χΩ a.e.,
for every ψ generating V over L. Using V ,Ω, L, σ and r as just introduced, we obtain the following generalized WSK
sampling theorem.
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a.e. Conversely, if there exists ϕ ∈ V with σϕ = χΩ a.e., then (5.2) holds for such a ϕ . There exists ϕ ∈ V with σϕ = χΩ a.e. if and only
if supp(r) = Ω and
1
r
χΩ ∈ L1(TL⊥).
Proof. The proof is similar to the proof of Theorem 4.5. Let us, therefore, focus only on basic steps.
Obviously, (5.2) does not hold for any ϕ ∈ V which is not a generator for ϕ over L. When ϕ generates V over L,
then f ∈ V if and only if fˆ = mϕˆ , for some L⊥-periodic function m with mp
1
2
ϕ ∈ L2(TL⊥ ). Since |σϕ |  L
1
2 p
1
2
ϕ , we have
mσϕ ∈ L2(TL⊥ ) and, by periodization, the integral
f (k) =
∫
Gˆ
(mϕˆ)(ξ)ek(ξ)dλˆ(ξ) =
∫
TL⊥
(mσϕ)ek
is the (−k)-th Fourier coeﬃcient of mσϕ . Hence, relative to any ordering of L, a subsequence of the partial sums of∑
k∈L f (k)e−kϕˆ converges a.e. to mσϕϕˆ . On the other hand, (5.2) holds for f and ϕ if and only if∑
k∈L
f (k)(Tkϕ)
∧ =
∑
k∈L
f (k)e−kϕˆ
converges to fˆ =mϕˆ in L2(Gˆ), and then a subsequence of the partial sums converges a.e. to mϕˆ . As before, we conclude
that ϕ satisﬁes (5.2), for every f ∈ V , if and only if σϕ = χΩ a.e. Obviously, at most one ϕ ∈ V satisﬁes this condition.
When σϕ = χΩ a.e., r = χΩpϕ a.e. is supported on Ω and
1
r
χΩ = pϕ ∈ L1(TL⊥).
The converse goes along the same lines as before, by taking a generator ψ for V over L with pψ = χΩ a.e. and then moving
to the generator ϕ = ( 1σψ ψˆ)∨ (observe that we need results from [13] here). 
Corollary 5.2. Let L and L′ be lattices in G with L ⊆ L′ , and let ψ ∈ L2(G) be a band limited function for which V = 〈ψ〉L = 〈ψ〉L′ .
Then, (5.2) holds for ϕ ∈ V relative to L if and only if (5.2) holds for ϕ relative to L′ .
Proof. Let β0 = 0, β1, . . . , βN−1 be coset representatives for L⊥/(L′)⊥ (see the notation in Section 3). Then ΩV ,L =⋃N−1
i=0 (ΩV ,L′ + βi) is a disjoint union, modulo null sets. It follows that, for ϕ ∈ V ,
σϕ,L(ξ) =
N−1∑
i=0
σϕ,L′(ξ + βi),
and, for ξ ∈ ΩV ,L′ , σϕ,L′(ξ + βi) = 0 for 1 i  N − 1. Hence
(σϕ,L = χΩV ,L a.e. ⇔ σϕ,L′ = χΩV ,L′ a.e.),
and the statement follows from Theorem 5.1. 
Example 5.3. Let G = R,L = Z. Each band limited Z-shift invariant cyclic space V  L2(R) with ΩV ,Z = T ≈ [0,1] can be
written in the form 〈ψ〉Z , where
ψˆ =
L∑
k=1
mkχ[k−1,k〉 +m−kχ[−k,−k+1〉,
for some L ∈ N and Z-periodic functions m−L, . . . ,m−1,m1, . . . ,mL , and
pψ,Z =
L∑
k=1
(|mk|2 + |m−k|2)= 1 a.e.
Without loss of generality (by using, if necessary, a measurable change of “interval coordinates”) we can assume |m1| 
= 0
a.e. Replacing, if necessary, ψˆ by μψˆ , with |μ| ≡ 1 a.e., we may assume m1 > 0 a.e. Observe that σψ,Z =∑Lk=1(mk +m−k),
with |σψ,Z|  2L a.e. Furthermore, for any Z-periodic function ν with |ν|  2L a.e., we can choose mj ’s so that ν = σψ,Z .
Then the generalized WSK sampling theorem holds for 〈ψ〉Z if and only if ν 
= 0 a.e. and
r = 1
2
∈ L1(T).|ν|
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ϕ ∈ V is given by ϕ = ( 1ν ψˆ)∨ . In such a case {Tkϕ: k ∈ Z} is a Riesz basis for V if and only if |ν| = |σψ,Z| is essentially
bounded away from zero a.e. Then
A = 1‖ 1ν ‖∞
and B = ‖ν‖∞
are the Riesz basis constants and the dual basis {Tkϕ˜: k ∈ Z} is obtained from ϕ˜ = [( 1ν2 )ϕˆ]∨ . Note also that f (k) = 〈 f , Tkϕ˜〉,
for every f ∈ V and every k ∈ Z. Furthermore, {Tkϕ : k ∈ Z} is an orthonormal basis for V only in the case when |ν| = 1 a.e.,
i.e., when
1=
∣∣∣∣∣
L∑
k=1
(mk +m−k)
∣∣∣∣∣
2
=
L∑
k=1
[|mk|2 + |m−k|2] a.e.
Finally, when L′ = 1N Z,N  2 and N > L, we have 〈ψ〉Z = 〈ψ〉 1N Z if and only if mj = 0 for j 
= 1 (see also Section 2). In
the case N  2 and N = L, we have 〈ψ〉Z = 〈ψ〉 1
N Z
if and only if mj = 0 for j 
= 1,−L. In the case N  2,N < L we have
〈ψ〉Z = 〈ψ〉 1
N Z
if and only if mj = 0 whenever j is not congruent to 1 mod L.
After careful development of pertinent, non-elementary, tools, one can formulate extensions of the results in this section
to non band-limited spaces. We have presented the band-limited case because of its simplicity and applicability.
6. Applications
Standard MRA aﬃne wavelet systems on L2(Rd) arise from the choice of an expanding integer matrix a ∈ GL(d,Z) and a
family (Vk)k∈Z of closed subspaces of L2(Rd) for which
(i) Vk ⊆ Vk+1, for each k ∈ Z;
(ii) g ∈ Vk ⇔ g(x) = f (x · ak), for some f ∈ V0;
(iii)
⋂
k0 Vk = {0} and
⋃
k1 Vk = L2(Rd);
(iv) V0 is a Zd-shift invariant space.
Observe that Vk is then an a−kZd-shift invariant space and Zd ⊆ a−kZd when k  0, while a−kZd ⊆ Zd for k  −1. In the
most interesting special case, when V0 = 〈ϕ〉Zd is a cyclic Zd-shift invariant space, {Tkϕ: k ∈ Zd} is an orthonormal basis if
and only if pϕ,Zd ≡ 1 a.e. In this case, W0 := V1 ! V0 = V1 ∩ V⊥0 has rank |deta| − 1. Again, the most interesting case is|deta| = 2, e.g., d = 2 and
a =
(
1 −1
1 1
)
.
Since modern wavelet theory has moved from the orthonormal case into redundant and oversampling cases, it is of interest
to also study Parseval frame MRAs. Let us for a moment limit our discussion to generalized Shannon wavelets, where V0
is band limited. We can apply our previous results to construct a variety of ON a-MRAs (Vk)k∈Zd and connect them with
lattices L′ = b−1Zd , where b ∈ GL(d,Z) and |detb|  2. Observe that we can consider the cases where V0 is a b−1Zd-
shift invariant space and where bab−1 ∈ GL(d,Z). Then it is not diﬃcult to see that we can use exactly the same Vk ’s in
passing from (a,Zd)-orthonormal wavelet systems to oversampled (a,b−1Zd)-Parseval frame wavelet systems. The important
addition is that we can construct such MRAs for which the generalized WSK sampling theorem holds. By allowing the
frequency band [−L, L]d to be large, one can construct such systems with reasonably good localization both in the space–
time domain and in the frequency domain.
Let us emphasize yet another point of view. Dilation-invariant subspaces are a natural analog of translation-invariant
spaces. Thus, if A is a countable Abelian subgroup of GL(d,R), the closed space V ⊆ L2(Rd) is DA-invariant if each of the
unitary operators Da f (x) := |deta|− 12 f (a−1x), a ∈ A, maps V onto V . Under mild regularity assumptions on the action
of A on Rd , there are measurable cross-sections C ⊆ Rd (for the orbits of the action), and one can, in principle, use an
appropriate logarithmic change of coordinates to convert the dilation action to a translation action. For example, under mild
restrictions on the spectrum of a, we have a = exp(lna) and we can generate A via elements exp(lnai),1 i  L1 + L2, with
t → ati = exp(t lnai) for 1  i  L1 and amii = id, for a minimal integer mi , when L1 + 1  i  L1 + L2. Then A becomes a
lattice subgroup of the Abelian Lie group G ≈ RL1 × TL2 , with Lie algebra G =∑L1+L2i=1 R lnai . With mild regularity conditions
on the action of G , the results of this article can be extended to this context. Let us also mention that we have discussed
further generalizations of lattice-invariant spaces in [13], via the generalized Zak transform (extending the idea of weights
pψ,L). Both the sampling theory and the phenomenon of oversampling spaces can then be developed in very general
spaces. If we add into consideration the case of composite wavelets, one is naturally guided toward the non-Abelian case.
H. Šikic´, E.N. Wilson / Appl. Comput. Harmon. Anal. 31 (2011) 26–43 43In summary, the theory presented in this paper provides a large arena for future development of the theory of reproducing
function systems on spaces acted upon by continuous Lie groups and their discrete, co-compact subgroups. Together with
some of our collaborators, we expect to address some of these directions in future publications.
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