Multicellular chemotaxis can occur via individually chemotaxing cells that are physically coupled. Alternatively, it can emerge collectively, from cells chemotaxing differently in a group than they would individually. We find that while the speeds of these two mechanisms are roughly the same, the precision of emergent chemotaxis is higher than that of individual-based chemotaxis for onedimensional cell chains and two-dimensional cell sheets, but not three-dimensional cell clusters. We describe the physical origins of these results, discuss their biological implications, and show how they can be tested using common experimental measures such as the chemotactic index.
Collective migration is ubiquitous in cell biology, occurring in organism development [1] [2] [3] [4] , tissue morphogenesis [5] and metastatic invasion [6] [7] [8] [9] . Collective migration often occurs in response to chemical cues in the environment, a process known as chemotaxis. The simplest way for cells to collectively chemotax is by individual detection and response to the chemical attractant: each cell measures the spatial difference in chemoattractant across its body and moves in the perceived direction of the gradient, while short-range coupling keeps the group together. Groups performing this type of individual-based chemotaxis (IC) are found not only in cell biology [10] but also in ecological systems such as bird flocks [11] . However, recent experiments have uncovered an alternative type of chemotaxis, in which cells grouped together chemotax differently than if they were alone [12] [13] [14] [15] . For example, outer cells may polarize while inner cells do not, a mechanism observed in neural crest cells [1] and considered in several recent modeling studies [13, 16, 17] . This type of emergent chemotaxis (EC) behavior seen in cell collectives presupposes a machinery within cells which allows for behavior to change once a cell is in a group. Since this machinery may come at a cost, this raises the question of whether EC offers any fundamental advantage over IC.
We address this question using simple physical models of EC and IC. Cell collectives respond to graded profiles of freely diffusing molecules, and we quantify the migratory behavior of one-dimensional (1D) cell chains, two-dimensional (2D) cell sheets, and three-dimensional (3D) cell clusters [ Fig. 1(a) ], configurations designed to mimic physiological multicellular structures such as filaments and ducts [7, 18, 19] . Collectives performing EC and IC are found to have very similar mean speed, with polarization strength scaling linearly with the number of cells regardless of chemotactic mechanism or dimensionality. However, 1D and 2D EC collectives have higher chemotactic precision than IC collectives: we find that for N cells, the relative error in EC scales as {N −2 , N −3/2 , N −1 } for 1D, 2D, and 3D, respectively, whereas in IC it scales as N −1 for any dimension. We explain the physical origin of this difference and discuss its implications.
We first consider IC [ Fig. 1(b) ]. Due to the chemoattractant molecules in the environment, each cell i becomes polarized with vector p i in its desired direction of motion [20] . The components of p i reflect the difference in concentration c( r, t) between the front and back of the cell in each respective direction. This concentration difference will fluctuate due to the particulate nature of diffusion. Focusing on this extrinsic source of noise, we treat each cell as a sphere of radius a through which molecules freely diffuse, akin to the "perfect instrument" described by Berg and Purcell [21] . The concentration difference is encoded internally as a weighted count of the molecules within the cell volume U i . The weighting function will depend on the sensory network, but will generally be positive at the front and negative at the back; here we choose cosine for simplicity. Orienting our coordinate system such thatẑ is parallel to the gradient, the components of p i become
where α ∈ {x, y, z}, and in spherical coordinates the cosine is w α = {sin θ cos φ, sin θ sin φ, cos θ}. The concentration is a random variable of the form c( r, t) = c(0, t) + r · g( r, t), which obeys regular diffusionċ = D∇ 2 c + η c with D the diffusion coefficient and η c the Langevin noise due to the diffusive fluctuations in concentration [22, 23] . The mean concentration isc( r) = c 0 + r · g, and first we consider a constant gradient g = gẑ that is shallow (ag c 0 ). Cells are assumed to preferentially adhere to one another, hence the polarization of a collective of N cells is the sum of its constituent cells' polarization vectors
The collectives exist at low Reynolds number, hence their velocity v is proportional to the motility force, and in turn the polarization P . Therefore, understanding the behavior of P will inform us of the collective migratory performance. We focus on two measures of performance: the mean and the relative error of the polarization in the gradient direction P z , where the relative error is defined
To investigate P z and 2 for the IC model, we first perform particle-based simulations of the chemoattractant in the presence of the permeable cells [24, 25] . We find that the total mean polarization P points solely in the gradient direction with equal magnitude regardless of dimensionality [ Fig. 2 (a), blue data points]. Indeed, Eq. 1 indicates that a single cell will have mean polarization proportional to the concentration difference across the cell, p i = πa 4 gẑ/3, regardless of the cell's location. Therefore the mean collective polarization is geometry-independent, depending only on the number of cells present,
as shown in Fig. 2 (a) (blue lines). We next investigate the relative error for IC collectives. Simulations show that the error decreases with cluster size as 2 ∼ N −1 for all three geometries [ Fig. 2 (b), blue data points]. Indeed this is the result that one would obtain if the cells were independent sensors [11] . However, they are not independent: their noise is correlated by fluctuations in the concentration [23, 26] . To understand why correlations do not affect the relative error we investigate the model analytically.
We linearize the concentration c( r, t) =c( r) + δc( r, t) as well as the cell polarization p i (t) = p i + δ p(t), and by Fourier transforming in both space and time we derive analytic expressions for Var[P z ] and thereby 2 [24] . Since 
p iz , the variance in the total polarization is a linear combination of all cell polarization variances and covariances present in the collective,
The variance and covariance for cells within the collective are derived from the power spectrum in polarization cross correlations, taking the general form
with T the cell's measurement integration time and Var[p iα ] = Cov[p iα , p iα ] [23, 26, 27] . Eq. 5 assumes that the integration time is larger than the timescale of molecule diffusion over the radius R of the collective, T τ D = R 2 /D, though we relax this assumption in later simulations. Following this procedure we find that V and C for IC are [24] 
Here n ij is the number of cell radii separating the centers of cells i and j, and Θ ij is the angle between the gradient direction and a line connecting the two cells. V IC scales with N since each cell is involved in gradient sensing. However, Eq. 7 reveals an angular dependence on the correlations between two IC cells. A pair of cells can be correlated or anti-correlated depending on their locations relative to the gradient. For example, if a pair of cells is parallel to the gradient then cos 2 Θ ij = 1, resulting in a negative covariance, indicating that their gradient measurements are anti-correlated. In contrast, if two cells are perpendicular to the gradient
Table I: Summary of scaling behavior. N dependence of the leading order term for the mean Pz , and the variance (V ) and covariance (C) contributions to the relative error 2 = (V + C)/ Pz 2 . C for EC in 2D has a log correction [24] .
then cos 2 Θ ij = 0, resulting in a positive covariance and correlations between the two cells. The resulting contribution of C IC to Var[P z ] is dimensionality-dependent since the angles made between pairs of cells is determined by geometry, whereas V IC is dimension-independent. For a 1D chain of IC cells, every pair is parallel to the gradient resulting in anti-correlated measurements which we find in total scale as N [24] . As dimensionality increases, more and more pairs of cells will be perpendicular to the gradient resulting in reduced anti-correlations in the collective. This culminates in 3D clusters having zero cell-cell covariance contribution to the total cluster variance [24] . This results in 2 ∼ N −1 regardless of dimensionality, indicating that IC cells behave as effectively independent gradient sensors, even with diffusionmediated cross-correlations. The scalings for V and C are summarized in Table I . The resulting 2 predictions are plotted in Fig. 2 (b) (blue lines), and we see excellent agreement with the simulations.
Next we turn our attention to EC, the mechanism in which grouped cells sense and migrate differently than individuals. Often cells in a cluster differentiate, with edge cells polarized and bulk cells unpolarized [2, 13] .
In accordance with previous studies [16, 17] , we assume that cell interactions are mediated by contact inhibition of locomotion [28] . The interactions result in edge cells polarized away from their neighbors, and interior cells that remain uninvolved in chemical sensing and do not polarize [ Fig. 1(c) ]. The edge cells polarize with strength proportional to the local concentration which, again like Berg and Purcell's perfect instrument [21] , is estimated by counting the molecules present within their cell volume. Hence we define the polarization of the ith cell in the collective as
wherer i points radially outwards from the collective. Eq. 8 dictates that p i is dependent on a cell's location relative to the collective. As illustrated in Fig. 1(c) , only the cells on the edge sense the chemoattractant, polarizing with a larger magnitude on the high concentration side of the collective, and the total polarization depends only on the cells along the edge:
Simulations for EC show that the mean polarization P z scales with N for all geometries [ Fig. 2 (a), red points] even though N edge is dependent on the dimensionality of the collective. Our analytical solution helps us understand this result. For 1D EC, only the two opposing cells are polarized so P can be solved for exactly, but for 2D and 3D we take the continuum limit of P = i p i , assuming the collective is much larger than a single cell R a [24] . The resulting expressions are
where the prefactors are f d = {8π/3, 2π 2 /3, 16π/9} for d = {1, 2, 3} dimensions, and for d = 1 we have taken N − 1 → N for large N . Eq. 9 is shown in Fig. 2 (b) (red lines), and we see good agreement. P z scales with N because it depends on the product of N edge ∼ N (d−1)/d and the distance spanned in the gradient direction R ∼ N 1/d , resulting in a mean polarization which is geometry invariant [13] .
Comparing EC and IC shows that P z ∼ N regardless of collective migration mechanism or geometry as seen in Fig. 2(a) . P z has the same parameter dependency for both EC and IC, namely a 4 g, which is the average change in the number of chemoattractant molecules across a cell. Although P z EC ≈ 6 P z IC meaning that EC speed is faster than IC, this relatively small difference may be difficult to detect in biological systems. Moreover, both mechanisms have the same N scaling. Does the same equivalence between EC and IC also hold for the relative error?
Interestingly, simulations show that the EC relative error does depend on geometry and in fact outperforms IC in terms of scaling in 1D and 2D [ Fig. 2 
Only in 3D does the relative error appear to scale the same as IC. In order to understand the dimension dependence of the EC relative error we again investigate the model analytically. Following the procedure outlined by Eqs. 4 and 5 we find analytic expressions for Var[P z ] = V + C for EC [24] ,
with Θ i the angler i makes with the gradient. Both V EC and C EC depend on dimensionality simply because N edge ∼ N (d−1)/d . From Eqs. 10 and 11 we see that V ∼ N edge , and that C depends on the angles edge cells make with the gradient. The angular dependence means that cells along the front and back sides of the cluster (relative to the gradient) are strongly anti-correlated since cos Θ i cos Θ j ≈ −1, whereas pairs of edge cells near the middle are very weakly correlated (cos Θ i cos Θ j ≈ 0). Unlike in the case of IC, the scaling of C with N increases with dimensionality [24] as summarized in Table  I , and the resulting 2 predictions show good agreement with the simulation results [ Fig. 2 
The dimension dependence of the EC relative error can be understood by thinking of the collective as one large detector whose sensory surface is comprised of two halves. If both halves were to take measurements of their local concentrations and then polarize in opposing directions with strengths proportional to their measurements, then 2 would depend on the size of each half a eff and their separation distance A eff according to 2 ∼ a −1 eff A −2 eff [26] . The size of each half is independent of N for a 1D chain (each half is a single cell), but it scales as a eff ∼ N 1/d for d = 2 or 3 dimensions. The separation distance scales with the radius of the collective for all d,
black lines], which agree with the scalings seen in simulations and analytics.
Thus, the physical origin of the advantage of EC over IC lies in how the errors scale with the collective size N . In IC, all N cells contribute to the sensing, and cross-correlations between them scale either linearly or sublinearly with N , leading to a scaling ∼ 1/ √ N that is characteristic of independent sensors. But in EC, only N edge ∼ N (d−1)/d cells contribute to the sensing, leading to a sublinear scaling with N of the variance contributions of the individual cells. The total variance of the collective, then, depends on the cross-correlations, which are geometry-specific: in 1D they are dwarfed by the individual variances, in 2D they are commensurate, and in 3D they dominate (Table I) . As a result, 1D and 2D EC collectives benefit from a variance that scales subextensively, i.e., sublinearly with N .
Our analytical treatment relies on several assumptions which we now relax using the simulations. In Fig. 2 the integration time T is larger than the timescale for molecule diffusion τ D . We find that reducing T to as much as two orders of magnitude smaller than τ D still results in the expected relative error scalings, with 1D and 2D EC outperforming IC [24] . Similarly, using an exponential concentration profile instead of a linear one does not change the relative error scaling behavior [24] .
In our model, IC polarization is adaptive to the background concentration as observed in the Ras signalling pathway for Dictyostelium discoideum chemotaxis [29] . On the other hand, our EC model is non-adaptive. Cell polarization increases with background concentration causing tension in the collective [ Fig. 1(c) ], as previously studied [16] . However, adaptive collective sensing has been observed in mammary epithelial cells [5] . Our EC model could be made adaptive by replacing the integrand in Eq. 8 with c( r + r , t) − c 0 . This change does not affect the properties of P since the background con-centration cancels out when summing over all edge cells, but it does remove the internal tension in the collective.
Besides the advantage revealed here in terms of chemotactic precision, another benefit of EC is in terms of cell differentiation. In EC only edge cells need to be involved in chemical sensing and polarization, freeing bulk cells from the obligation of receptor and protein production necessary for chemotaxis. Bulk cells are free to differentiate into other phenotypes, possibly serving different uses for the collective. This is in stark contrast with IC where every cell must be of the polarized phenotype, leaving no cells with the freedom to differentiate.
The two EC advantages of improved chemotactic precision and the possibility of cell differentiation may be why EC-style collective migration is more prevalent than IC. For example, EC has been observed in two dimensional collectives of malignant lymphocytes [13] and in border cell migration [2] . In cancer, metastatic invasion sometimes occurs in the form of chains of cells leaving the tumor with a leader cell at the front [7, 18] , analogous to our 1D EC model. Two-dimensional EC migration may also be implicated in tumorigenesis and metastasis in pancreatic ductal cells given the cylindrical surface-like geometry of pancreas ducts [19] .
How can our predictions be tested in experiments? The chemotactic index (CI), commonly defined as CI ≡ cos θ where θ is the angle between the trajectory and the gradient [30] , is actually a simple monotonic function of 2 . For small deviations from perfect chemotaxis, we have CI ≈ 1 − θ 2 /2 = 1 − Var[θ]/2. If v z and v x are the components of the velocity of the collective parallel and perpendicular to the gradient, respectively,
Therefore the relative error and chemotactic index are related as CI = 1 − 2 /2 for small errors. With this relationship the predicted scalings of 2 for EC and IC may be tested with chemotaxis experiments. Additionally, the CI scaling behavior could be used to determine whether an EC-or IC-style migration is at play in an unknown system.
We have shown how the fluctuations in a diffusing attractant concentration set physical limits to collective chemotactic performance. By focusing on two fundamental classes of collective chemotaxis, we have found that the mean speed scales with the size of the collective irrespective of the mechanism or geometry, but that an emergent mechanism outperforms an individual-based one for 1D and 2D geometries in terms of chemotactic precision. This advantage arises due to the ways that errors accumulate in the two mechanisms: in an emergent strategy, fewer cells contribute their sensory noise to the collective, and in 1D and 2D the cross-correlations between cells remain low, ultimately leading to a subextensive scaling of polarization variance with collective size. As such, the performance advantage is an inherent property of the emergent mechanism, and we suspect that it not only helps explain the prevalence of emergent chemotaxis in cellular systems, but that it also is detectable using standard measures such as the chemotactic index.
Supplementary Information for "Emergent versus Individual-based Multicellular Chemotaxis"
PARTICLE-BASED SIMULATIONS
We perform computational simulations in order to test the properties of EC and IC for one, two and three dimensional collectives. In the simulation, particles move randomly inside a 3D volume and boundaries are set to produce the desired concentration profiles. Cells are placed at fixed positions in the 3D volume in either one, two or three dimensional configurations. For a linear concentration profile, one boundary produces particles, and the opposing one is an absorbing boundary while all other boundaries periodic. For an exponential concentration, the same boundaries are used and particles are also allowed to degrade.
At each time-step of the simulation particles randomly move and are produced. In a given time-step particles move in a random direction with a probability p = D∆t/b 2 , with b the particle hopping distance, D the diffusion coefficient, and ∆t the time-step. A particle is produced during that time-step with probability q = k∆t, with k the production rate. The time-step ∆t is set such that p + q ≤ 1. In the case of an exponential concentration profile, particles may also degrade during a time-step. Particles degrade with probability r = β∆t, with β the degradation rate. In this case ∆t is set such that p + q + r ≤ 1.
The simulation code used for this paper can be found at https://doi.org/10.5281/zenodo.401040, and the most up-to-date version of the code can be found at https://github.com/varennes/particletrack.
ANALYTIC RESULTS
We consider collectives in one, two and three dimensions of radius R comprised of N cells. Each cell is taken to be a permeable sphere of radius a through which molecules of the surrounding chemical concentration c( r, t) can freely diffuse. The chemical concentration is taken to be c( r, t) = c(0, t) + r · g( r, t) (S1) with g parallel to the z axis. The chemical concentration obeys normal diffusioṅ
with D the diffusion coefficient, and η c the Langevin noise due to fluctuations in concentration. We linearize the concentration c( r, t) =c( r) + δc( r, t) withc
where c 0 is the mean concentration at the origin. The Langevin noise term η c , and the Fourier transformed fluctuation in the concentration δc( k, ω) have the following properties (see Ref. [23] of the main text):
Next, we define the cell polarization vectors for individual-based chemotaxis (IC) and emergent chemotaxis (EC). Collectives of N cells form shapes of different dimensionality: a chain of cells of length 2R (1D), a disc of cells with radius R (2D), and a sphere of cells of radius R (3D).
Individual-based Chemotaxis
In the IC mechanism, cells independently measure the chemoattractant gradient in order to set their polarization vector p. For a spherically-shaped cell with volume U i , p i is defined as
where α ∈ {x, y, z}, and in spherical coordinates the cosine is w α = {sin θ cos φ, sin θ sin φ, cos θ}. The x, y, z components are written as
where dΩ = sin θ dθ dφ . The r coordinates are relative to the center of the respective cell, and the r i coordinates are relative to the center of the collective. Using the mean concentration (Eq. S3) with a constant gradient g = gẑ, we calculate the mean polarization of a single cell: The means for the x and y components are p ix = p iy = 0 since they are perpendicular to the gradient. On average, cells performing IC migration will only polarize in the z direction. The mean for a collective of IC cells is P = π 3 a 4 gNẑ .
(S10)
Emergent Chemotaxis
In EC, cells along the edge of the cluster polarize outwards, whereas cells in the interior are not involved in chemical sensing and remain unpolarized:
wherer points radially outwards from the collective. In order to break down p i ( r, t) into component vectors we must be mindful of the dependence ofr i on the cell location. For an edge cell the unit vectorr i points in the direction of the cell's location in the collective,r i = sin Θ i cos Φ ix + sin Θ i sin Φ iŷ + cos Θ iẑ where Θ i is the polar angle made with the gradient direction and Φ i is the azimuthal angle along the collective. The cell component vectors are
with p i (t) = Ui d 3 r c( r, t) and i ∈ {N edge }. The total polarization of the collective, P = P x + P y + P z , is a sum of all the component vectors:
For an edge cell, the mean polarization is equal to the average number of molecules the cell counts within its spherical body:
where Θ i is the angle the cell's location makes with the gradient direction. The mean for a cluster of EC cells will depend on the dimensionality of the cluster. For a 1D chain of cells, only the two cells on the opposite ends of the chain are polarized, and P is the difference in the mean number of molecules counted in between the two edge cells:
In order to calculate the mean total polarization for two and three dimensional clusters we assume that the cluster size is relatively large (a R) and approximate the sum as an integral. For a 2D disc of cells the sum P = N edge i p i becomes an integral over the circumference of the cluster. The circumference and the total number of cells along the edge are related by 2πR = 2aN edge , and so a segment along the perimeter of length Rθ is equivalent in length to 2an with n the number of edge cells in that segment. Hence n = R 2a θ allowing us to write integrals for P (t) as
(S19)
The mean polarization will point only in the z direction with magnitude
Using the relation N = (R/a) 2 , the mean of the total polarization is
Similarly, in 3D we approximate the sum as an integral of the spherical surface of the cluster. A patch on the surface of area ΩR 2 encompasses n = ΩR 2 /(πa 2 ) edge cells. The total polarization can therefore be written as an integral over the surface of a spherical cluster:
For a spherical cluster, N = (R/a) 3 and the mean of the total cluster polarization is 3D : P = 16π 9 a 4 gNẑ .
(S22)
Variance in Cell & Cluster Polarization
Here we derive the variance in cell and collective polarizations. The first section gives a general outline for how this is done for either collective migration mechanism. The following sections will derive the specific expressions for IC, and EC and provide scaling arguments for 1D, 2D and 3D geometries.
General Outline
Since the total collective polarization is a sum of the cell polarization for IC or EC, the variance in the total polarization takes the general form:
with α ∈ {x, y, z}. In order to derive an expression for the variance in collective polarization we must first understand the fluctuations occurring in single cell measurements. The fluctuations in the i th cell's polarization vector are calculated by linearizing each component, p i,α (t) =p i,α + δp i,α (t) and taking the Fourier transform. The Fourier transform of δp i,α (t) takes the general form
where the functional form of f (θ i , φ i ) is dictated by the migration mechanism (EC or IC) and the component α.
The cross-spectrum between the i th and j th cells is δp * i,α (ω )δp j,α (ω) . Utilizing the cross-spectrum we can derive an expression for the variance and covariance in the long-time averaged cell polarization by calculating the power spectrum
The cell polarization variance and covariance is given by:
where T is the averaging time. With the above expressions for the cell polarization variance and covariance we can solve for Eq. S23 and in turn calculate the relative error for the whole collective. In subsequent sections we show the derivation only for the z component of the polarization since it is parallel to the gradient. The expressions x and y components will be equal to to the z component since the fluctuations in concentration are symmetric in each direction.
Individual-based Chemotaxis
For IC the variance in P z is
The Fourier-transformed fluctuations in IC cell polarization is
The cross-spectrum for the z-component between two cells is 
We can rewrite Eq. S30 by noting that only the relative locations of cell i and j are relevant for the cross-spectrum. Let r ij = x i − x j and r ij = | r ij |.
Plugging in Eq. S5 for δc * ( k , ω )δc( k, ω) and writing cos θ in terms of spherical harmonic Y 0 1 (x) yields
Plugging in the above expression for δp * i,z (ω )δp j,z (ω) into S ij,z (0) (Eq. S25) and using the specified mean concentration from Eq. S3:
We can break up the expression for S ij,z (0) into two terms: one dependent on the background concentration, the other on the gradient.
Let S 1 ij represent the background concentration term and S 2 ij represent the gradient dependent term in the power spectrum such that S ij,z (0) = S 1 ij + S 2 ij .
The following expansions will prove useful:
Starting with Eq. S34 we expand all the exponential terms, and we use these expansions in order to evaluate the angular integrals in S 1 ij .
The angular integrals overx andx eliminate the summations over l 1 , m 1 and l 3 , m 3 .
The product of the two spherical harmonics is
Therefore when evaluating thek integral in Eq. S39 only the l 2 = 0, m 2 = 0 and l 2 = 2, m 2 = 0 terms of the summation will be non-zero.
The integrals over x and x evaluate to: a 0 dx x 2 j 1 (kx) = 1 k 3 (2 − 2 cos(ak) − ak sin(ak)) ≡ 1 k 3 h(ak) .
4π (3 cos 2 Θ ij − 1). The angle Θ ij is the angler ij makes relative to the gradient directionĝ, cos Θ ij =r ij ·ĝ. The expression for S 1 ij reduces to
We can make the integral dimensionless by making the variable substitutions u ≡ ak and n ij ≡ r ij /a.
We can break up Eq. S42 into two integrals and evaluate them individually. Note that the exact solution to either integral depends parametrically on n ij and that n ij is the number of cells radii separating two cells. If we are evaluating the cross-correlations in one cell then i = j and n ii = 0; on the other hand, if i = j then n ij ≥ 2 in order to eliminate the possibility of overlapping cells. In either case the expression simplifies to:
Doing the same set of expansions for S 2 ij in Eq. S35, and performing the same kind of analysis reveals that the gradient depedendent term is asymmetric under exchange of i and j. Therefore when calculating the cluster polarization variance all the S 2 ij terms will cancel. The variance contributions V and C are
resulting in the IC collective total variance
as in Eqs. 6 and 7 in the main text. Next we will show how Eq. S46 scales for collectives in one, two and three dimensional configurations.
One Dimensional Chain
For a one-dimensional chain of IC cells each cell is aligned parallel to the gradient and the angular dependence of C IC (Eq. S45) vanishes,
We evaluate the sum:
with H N −1 approaches a constant for i ≥ 2. Therefore, we see that Var[P z ] scales with N for 1D IC collectives as in Table I of the main text.
Two Dimensional Sheet
For a two-dimensional sheet of IC cells, pairs of cells can now make a variety of angles with the gradient, and the angular dependence of C IC cannot be easily simplified. In order to find the N scaling for C IC we calculate the sum numerically. Since the covariances rapidly fall-off as 1/n 3 ij , we only track nearest neighbor pairs that are less than 3 cell radii apart. The resulting numerical solution to the sum in C IC is
Therefore the expression for C IC (Eq. S45) simplifies to
The covariance contribution, C IC , to leading order scales linearly with N . The total variance becomes
We see that for large N , Var[P z ] scales with N for 2D IC collectives as in Table I in the main text.
Three Dimensional Cluster
To obtain a scaling for C IC in a three dimensional cluster we assume that cluster is large, such that a R and N 1. For a given cell we can calculate its contribution to C IC by considering the covariance contribution it makes with a set of cells a fixed distance away from it. The equidistant cells form a spherical shell with the principal cell in the center. Adapting Eq. S45 for a cell and its spherical shell of covariance pairs yields:
with n shell the radius of the shell in terms of cell radii. Going to continuum we can calculate the contribution from the cell and all its pairs
In the last step, we see that the integral vanishes. Thus, the contribution from a single cell and its shell of pairs sum to zero. Repeating this argument for all cells in the cluster results in the total C IC = 0. Therefore for 3D clusters there is no covariance contribution to the total variance, and Var[P z ] = V IC ∼ N as in Table I of the main text.
Emergent Chemotaxis Clusters
For EC the variance in P z is
with Θ i the angle cell i makes with the gradient. The cross-spectrum for the z-component between two cells is
Following the same procedure as in the case of IC, we get an expression for S 1 ij for EC:
Since again S 2 ij = 0 by symmetry, the variance for any configuration of EC cells is
as in Eqs. 10 and 11 in the main text. The resulting total variance is
One Dimensional Chain For a one-dimensional chain of cells only the two cells on the opposing ends are polarized. The cell variance contribution to the total variance therefore does not change with increasing cluster size,
Therefore V EC ∼ N 0 for 1D collectives. For C EC the distance between the two edge cells increases by two cell radii for each cell added to the chain:
.
So C EC ∼ N −1 for 1D collectives. To leading order in N the total collective variance depends only on V EC :
and so Var[P z ] does not depend on collective size for 1D EC as in Table I of the main text.
Two Dimensional Sheet
In order to evaluate the variance for a two-dimensional disc of cells we will approximate the sums as integrals over the circumference of the disc as we did in evaluating the mean polarization. Assuming that a R Eq. S57 can be written as an integral
Using the relation N = (R/a) 2 yields
Hence for 2D EC, the variance contribution V EC scales as √ N . In order to determine how C EC scales with N we approximate the sums over i and j as a double integral, again assuming that a R.
Here ∆ = 2a/R is the anguler separation between two edge cells, and
is the number of cell radii separating two edge cells. Using this expression for n(θ 1 , θ 2 ) we evaluate the integral over The first and last integrals are equal to zero since the integrands are odd functions over the range [0, 2π]. With these results, the whole expression simplifies to
Keeping only the leading order terms in N yields
The resulting total variance is
which to to leading order scales as √ N log N as in Table I of the main text.
Three Dimensional Cluster
For the three-dimensional cluster, numerical methods must be used in order to find the scaling properties of the variance. We numerically evaluate the total variance (Eq. S59) on a cubic lattice and obtain the following results. The numerical results [ Fig. S1 ] show that V ∼ N 2/3 since the number of edge cells also scales as N 2/3 . We also find that C ∼ N ; the covariance contribution to the total cluster polarization grows linearly with N . For large clusters the N scaling dominates the behavior of Var[P z ]. Therefore, in 3D the leading order scaling for the variance is Var[P z ] ∼ N as in Table I of Simulations are performed to test model behavior when assumptions used to derive analytic results are relaxed. In Fig. S2(a) we relax the assumption that the integration time T must be larger than the timescale for diffusion τ D ∼ R 2 /D. We find that 2 scales the same way as previously predicted for both EC and IC, even when T = τ D /100. The only exception is that 2 for 3D EC [Fig. S2(a) , red circles] has a more negative power-law dependence on N than the expected ∼ N −1 . The shorter integration time results in decreased correlations between edge cells which when T > τ D results in C ∼ N . Hence with T < τ D the total variance is less dependent on C, and V ∼ N 2/3 becomes the dominant contribution to Var[P ]. This results in a steeper scaling of 2 closer to Var[P ]/ P 2 ∼ N 2/3 /N 2 = N −4/3 . Interestingly, we see that relaxing the assumption T τ D results in improved precision for EC over IC not just in 1D and 2D but also in 3D configurations.
In Fig. S2(b) we change the concentration profile from linear to exponential which has a mean concentration of c(z) = c 0 e −z/λ . The lengthscale λ = D/β depends on the diffusion coefficient and the molecule degradation rate β. In Fig. S2(b) the simulation results are for λ > a. We find that 2 is in very good agreement with our original analytic predictions. The only exception is that due to the exponential profile, P for 1D EC (Fig. S2(b) , red squares) is non-linear in N causing the relative error data to scale less steeply than the expected N −2 .
