Abstract-With the rising challenges in heat removal in integrated circuits (ICs), the development of thermal-aware computing architectures and run-time management systems has become indispensable to the continuation of IC design scaling. These thermal-aware design technologies of the future strongly depend on the availability of efficient and accurate means for thermal modeling and analysis. These thermal models must have not only the sufficient accuracy to capture the complex mechanisms that regulate thermal diffusion in ICs, but also a level of abstraction that allows for their fast execution for design space exploration. In this paper, we propose an innovative thermal modeling approach for full-chips that can handle the scalability problem of transient heat flow simulation in large 2-D/3-D multiprocessor ICs. This is achieved by parallelizing the computation-intensive task of transient temperature tracking using neural networks and exploiting the computational power of massively parallel graphics processing units. Our results show up to 35× run-time speedup compared to state-of-the-art IC thermal simulation tools while keeping the error lower than 1°C. Speedups scale with the size of the 3-D multiprocessor ICs and our proposed method serves as a valuable design space exploration tool.
I. Introduction
A N IMPORTANT side effect of the continued scaling and miniaturization of CMOS technology is the ever increasing device power density. The resulting difficulties in managing temperature, especially local hot spots, have been recognized as one of the major challenges for designers of electronic circuits in the latest technology nodes [1] . Although energy consumption is one of the main sources of temperature increase, a purely power-aware control and design is not an optimal solution to the thermal issues [2] . Power and energy are indeed regarded as cumulative quantities, whereas thermal issues appear because chips tend to warm-up in a nonuniform way, which leads to hot-spots and spatial gradients that can cause timing errors and physical damage. In fact, both spatial and temporal distribution of power consumption in integrated circuits (ICs) are relevant in the relationship between power/energy and temperature. As a consequence, thermal modeling and analysis has developed into a distinct area of study (with respect to power and energy modeling) that has gained considerable attention over the last decade due to the large power density increase in ICs [3] - [7] . In addition, the situation will be exacerbated by upcoming 3-D IC stacking [1] . 3-D stacking also brings disruptive and distinctive challenges related to thermal dissipation, which in this case involves cooling a volume instead of just cooling a planar IC surface [8] . In fact, neglecting thermal information during the design of 3-D ICs would imply excessive overdesign, due to the extremely conservative constraints that designers may impose in order to guarantee correct circuit operation under all possible running conditions and resulting temperature transients.
As a result, new thermal modeling technologies that can capture the transient thermal behavior of hardware elements and their interaction with the software running on them are required to enable thermal-aware chip design and validation of dynamic thermal management strategies. In addition to possessing sufficient accuracy to capture the complex mechanisms that regulate thermal diffusion and radiation, these novel thermal modeling approaches also need to have a sufficiently high level of abstraction that allows for fast execution [8] , [9] .
In recent years, a number of full-chip 2-D/3-D thermal simulators, based on finite-element and compact models, have been proposed that provide detailed temperature distributions [6] , [9] , [10] , [11] . However, thermal analysis using conventional methods is a resource-consuming and timeconsuming task that can be strongly influenced by accuracy requirements, as well as the complexity of the run-time 2-D/3-D IC execution scenario under study, making them unfeasible for large-scale IC design.
Nevertheless, recently graphics processors have become increasingly competitive in speed, programmability, and price. Graphics processing units (GPUs) have already been used to implement many computationally intensive algorithms in various areas, including high-performance computing, scientific computation, and image processing [12] - [14] . Indeed, the main advantage of GPUs over central processing units 0278 -0070/$26.00 c 2011 IEEE (CPUs) is the high computational throughput at a relatively low cost, which is achieved through their massively parallel architecture. Hence, efficient GPU usage and exploitation have already been identified as the next breakthrough in electronic design automation (EDA) tools [15] .
However, it is difficult to structure algorithms to take advantage of massively parallel processors, such as GPUs. Even if existing thermal models of ICs can potentially exhibit a high level of parallelism, it is difficult to translate this parallelism into an efficient software implementation on commodity GPUs-only one attempt has been proposed until today [8] . Even though this approach has not yet been validated for real 3-D ICs with liquid cooling support, this paper outlines the potential capabilities of GPUs for thermal modeling. Therefore, novel GPU-friendly modeling technologies and capabilities are needed to support accurate and fast 2-D/3-D full-chip thermal analysis and simulation.
In this context, neural networks (NNs) can represent an optimal parallelizable solution to this problem. NN is an information processing method that was inspired by the way biological nervous systems, such as the brain, function to process information [16] . It is composed of a large number of highly interconnected processing elements (neurons) working in unison, and can be trained to solve complex problems, such as thermal modeling of specific IC layouts [17] . On one hand, NNs are very flexible and can be trained to mimic the behavior of any physical system with relative ease of implementation. On the other hand, a major drawback of NNs is their potentially long training time (several hours or even days) because they are very computation and dataintensive [18] . Nevertheless, their capacity to execute a large number of operations simultaneously and with relatively low data transfer makes them a potentially attractive concept for GPU computing [19] .
Therefore, in this paper our goal is to utilize and exploit the power of GPUs, in combination with NNs, to develop a fast and accurate thermal modeling approach for transient thermal analysis of 2-D/3-D ICs. The main contributions of this paper are the following.
1) We present a new full-chip thermal modeling technology based on NNs and GPUs. The model is transient and can accurately predict the temporal evolution of both planar and 3-D chip temperatures. We have validated the accuracy of the model by comparing our results with 3D-ICE [9] , a state-of-the-art thermal simulation tool for 3-D ICs. 2) We propose a methodology for the optimal training of the proposed NNs for thermal modeling. The one-time training is performed using state-of-the-art (but slow) thermal modeling tools. This step enables the removal of the unnecessary state variables in our presented NNbased thermal model (such as the temperatures of layers in which the user is not interested), which, in turn, drastically improves computational efficiency. 3) We introduce an innovative approximation, namely, the proximity-based reduction, which further reduces the computational complexity of our thermal model, while negligibly affecting model accuracy (an error of less than 1°C). 4) Our NN-based thermal model specifically targets GPU platforms because they are architectures on which the matrix-vector multiplication is easily parallelizable. On the contrary, state-of-the-art thermal simulators like HotSpot [6] or 3D-ICE [9] are based on sequential operations that cannot be ported efficiently on massively parallel architectures. Thus, GPU exploitation in our proposed NN-based thermal modeling approach resulted in considerable time-savings (35× run-time speedup), especially for large IC problem sizes and detailed layout models, while incurring an error lower than 1°C in comparison to state-of-the-art IC thermal simulation tools. 5) Once trained, our NN-based thermal simulator on GPU platforms can be reused any number of times with different 2-D/3-D IC floorplan configurations as long as the area of the dies remains constant-which is indeed the case in most thermal-aware placement algorithms [20] , [21] . Hence, our proposed thermal modeling approach enables fast thermal-aware design space and floorplanning exploration based on GPU technology. The rest of this paper is organized as follows. First, Section II reviews the previous research done on thermal modeling of ICs and GPU acceleration. Then, Section III describes the compact thermal model, which forms the basis for the training of the proposed NN-based simulator. Section IV presents the proposed new NN-based simulator, the training methodology, and the paradigms for accurate and optimal training. Section V presents the implementation scheme of the proposed model on a GPU platform. Finally, Section VI describes our experimental results, and Section VII summarizes the main conclusions of this paper.
II. Related Work
A considerable amount of research has gone into developing thermal models for planar ICs with conventional heatsink based cooling. In [22] , the authors presented different and detailed full-chip thermal models. These models provide detailed temperature distribution information across the silicon die and can be solved efficiently. Unfortunately, a limitation of the above model lies in the fact that they rely on some oversimplifications, in particular for the package thermal model. In comparison, there are also several package-level thermal models [11] , [23] leveraging compact modeling techniques. These thermal models consist of networks of thermal resistances, whose values are extracted by data-fitting from the results of accurate but time-consuming detailed numerical package thermal model simulations (e.g., finite element method). Therefore, they are not fully parameterized and cannot be easily used to explore new system designs.
The finite difference (FD) method is the traditionally preferred approach used in the thermal simulation of ICs because it guarantees the best accuracy in modeling the complex 3-D structures of 3-D ICs, while retaining a sufficiently high level of abstraction. However, accurate 3-D thermal analysis using FD method can be very expensive, which requires solving a huge system of linear equations with multimillion unknowns [10] . Other methods present simplified thermal models for steady-state simulations and provide no information about the transient thermal behavior of the ICs [3] . The methods in [6] and [7] use a finite-difference based method to generate a compact thermal model for the IC. In addition, while a high-level interconnect model is developed in [6] to simulate the effects of interconnect self-heating, [7] applies the alternative direction implicit technique for obtaining fast and stable transient results.
None of the above thermal models takes advantage of the computational power provided by modern GPUs. It must be noted that GPU-based parallel computing has also been employed in various EDA tools, such as analysis of large scale power distribution networks [13] , physical synthesis [24] , and gate-level simulation [25] .
The only paper that proposes GPU-based full-chip thermal simulation methods for 3-D ICs with integrated microchannel cooling is [8] . This paper proposes an iterative methodology that uses a two-step relaxation based preconditioner for a conventional multigrid conjugate gradient method. This paper relies on modifying established simulation methodologies to suit the GPU architecture for faster and more efficient computing. However, being an iterative technique brings with it the typical limitations of slow convergence and sensitivity to initial conditions and initial guess. In addition, the accuracy of their thermal model has not been validated with respect to real measurements or other tools.
Our approach is based on NN modeling. Our NN model is a direct-method based simulator and hence, contrary to iterative techniques, the results are immediate. The authors in [17] already used a very different NN-based method for thermal modeling of a planar chip. However, their model is not applicable to 3-D ICs and has been designed for run-time thermal management. It uses online readings from on-chip temperature sensors for continuous training of the NN, and thus, it is not suited for design space exploration.
The enormous benefits that NN can bring while running on GPUs have been widely demonstrated in the literature. During the last few years, many different methods have been investigated to improve the performance of NNs on GPUs. Generic NNs have been implemented on GPUs in the recent past using shaders to modify the GPU's rendering pipeline [12] . This is a significantly less convenient approach, requiring the programmer to formulate the algorithm in terms of pixels, textures, vertices, and other graphics primitives. GPU programmability has considerably improved thanks to CUDA, which offers a much more flexible and intuitive programming platform. In [26] , one of the first NNs for the unified shader architecture using CUDA was implemented.
III. Compact Thermal Modeling
Thermal simulation of ICs is conventionally performed using compact modeling [6] , [27] . This makes use of the analogy between heat diffusion in solids and current flow in electrical systems governed by parabolic differential equations, like an RC circuit. In this paper, we will use the compact The conventional compact modeling for heat conduction in solids is done by applying the finite-difference approximation to the governing equations of heat transfer in solids [27] . This involves dividing the different layers in an IC into cuboidal "thermal cells" as shown in Fig. 1 . Next, the well-known analogy between heat and electrical conduction is invoked here with the temperature represented as voltage and the heat flow represented as electric current [6] to convert each thermal cell into an equivalent electrical circuit as shown in Fig. 2 . Finally, the nodes of these thermal cells are connected to the nodes of their neighboring cells through the interfaces by computing the equivalent conductances between them. The boundary conditions are given by convective resistances connecting the top layers of the IC to the ambient temperature. Although strictly speaking the convective resistance to the ambient is temperature dependent, in most early-stage thermal modeling and thermal-aware designs it is customary to assume a constant convective resistance to the ambient [6] . This results in a linear time invariant (LTI) system for thermal analysis and the following system of ordinary differential equations is generated:
where X(t) is the vector of all node temperatures (as a function of time), C is a diagonal matrix of all cell capacitances, and U(t) is a vector of inputs (heat sources as a function of time) wherever they exist. G is a sparse symmetric block tri-diagonal conductance matrix, where the nonzero non-diagonal elements represent the connections between neighboring nodes. The formulation of heat flow equations, as described above, can be extended to structures containing multiple layers of thermal cells. The boundary conditions are given as source terms in the U vector. For example, if the top layer is connected to the ambient via some silicon-to-air thermal resistance, then the nodes on the top layer are grounded to the ambient temperature via that conductance term. This method can be used to generate a compact thermal model for any general heterogeneous structure like an IC die, and the 3-D temporal evolution of heat inside the 3-D IC can be accurately modeled.
For more information about the compact thermal modeling used in this paper, please refer to [9] . A "thermal grid" matrix is hence generated by connecting individual thermal cells in the entire IC. Cell dimensions used for the discretization of the heterogeneous IC structure are dependent upon the accuracy and speed requirements of the designer. In our experiments, we found that cell sizes of few hundred micrometers are sufficient for a typical IC thermal modeling accuracy [2] , as they can incur errors of less than 1°C.
The next step is the formulation of equations for the simulation of the thermal grid. For this, (1) is integrated numerically using the backward Euler method as follows:
where h is the time-step used for the numerical integration,
C, and I is the identity matrix. Here, t n denotes the nth time point during the transient simulation. The system of linear equations in (2) can be solved using direct or iterative solvers. However, there are inherent disadvantages in using either approach. Direct solvers typically involve some form of sparse factorization of matrix A, such as LU decomposition [28] , and the subsequent execution of forward-backward substitutions for each time point in the simulation time interval to obtain the temperatures of the IC as a function of time. Both the factorization and the forward-backward substitutions are essentially serial operations and cannot be implemented on parallel computing platforms to speed up the simulations. On the other hand, iterative techniques such as Gauss-Jacobi relaxation are memory efficient and highly parallelizable but suffer from very slow convergence when applied to problems containing smooth spatial distribution of state variables such as temperatures in an IC [29] . In addition, these methods are very sensitive to changes in the inputs to the system and hence, would become very slow if power inputs change drastically or if the floorplan configuration of the IC is changed, as is commonly done during design space exploration.
We propose an alternative to these approaches, which is a thermal simulator based on artificial NNs. In the next section, the theory and the implementation of the proposed NN-based thermal simulator will be described and its advantages over direct and iterative solvers will be demonstrated. For this paper, the thermal grids for the test cases were built and the training data for the NN was generated using 3D-ICE [9] , an open source thermal simulation software based on the compact modeling technique.
IV. NN-Based Thermal Simulation
Artificial NNs are multi-input multi-output operators, which can be trained to mimic the behavior of any mathematical function through learning the input-output dependencies of that function from some test data. Fig. 3 shows a simple 4-input 3-output linear NN. The various inputs of this NN are connected to the outputs via weighted links. Hence, the outputs can be expressed as a weighted sum of the inputs as follows:
where w ij connects input x j to output y i . A zero weight indicates the absence of a connection, meaning the input under consideration does not influence the output. The thermal model for an IC structure is a deterministic system. More specifically, we assume that the thermal properties of the materials in an IC do not vary with temperature, as it occurs in large ranges of operating conditions of ICs. These thermal properties could be calculated for a worstcase IC operating temperature. Therefore, the equations in (1) represent a LTI system that can be represented using a linear single layer NN. The goal of our NN-based simulator, as shown in Fig. 4 , is to approximate the following function derived from (2):
where
here is trained using 3D-ICE. Once trained, the weights of this NN reflect the coefficient of these matrices, and the NN is able to run as a stand-alone simulator on massively parallel computing platforms, such as GPUs, to give significant speedups when compared to the conventional techniques. The accuracy and the computational advantages of the proposed NN-based simulator come from various aspects of our model and will be discussed in the ensuing subsections.
A. Training of the NN
Learning in NN essentially consists of finding the correct set of weights for each connection in the NN, such that the input-output relationship of the system is emulated accurately for all possible cases. In other words, in a fully connected NN for the thermal simulation of an IC, the weights correspond to the elements of matrices P and Q in (4). Training is performed by supplying to the NN a finite set of inputs and outputs from 3D-ICE over a specific simulation interval (N Train time points) as shown in Fig. 5 . During each training iteration, the outputs from NN and the target output from 3D-ICE are compared and based on the error incurred, the weights of the NN are updated using some training algorithm and the new set of outputs from NN are compared again with 3D-ICE. These iterations are continued until convergence is reached based on some predefined error tolerance. Once the training is finished, these weights can be stored and can be reused for future simulations.
ICs are heterogeneous structures and consist of layers of different materials. The composition of a given IC affects its thermal characteristics. Hence, all the structural and material heterogeneity of the IC must be taken into account in the construction of the compact model (Section III) for accurate simulation. However, designers who want to study the designtime or run-time thermal characteristics of an IC are typically interested only in the temperatures of the active regions of the IC, that are the layers of silicon where the devices are fabricated and where bulk of the power is dissipated, as shown for a two-die 3-D IC stack in Fig. 6 . Moreover, during the design space exploration, typically only the floorplan configuration and the routing parameters are varied while keeping all the technological parameters, such as the materials, the thickness of substrate, the number of interconnect layers, and so on constant. Hence, it would be sufficient to train and run the NN to simulate temperatures for only the active layers. In addition, since the thermal grid is assumed to be an LTI system, the sources representing the ambient can be eliminated by considering a zero ambient temperature, invoking the principle of superposition, and later adding the actual ambient temperature to the results of the simulation. Hence, the number of neurons (outputs) in the reduced NN would equal the number of thermal cells in the active layers of the IC, and the number of inputs would be equal to twice that number, namely, the temperatures of the cells in the active layer from the previous time point plus the sources representing the power dissipation for the same cells. This results in the minimum possible problem size, greatly reducing the computational complexity of the NN.
B. Training Length and Method
Since the intended application for the NN is to replace a conventional thermal simulator, the training process must ensure that the NN is capable of predicting temperatures for all possible power inputs and initial temperature states. Hence, a minimum number of time points of temperature data (N Train ) must be supplied to the training algorithm for a comprehensive training. This minimum number of training points (N Train,min ) depends upon the nature and the size of the thermal grid being solved. The method to compute it is as follows.
In a NN consisting of l neurons (outputs) {y 1 , y 2 ..., y i ..., y l } and m inputs {x 1 , x 2 ..., x j ..., x m }, there are a total of lm weights to be computed, assuming a fully connected network. However, as it can be seen from (3), each neuron y i is affected by only m weights w ij , 1 ≤ j ≤ m. Hence, the training of these m weights is dependent only upon the output y i and the corresponding target output t i from 3D-ICE. That is, each set of m weights is trained simultaneously within the set, and is independent of the other sets. Each training time point provides information about how a particular combination of known inputs {x 1 , x 2 ..., x j ..., x m } results in a known target output t i . These form the coefficients in the training algorithm. Since there are m unknown variables (weights) per neuron, at least m equations, or training time points, are needed to find a unique solution. In other words
In our thermal simulations, given n cells number of thermal cells in an active layer of an IC, there are 2n cells inputs to the NN (past temperatures plus the power inputs for each cell), related to outputs as follows:
where W is a n cells × 2n cells matrix containing the weights of the NN. Hence, N Train,min = 2n cells . However, it is recommended to train the NN using a higher number of data points to hasten the convergence of the training algorithm and to obtain a much more accurate solution when simulating. In our experiments we used a value of N Train which is 20%-50% higher than N Train,min .
Since a simultaneous training of the weights over the entire training data set must be performed to obtain the correct solution, a batch training algorithm (as opposed to an incremental training algorithm) must be used. In all our experiments we used the RPROP batch training algorithm [30] , which is one of the fastest training algorithms available.
C. Proximity Based Model Reduction
A significant reduction in computational and memory complexity can be achieved by relaxing the requirement of a fully connected NN for thermal simulation. Given the diffusive nature of the heat flow in an IC, as shown in Fig. 6 , much of the heat flows vertically upward from the source to the ambient, following the path of least resistance, with little lateral spreading of heat. In other words, there is very little heat flow/interaction between thermal cells that are far apart within the same layer. Hence, the connection of individual neurons in the network can be limited to neighbors lying within some distance r from each other, as defined by the user.
In our experiments, given the floorplan of an IC discretized into thermal cells for compact modeling as shown in Fig. 7 , rectangular regions of "neighborhood" were defined around each neuron based on r, and only the cells lying within this region were connected to the neuron in the network. Two such neurons (cells on the floorplan) and their corresponding neighborhoods are highlighted in Fig. 7 . Hence, the W matrix in (6) would no longer be a full-matrix but very sparse, leading to considerably lower memory consumption, and faster training and simulation using the NNs. However, this approximation still leads to a certain error, which we quantitatively analyze in Section VI.
D. Randomization of Training Input
One of the major advantages of the proposed NN-based approach is the reusability of the NN, to enable fast design space exploration of ICs for thermal reliability. Hence, the NN, once trained, must be capable of simulating with accuracy a variety of floorplan configurations. This, in turn, means that the learning of the NN must incorporate uncertainty of future floorplan configurations and power dissipation patterns. If the NN is trained for a particular floorplan, say that of the UltraSPARC T1 (Niagara-1) architecture from Sun Microsystems as shown in Fig. 8(a) [2], [31] , then all thermal cells which lie within one of its elements would always be fed with identical power values at all times. As a result, the weights associated with these inputs would be identical to each other at the end of the training since any training algorithm, in response to identical input values from multiple sources, would act in the same manner upon each of them.
To illustrate this, consider Fig. 9(a) , which shows the relation between a floorplan element and the thermal cells inside it. The individual floorplan elements, such as the one shown in this figure, are projected onto a grid of thermal cells in the discretized IC structure. At any time point during the preparation of the training set, the heat dissipated by this floorplan element is divided equally between all the highlighted cells in this figure. The range of inputs given to this group of cells is then limited by the maximum power density (heat dissipation per unit area) of the floorplan element. If the training is performed using this particular floorplan configuration, then all the highlighted thermal cells receive identical power values during training and hence, the weights connecting these inputs to the outputs in the NN would turn out to be identical. However, if this NN is used to simulate another floorplan configuration (even if the new configuration is obtained by rearranging the same floorplan elements), the thermal cells that had previously belonged to a specific floorplan element used for training might now receive inputs belonging to a different range of values pertaining to a different floorplan element. This scenario is illustrated in Fig. 9(b) , where the same group of thermal cells is split into four different blocks. Large errors would result during run-time because the NN training process was blind to this scenario of nonidentical power values amongst these sets of thermal cells. In addition, if the maximum power density of one of the four new floorplan elements in this location is higher than the power density of the floorplan element in Fig. 9 (a) used for training, then the neurons that compute the temperature of these cells might receive as input a value that has not been considered for them while generating the training set. This would also result in significant errors during the simulation.
One straightforward way to solve this problem is to randomize the inputs during training. That is, once the discretization size of the thermal cells is fixed, each thermal cell in all the active layers must be given different and random input power values in order to train the NN for the worst-case situation where every thermal cell receives inputs from a different floorplan element. This solution is represented in Fig. 9(c) . Once the NN is trained in this manner, virtually any floorplan configuration can be simulated with the error being bounded purely by the training algorithm. In addition, each of these floorplan elements must be given the entire range of power density values that could be encountered in future floorplan configurations. For this, in our experiments, the maximum possible power density (heat dissipation per unit area) for any floorplan element was used as the benchmark. During the training process, an input power density that is higher than this value was applied to the entire active layer, and the input power value for each thermal cell was randomized between zero (to account for idle times of different floorplan elements when they do not dissipate any significant energy) and the selected power density. This ensures that the training is comprehensive and covers all scenarios. For the Niagara chip described above, the maximum possible power density for any floorplan element was found to be about 37 W/cm 2 . Hence, a power density higher than this value was used in all our trainings.
E. Convergence of the NN Training
For the proposed NN model to work as an independent thermal simulator, it is essential that the training process converges under all scenarios. This subsection provides the proof of the proposed model's convergence. For this, let us reconsider (6) describing the NN-based modeling of the thermal behavior of the system. For simplicity of illustration, let there be only two temperature nodes in the system. Hence, the equations for the proposed NN-based model can be written as follows: 
As described in Section IV-B, the training of each row of weights in this system is independent of the other. Hence, it is sufficient to consider the convergence of one of the rows. For instance, given four training (consecutive) input data {x 1 (t 1−4 ), x 2 (t 1−4 ), u 1 (t 2−5 ), u 2 (t 2−5 )}, and the corresponding four training target data, {x 1 (t 2−5 )}, the NN equations for the first row can be written as follows: 
Hence, the NN training process is akin to solving the above system of linear equations for the unknown vector w written as follows:
where w = w 11 w 12 w 13 w 14 T .
The physics and the deterministic nature of the system require the weights w to be unique, i.e., at the end of the training, the weights converge to the elements of the matrices P and Q in (4). Once so trained, these weights should mimic the LTI thermal system exactly. These unique weights can be calculated by ensuring sufficient variance in the training set such that the equations in (8) are linearly independent and well-conditioned. This is part of the motivation behind randomizing the training data set in Section IV-D. Now, given that a system of linear equations is linearly independent, it is well known that a method like least squares can be used to solve them since there is a unique local (and global) minimum for the residual of the system, which is equal to zero. Hence, for any training method which minimizes the gradient of the error function at each step of solving (such as the gradient descent algorithm), convergence is guaranteed for such a system. The NN training process essentially does this. Since the training algorithm RPROP [30] used in our model works toward minimizing the gradient of the error, convergence in our model is also guaranteed.
However, it must be noted that the quality of the output (i.e., the error in the final solution during run-time) and the speed of convergence during the training process depends upon: 1) the approximations applied to the structure of the system and the quality of the training sample, and 2) the nature of the training algorithm. First, depending upon the approximations applied to the relationship between inputs and outputs in the NN (refer to Section IV-C), it is possible that the unique local minimum (the error function during the training process) might not approach zero, but some finite number. This is not an artifact of the training process but a limitation imposed by the physics of the problem and the structure/complexity of the NN used to represent it. This can be solved by increasing the complexity of the NN, by increasing the "neighborhood distance" r (see Section IV-C) depending upon the accuracy/speed requirements of the user. In addition, sufficient variability in the training samples is required for faster convergence and accuracy. This is because diverse input power values result in a well-conditioned set of coefficients in the system of equations to be solved [rows and columns of M in (9)], aiding the training process. This can be ensured by applying a very wide range of random power input values for the system during the training process. Second, the nature of the training algorithm (essentially the algebraic space in which it looks for a solution of weights for the NN) might limit its capacity to approach the exact solution vector indefinitely, and instead be constricted to some finite distance away from it (i.e., the solution vector is a non-Cauchy sequence, with the error function oscillating between two values around the minimum). This can be solved by combining multiple training algorithms in the training process, each complementing the other for speed and accuracy. It must be remembered that, in either scenario described above, there is still a convergence.
A detailed analysis of the numerical stability of the proposed NN-based model is provided in the appendix, while a study of the final error as a function of the approximations introduced in the model is presented using experimental results in Section VI. Our results indicate that the rate of the convergence depends upon the quality of the training inputs, the size of the problem, and the number of coefficients that need to be computed.
V. Implementation of the Proposed NN-Based
Simulator on GPUs The proposed NN for thermal modeling of complex integrated circuits has been implemented for running on modern GPUs. Since the training phase is needed just once for a given IC, we focused more on the porting of the NN execution on GPU. Clearly, our ultimate goal is to speed up the thermalaware design time for complex ICs, which can require several NN runs with different floor plan configurations.
A. GPU Architecture and CUDA Programming Model
The Fermi-based GPU used in this paper is an NVIDIA GeForce GTX 480 [32] , a parallel computing machine comprising two levels of shared memory and 480 streaming processors (SPs) organized in 15 streaming multiprocessors (SMs). Streaming multiprocessors manage the execution of programs using "warps"-groups of 32 threads. Each SM features two warp schedulers and two instruction dispatch units, allowing two warps to be issued and executed concurrently. All instructions are executed in a single instruction multiple data fashion, where one instruction is applied to all threads in the warp. This execution method is called single instruction multiple threads. All threads in a warp execute the same instruction or remain idle (different threads can perform branching and other forms of independent work). Warps are scheduled by special units in SMs in such a way that, without any overhead, several warps execute concurrently by interleaving their instructions.
From the point of view of writing application codes, it is important to take into account the organization of the work, i.e., use 32 threads simultaneously. The code that does not break into 32 thread units can have a lower performance. The hardware chooses which warp to execute during each cycle, and it switches between them without penalties. If we compare with CPUs, this process is similar to the simultaneous execution of 32 programs that (can) switch at every cycle without penalties. CPU cores can indeed execute only one program at a time and switching to other programs costs hundreds of cycles.
B. Runtime Execution of NN on GPU
Once the NN has been trained, the entire NN is described by means of the weight matrix W. This sparse matrix is stored in the GPU global memory according to the compressed sparse row format as required by the cuSparse library [33] . Every time-step of the thermal simulation corresponds to a matrix-vector multiplication between matrix the W and the input vector, which consists of the temperature in the previous step and power input for the different cells. The matrix-vector multiplication is performed using the function cusparseDcsrmv of cuSparse library [34] . It computes the operation y = αAx + βy. α will be set to 1 while β will be 0 to erase the previous content of y and overwrite the result. This function call requires three main parameters: the matrix A (l rows × m columns), an input vector x (m elements), and an output vector y (l elements).
Every input vector stores all the temperatures X(t n ) in the first half and all the power values U(t n ) in the second half (see Fig. 10 ). The matrix-vector multiplication between the weights matrix and this input vector gives the temperatures X(t n+1 ) in one simulation step. This set of values represents the thermal state to be used as input again in the following simulation step. Therefore, to avoid one memory copy at each step, we allocate on GPU two vectors with as many elements as the number of inputs and we swap their address at every iteration.
Before starting the simulation, we download the initial thermal state of the chip at the beginning of the first input vector in the GPU global memory. When the simulation starts, at every step, the CPU computes and downloads to GPU the new power values, writing them in the second half of the current input vector. CPU then calls the cusparseDcsrmv function to execute the matrix-vector multiplication and to write the result at the beginning of the other input vector. Before starting the next iteration, we swap the addresses of the two vectors in such a way that the vector used as output and containing the updated thermal state will be filled with the new set of power values and used as input. The vector used as input in the previous step will behave, as a consequence, as the output vector in the next step.
VI. Experimental Results
Since the results for 2-D ICs can be extrapolated to 3-D ICs, in the ensuing experimental studies, we used a 2-D IC as an illustrative example for the sake of simplicity (henceforth referred to as the Test IC). Test IC contains two layers: one made of silicon with the UltraSPARC Niagara floorplan [ Fig. 8(a) ] fabricated on it and the other an interconnect layer conducting heat to the ambient. As explained in Section IV-A, Fig. 8(a) and run with Fig. 8(a) . (b) Training with the floorplan Fig. 8(a) and run with Fig. 8(b) . the NN in each experiment was trained using the 3D-ICE simulator [9] . Each of the following experiments demonstrates the basis of the various aspects of our implementation, and highlights the resulting advantages in computational complexity and accuracy of the proposed NN-based thermal simulator.
A. Training Length
The length of the training data set and the use of a batch training scheme are fundamental to the accuracy and reliability of the proposed NN-based thermal simulator. As discussed in Section IV-B, temperature and input data for a minimum number of training time points (N Train,min ) that equals the maximum number of weights (or connections) for any neuron in the NN must be supplied for a complete learning of the weights (note that every neuron in a floorplan has a different number of neighbors as shown in Fig. 7) , namely To illustrate this, the Test IC was discretized into thermal cells of dimensions 1000 μm × 1000 μm and simulated using 3D-ICE for approximately 400 time points, and the temperature and input data were stored. Next, a NN was created for this experiment, as described in Section IV-C with a neighborhood distance r = 2000 μm. Next, a series of training routines were run using N Train data points from 3D-ICE, where N Train was either lower than, equal to or higher than N Train,min . Post training, the NN was run for the remaining inputs in the data and the resulting maximum run-time temperature error with respect to the output from 3D-ICE (over all time points and all neurons) was recorded. These results are plotted in Fig. 11 . Here, a negative percentage value in the x-axis, for example −80%, means the N Train is 80% less than N Train,min . 0% indicates that N Train = N Train,min , and a value of +40% indicates N Train = 1.4N Train,min . As Fig. 11 shows, the error drops quickly as N Train approaches N Train,min and then remains fairly constant, indicating the significance of this training criteria.
B. Effect of Proximity Based Model Reduction
As described in Section IV-C, exploiting the physics of heat transfer in an IC to reduce the connectivity in the proposed NN-based simulator greatly reduces memory consumption and computational complexity. However, its effect on the accuracy of the results must be first studied before using it as an effective simulation strategy. For this purpose, two different cases were studied, namely: 1) Test IC discretized into thermal cells of dimensions 1000 μm × 1000 μm, and 2) Test IC discretized into thermal cells of dimensions 500 μm × 500 μm. In each case, the neighborhood distance r was increased from 500 μm up to an area covering the full chip (i.e., a fully connected NN, where each output depends upon all the inputs in the IC). In each case, training was performed using 3D-ICE and the NN-based simulator was then run independently for 10 000 time points. Results from run-time were compared with the corresponding output from 3D-ICE and the maximum temperature error between the two were recorded. These results are shown in a scattered plot in Fig. 12 . The results are also tabulated in Table I along with the corresponding number of NN weights to be computed for each case. As our results outline, even a very loosely connected network, such as r = 3000 μm, results in negligible error (<0.5°C) while resulting in large computational and memory savings. The case of 1000 μm × 1000 μm with r = 500 μm is not shown to preserve the scale of the plot, since the run-time error began to explode as soon as the simulation started. 
C. Effect of Randomization of Training Input
As described in Section IV-D, for the NN-based simulator to be reusable (i.e., able to work on any floorplan configuration), the training must be performed on an input data set that covers all the possible scenarios during run-time. To illustrate this problem, the NN-based simulator was trained for the Test IC with the floorplan configuration as shown in Fig. 8(a) , with N Train = N Train,min . Once trained, the NN-based simulator was used to simulate two cases: 1) a Test IC with the same floorplan configuration and power dissipation functions as Fig. 8(a) , and 2) another Test IC, which contains the same floorplan elements and the power dissipation functions for the elements as the original floorplan but having a slightly different floorplan configuration as shown in Fig. 8(b) .
The resulting run-time temperature behavior comparison between 3D-ICE and the NN-based simulator for both cases are shown in Fig. 13(a) and (b) , respectively. The maximum run-time temperature error for case 1) was 0.26°C while that for case 2) was 2.51°C, about an order of magnitude difference.
Next, the training was performed, as described in Section IV-D, using distinct and random input power dissipation functions for each thermal cell (neuron) in the floorplan, and then the simulator was used to simulate the original Niagara floorplan in Fig. 8(a) . To see the effect of the maximum amplitude of the training power values on the run-time accuracy, different power densities (power dissipated per unit area) were applied to the Test IC and randomly distributed among the thermal cells during the training. The maximum power density for any floorplan element in the Niagara floorplan (computed from the steady state power dissipation data for UltraSPARC T1 [2] , [31] ) was found to be 37 W/cm 2 . This means that the run-time power density would not exceed this value anywhere in the IC. Hence, the above experiments were run with a set of training-time power densities lower than, equal to, and higher than this value.
The resulting run-time error distribution for each case is plotted in Fig. 14. This figure shows the percentage of nodes in the system which show an error less than 0.1°C. In addition, the maximum and average number of RPROP training iterations required for each experiment is plotted in the same graph. The case of the training-time maximum power density equaling the run-time maximum power density has been highlighted. Our results indicate that, while the percentage of nodes which show an error less than 0.1°C increases and converges to 100%, the number of training iterations (and hence the computational effort) also increases with increasing trainingtime power density. Hence, an optimal point, depending upon the requirements of the user, can be attained given that the run-time maximum power density of an IC is known.
D. Speedups Using the Proposed NN-Based Thermal Simulator
To illustrate the simulation time savings of the proposed approach compared to the conventional techniques, the NNbased simulator was trained and then run on the GeForce GTX 480 GPU platform with 480 CUDA cores running at 1.4 GHz with 1.5 GB GDDR5, and the simulation times for various numbers of time points of simulation were compared with the corresponding simulation using 3D-ICE run on Intel(R) Core(TM) i7 920 2.67 GHz processor with four cores and 6 GB RAM. The resulting simulation times recorded for the case of 500 μm × 500 μm discretization with various neighborhood distances r are plotted in Fig. 15 on a semilog scale, as a function of the number of time points in the simulation. In our experiments, the NN-based simulators were found to be up to 35× faster than 3D-ICE during runtime. This speedup is primarily achieved due to the extreme parallelizability of the NN-based simulator as opposed to the 3D-ICE run-time operations (forward-backward substitutions of matrix factors), which are serial in nature.
Next, to highlight the need for GPUs in the proposed approach, the same NN-based simulators trained for Test IC with 500 μm × 500 μm discretization were run on both the CPU platform [four threads running on the Intel(R) Core(TM) i7 920 2.67 GHz processor] and the GPU platform (the GeForce GTX 480 processor), and the simulation times were compared. The results (for a simulation of 54k time points) are plotted in Fig. 16 as a function of the neighborhood distance r. In addition, the simulation times from the above experiments are tabulated in Table II .
E. Simulation of a 3-D IC
1) Case A: As mentioned earlier, the analytical study and the implementation of NN-based simulator as applied to 2-D ICs above can be extrapolated in a straightforward manner to 3-D ICs. In order to demonstrate this, a test 3-D IC was considered by stacking two Test ICs one on top of the other [both containing the UltraSPARC T1 floorplan configuration as shown in Fig. 8(a) ]. Heat dissipation values were obtained from measurements of the switching activity of the individual elements [31] . A neighborhood distance of r = 4000 μm was found to be sufficient to generate accurate results. The NNbased simulator was trained with a data set containing 20% more points than N Train,min . Post training, the simulator was run for 400 time points and the results were compared with 3D-ICE. The resulting temperature distribution map for the two active layers of Test 3-D IC is shown in Fig. 17 . The results from the NN-based simulator matched well with 3D-ICE and at the end of the simulation, 88.2% of the neurons were found to show an error less than 1°C.
2) Case B: Another test stack was created with 4-dies. This time, the floorplan was changed to the one discussed in [35] -splitting the cores and the memories of the Sun UltraSPARC Niagara architecture into separate dies. The test stack contained two dies made up of cores and the other two dies made up of caches. Each die in this example is 1 cm×1.1 cm in size. Power traces were obtained, again, from the measurements of the switching activity. As in the previous example, a neighborhood distance of r = 6000 μm was found to be sufficient to generate accurate results. The NN-based simulator was trained with a data set containing 20% more points than N Train,min . Post training, the simulator was run for a simulation time interval of 2 h of switching activity, containing 36 000 time points and the results were compared with 3D-ICE. The resulting temperature distribution map for the four active layers of this 3-D IC is shown in Fig. 18 (dies numbered from bottom to top). At the end of the simulation 94% of the nodes were found to show an error less than 1°C.
VII. Conclusion
In this paper, we presented an innovative full-chip thermal modeling approach that exploits NNs and the computational power of modern GPUs. This approach tackles the scalability problem of transient heat flow simulation in large 2-D/3-D multiprocessor ICs by parallelizing a NN-based temperature tracking model on GPUs. Our experiments with realistic multicore IC designs show that the proposed approach achieves up to 35× run-time speedups, while keeping the error below 1°C, in comparison to state-of-the-art thermal simulation tools.
Appendix NUMERICAL STABILITY OF THE NN-BASED MODEL
The proposed NN-based thermal model, like all numerical techniques used for transient system analyses, incurs an error that accumulates over time. This is because the temperatures at a given time point depends partly on the temperatures at the previous time point. Therefore, part of the error incurred at the very first time point of solving is propagated to any future time point. This is called the propagation error p . The propagation error from all previous time points together with the local truncation error l incurred at each time point t n+1 due to the numerical approximation in the current computation, gives the global error g of the simulator. Since the exact solution is usually not known, it is customary to estimate the global error as the local truncation error at a given time point, multiplied by the number of time points preceding it.
As an example, it is well known that the backward Euler method-the method used in 3D-ICE as shown in (2)-has a local truncation error of l,BE = O(h 2 ), where h is the stepsize used [36] . Hence, decreasing the step-size h, the local truncation error at each time step decreases in a quadratic fashion. However, the estimate of the global error at the end of an interval of simulation of length T seconds is as follows:
Hence, the global error at the end of simulation using the backward Euler method decreases linearly with smaller and smaller step-sizes. Using extremely small step-sizes can help reduce this error. But it comes at a huge computational overhead. Thus, what is practical-and more important-in these problems is to ensure that the accumulated error is bounded and does not increase indefinitely. In other words, it must be ensured that the method used for solving the equations is numerically stable. Backward Euler method is one of the very few unconditionally stable methods. Usage of this method in 3D-ICE ensures that increasing the step-size h to any value however large (provided the resulting error is acceptable to the user) does not lead to the blowing up of the simulation results and the error is still bounded. Since the proposed NN-based model is trained using 3D-ICE, which is numerically stable, the proposed model also retains this feature. This can be shown using the following analysis.
The conditions that determine the numerically stability of a method can be phrased as follows: at each step of simulation, the contribution of error from a previous step must be progressively diminished. In other words, the propagation error term from a previous time step in the global error estimate of the current time step must approach zero as we move farther and farther away from that time step. For the proposed NN-based model, this can be illustrated by considering (6) and rewriting it by expanding the weight matrix W as follows:
where W 1 and W 2 are square matrices, containing the NN weights pertaining to the temperatures from the previous step and the heat sources, respectively. Let us assume that starting from the given initial state X 0 , the estimated temperature states for the next n + 1 time points ({t 1 , t 2 ...t n , t n+1 }) are {X 1 , X 2 ...X n , X n+1 } and the corresponding solution from 3D-ICE are {T 1 , T 2 ...T n , T n+1 }, respectively. For the purposes of the following analysis, let us consider the temperatures from 3D-ICE to be the reference. The global error, with respect to the results from 3D-ICE, at the last time point n + 1 is thus given by g,n+1 = T n+1 − X n+1 .
From (12) and (4), the above equation can be written as g,n+1 = (PT n + QU n+1 ) − (W 1 X n + W 2 U n+1 ).
Rearranging the terms on the right-hand side we get g,n+1 = PT n − W 1 X n + A n+1 (15) where A n+1 = (Q − W 2 )U n+1 . Writing P = W 2 + R, for some matrix R, we can simplify the above as follows:
g,n+1 = W 1 (T n − X n ) + RT n + A n+1 = W 1 g,n + B n+1 (16) where B n+1 = RT n + A n+1 . The error at time t n , i.e., n in the above equation can be written similarly in terms of the error at the previous time point, n−1 , and so we get 
This equation can be recursively rewritten until we find the error at the last time point t n+1 in terms of the error at the first time point of solving t 1 as follows:
In the above equation, the summation term on the righthand side depends purely upon the reference solution and the given input vector. Hence, only the first term represents the accumulation of error from the first step of solving until the current step. Taking the euclidean norm on both sides and using the triangular inequality, we can write 
For this global error to be bounded the accumulated error term must progressively diminish with increasing n, as discussed above. In other words, the stability of the NN-model can be guaranteed if the weight matrix satisfies W 1 n → 0 as n → ∞, or
This sufficient condition for numerical stability is satisfied by the matrix P in (4), because by definition, it is an operator for a numerically stable backward Euler method. In our proposed NN-based model, the goal of the training is to match the matrix W 1 with this matrix as closely as possible (in other words, R must be ideally equal to zero or negligible). The idea of proximity-based model reduction (described in Section IV-C) approximates this matching process giving memory and computational savings. That is, when a certain distance of proximity is applied, the effect on the training is that certain non-diagonal elements of the P matrix (a dense matrix), which are relatively small (due to the small contribution of the corresponding temperatures to the evolution of temperature at a given location owing to the large distances between them) are neglected. Hence, the numerical stability of the resulting NN-based model depends purely on the errors introduced by this approximation, assuming no other errors are introduced in the training process. We have studied the relationship between the stability of the NN-model and the proximity-based model reduction using some example as described below. We trained and test-ran an NN-based model for a single die Test IC with a discretization size of 1000 μm × 1000 μm, increasing the proximity distance (r) from 500 μm until 5500 μm, and observed the error at a single node in the IC as a function of time for each case. The entire test simulation run was for a simulation time interval of 40 s, with a step-time of 0.2 s (a total of 200 time points of simulation). We also computed the 2-norms of the corresponding W 1 matrices in each case [as required by the stability criterion described in (20) ]. The 2-norms and the evolution of the absolute value of error with time at a single node for each of these cases are shown in semi-log scale in Figs. 19 and 20 , respectively. These figures indicate that the case of r = 500 μm is clearly unstable, as indicated by its 2-norm value. The case of r = 1500 μm is right on the border and shows large errors. Note that the errors in the temperatures reach very high values (tens of°C) even before the stability threshold is breached. Hence, in all realistic scenarios, proximity distances chosen by designers are large enough to negate the possibility of instability in the model.
