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TAGGED PARTICLE PROCESS IN CONTINUUM WITH SINGULAR
INTERACTIONS
TORBEN FATTLER, MARTIN GROTHAUS
Abstract. We study the dynamics of a tagged particle in an infinite particle environment.
Such processes have been studied in e.g. [GP85], [DMFGW89] and [Osa98]. I.e., we consider
the heuristic system of stochastic differential equations
dξ(t) =
∞X
i=1
∇φ(yi(t)) dt+
√
2 dB1(t), t ≥ 0, (TP)
dyi(t) =
`−P∞
j=1
j 6=i
∇φ(yi(t)− yj(t))−∇φ(yi(t))−
P∞
j=1∇φ(yj(t))
´
dt
+
√
2 d(Bi+1(t)−B1(t)), t ≥ 0, i ∈ N
)
. (ENV)
This system realizes the coupling of the motion of the tagged particle, described by (TP),
and the motion of the environment seen from the tagged particle, described by (ENV). As we
can observe in (TP) the solution to (ENV), the so-called environment process, is driving the
tagged particle. Thus our strategy is to study (ENV) at first and afterwards the coupled pro-
cess, i.e., (TP) and (ENV) simultaneously. Here the analysis and geometry on configuration
spaces developed in [AKR98a] and [AKR98b] plays an important role. Furthermore, the har-
monic analysis on configuration spaces derived in [KK02] is very useful for our considerations.
First we derive an integration by parts formula with respect to the standard gradient ∇Γ on
configuration spaces Γ for a general class of grand canonical Gibbs measures µ, corresponding
to pair potentials φ and intensity measures σ = z exp(−φ) dx, 0 < z <∞, having correlation
functions fulfilling a Ruelle bound. Furthermore, we use a second integration by parts formula
with respect to the gradient ∇Γγ , generating the uniform translations on Γ, for a (non-empty)
subclass of the Gibbs measures µ as above which is provided in [CK09]. Combining these
two gradients by Dirichlet form techniques we can construct the environment process and
the coupled process, respectively. Scaling limits of such dynamics have been studied e.g. in
[DMFGW89], [GP85] and [Osa98]. Our results give the first mathematically rigorous and
complete construction of the tagged particle process in continuum with interaction potential.
In particular, we can treat interaction potentials which might have a singularity at the origin,
non-trivial negative part and infinite range as e.g. the Lennard–Jones potential.
1. Introduction
We consider a system of infinitely many Brownian particles in Rd, d ∈ N, interacting via the
gradient of a symmetric pair potential φ. Since each particle can move through each position in
space, the system is called continuous and is used for modeling suspensions, gases or fluids. The
infinite volume, infinite particle, stochastic dynamics (x(t))t≥0 heuristically solves the following
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infinite system of stochastic differential equations:
dxi(t) = −
∞∑
j=1
j 6=i
∇φ(xi(t)− xj(t))dt+
√
2dBi(t), t ≥ 0, i ∈ N, (1.1)
where x(t) = {x1(t), x2(t), . . .}, t ≥ 0, and (Bi)i∈N is a sequence of independent Brownian
motions. Its informal generator is given by
Lgsd =
∞∑
i=1
∂2xi −
∞∑
i=1
( ∞∑
j=1
j 6=i
∇φ(xi − xj)
)
∂xi . (1.2)
Using
̺∞(x1, x2, . . .) = exp
(
− 1
2
∑
i 6=j
φ(xi − xj)
)
(1.3)
we have
Lgsd =
∞∑
i=1
∂xi ln(̺∞)∂xi +
∞∑
i=1
∂2xi .
Note that Lgsd in this form is not well-defined. The construction of such diffusions has been
initiated by R. Lang [Lan77], who considered the case φ ∈ C30 (Rd) using finite dimensional
approximations and stochastic differential equations. More singular φ, which are of particu-
lar interest in physics, as e.g. the Lennard–Jones potential, have been treated by H. Osada,
[Osa96], and M. Yoshida, [Yos96]. Osada and Yoshida were the first to use Dirichlet forms for
the construction of such processes. However, they could not write down the corresponding gen-
erators or martingale problems explicitly, hence could not prove that their processes actually
solve (1.1) weakly. This, however, was proved in [AKR98b] by showing an integration by parts
formula for the respective grand canonical Gibbs measures. Another approach not using an
integration by parts can be found in [MR00]. In [GKR07] the authors provide an N/V -limit
for the infinite volume, infinite particle stochastic dynamics with singular interactions in con-
tinuous particle systems on Rd, d ≥ 1. Their construction is the first covering the case d = 1
in the space of single configurations (only one particle at one site for all times t ≥ 0).
In this paper we study the tagged particle process in continuum with singular interactions.
The underlying model can be described as follows. Consider the infinite system of Brownian
particles described by (1.1). Coloring any one particle from the system blue and all the rest of
the particles yellow, we investigate the motion of this tagged particle in the random sea of all the
yellow ones. In [GP85] this model and a scaling limit of it is studied for Brownian particles in
Rd interacting via the gradient of a smooth, finite range, symmetric, positive pair potential. In
[Osa98] the author considers the tagged particle process for more singular potentials, including
the Lennard–Jones potential, using Dirichlet form techniques. However, there the author is
also mainly interested in obtaining a scaling limit for the tagged particle process. Showing
existence of the stochastic dynamics in the above cited articles has been left open. Osada
gives reference to a forthcoming paper on his own, but as far as we know, it has never been
published. Thus in our opinion there is a need to construct the tagged particle process with
interaction potential rigorously. For other strategies to obtain the tagged particle process see
e.g. [DMFGW89, Sect. 6] and the references therein. But note that these are not worked out
in detail. We start with an heuristic approach just to clarify the way of posing the problem.
After doing so the whole analysis will be done on a strictly rigorous level.
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Assume we are given a solution x(t), t ≥ 0, of (1.1). Using the coordinate transformation
ξ(t) := x1(t) and
yi(t) := xi+1(t)− x1(t), i ∈ N, (1.4)
we can rewrite (1.1) and obtain
dξ(t) =
∞∑
i=1
∇φ(yi(t)) dt+
√
2 dB1(t) (1.5)
dyi(t) =
(−∑∞j=1
j 6=i
∇φ(yi(t)− yj(t))−∇φ(yi(t))−
∑∞
j=1∇φ(yj(t))
)
dt
+
√
2 d(Bi+1(t)−B1(t)), t ≥ 0, i ∈ N
}
. (1.6)
To derive the informal generator of the process {ξ(t), y1(t), y2(t), . . .} corresponding to (1.5)
and (1.6), we use again the coordinate transformation (1.4) and obtain
∂x1 = ∂ξ −
∞∑
i=1
∂yi ,
∂xi+1 = ∂yi , i ≥ 1.
Plugging this into the representation of Lgsd in (1.2) yields
Lcoup =
∞∑
i=1
∂2yi +
(
∂ξ −
∞∑
i=1
∂yi
)2
+
∞∑
i=1
∇φ(yi)
(
∂ξ −
∞∑
i=1
∂yi
)
−
∞∑
i=1
(
∇φ(yi) +
∞∑
j=1
j 6=i
∇φ(yi − yj)
)
∂yi .
By setting
ˆ̺∞(y1, y2, . . .) := exp
(
− 1
2
∑
i 6=j
φ(yi − yj) −
∞∑
i=1
φ(yi)︸ ︷︷ ︸
additional term
)
(1.7)
we obtain
Lcoup =
∞∑
i=1
∂yi ln(ˆ̺∞)∂yi +
∞∑
i=1
∂2yi + ∂
2
ξ − ∂ξ
∞∑
i=1
∂yi −
∞∑
i=1
∂yi ln(ˆ̺∞)∂ξ −
∞∑
i=1
∂yi∂ξ
+
∞∑
i=1
ln(ˆ̺∞)
∞∑
i=1
∂yi +
(
∞∑
i=1
∂yi
)2
.
Hence Lcoup splits into
Lcoup = Lenv + ∂
2
ξ − ∂ξ
∞∑
i=1
∂yi −
∞∑
i=1
∂yi ln(ˆ̺∞)∂ξ −
∞∑
i=1
∂yi∂ξ, (1.8)
where
Lenv =
∞∑
i=1
∂2yi +
∞∑
i=1
∂yi ln(ˆ̺∞)∂yi +
(
∞∑
i=1
∂yi
)2
+
∞∑
i=1
∂yi ln(ˆ̺∞)
∞∑
i=1
∂yi .
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For y(t) := {y1(t), y2(t), . . .}, (y(t))t≥0 is called environment process. It is the marginal of
the (ξ, y)-process describing the environment seen from the tagged particle and having Lenv as
informal generator. Lenv can be written as
Lenv = Lgsdad +
(
∞∑
i=1
∂yi
)2
+
∞∑
i=1
∂yi ln(ˆ̺∞)
∞∑
i=1
∂yi , (1.9)
where
Lgsdad :=
∞∑
i=1
∂2yi +
∞∑
i=1
∂yi ln(ˆ̺∞)∂yi (1.10)
is the informal generator of a gradient stochastic dynamics with additional drift term (compare
(1.3) and (1.7)). In the sequel we call the dynamics corresponding to Lgsdad a gradient stochastic
dynamics with additional drift.
Now (1.5) with ξ(0) = 0 describes the motion ξ(t) of the tagged particle which is determined
by the environment process (y(t))t≥0. Thus Lcoup is the informal generator of the diffusion
process coupling the motion of the tagged particle in Rd and the motion of the environment
seen from this particle. The tagged particle process is then obtained by a projection of the
coupled process generated informally by Lcoup.
On a rigorous level the infinite volume, infinite particle, stochastic dynamics in continuous
particle systems can be realized as an infinite dimensional diffusion process taking values in
the configuration space
Γ :=
{
γ ⊂ Rd
∣∣ |γ ∩K| <∞ for any compactK ⊂ Rd}
and having a grand canonical Gibbs measure as an invariant measure. In [AKR98b] the gen-
erator realizing Lgsd (see (1.2)) is given by
L
Γ,µ0
gsd F (γ) =
N∑
i,j=1
∂i∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉) 〈(∇fi,∇fj)Rd , γ〉
+
N∑
j=1
∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(
〈∆fj, γ〉 −
∑
{x,y}⊂γ
(∇φ(x− y),∇fj(x)−∇fj(y))Rd
)
for µ0-a.e. γ ∈ Γ and F = gF (〈f1, ·〉, . . . , 〈fN , ·〉) ∈ FC∞b (C∞0 (Rd),Γ).
It is obtained by carrying out an integration by parts of
EΓ,µ0gsd (F,G) =
∫
Γ
(∇ΓF (γ),∇ΓG(γ))
TγΓ
dµ0(γ), F,G ∈ FC∞b (C∞0 (Rd),Γ),
with respect to a grand canonical Gibbs measure µ0 corresponding to an intensity measure
σ = z dx, 0 < z <∞.
We start our analysis by considering the operator realizing Lgsdad (see (1.10)). It is given by
LΓ,µgsdadF (γ) =
N∑
i,j=1
∂i∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉) 〈(∇fi,∇fj)Rd , γ〉
+
N∑
j=1
∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(
〈∆fj, γ〉+
∑
x∈γ
(∇φ(x),∇fj(x))Rd
4
−
∑
{x,y}⊂γ
(∇φ(x− y),∇fj(x)−∇fj(y))Rd
)
for µ-a.e. γ ∈ Γ and F = gF (〈f1, ·〉, . . . , 〈fN , ·〉) ∈ FC∞b (C∞0 (Rd),Γ),
where µ ∈ GgcRb(Φφ, z exp(−φ)), i.e. a grand canonical Gibbs measure corresponding to a pair
potential φ and an intensity measure σ = z exp(−φ)dx, 0 < z < ∞, with corresponding
correlation measures fulfilling a Ruelle bound. The associated symmetric bilinear form is given
by
EΓ,µgsdad(F,G) =
∫
Γ
(∇ΓF (γ),∇ΓG(γ))
TγΓ
dµ(γ), F,G ∈ FC∞b (C∞0 (Rd),Γ).
Having a Ruelle bound enables us to prove an integration by parts formula for cylinder functions
on the configuration space Γ with respect to the underlying grand canonical Gibbs measure µ
for a general class of pair potentials φ. This is done in Section 3, see Theorem 3.3. Using this
result we can identify LΓ,µgsdad as generator of EΓ,µgsdad on FC∞b (C∞0 (Rd),Γ). Moreover, showing that
(EΓ,µgsdad,D(EΓ,µgsdad)) is a conservative, local, quasi-regular, symmetric Dirichlet form we have the
existence of a conservative diffusion process MΓ,µgsdad solving the associated martingale problem.
To tackle EΓ,µgsdad we got many ideas from [AKR98b], but due to the more general intensity
measure σ according to µ, we have to deal with additional technical problems.
Next step is to investigate the operator realizing Lenv (see (1.9)). Hence we consider
LΓ,µenvF (γ) = L
Γ,µ
gsdadF (γ) +
N∑
i,j=1
∂i∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(〈∇fi, γ〉, 〈∇fj , γ〉)Rd
+
N∑
j=1
∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(
〈∆fj, γ〉 −
(〈∇φ, γ〉, 〈∇fj , γ〉)Rd) for µ-a.e. γ ∈ Γ,
F = gF (〈f1, ·〉, . . . , 〈fN , ·〉) ∈ FC∞b (C∞0 (Rd),Γ) and the associated symmetric bilinear form
EΓ,µenv (F,G) =
∫
Γ
(
∇ΓF (γ),∇ΓG(γ)
)
TγΓ
+
(
∇ΓγF (γ),∇ΓγG(γ)
)
R
d
dµ(γ),
F,G ∈ FC∞b (C∞0 (Rd),Γ).
Here µ is again as above. For an activity 0 < z < ∞ and a general class of pair potentials
φ in [CK09] for a non-empty subset of GgcRb(Φφ, z exp(−φ)) an integration by parts formula
with respect to ∇Γγ is shown. In the sequel we denote this subset of GgcRb(Φφ, z exp(−φ)) by
Ggcibp(Φφ, z exp(−φ)). Hence for µ ∈ Ggcibp(Φφ, z exp(−φ)) the bilinear form (EΓ,µenv ,D(EΓ,µenv )) is
closable. Furthermore, together with the results we obtained for (EΓ,µgsdad,D(EΓ,µgsdad)) we prove
that (EΓ,µenv ,D(EΓ,µenv )) is a conservative, local, quasi-regular, symmetric Dirichlet form. Thus we
obtain a conservative diffusion process MΓ,µenv solving the associated martingale problem. Hence
MΓ,µenv solves (1.6) weakly and describes the motion of the environment seen from the tagged
particle.
Finally, as the operator realizing Lcoup (see (1.8)) we consider
LR
d×Γ,µˆ
coup F(ξ, γ) = L
Γ,µ
envF (γ) f(ξ)− 2
(
∇ΓγF (γ),∇f(ξ)
)
Rd
+
∑
x∈γ
(
∇φ(x),∇f(ξ)
)
Rd
+∆f(ξ)F (γ) for dξ ⊗ µ-a.e. (ξ, γ) ∈ Rd × Γ,
where F ∈ C∞0 (Rd) ⊗ FC∞b (C∞0 (Rd),Γ) with F(x, γ) = f(x)F (γ) for f ∈ C∞0 (Rd), F ∈
FC∞b (C∞0 (Rd),Γ) and µ ∈ Ggcibp(Φφ, z exp(−φ)), 0 < z <∞. The associated symmetric bilinear
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form is given by
ERd×Γ,µˆcoup (F,G) =
∫
Rd×Γ
(
(∇Γγ −∇)F(ξ, γ), (∇Γγ −∇)G(ξ, γ)
)
Rd
+
(
∇ΓF(ξ, γ),∇ΓG(ξ, γ)
)
TγΓ
dξ dµ(γ),
F,G ∈ C∞0 (Rd)⊗FC∞b (C∞0 (Rd),Γ).
Applying a strategy as used for tackling EΓ,µgsdad and EΓ,µenv we have that also (ERd×Γ,µˆcoup ,D(ERd×Γ,µˆcoup ))
is a conservative, local, quasi-regular Dirichlet form, where µˆ := dξ⊗µ. Therefore, there exists
a conservative diffusion process MR
d×Γ,µˆ
coup taking values in R
d × Γ for d ≥ 2 (for d = 1 the
process exists only in the larger space Rd × Γ¨, where Γ¨ is the configuration space of multiple
configurations) solving the martingale problem associated to (1.5) and (1.6). Thus MR
d×Γ,µˆ
coup
realizes the coupling of the motion of the tagged particle and the motion of the environment
seen from the tagged particle. Then we obtain the tagged particle process by a projection of
the process MR
d×Γ,µˆ
coup to its first component. Note that the resulting process in general is no
longer a Markov process.
The progress achieved in this paper may be summarized by the following list of core results:
• We prove an integration by parts formula for ∇Γ with respect to grand canonical Gibbs
measures µ fulfilling a Ruelle bound and having σ = z exp(−φ) dx, 0 < z < ∞, as
intensity measure, see Theorems 3.3.
• We provide a rigorous explicit representation of the generator LRd×Γ,µˆcoup of the coupled
process for functions in C∞0 (R
d)⊗FC∞b (C∞0 (Rd),Γ), see Theorem 4.18.
• We prove quasi-regularity for (EΓ,µenv ,D(EΓ,µenv )), the Dirichlet form corresponding to the
environment process, see Lemma 4.12.
• We show the existence of the tagged particle process with interaction potential rigor-
ously by using Dirichlet form techniques, see Theorem 4.19 and Remark 4.20.
• The process we construct is conservative and the unique solution to the martingale prob-
lem corresponding to the Friedrichs’ extension of (LR
d×Γ,µˆ
coup , C
∞
0 (R
d)⊗FC∞b (C∞0 (Rd),Γ)),
see Theorem 4.19.
• Our results give the first mathematically rigorous and complete construction of the
tagged particle process in continuum with interaction potential.
Here we would like to stress that all the above results hold for a very general class of interaction
potentials. We only have to assume that the interaction potential is super stable (SS), integrable
(I), lower regular (LR), differentiable and Lq (DLq), q > d ≥ 1, and locally summable (LS).
Hence we can treat interaction potentials which might have a singularity at the origin, non-
trivial negative part and infinite range as e.g. the Lennard–Jones potential.
2. Configuration spaces and Gibbs measures
2.1. Configuration space and Poisson measure. Let Rd, d ∈ N, be equipped with the
norm | · |Rd given by the Euclidean scalar product (·, ·)Rd . By B(Rd) we denote the correspond-
ing Borel σ-algebra. Oc(Rd) denotes the system of all open sets in Rd, which have compact
closure and Bc(Rd) the sets from B(Rd) having compact closure. The Lebesgue measure on the
measurable space (Rd,B(Rd)) we denote by dx.
The configuration space Γ over Rd is defined by
Γ :=
{
γ ⊂ Rd∣∣ |γ ∩K| <∞ for any compactK ⊂ Rd} .
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Here |A| denotes the cardinality of a set A. Via the identification of γ ∈ Γ with ∑x∈γ εx ∈
Mp(Rd), where εx denotes the Dirac measure in x ∈ Rd, Γ can be considered as a subset of the
set Mp(Rd) of all positive, integer-valued Radon measures on Rd. Hence Γ can be topologized
by the vague topology, i.e., the topology generated by maps
γ 7→ 〈f, γ〉 :=
∫
Rd
f(x) dγ(x) =
∑
x∈γ
f(x), (2.1)
where f ∈ C0(Rd), the set of continuous functions on Rd with compact support. We denote
by B(Γ) the corresponding Borel σ-algebra. For a fixed intensity measure σ on (Rd,B(Rd)) we
denote by πσ the Poisson measure on (Γ,B(Γ)) with intensity measure σ. Fore more details,
see e.g. [AKR98a], [Kal83] and [KMM78].
2.2. Grand canonical and canonical Gibbs measures. Let φ be a symmetric pair po-
tential, i.e., a measurable function φ : Rd → R ∪ {+∞} such that φ(x) = φ(−x) ∈ R for
x ∈ Rd \ {0}. Any pair potential φ defines a potential Φφ as follows. We set
Φφ(γ) := 0 for |γ| 6= 2 and Φφ(γ) = φ(x− y) for γ = {x, y} ⊂ Rd.
For a given pair potential φ we define the potential energy E : Γ→ R ∪ {+∞} by
γ 7→ E(γ) :=
{ ∑
{x,y}⊂γ φ(x− y), if
∑
{x,y}⊂γ |φ(x− y)| <∞
+∞, otherwise ,
where the sum over the empty set is defined to be zero.
The interaction energy between to configurations γ and η from Γ is defined by
W (γ | η) :=
{ ∑
x∈γ,y∈η φ(x− y), if
∑
x∈γ,y∈η |φ(x− y)| <∞
+∞, otherwise
(typically we have γ ∩ η = ∅).
In our terminology for any Λ ∈ Oc(Rd) the conditional energy EΛ : Γ→ R ∪ {+∞} is given
by
γ 7→ EΛ(γ) := E(γΛ) +W (γΛ | γΛc).
To introduce grand canonical Gibbs measures on (Γ,B(Γ)) we need the notion of a Gibbsian
specification. For any Λ ∈ Oc(Rd) the specification ΠσΛ is defined for any γ ∈ Γ, ∆ ∈ B(Γ), by
(see e.g. [Pre76])
ΠσΛ(γ,∆) := 1{ZσΛ<∞}(γ) (Z
σ
Λ(γ))
−1
∫
Γ
1∆(γΛc∪γ′Λ) exp
(−EΛ(γΛc∪γ′Λ)) dπσ(γ′),
where
ZσΛ(γ) :=
∫
Γ
exp
(−EΛ(γΛc∪γ′Λ)) dπσ(γ′)
and 1{ZσΛ<∞} denotes the indicator function of the set {γ ∈ Γ |ZσΛ(γ) < ∞}. A probability
measure µ on (Γ,B(Γ)), we write µ ∈ M1(Γ,B(Γ)), is called a grand canonical Gibbs measure
corresponding to the potential Φφ and the intensity measure σ if it satisfies the Dobrushin-
Lanford-Ruelle-equation (DLR):
µΠσΛ = µ for all Λ ∈ Oc(Rd).
For Λ ∈ Oc(Rd) define for γ ∈ Γ, ∆ ∈ B(Γ)
ΠˆσΛ(γ,∆) :=
{
ΠσΛ(γ,∆∩{η∈Γ | η(Λ)=γ(Λ)})
ΠσΛ(γ,{η∈Γ | η(Λ)=γ(Λ)})
, if ΠσΛ(γ, {η ∈ Γ | η(Λ) = γ(Λ)}) > 0
0, otherwise
.
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A probability measure µ on (Γ,B(Γ)) is called a canonical Gibbs measure to the potential Φφ
and the intensity σ if
µ ΠˆσΛ = µ for all Λ ∈ Oc(Rd).
In the sequel we assume that the intensity measure σ is absolutely continuous with respect
to the Lebesgue measure with a bounded, non-negative density ̺ and an activity parameter
0 < z < ∞, i.e., dσ
dx
= z̺, 0 < z < ∞. We then denote by Ggc(Φφ, z̺), 0 < z < ∞, the set
of corresponding grand canonical Gibbs measures and by Gc(Φφ, ̺), the set of corresponding
canonical Gibbs measures. Due to [Pre79, Prop. 2.1] we have for given potential Φφ and a
bounded, non-negative density function ̺ that
Ggc(Φφ, z̺) ⊂ Gc(Φφ, ̺), 0 < z <∞. (2.2)
2.3. K-transform and correlation measures. Next, we recall the definition of correlation
functions using the concept of the K-transform, see [KK02] for a detailed study. Denote by Γ0
the space of finite configurations over Rd:
Γ0 :=
∞⊔
n=0
Γ
(n)
0 , Γ
(n)
0 := {η ⊂ Rd | |η| = n}, Γ(0)0 := {∅}.
Let R˜d×n := {(x1, . . . , xn) ∈ Rd×n |xk 6= xj, j 6= k} and let Sn denote the group of all
permutations of {1, . . . , n}. Through the natural bijection R˜d×n/Sn ←→ Γ(n)0 one defines
a topology on Γ
(n)
0 . Let B(Γ(n)0 ) denote the Borel σ-algebra on Γ(n)0 . We equip Γ0 with the
topology O(Γ0) of disjoint union. The Borel σ-algebra we denote by B(Γ0). A B(Γ0)-measurable
function G : Γ0 → R, G ∈ L0(Γ0) for short, is said to have bounded support if there exist
Λ ∈ Oc(Rd) and N ∈ N such that supp(G) ⊂
⊔N
n=0 Γ
(n)
0,Λ, where Γ
(n)
0,Λ := {η ⊂ Λ | |η| = n}. For
any γ ∈ Γ let ∑η⋐γ denote the summation over all η ⊂ γ such that |η| < ∞. For a function
G : Γ0 → R, the K-transform of G is defined by
(KG)(γ) :=
∑
η⋐γ
G(η) (2.3)
for each γ ∈ Γ such that at least one of the series∑η⋐γ G+(η) or∑η⋐γ G−(η) converges, where
G+ := max{0, G} and G− := −min{0, G}. The convolution ⋆ is defined by
⋆ : L0(Γ0)× L0(Γ0)→ L0(Γ0)
(G1, G2) 7→ (G1 ⋆ G2)(η) :=
∑
(ξ1,ξ2,ξ3)∈P3∅ (η)
G1(ξ1 ∪ ξ2)G2(ξ2 ∪ ξ3), (2.4)
where P3∅(η) denotes the set of all partitions (ξ1, ξ2, ξ3) of η ∈ Γ0 in 3 parts, i.e., all triples
ξi ⊂ η, ξi ∩ ξj = ∅ if i 6= j, and ξ1 ∪ ξ2 ∪ ξ3 = η. We say G ∈ L0ls(Γ0) iff G ∈ L0(Γ0) and there
exists Λ ∈ Oc(Rd) such that G|Γ0\ΓΛ = 0. I.e., functions in L0ls(Γ0) are locally supported. Let
G1, G2 ∈ L0ls(Γ0). Then due to [KK02, Prop. 3.11].
K(G1 ⋆ G2) = KG1KG2.
Let µ be a probability measure on (Γ,B(Γ)). The correlation measure corresponding to µ is
defined by
ρµ(A) :=
∫
Γ
(K1A)(γ) dµ(γ), A ∈ B(Γ0).
ρµ is a measure on (Γ0,B(Γ0)) (see [KK02] for details, in particular, measurability issues).
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Let G ∈ L1(Γ0, ρµ), then ‖KG‖L1(Γ,µ) ≤ ‖K|G|‖L1(Γ,µ) = ‖G‖L1(Γ0,ρµ), hence KG ∈ L1(Γ, µ)
and KG(γ) is for µ-a.e. γ ∈ Γ absolutely convergent. Moreover, then obviously∫
Γ0
G(η) dρµ(η) =
∫
Γ
(KG)(γ) dµ(γ), (2.5)
see [KK02], [Len75a], [Len75b].
For any µ ∈ Ggc(Φφ, z ̺), 0 < z < ∞, the correlation measure ρµ is absolutely continuous
with respect to the Lebesgue-Poisson measure λσ, see e.g. [KK02, Rem. 4.4] and the references
therein. Its Radon-Nikodym derivative
ρµ(η) :=
dρµ
dλσ
(η), η ∈ Γ0,
with respect to λσ we denote by the same symbol and the functions
ρ(n)µ (x1, . . . , xn) := ρµ({x1, . . . , xn}), x1, . . . , xn ∈ Rd, xi 6= xj if i 6= j,
are called the n-th order correlation functions of the measure µ.
We put the following restriction on the correlation measures under consideration.
(RB): We say that a correlation measure ρµ : B(Γ0)→ (0,∞) corresponding to a measure
µ on (Γ,B(Γ)) fulfills the Ruelle-bound , if for some CR ∈ (0,∞)
ρµ(γ) ≤ (CR)|γ|, for λσ-a.a. γ ∈ Γ0.
Denote by GgcRb(Φφ, z̺), 0 < z < ∞, the set of all grand canonical Gibbs measures from
Ggc(Φφ, z̺), 0 < z <∞, which fulfill (RB).
2.4. Conditions on the interactions. For every r = (r1, . . . , rd) ∈ Zd we define a cube
Qr =
{
x ∈ Rd
∣∣∣ ri − 1/2 ≤ xi < ri + 1/2}.
These cubes form a partition of Rd. For any γ ∈ Γ we set γr := γQr , r ∈ Zd. Additionally, we
introduce for n ∈ N the cube Θn with side length 2n − 1 centered at the origin in Rd.
(SS): (Superstability) There exist 0 < A <∞, 0 ≤ B <∞ such that, if γ = γΘn for some
n ∈ N, then
EΘn(γ) ≥
∑
r∈Zd
(
A|γr|2 −B|γr|
)
.
(SS) obviously implies:
(S): (Stability) For any Λ ∈ Oc(Rd) and for all γ ∈ Γ we have
EΛ(γ) ≥ −B|γΛ|, 0 ≤ B <∞.
As a consequence of (S), in turn, we have that φ is bounded from below. We also need
(I): (Integrability) We have:∫
Rd
| exp(−φ(x))− 1| dx <∞.
(LR): (Lower Regularity) There exists a decreasing positive function a : N→ (0,∞) such
that ∑
r∈Zd
a(‖r‖max) <∞
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and for any Λ′,Λ′′ which are finite unions of cubes of the form Qr and disjoint,
W (γ′ | γ′′) ≥ −
∑
r′,r′′∈Zd
a(‖r′ − r′′‖max) |γ′r′ | |γ′′r′′ |,
provided γ′ = γ′Λ′ , γ
′′ = γ′′Λ′′ .
Here and below ‖x‖max := max1≤i≤d |xi|, x = (x1, . . . , xd) ∈ Rd.
Remark 2.1. Using an argumentation as in [KK03, Prop. 2.17] the notion of Lower Regularity
(LR) given here implies the one defined in [KK03, Sect. 2.5]. Note that we are dealing with an
intensity measure σ = z̺ dx, 0 < z <∞, where ̺ is a bounded, non-negative density.
(DLq): (Differentiability and Lq) The function exp(−φ) is weakly differentiable on Rd, φ
is weakly differentiable on Rd \ {0}. The gradient ∇φ, considered as a dx-a.e. defined
function on Rd, satisfies
∇φ ∈ L1(Rd, exp(−φ) dx) ∩ Lq(Rd, exp(−φ)dx), 1 ≤ q <∞.
Remark 2.2. Note that for many typical potentials in Statistical Physics we have φ ∈ C∞(Rd \
{0}). For such “regular outside the origin”potentials condition (DL2) nevertheless does not
exclude a singularity at the point 0 ∈ Rd.
Let (Ωn)n∈N be a partition of R
d in Bc(Rd), i.e. Ωn ∩ Ωm = ∅ for m 6= n, n,m ∈ N, and⊔∞
n=1Ωn = R
d. We set
Γfd
(
(Ωn)n∈N
)
:=
⋃
M∈N
⋂
n∈N
{
γ ∈ Γ ∣∣ |γΩn | ≤Mσ(Ωn)}.
Γfd
(
(Ωn)n∈N
)
is called the set of configurations of finite density. Furthermore, we set Λn := Bn,
n ∈ N, where Br, r ∈ (0,∞), denotes the open ball with radius r around the origin with respect
to the euclidean norm on Rd.
(LS): (Local Summability) Let Ω1 := Λ1 and Ωn := Λn \ Λn−1 for n ≥ 2. Assume that
σ(Ωn) ≥ κ (n + 1), for some κ ∈ (0,∞) and all n ∈ N. For all Λ in Oc(Rd) and all
γ ∈ Γfd
(
(Ωn)n∈N
)
we have
lim
n→∞
∑
y∈γΛn\Λ
∇φ(· − y) exists in L1loc(Λ, σ).
Remark 2.3.
(i) Note that in the case ̺ = exp(−φ) the assumption σ(Ωn) ≥ κ (n + 1) for some κ ∈
(0,∞) and all n ∈ N, is fulfilled, whenever the potential φ is bounded outside of a set
Λ ∈ Bc(Rd).
(ii) In the case σ(Ωn) ≥ κ (n + 1) for some κ ∈ (0,∞) and all n ∈ N, one has for µ ∈
GgcRb(Φφ, z̺), 0 < z < ∞, that µ(Γfd
(
(Ωn)n∈N
)
) = 1, due to [KK03, Theo. 5.4]. In this
case the grand canonical Gibbs measure µ is called tempered.
(iii) Condition (LS) seems to be more complicated to check. In [AKR98b, Exam. 4.1],
however, it is shown that the assumption
‖∇φ(x)‖max ≤ C‖x‖αmax
, ‖x‖max ≥ R,
for some 0 < R,C <∞, α > d+1, together with (DL2) implies (LS). In our setting the
proof is exactly the same as given there.
A concrete example fulfilling our assumptions is the Lennard–Jones potential (see Figure 1
below).
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Figure 1. A typical example: The (6, 12)-Lennard–Jones potential, i.e. φ(x) =
0.04
(
1
|x|12 − 1|x|6
)
, x ∈ Rd \ {0}.
2.5. Analysis and geometry on configuration spaces. On Γ we define the set of smooth
cylinder functions
FC∞b (C∞0 (Rd),Γ) :=
{
g(〈f1, γ〉, . . . , 〈fN , γ〉)
∣∣∣N ∈ N, g ∈ C∞b (RN ), f1, . . . , fN ∈ C∞0 (Rd)}.
Clearly, FC∞b (C∞0 (Rd),Γ) is dense in L2(Γ,B(Γ), πσ).
Let V0(R
d) denote the set of smooth vector fields on Rd. For v ∈ V0(Rd) the directional
derivatives on Γ for any F = gF (〈f1, ·〉, . . . , 〈fN , ·〉) ∈ FC∞b (C∞0 (Rd),Γ) are given by
∇ΓvF (γ) =
N∑
i=1
∂igF (〈f1, γ〉, . . . , 〈fN , γ〉) 〈∇vfi, γ〉
=
∫
Rd
(
N∑
i=1
∂igF (〈f1, γ〉, . . . , 〈fN , γ〉)∇fi, v
)
Rd
dγ =
(∇ΓF (γ), v)
L2(Rd→Rd,γ)
, (2.6)
with ∇vfi := (∇fi, v)Rd , 1 ≤ i ≤ N , γ ∈ Γ. Here ∇ denotes the gradient on Rd, ∂i the
directional derivative with respect to the i-th coordinate for 1 ≤ i ≤ N and L2(Rd → Rd, γ)
the space of γ-square integrable vector fields on Rd.
Next we define a gradient for functions in FC∞b (C∞0 (Rd),Γ) which corresponds to the direc-
tional derivatives in (2.6). So let F = gF (〈f1, ·〉, . . . , 〈fN , ·〉) ∈ FC∞b (C∞0 (Rd),Γ), v ∈ V0(Rd)
and γ ∈ Γ. The gradient ∇Γ of F ∈ FC∞b (C∞0 (Rd),Γ) at γ ∈ Γ is defined by
Γ ∋ γ 7→ ∇ΓF (γ) :=
N∑
i=1
∂igF (〈f1, γ〉, . . . , 〈fN , γ〉)∇fi ∈ L2(Rd → Rd, γ). (2.7)
Equation (2.6) immediately leads to the appropriate tangent space to Γ, namely
TγΓ := L
2(Rd → Rd, γ), γ ∈ Γ,
equipped with the usual L2-inner product. Note that ∇ΓF is independent of the representation
of F in (2.7) and ∇ΓF (γ) ∈ TγΓ. The corresponding tangent bundle is
TΓ =
⋃
γ∈Γ
TγΓ.
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Finitely based vector fields on (Γ, TΓ) can be defined as follows:
Γ ∋ γ 7→
N∑
i=1
Fi(γ)vi ∈ V0(Rd),
where F1, . . . , FN ∈ FC∞b (C∞0 (Rd),Γ), v1, . . . , vN ∈ V0(Rd). Let FVC∞b (C∞0 (Rd),Γ) be the
set of all such maps. Note that ∇ΓF ∈ FVC∞b (C∞0 (Rd),Γ) for all F ∈ FC∞b (C∞0 (Rd),Γ) and
that each v ∈ V0(Rd) is identified with the vector field γ 7→ v in TΓ which is constant modulo
taking γ-classes. For details we refer to [AKR98a], [AKR98b].
3. An Integration by parts formula
In this section our aim is to prove an integration by parts formula for functions in
FC∞b (C∞0 (Rd),Γ) with respect to µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z < ∞, where φ fulfills (SS),
(I) and (LR). Note that GgcRb(Φφ, z exp(−φ)), 0 < z < ∞, is not empty see e.g. [CK09]. The
following considerations are along the lines of [AKR98b, Chap. 4.3]. We start with a technical
lemma.
Lemma 3.1. Let φ be a pair potential satisfying conditions (SS), (I), (LR) and (DL2). For any
vector field v ∈ V0(Rd) we consider the function
Γ ∋ γ 7→ Lφv,k(γ) :=
 ∑
x∈γΛk
(∇φ(x), v(x))
Rd
+
− ∑
{x,y}⊂γΛk
(∇φ(x− y), v(x) − v(y))
Rd
 ∈ R.
Then for any µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z <∞, and all v ∈ V0(Rd) we have that
Lφ,µv := lim
k→∞
Lφv,k
exists in L2(Γ, µ). Here Λk, k ∈ N, is defined as in Section 2.
Proof. Let us at first consider the second summand. We set
ϕ(2)k (x, y) :=
∣∣(1Λk(x)1Λk(y)∇φ(x− y), v(x)− v(y))Rd∣∣
and define
V (2)k (γ) :=
{
ϕ(2)k (x, y), if γ = {x, y} ∈ Γ(2)0
0, otherwise
.
Then by using (2.4) and (2.5),∫
Γ
∣∣∣− ∑
{x,y}⊂γΛk
(∇φ(x− y), v(x) − v(y))
Rd
∣∣∣2 dµ(γ)
≤
∫
Γ
( ∑
{x,y}⊂γ
∣∣(1Λk(x)1Λk(y)∇φ(x− y), v(x) − v(y))Rd∣∣)2 dµ(γ)
=
∫
Γ
((
KV (2)k
)
(γ)
)2
dµ(γ) =
∫
Γ
(
K(V (2)k ⋆ V
(2)
k )
)
(γ) dµ(γ)
=
∫
Γ0
(V (2)k ⋆ V
(2)
k )(η) dρµ(η) =
∫
Γ0
∑
(ξ1,ξ2,ξ3)∈P3∅ (η)
V (2)k (ξ1 ∪ ξ2)V (2)k (ξ2 ∪ ξ3) dρµ(η)
=
1
4!
∫
R4d
ϕ(2)k (x1, x2)ϕ
(2)
k (x3, x4) ρ
(4)
µ (x1, x2, x3, x4) dσ
⊗4
12
+
1
3!
∫
R3d
ϕ(2)k (x1, x2)ϕ
(2)
k (x2, x3) ρ
(3)
µ (x1, x2, x3) dσ
⊗3
+
1
2!
∫
R2d
ϕ(2)k (x1, x2)
2 ρ(2)µ (x1, x2) dσ
⊗2
≤ C(1)
∫
R4d
ϕ(2)k (x1, x2)ϕ
(2)
k (x3, x4) ρ
(4)
µ (x1, x2, x3, x4) dx1 . . . dx4
+ C(2)
∫
R3d
ϕ(2)k (x1, x2)ϕ
(2)
k (x2, x3) ρ
(3)
µ (x1, x2, x3) dx1 . . . dx3
+C(3)
∫
R2d
ϕ(2)k (x1, x2)
2 ρ(2)µ (x1, x2) dx1 dx2,
where in the last step we have used the boundedness of the density function ̺ = exp(−φ)
and 0 < C(m) < ∞, m ∈ {1, 2, 3}. The Mayer-Montroll equation for correlation measures, see
e.g. [KK02], together with (RB) and (I), gives
|ρµ(x1, . . . xp)| ≤ Rp exp
−∑
i<j
φ(xj − xi)
 , 0 < Rp <∞,
for all p ∈ N, x1, . . . , xp ∈ Rd. From this point on we can proceed as in the proof of [AKR98b,
Lem. 4.1].
For the first summand we set
ϕ(1)k (x) :=
∣∣(1Λk(x)∇φ(x), v(x))Rd∣∣
and define correspondingly
V (1)k (γ) :=
{
ϕ(1)k (x), if γ = {x} ∈ Γ(1)0
0, otherwise
.
Thus we obtain by using (2.4) and (2.5),∫
Γ
∣∣∣− ∑
x∈γΛk
(∇φ(x), v(x))
Rd
∣∣∣2 dµ(γ)
≤
∫
Γ0
∑
(ξ1,ξ2,ξ3)∈P3∅ (η)
V (1)k (ξ1 ∪ ξ2)V (1)k (ξ2 ∪ ξ3) dρµ(η)
=
z2
2
∫
R2d
ϕ(1)k (x1)ϕ
(1)
k (x2) ρ
(2)
µ (x1, x2) exp(−φ(x1)) exp(−φ(x2)) dx1 dx2
+ z
∫
Rd
ϕ(1)k (x1)
2 ρ(1)µ (x1) exp(−φ(x1)) dx1
≤ C(4)
(∫
Λ2
k
‖∇φ(x)‖max exp(−φ(x)) ‖v(x)‖max dx
)2
+ C(5)
∫
Λk
‖∇φ(x)‖2max exp(−φ(x)) ‖v(x)‖2max dx
≤ C(6)(v)‖∇φ‖2L1(Λk,exp(−φ)dx) + C
(7)(v)‖∇φ‖2L2(Λk,exp(−φ)dx) <∞
with C(4), C(5), C(6)(v), C(7)(v) ∈ (0,∞), due to condition (DL2) and v ∈ V0(Rd). Finally since
Λk ↑ Rd as k →∞, it easily follows that
(
Lφv,k
)
k∈N
is a Cauchy sequence in L2(Γ, µ) and since
this space is complete, the limit exists. 
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Definition 3.2. Let φ be a pair potential satisfying conditions (SS), (I), (LR) and (DL2). For
v ∈ V0(Rd) and µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z <∞, we define
Bφ,µv := L
φ,µ
v +
〈
div v, ·〉 ∈ L2(Γ, µ).
Note that
〈
div v, ·〉 ∈ L2(Γ, µ), since µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z < ∞. Now we are able
to formulate an important result which is essential for our applications below.
Theorem 3.3. Suppose that the pair potential φ satisfies (SS), (I), (LR), (DL2) and (LS). Let
µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z < ∞. Then for v ∈ V0(Rd) and F,G ∈ FC∞b (C∞0 (Rd),Γ) the
following integration by parts formula holds:∫
Γ
∇ΓvF Gdµ(γ) = −
∫
Γ
F ∇ΓvGdµ(γ) −
∫
Γ
F GBφ,µv dµ(γ).
Proof. Let F = gF (〈f1, ·〉, . . . , 〈fN , ·〉) ∈ FC∞b (C∞0 (Rd),Γ), v ∈ V0(Rd) and choose Λ ∈
Oc(Rd) such that
⋃N
i=1 supp fi ∪ supp v ⊂ Λ. Using (2.2) we have GgcRb(Φφ, z exp(−φ)) ⊂
Gc(Φφ, exp(−φ)), 0 < z <∞. Hence∫
Γ
∇ΓvF dµ(γ) =
∫
Γ
Πˆσ,φΛ (∇ΓvF ) dµ(γ)
=
∫
Γ
(∫
Λγ(Λ)∇ΓvF (γΛc∪{x1,. . ., xγ(Λ)})exp
(−EΛ(γΛc∪{x1,. . ., xγ(Λ)}))̺ ⊗γ(Λ)dx1. . .dxγ(Λ))∫
Λγ(Λ) exp
(−EΛ(γΛc∪{x1,. . ., xγ(Λ)})) ̺⊗γ(Λ) dx1. . .dxγ(Λ) dµ(γ),
(3.1)
where ̺⊗γ(Λ) := ̺(x1) · . . . · ̺(xγ(Λ)), see Section 2. Fix n ∈ N and γ ∈ {η ∈ Γ | η(Λ) = n} ∩
Γfd
(
(Ωm)m∈N
)
, where (Ωm)m∈N corresponds to (Λm)m∈N as in (LS). Using [KK03, Coro. 5.8]
the numerator of the integrand in (3.1) for such γ equals to
lim
m→∞
∫
Λn
∇ΓvF
(
γΛc ∪ {x1,. . ., xn}
)
exp
(
−EΛ
(
γΛm\Λ∪{x1,. . ., xn}
))̺
⊗n(x1, . . . , xn)dx1. . .dxn
= lim
m→∞
∫
Λn
N∑
i=1
(
∂igF
( n∑
j=1
f1(xj), . . . ,
n∑
j=1
fN (xj)
) n∑
k=1
∇Rdv fi(xk)
)
× exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
̺⊗n(x1, . . . , xn) dx1 . . . dxn
= lim
m→∞
n∑
k=1
∫
Λn
(
∇xkgF
( n∑
j=1
f1(xj), . . . ,
n∑
j=1
fN (xj)
)
, v(xk)
)
Rd
× exp (−EΛ(γΛm\Λ∪{x1, . . . , xn})) ̺⊗n(x1, . . . , xn) dx1 . . . dxn.
Here ∇xk , 1 ≤ k ≤ n, denotes the gradient with respect to the xk-th variable (xk ∈ Λ).
Integrating by parts with respect to xk, 1 ≤ k ≤ n, we obtain
− lim
m→∞
n∑
k=1
∫
Λn
gF
( n∑
j=1
f1(xj), . . . ,
n∑
j=1
fN(xj)
)
×
((
∇xk
( n∑
1≤i<j
φ(xi − xj) +
n∑
i=1
∑
y∈γΛm\Λ
φ(xi − y)
)
, v(xk)
)
Rd
× exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . xn}
))
̺⊗n(x1, . . . , xn)
+
(
∇xk̺⊗n(x1, . . . xn), v(xk)
)
Rd
exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
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+ exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
̺⊗n(x1, . . . , xn) div v(xk)
)
dx1 . . . dxn
= − lim
m→∞
∫
Λn
gF
( n∑
j=1
f1(xj), . . . ,
n∑
j=1
fN(xj)
)
×
((
n∑
1≤i<j
(
∇φ(xi − xj), v(xi)− v(xj)
)
Rd
+
n∑
i=1
∑
y∈γΛm\Λ
(
∇φ(xi − y), v(xi)
)
Rd
)
× exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
̺⊗n(x1, . . . , xn)
+
( n∑
i=1
(
−∇φ(xi), v(xi)
)
Rd
̺⊗n(x1, . . . , xn)
)
exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
+ exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
̺⊗n(x1, . . . , xn)
n∑
i=1
div v(xi)
)
dx1 . . . dxn
= − lim
m→∞
∫
Λn
(
F ({x1, . . . , xn})
(( n∑
1≤i<j
(
∇φ(xi − xj), v(xi)− v(xj)
)
Rd
+
n∑
i=1
∑
y∈γΛm\Λ
(
∇φ(xi − y), v(xi)
)
Rd
)
−
( n∑
i=1
(
∇φ(xi), v(xi)
)
Rd
)
+
n∑
i=1
div v(xi)
)
× exp
(
−EΛ
(
γΛm\Λ∪{x1, . . . , xn}
))
̺⊗n(x1, . . . , xn) dx1 . . . dxn
= −
∫
Λn
(
F ({x1, . . . , xn})
( n∑
1≤i<j
(
∇φ(xi − xj), v(xi)− v(xj)
)
Rd
+
n∑
i=1
∑
y∈γΛc
(
∇φ(xi − y), v(xi)
)
Rd
−
n∑
i=1
(
∇φ(xi), v(xi)
)
Rd
+
n∑
i=1
div v(xi)
))
× exp
(
−EΛ
(
γΛc∪{x1, . . . , xn}
))
̺⊗n(x1, . . . , xn) dx1 . . . dxn. (3.2)
In the last step we have used (LS). Thus by (3.2), Lemma 3.1 and Definition 3.2 we obtain
that (3.1) equals∫
Γ
∫
ΛnFB
φ,µ
v (γΛc∪{x1,. . ., xn})exp(−EΛ(γΛc∪{x1,. . ., xn}))̺ ⊗ndx1. . .dxn∫
Λn exp (−EΛ(γΛc∪{x1,. . ., xn})) ̺⊗n dx1. . .dxn
dµ(γ).
Therefore, ∫
Γ
∇ΓvF dµ(γ) = −
∫
Γ
Πˆσ,φΛ (FB
φ,µ
v ) dµ(γ) = −
∫
Γ
FBφ,µv dµ(γ). (3.3)
By the product rule for ∇Γv on Γ we obtain∫
Γ
∇Γv (FG) dµ(γ) =
∫
Γ
∇ΓvF Gdµ(γ) +
∫
Γ
F ∇ΓvGdµ(γ)
and by (3.3)
−
∫
Γ
FGBφ,µv dµ(γ) =
∫
Γ
∇ΓvF Gdµ(γ) +
∫
Γ
F ∇ΓvGdµ(γ).

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For V :=
∑N
i=1 Fivi ∈ FVC∞b (C∞0 (Rd),Γ) we define
divΓ,µV :=
N∑
i=1
(
∇ΓviFi +Bφ,µvi Fi
)
(3.4)
and for F ∈ FC∞b (C∞0 (Rd),Γ)
LΓ,µF := divΓ,µ∇ΓF. (3.5)
Note that ∇ΓF ∈ FVC∞b (C∞0 (Rd),Γ), since
(∇ΓF )(γ, x) =
N∑
i=1
∂igF (〈f1, γ〉, . . . 〈fN , γ〉)∇fi(x), γ ∈ Γ, x ∈ Rd.
Corollary 3.4. Under the assumptions of Theorem 3.3 we have for all
F ∈ FC∞b (C∞0 (Rd),Γ), V ∈ FVC∞b (C∞0 (Rd),Γ)∫
Γ
(∇ΓF, V )
TγΓ
dµ(γ) = −
∫
Γ
F divΓ,µV dµ(γ).
Proof. Let F ∈ FC∞b (C∞0 (Rd),Γ), V ∈ FVC∞b (C∞0 (Rd),Γ). Hence V (γ) =
∑N
i=1Gi(γ)vi for
all γ ∈ Γ and for some Gi ∈ FC∞b (C∞0 (Rd),Γ), vi ∈ V0(Rd), 1 ≤ i ≤ N . By (2.6)∫
Γ
(∇ΓF, V )
TγΓ
dµ(γ) =
N∑
i=1
∫
Γ
∇ΓviF Gi dµ(γ).
Now we apply Theorem 3.3 and by (3.4) the statement follows. 
4. Infinite Interacting Particle Systems
Suppose that the pair potential φ satisfies (SS), (I), (LR), (DL2) and (LS).
4.1. The gradient stochastic dynamics with additional drift. We start with
EΓ,µ
gsdad
(F,G) :=
∫
Γ
(∇ΓF (γ),∇ΓG(γ))
TγΓ
dµ(γ), F,G ∈ FC∞b (C∞0 (Rd),Γ).
Our aim is to show that the closure (EΓ,µgsdad,D(EΓ,µgsdad)) of (EΓ,µgsdad,FC∞b (C∞0 (Rd),Γ)) is a conser-
vative, local, quasi-regular Dirichlet form. By definition it is the classical gradient Dirichlet
form on L2(Γ, µ), but in our situation µ is a grand canonical Gibbs measure corresponding
to the intensity measure σ = z exp(−φ) dx, 0 < z < ∞. This is different to the classical
situation, where grand canonical Gibbs measures µ corresponding to σ = z dx, 0 < z <∞, are
considered, see e.g. [AKR98b].
Remark 4.1.
(∇ΓF,∇ΓG)
T·Γ
∈ L1(Γ, µ) because µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z < ∞. Due to
Theorem 3.3 we have that ∇Γ respects the µ-classes FC∞,µb (C∞0 (Rd),Γ) determined by
FC∞b (C∞0 (Rd),Γ), i.e., ∇ΓF = ∇ΓG µ-a.e provided F,G ∈ FC∞b (C∞0 (Rd),Γ) satisfy F = G µ-
a.e.. Furthermore, it is easy to check that the µ-equivalence classes FVC∞,µb (C∞0 (Rd),Γ) deter-
mined by FVC∞b (C∞0 (Rd),Γ) are dense in L2(Rd → Rd, µ). Hence
(EΓ,µgsdad,FC∞,µb (C∞0 (Rd),Γ))
is a densely defined positive definite symmetric bilinear form on L2(Γ, µ).
The major part of the analysis (concerning closability) is already done by the derivation of
the corresponding integration by parts formula in Section 3.
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Corollary 4.2. Under the assumptions of Theorem 3.3. We have
EΓ,µ
gsdad
(F,G) =
∫
Γ
(∇ΓF (γ),∇ΓG(γ))
TγΓ
dµ(γ) =
∫
Γ
−LΓ,µ
gsdad
F Gdµ
for all F,G ∈ FC∞b (C∞0 (Rd),Γ). In particular,
LΓ,µ
gsdad
F (γ) =
N∑
i,j=1
∂i∂jgF
(
〈f1, γ〉, . . . , 〈fN , γ〉
)〈(
∇fi,∇fj
)
Rd
, γ
〉
+
N∑
j=1
∂jgF
(
〈f1, γ〉, . . . , 〈fN , γ〉
)(
〈∆fj, γ〉+
〈(
∇φ,∇fj
)
Rd
, γ
〉
−
∑
{x,y}⊂γ
(
∇φ(x− y),∇fj(x)−∇fj(y)
)
Rd
)
for µ-a.e. γ ∈ Γ and F ∈ FC∞b (C∞0 (Rd),Γ).
Proof. Apply Corollary 3.4 with V := ∇ΓG. Then the first assertion follows by (3.5). The
second we obtain by direct calculations using (3.5) and (2.7). 
In the sequel we denote by Γ¨ ⊂Mp(Rd) the space of integer valued, positive Radon measures.
Note that Γ¨ ⊃ Γ, since
Γ =
{
γ ∈ Γ¨
∣∣∣∣max
x∈Rd
γ({x}) ≤ 1
}
.
Remark 4.3. Clearly, ∇Γ extends to a linear operator on D(EΓ,µgsdad). We denote these extension
by the same symbol. Furthermore, note that since Γ ⊂ Γ¨ and B(Γ¨)∩Γ = B(Γ) we can consider µ
as a measure on (Γ¨,B(Γ¨)) and correspondingly (EΓ,µgsdad,D(EΓ,µgsdad)) is a Dirichlet form on L2(Γ¨, µ).
In particular, we have that D(EΓ,µgsdad) is the closure of FC∞,µb (C∞0 (Rd), Γ¨) with respect to the
norm
√
EΓ,µgsdad1, where
EΓ,µgsdad1(F ) := EΓ,µgsdad(F,F ) + (F,F )L2(Γ¨,µ), F ∈ D(EΓ,µgsdad).
The corresponding generator of the Dirichlet form can also be considered as linear operator on
L2(Γ¨, µ).
Theorem 4.4. Suppose that the pair potential φ satisfies (SS), (I), (LR), (DL2) and (LS). Let
µ ∈ GgcRb(Φφ, z exp(−φ)), 0 < z <∞. Then
(i)
(EΓ,µgsdad,FC∞,µb (C∞0 (Rd),Γ)) is closable on L2(Γ, µ) and its closure (EΓ,µgsdad,D(EΓ,µgsdad)) is
a symmetric Dirichlet form which is conservative, i.e., 1 ∈ D(EΓ,µgsdad), EΓ,µgsdad(1, 1) = 0.
Its generator, denoted by HΓ,µgsdad, is the Friedrichs’ extension of −LΓ,µgsdad.
(ii)
(EΓ,µgsdad,D(EΓ,µgsdad)) is quasi-regular on L2(Γ¨, µ).
(iii)
(EΓ,µgsdad,D(EΓ,µgsdad)) is local, i.e., EΓ,µgsdad(F,G) = 0 provided F,G ∈ D(EΓ,µgsdad) with
supp(|F | · µ) ∩ supp(|G| · µ) = ∅.
Proof.
(i) By Corollary 4.2 we have closability and the last part of the assertion. The Dirichlet
property immediately follows from the chain rule for ∇Γ on FC∞b (C∞0 (Rd),Γ) and the
conservativity is obvious. (We refer to [MR92, Chap. I and Chap. II, Sect. 2,3] for the
terminology and details.)
(ii) This is a special case of [MR00, Coro. 4.9].
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(iii) Since∇Γ satisfies the product rule on bounded functions inD(EΓ,µgsdad) the proof is exactly
the same as in [MR92, Chap. V, Exam. 1.12(ii)].

Theorem 4.5. Suppose the assumptions of Theorem 4.4. Then
(i) there exists a conservative diffusion process
MΓ,µ
gsdad
=
(
Ω,Fgsdad, (Fgsdadt )t≥0, (X
gsdad
t )t≥0, (P
gsdad
γ )γ∈Γ¨
)
on Γ¨ which is properly associated with
(EΓ,µgsdad,D(EΓ,µgsdad)), i.e., for all (µ-versions of)
F ∈ L2(Γ¨, µ) and all t > 0 the function
γ 7→ pgsdadt F (γ) :=
∫
Ω
F (Xgsdadt ) dP
gsdad
γ , γ ∈ Γ¨,
is an EΓ,µgsdad-quasi-continuous version of exp(−tHΓ,µgsdad)F . MΓ,µgsdad is up to µ-equivalence
unique (cf. [MR92, Chap. IV, Sect. 6]). In particular, MΓ,µgsdad is µ-symmetric, i.e.,∫
Γ¨
Gpgsdadt F dµ(γ) =
∫
Γ¨
F pgsdadt Gdµ(γ) for all F,G : Γ¨→ R+, B(Γ¨)-measurable
and has µ as invariant measure.
(ii) MΓ,µgsdad from (i) is the (up to µ-equivalence, cf. [MR92, Def. 6.3]) unique diffusion process
having µ as invariant measure and solving the martingale problem for(−HΓ,µgsdad,D(HΓ,µgsdad)), i.e., for all G ∈ D(HΓ,µgsdad) ⊃ FC∞b (C∞0 (Rd),Γ)
G˜(Xgsdadt )− G˜(Xgsdad0 ) +
∫ t
0
HΓ,µ
gsdad
G(Xgsdadt ) ds, t ≥ 0,
is an (Fgsdadt )t≥0-martingale under P
gsdad
γ (hence starting at γ) for EΓ,µgsdad-q.a. γ ∈ Γ¨.
(Here G˜ denotes a quasi-continuous version of G, cf. [MR92, Chap. IV, Prop.3.3].)
Proof.
(i) By Theorem 4.4 the proof follows directly from [MR92, Chap. V, Theo. 1.11].
(ii) This follows immediately by [AR95, Theo. 3.5].

Remark 4.6. (i) For d ≥ 2 an argumentation as in the proof of [RS98, Prop. 1] together
with an argumentation as in the proof of [RS98, Coro. 1] gives us that under our
assumptions the set Γ¨ \ Γ is EΓ,µgsdad-exceptional. Therefore, the process MΓ,µgsdad from
Theorem 4.5 lives on the smaller space Γ.
(ii) We call the diffusion process MΓ,µgsdad from Theorem 4.5 gradient stochastic dynamics
with additional drift.
4.2. The environment process. The following statement is a special case of an integration
by parts formula shown in [CK09], which holds for a non-empty subset Ggcibp(Φφ, z exp(−φ)) of
GgcRb(Φφ, z exp(−φ)), 0 < z <∞.
Lemma 4.7. Suppose that the pair potential φ satisfies (SS), (I), (LR), (DL2) and (LS).
Let µ ∈ Ggcibp(Φφ, z exp(−φ)), 0 < z < ∞. Then for F,G ∈ FC∞b (C∞0 (Rd),Γ) we have(∇ΓγF (γ),∇ΓγG(γ))Rd ∈ L1(Γ, µ). Furthermore,
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∫
Γ
(∇ΓγF (γ),∇ΓγG(γ))Rd dµ(γ)
= −
∫
Γ
(
N∑
i,j=1
∂i∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(
〈∇fi, γ〉 , 〈∇fj, γ〉
)
Rd
+
N∑
j=1
∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(
〈∆fj, γ〉 −
(
〈∇φ, γ〉 , 〈∇fj, γ〉
)
Rd
))
× gG (〈g1, γ〉, . . . , 〈gM , γ〉) dµ(γ).
Next we consider
EΓ,µenv (F,G) = EΓ,µgsdad(F,G) +
∫
Γ
(∇ΓγF (γ),∇ΓγG(γ))Rd dµ(γ), F,G ∈ FC∞b (C∞0 (Rd),Γ).
Remark 4.8. Using Remark 4.1 and Lemma 4.7 we have that
(EΓ,µenv ,FC∞,µb (C∞0 (Rd),Γ)) is a
densely defined, positive definite, symmetric bilinear form on L2(Γ, µ).
Corollary 4.9. Suppose that the pair potential φ satisfies (SS), (I), (LR), (DL2) and (LS).
Let µ ∈ Ggcibp(Φφ, z exp(−φ)), 0 < z <∞. Then for all F,G ∈ FC∞b (C∞0 (Rd),Γ) we have
EΓ,µenv (F,G) =
∫
Γ
(∇ΓF (γ),∇ΓG(γ))
TγΓ
+
(∇ΓγF (γ),∇ΓγG(γ))Rd dµ(γ) = ∫
Γ
−LΓ,µenvF Gdµ.
In particular,
LΓ,µ
env
F (γ) = LΓ,µ
gsdad
F (γ) +
N∑
i,j=1
∂i∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(〈∇fi, γ〉, 〈∇fj , γ〉)Rd
+
N∑
j=1
∂jgF (〈f1, γ〉, . . . , 〈fN , γ〉)
(
〈∆fj, γ〉 −
(〈∇φ, γ〉, 〈∇fj , γ〉)Rd) for µ-a.e. γ ∈ Γ.
Proof. Combining Corollary 4.2 and Lemma 4.7 the statement follows. 
Lemma 4.10.
(EΓ,µenv ,FC∞,µb (C∞0 (Rd),Γ)) is closable on L2(Γ, µ) and its closure (EΓ,µenv ,D(EΓ,µenv ))
is a symmetric Dirichlet form which is conservative, i.e., 1 ∈ D(EΓ,µenv ) and EΓ,µenv (1, 1) = 0. Its
generator, denoted by HΓ,µenv , is the Friedrichs’ extension of −LΓ,µenv.
Proof. By Corollary 4.9 we have closability and the last part. The Dirichlet property imme-
diately follows since ∇Γ and ∇Γγ fulfill the chain rule on FC∞b (C∞0 (Rd),Γ). Conservativity is
obvious. 
Remark 4.11. Clearly, ∇Γ and ∇Γγ extend to linear operators on D(EΓ,µenv ). We denote these
extensions by the same symbols. Furthermore, note that since Γ ⊂ Γ¨ and B(Γ¨) ∩ Γ = B(Γ)
we can consider µ as a measure on (Γ¨,B(Γ¨)) and correspondingly (EΓ,µenv ,D(EΓ,µenv )) is a Dirichlet
form on L2(Γ¨, µ). In particular, we have that D(EΓ,µenv ) is the closure of FC∞,µb (C∞0 (Rd), Γ¨) with
respect to the norm
√EΓ,µenv 1, where
EΓ,µenv 1(F ) := EΓ,µenv (F,F ) + (F,F )L2(Γ¨,µ), F ∈ D(EΓ,µenv ).
The corresponding generator of the Dirichlet form can also be considered as linear operator on
L2(Γ¨, µ).
Lemma 4.12. (EΓ,µenv ,D(EΓ,µenv )) is quasi-regular on L2(Γ¨, µ).
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Proof. The Dirichlet form (EΓ,µenv ,D(EΓ,µenv ))) is given by
EΓ,µenv (F,G) :=
∫
Γ
SΓ(F,G) dµ,
where
SΓ(F,G) := SΓ0 (F,G) +
(∇ΓγF (γ),∇ΓγG(γ))
R
d with
SΓ0 (F,G) :=
(∇ΓF,∇ΓG)
TγΓ
, F,G ∈ D(EΓ,µenv ).
To prove quasi-regularity analogously to [MR00, Prop. 4.1], it suffices to show that there exists
a bounded, complete metric ρ¯ on Γ¨ generating the vague topology such that ρ¯(·, γ0) ∈ D(EΓ,µenv )
for all γ0 ∈ Γ¨ and
SΓ(ρ¯(·, γ0), ρ¯(·, γ0)) ≤ η µ− a.e.
for some η ∈ L1(Γ¨, µ) (independent of γ0). The proof below is a modification of [MR00,
Prop. 4.8]. Hence we also use the notation proposed there. Thus (Bk)k∈N is an exhausting
sequence, i.e. (Bk)k∈N is an increasing sequence of open sets such that
⋃
k∈NBk = R
d. Fur-
thermore, since B
1
2
k ⊂ Bk+1 for all k ∈ N, (Bk)k∈N is a well-exhausting sequence in the sense
of [MR00] with δk =
1
2 for all k ∈ N. Here B
1
2
k := Bk+ 1
2
. For each k ∈ N we define
gk(x) := gBk, 12
(x) :=
2
3
(
1
2
− dist(x,Bk) ∧ 1
2
)
, x ∈ Rd,
and φk := 3gk. Furthermore, we set S(f, g) :=
(∇f,∇g)
Rd
for f, g ∈W 1,20 (Rd), whereW 1,20 (Rd)
denotes the Sobolev space of compactly supported, weakly differentiable functions in L2(Rd, dx)
with weak derivative again in L2(Rd, dx). Due to [MR00, Exam. 4.5.1] we have that [MR00,
Cond. (Q)] holds with S as given above. Moreover, due to [MR00, Lemm. 4.10]
φkgj ∈W 1,20 (Rd) and S(φkgj) := S(φkgj, φkgj) ≤ χ˜k for all k, j ∈ N,
where χ˜k := 4χk
(√
S(χk)+C
(
χk+
√
S(χk)
))
with χk ∈ C∞0 (Rd) and C ∈ (0,∞) as in [MR00,
Cond. (Q)]. For any function f ∈ W 1,20 (Rd) we have 〈f, ·〉 ∈ D(EΓ,µenv ), since µ fulfills a Ruelle
bound. Hence we can consider
SΓ(〈f, ·〉) := SΓ(〈f, ·〉, 〈f, ·〉)
and obtain
SΓ(〈f, ·〉) = 〈(∇f,∇f)
Rd
, ·〉+ (〈∇f, ·〉, 〈∇f, ·〉)
Rd
.
For γ ∈ Γ and Λ := supp f, f ∈W 1,20 (Rd), we have(〈∇f, γ〉, 〈∇f, γ〉)
Rd
=
∑
x∈γ
∑
y∈γ
(∇f(x),∇f(y))
Rd
≤
∑
x∈γ
∑
y∈γ
√(∇f(x),∇f(x))
Rd
·
√(∇f(y),∇f(y))
Rd
=
∑
x∈γ
√(∇f(x),∇f(x))
Rd
·
∑
y∈γ
√(∇f(y),∇f(y))
Rd
= |γΛ|2
(
1
|γΛ|
∑
x∈γ
√(∇f(x),∇f(x))
Rd
)2
≤ |γΛ|
∑
x∈γ
(∇f(x),∇f(x))
Rd
20
= |γΛ|
〈(∇f,∇f)
Rd
, γ
〉
,
where we have used Jensen’s inequality. Finally,
SΓ(〈f, ·〉) ≤ (1 + |γΛ|) ·
〈(∇f,∇f)
Rd
, ·〉 = (1 + |γΛ|) · 〈S(f), ·〉 , Λ = supp f, f ∈W 1,20 (Rd).
Next we fix a function ζ ∈ C∞b (R) such that 0 ≤ ζ ≤ 1 on [0,∞), ζ(t) = t on
[−12 , 12], ζ ′ > 0
and ζ ′′ ≤ 0. Here C∞b (R) denotes the set of bounded, continuous functions on Rd which are
infinitely often continuously differentiable. Using an argumentation as in [RS95, Lemm. 3.2]
we have that for any fixed γ0 ∈ Γ¨ and for any k, n ∈ N the restriction to Γ of the function
ζ
(
sup
j≤n
∣∣〈φk gj , ·〉 − 〈φk gj , γ0〉∣∣
)
belongs to D(EΓ,µenv ). Furthermore, we obtain
SΓ
(
ζ
(
sup
j≤n
∣∣〈φk gj, ·〉 − 〈φk gj , γ0〉∣∣
))
≤ (1 +NBk+1(·))SΓ0
(
ζ
(
sup
j≤n
∣∣〈φk gj , ·〉 − 〈φk gj , γ0〉∣∣
))
µ-a.e.,
since φkgj , k, j ∈ N, having support in Bk+1. Here, as usual, NB : Γ→ N0 ∪{+∞} is given by
NB(γ) := γ(B), where B ∈ B(Rd). Due to [MR00, (4.7)] we have
SΓ0
(
ζ
(
sup
j≤n
∣∣〈φk gj , ·〉 − 〈φk gj , γ0〉∣∣
))
≤ 〈χ˜2k, ·〉 µ-a.e.
Thus
SΓ
(
ζ
(
sup
j≤n
∣∣〈φk gj , ·〉 − 〈φk gj , γ0〉∣∣
))
≤ (1 +NBk+1(·)) 〈χ˜2k, ·〉 µ-a.e. (4.1)
For γ, γ0 ∈ Γ¨ and k ∈ N we set
Fk(γ, γ0) := ζ
(
sup
j∈N
∣∣〈φkgj , γ〉 − 〈φkgk, γ0〉∣∣)
and for a fixed γ0 ∈ Γ¨
ζ
(
sup
j≤n
∣∣〈φk gj , γ〉 − 〈φk gj , γ0〉∣∣
)
→ Fk(γ, γ0) as n→∞ for all γ ∈ Γ¨,
and in L2(Γ¨, µ). Hence by (4.1) and the Banach-Saks theorem, Fk(·, γ0) ∈ D(EΓ,µenv )) and
SΓ(Fk(·, γ0)) ≤
(
1 +NBk+1(·)
) 〈
χ˜2k, ·
〉
µ-a.e.. (4.2)
Next let us define
ck :=
(
1 +
1
2
∫
R2d
1Bk+1(x1)χ˜
2
k(x2)ρ
(2)
µ (x1, x2) exp(−φ)(x1) exp(−φ)(x2) dx1 dx2
+
∫
Rd
1Bk+1(x1)χ˜
2
k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1
+
∫
Rd
χ˜2k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1
)− 1
2
2−
k
2 , k ∈ N.
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Note that since µ fulfills a Ruelle bound and φ is bounded from below (ck)k∈N is a sequence of
positive real numbers converging to 0 as k →∞. For γ1, γ2 ∈ Γ¨ we define
ρ¯(γ1, γ2) := sup
k∈N
ck Fk(γ1, γ2).
By [MR00, Theo. 3.6], ρ¯ is a bounded, complete metric on Γ¨ generating the vague topology.
Furthermore,
SΓ(ck Fk(·, γ0)) ≤ 2−k
(
1+
1
2
∫
R2d
1Bk+1(x1)χ˜
2
k(x2)ρ
(2)
µ (x1, x2) exp(−φ)(x1) exp(−φ)(x2) dx1 dx2
+
∫
Rd
1Bk+1(x1)χ˜
2
k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1 +
∫
Rd
χ˜2k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1
)−1
× (NBk+1(·) + 1) 〈χ˜2k, ·〉
≤ sup
k∈N
(
2−k
(
1 +
1
2
∫
R2d
1Bk+1(x1)χ˜
2
k(x2)ρ
(2)
µ (x1, x2) exp(−φ)(x1) exp(−φ)(x2) dx1 dx2
+
∫
Rd
1Bk+1(x1)χ˜
2
k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1 +
∫
Rd
χ˜2k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1
)−1
× (NBk+1(·) + 1) 〈χ˜2k, ·〉
)
=: η µ-a.e.
by (4.2). Thus by [RS95, Lemm. 3.2] we have for all n ∈ N
SΓ
(
sup
k≤n
ckFk(·, γ0)
)
≤ sup
k≤n
SΓ (ckFk(·, γ0)) ≤ sup
k∈N
SΓ (ckFk(·, γ0)) ≤ η µ-a.e.
But supk≤n ck Fk(·, γ0) → ρ¯(·, γ0) as n → ∞ pointwisely and in L2(Γ¨, µ). Thus ρ¯(·, γ0) ∈
D(EΓ,µenv ) and SΓ(ρ¯(·, γ0)) ≤ η, by the Banach-Saks theorem, since∫
Γ
η dµ ≤
∞∑
k=1
2−k
(
1 +
1
2
∫
R2d
1Bk+1(x1)χ˜
2
k(x2)ρ
(2)
µ (x1, x2) exp(−φ)(x1) exp(−φ)(x2) dx1 dx2
+
∫
Rd
1Bk+1(x1)χ˜
2
k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1 +
∫
Rd
χ˜2k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1
)−1
×
(1
2
∫
R2d
1Bk+1(x1)χ˜
2
k(x2)ρ
(2)
µ (x1, x2) exp(−φ)(x1) exp(−φ)(x2) dx1 dx2
+
∫
Rd
1Bk+1(x1)χ˜
2
k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1 +
∫
Rd
χ˜2k(x1)ρ
(1)
µ (x1) exp(−φ)(x1) dx1
)
<∞.

Lemma 4.13. (EΓ,µenv ,D(EΓ,µenv )) is local, i.e., EΓ,µenv (F,G) = 0 provided F,G ∈ D(EΓ,µenv ) with
supp(|F | · µ) ∩ supp(|G| · µ) = ∅.
Proof. The proof is a simple modification of the proof of [MR00, Prop. 4.12], where similar
arguments as in the proof of Lemma 4.12 are used. 
Combining Lemmas 4.10, 4.12 and 4.13 we obtain
Theorem 4.14. Suppose that the pair potential φ satisfies (SS), (I), (LR), (DL2) and (LS)
and let µ ∈ Ggcibp(Φφ, z exp(−φ)), 0 < z < ∞. Then (EΓ,µenv ,D(EΓ,µenv )) is a local, quasi-regular,
symmetric Dirichlet form which is conservative, i.e., 1 ∈ D(EΓ,µ
env
) and EΓ,µ
env
(1, 1) = 0. Its
generator, denoted by HΓ,µ
env
, is the Friedrichs’ extension of −LΓ,µ
env
.
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Theorem 4.15. Suppose the assumptions of Theorem 4.14. Then
(i) there exists a conservative diffusion process
MΓ,µenv =
(
Ω,Fenv, (Fenvt )t≥0, (X
env
t )t≥0, (P
env
γ )γ∈Γ¨
)
on Γ¨ which is properly associated with (EΓ,µenv ,D(EΓ,µenv )), i.e., for all (µ-versions of) F ∈
L2(Γ¨, µ) and all t > 0 the function
γ 7→ penvt F (γ) :=
∫
Ω
F (Xenvt ) dP
env
γ , γ ∈ Γ¨,
is an EΓ,µ
env
-quasi-continuous version of exp(−tHΓ,µ
env
)F . MΓ,µ
env
is up to µ-equivalence
unique (cf. [MR92, Chap. IV, Sect. 6]). In particular, MΓ,µenv is µ-symmetric, i.e.,∫
Γ¨
Gpenvt F dµ(γ) =
∫
Γ¨
F penvt Gdµ(γ) for all F,G : Γ¨→ R+, B(Γ¨)-measurable
and has µ as invariant measure.
(ii) MΓ,µ
env
from (i) is the (up to µ-equivalence, cf. [MR92, Def. 6.3]) unique diffusion process
having µ as invariant measure and solving the martingale problem for
(−HΓ,µ
env
,D(HΓ,µ
env
)), i.e., for all G ∈ D(HΓ,µ
env
) ⊃ FC∞b (C∞0 (Rd),Γ)
G˜(Xenvt )− G˜(Xenv0 ) +
∫ t
0
HΓ,µ
env
G(Xenvt ) ds, t ≥ 0,
is an (Ft)t≥0-martingale under P
env
γ (hence starting at γ) for EΓ,µenv -q.a. γ ∈ Γ¨. (Here G˜
denotes a quasi-continuous version of G, cf. [MR92, Chap. IV, Prop.3.3].)
Proof. (i) By Theorem 4.14 the proof follows directly from [MR92, Chap. V, Theo. 1.11].
(ii) This follows immediately by [AR95, Theo. 3.5].

Remark 4.16. For d ≥ 2 an argumentation as in the proofs of [RS98, Prop. 1] and [RS98,
Coro. 1] together with a similar argumentation as in the proof of Lemma 4.12 gives us that
under our assumptions the set Γ¨ \ Γ is EΓ,µenv -exceptional. Therefore, the process MΓ,µenv from
Theorem 4.15 lives on the smaller space Γ.
4.3. The coupled process. Finally we construct the stochastic process MR
d×Γ,µˆ
coup taking val-
ues in Rd × Γ for d ≥ 2 (for d = 1 the process exists only in Rd × Γ¨), coupling the motion
of the tagged particle and the motion of the environment seen from this particle. There-
fore, let µ ∈ Ggcibp(Φφ, z exp(−φ)), 0 < z < ∞. As test functions we consider functions
F ∈ C∞0 (Rd) ⊗ FC∞b (C∞0 (Rd),Γ). Here ⊗ denotes the algebraic tensor product of C∞0 (Rd)
and FC∞b (C∞0 (Rd),Γ). Hence
F(ξ, γ) =
mF∑
k=1
(fk ⊗ Fk)(ξ, γ) :=
mF∑
k=1
fk(ξ)Fk(γ), (ξ, γ) ∈ Rd × Γ, (4.3)
where fk ∈ C∞0 (Rd), Fk ∈ FC∞b (C∞0 (Rd),Γ) for k ∈ {1, . . . ,mF} and mF ∈ N depends on
F ∈ C∞0 (Rd)⊗FC∞b (C∞0 (Rd),Γ).
As operators on C∞0 (R
d)⊗FC∞b (C∞0 (Rd),Γ) we consider
(∇Γγ −∇)F(ξ, γ) :=
mF∑
k=1
(
fk(ξ)∇ΓγFk(γ)−∇fk(ξ)F (γ)
)
and (4.4)
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∇ΓF(ξ, γ) :=
mF∑
k=1
fk(ξ)∇ΓFk(γ), for (ξ, γ) ∈ Rd × Γ, (4.5)
where F ∈ C∞0 (Rd)⊗FC∞b (C∞0 (Rd),Γ).
Notation 4.17. Since the objects we consider are linear or bilinear, respectively, for simplicity
we use
F(ξ, γ) = f(ξ)F (γ) instead of (4.3),
(∇Γγ −∇)F(ξ, γ) = f(ξ)∇ΓγF (γ)−∇f(ξ)F (γ) instead of (4.4) and
∇ΓF(ξ, γ) = f(ξ)∇ΓF (γ) instead of (4.5).
Now we define on C∞0 (R
d) ⊗ FC∞b (C∞0 (Rd),Γ) the following positive definite, symmetric
bilinear form:
ERd×Γ,µˆcoup (F,G) =
∫
Rd×Γ
(
(∇Γγ −∇)F(ξ, γ), (∇Γγ −∇)G(ξ, γ)
)
Rd
+
(
∇ΓF(ξ, γ),∇ΓG(ξ, γ)
)
TγΓ
dµ(γ) dξ,
F,G ∈ C∞0 (Rd)⊗FC∞b (C∞0 (Rd),Γ). (4.6)
Using Notation 4.17, (4.6) can be rewritten as
ERd×Γ,µˆcoup (F,G) =
∫
Rd×Γ
f(ξ) g(ξ)
((
∇ΓF (γ),∇ΓG(γ)
)
TγΓ
+
(
∇ΓγF (γ),∇ΓγG(γ)
)
Rd
)
−
(
∇ΓγF (γ),∇g(ξ)
)
Rd
f(ξ)G(γ)−
(
∇ΓγG(γ),∇f(ξ)
)
Rd
g(ξ)F (γ)
+ F (γ)G(γ)
(∇f(ξ),∇g(ξ))
Rd
dµ(γ) dξ.
Theorem 4.18. Suppose that the pair potential φ satisfies (SS), (I), (LR), (LS) and (DLq)
for some q > d. Furthermore, let µ ∈ Ggcibp(Φφ, z exp(−φ)), 0 < z <∞. Then
(ERd×Γ,µˆcoup , C∞0 (Rd)⊗FC∞,µb (C∞0 (Rd),Γ) is closable in L2(Rd × Γ, dx⊗ µ) and its closure
(ERd×Γ,µˆcoup ,D(ERd×Γ,µˆcoup )) is a conservative, local, quasi-regular Dirichlet form on L2(Rd × Γ¨, µ).
Moreover,
ERd×Γ,µˆcoup (F,G) =
∫
Rd×Γ
−LRd×Γ,µˆcoup FG dµ dξ,
where
LR
d×Γ,µˆ
coup F(ξ, γ) = L
Γ,µ
envF (ξ, γ) f(ξ)− 2
(
∇ΓγF (γ),∇f(ξ)
)
Rd
+
∑
x∈γ
(
∇φ(x),∇f(ξ)
)
Rd
+∆f(ξ)F (γ).
The generator of (ERd×Γ,µˆcoup ,D(ERd×Γ,µˆcoup )), denoted by HRd×Γ,µˆcoup , is the Friedrichs’ extension of
−LRd×Γ,µˆcoup .
Proof. Applying Fubini’s theorem then carrying out an integration by parts, we obtain
ERd×Γ,µˆcoup (F,G) =
∫
Rd×Γ
f(ξ) g(ξ)
((
∇ΓF (γ),∇ΓG(γ)
)
TγΓ
+
(
∇ΓγF (γ),∇ΓγG(γ)
)
Rd
)
−
(
∇ΓγF (γ),∇g(ξ)
)
Rd
f(ξ)G(γ)−
(
∇ΓγG(γ),∇f(ξ)
)
Rd
g(ξ)F (γ)
+ F (γ)G(γ)
(∇f(ξ),∇g(ξ))
Rd
dµ(γ) dξ
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=∫
Rd
∫
Γ
−LΓ,µenvF (γ) f(ξ)G(γ) g(ξ) dµ(γ) dx +
∫
Rd
∫
Γ
(
∇ΓγF (γ),∇f(ξ)
)
Rd
G(γ) g(ξ) dµ(γ) dξ
+
∫
Rd
∫
Γ
((
∇ΓγF (γ),∇f(ξ)
)
Rd
−
∑
x∈γ
(
∇φ(x),∇f(ξ)
)
Rd
F (γ)
)
G(γ) g(ξ) dµ(γ) dξ
−
∫
Rd
∫
Γ
∆f(ξ)F (γ)G(γ) g(ξ) dµ(γ) dξ
=
∫
Rd
∫
Γ
(
− LΓ,µenvF (γ) f(ξ) + 2
(
∇ΓγF (γ),∇f(ξ)
)
Rd
−
∑
x∈γ
(
∇φ(x),∇f(ξ)
)
Rd
F (γ)−∆f(ξ)F (γ)
)
G(γ) g(ξ) dµ(γ) dξ.
Thus we have closability. Since the operator ∇Γγ − ∇ fulfills a chain rule on C∞0 (Rd) ⊗
FC∞b (C∞0 (Rd),Γ), the Dirichlet property follows. Furthermore, ∇Γγ −∇ satisfies the product
rule for bounded functions in D(ERd×Γ,µˆcoup ) then as shown in [MR92, Chap. V, Exam. 1.12(ii)],
(ERd×Γ,µˆcoup ,D(ERd×Γ,µcoup )) is local.
Quasi-regularity can be shown as follows. We denote by (E ,D(E)) the classical gradient
Dirichlet form on L2(Rd, dx). We know that both (EΓ,µenv ,D(EΓ,µenv )) and (E ,D(E)) are quasi-
regular. By (Ek)k∈N we denote the EΓ,µenv -nest of compact sets in Γ¨. An E-nest of compact sets
in Rd is given by (Λk)k∈N. Hence (Fk)k∈N, where Fk := Λk × Ek, is an exhausting sequence of
compact sets in Rd × Γ¨. One easily shows that C∞0 (Rd)⊗
⋃
k≥1D(EΓ,µenv )Ek ⊂ D(ER
d×Γ,µ
coup ). Then
using that
⋃
k≥1D(EΓ,µenv )Ek is dense in D(EΓ,µenv ) with respect to
√EΓ,µenv and that C∞0 (Rd) is dense
in D(E) with respect to √E we can easily show that C∞0 (Rd)⊗
⋃
k≥1D(EΓ,µenv )Ek is dense, first in
C∞0 (R
d)⊗FC∞b (C∞0 (Rd),Γ), hence also in D(ER
d×Γ,µˆ
coup ) with respect to
√
ERd×Γ,µˆcoup . Thus (Fk)k∈N
is an ERd×Γ,µˆcoup -nest of compact sets. All further properties necessary to have quasi-regularity are
clear due to quasi-regularity of (EΓ,µenv ,D(EΓ,µenv )) and (E ,D(E)), respectively.
Finally, we prove the conservativity of (ERd×Γ,µˆcoup ,D(ERd×Γ,µcoup )). I.e., we have to show that
T coupt (1⊗ 1) = 1, with (T coupt )t≥0 the L∞-contraction semigroup corresponding to
(exp(−tHcoup))t≥0. Therefore, we denote by (Gcoupα )α>0 the resolvent corresponding to ERd×Γ,µˆcoup
and prove at first that
L1(F, G
coup
1 (1⊗ 1))L∞ = L1(F, 1)L∞ for all F ∈ L1(Rd × Γ, µˆ) ∩ L∞(Rd × Γ, µˆ).
Here L1(·, ·)L∞ denotes the dual pairing between the spaces L1(Rd×Γ, µˆ) and L∞(Rd×Γ, µˆ). In
order to show this we choose f0 : R
d → R infinitely often differentiable such that f0(x) = 1 for
x ∈ [−1, 1]d and f0(x) = 0 for x ∈ Rd \ [−3, 3]d. For k ∈ N we define fk(x) = f0(k−1x), x ∈ Rd.
Then for any q > d we have
‖∇fk‖Lp(Rd) → 0 and ‖∆fk‖Lp(Rd) → 0 as k →∞. (4.7)
It holds that fk ⊗ 1 ∈ C∞0 (Rd)⊗FC∞b (C∞0 (Rd),Γ) and
L1(F, G
coup
1 (1⊗ 1))L∞ = lim
k→∞
(F, Gcoup1 (fk ⊗ 1))L2(Rd×Γ,µˆ)
= lim
k→∞
((1− LΓ,µˆcoup)Gcoup1 F, Gcoup1 (fk ⊗ 1))L2(Rd×Γ,µˆ)
= lim
k→∞
(Gcoup1 F, fk ⊗ 1)L2(Rd×Γ,µˆ)
= lim
k→∞
((1 − LΓ,µˆ
coup
+ LΓ,µˆ
coup
)Gcoup1 F, fk ⊗ 1)L2(Rd×Γ,µˆ)
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= L1(F, 1⊗ 1)L∞ + lim
k→∞
(LΓ,µˆcoupG
coup
1 F, fk ⊗ 1)L2(Rd×Γ,µˆ)
= L1(F, 1)L∞ + lim
k→∞
(Gcoup1 F, L
Γ,µˆ
coup(fk ⊗ 1))L2(Rd×Γ,µˆ)
= L1(F, 1)L∞ + lim
k→∞
(Gcoup1 F,∆fk +∇fk∇Γγφ)L2(Rd×Γ,µˆ).
Since
(Gcoup1 F,∆fk +∇fk∇Γγφ)L2(Rd×Γ,µˆ) ≤ ‖1{∇fk 6=0}Gcoup1 F‖Lp(Rd×Γ,µˆ)‖∆fk +∇fk∇Γγφ‖Lq (Rd×Γ,µˆ) <∞,
by (DLq), we obtain that limk→∞(G
coup
1 F,∆fk + ∇fk∇Γγφ)L2(Rd×Γ,µˆ) = 0 by (4.7). Hence
L1(F, G
coup
1 1 ⊗ 1)L∞ = L1(F, 1)L∞ for all F ∈ L1(Rd × Γ, µˆ) ∩ L∞(Rd × Γ, µˆ). Now using the
relation between resolvents and semigroups via the Laplace transform together with the Hahn-
Banach theorem we obtain conservativity.

Theorem 4.19. Suppose the assumptions of Theorem 4.18.
(i) there exists a conservative diffusion process
MR
d×Γ,µˆ
coup
=
(
Ωcoup,Fcoup, (Fcoupt )t≥0, (X
coup
t )t≥0, (P
coup
(x,γ)
)(x,γ)∈Rd×Γ¨
)
on Rd × Γ¨ which is properly associated with
(
ERd×Γ,µˆcoup ,D(ERd×Γ,µˆcoup )
)
, i.e., for all (µˆ-
versions of) F ∈ L2(Rd × Γ¨, µˆ) and all t > 0 the function
(ξ, γ) 7→ pcoupt F(ξ, γ) :=
∫
Ω
F(Xcoupt ) dP
coup
(ξ,γ), (ξ, γ) ∈ Rd × Γ¨,
is an EΓ,µˆcoup-quasi-continuous version of exp(−tHΓ,µˆcoup)F. MΓ,µˆcoup is up to µˆ-equivalence
unique (cf. [MR92, Chap. IV, Sect. 6]). In particular, MR
d×Γ,µˆ
coup is dξ ⊗ µ-symmetric,
i.e., ∫
Rd×Γ¨
G pcoupt F dµˆ =
∫
Rd×Γ¨
F pcoupt G dµˆ
for all F,G : Rd × Γ¨ → R+, B(Rd × Γ¨)-measurable and has µˆ = dξ ⊗ µ as invariant
measure.
(ii) MR
d×Γ,µˆ
coup from (i) solves the martingale problem for
(
−HRd×Γ,µˆcoup ,D(HRd×Γ,µˆcoup )
)
, i.e., for
all G ∈ D(HRd×Γ,µˆcoup ) ⊃ C∞0 (Rd)⊗FC∞b (C∞0 (Rd),Γ)
G˜(Xcoupt )− G˜(Xcoup0 ) +
∫ t
0
HΓ,µˆcoupG(X
coup
t ) ds, t ≥ 0,
is an (Fcoupt )t≥0-martingale under P
coup
(ξ,γ) (hence starting at (ξ, γ)) for EΓ,µˆcoup-q.a. (ξ, γ) ∈
Rd × Γ¨.
(Here G˜ denotes a quasi-continuous version of G, cf. [MR92, Chap. IV, Prop.3.3].)
Proof. (i) By Theorem 4.18 the proof follows directly from [MR92, Chap. V, Theo. 1.11].
(ii) This follows immediately by [AR95, Theo. 3.5].

Remark 4.20. (i) As before we obtain a diffusion process on Rd × Γ for d ≥ 2.
(ii) To get the tagged particle process we do a projection on the first component ofMR
d×Γ,µˆ
coup
taking values in Rd.
(iii) Note that in general the tagged particle process no longer is a Markov process.
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