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Abstract
For a prime p we nd lower bounds for the highest power of p dividing each coecient in
the [pk ]-series for BP homology. For the sth coecient, the result depends on the rst k digits
in the p-adic expansion of s(p− 1)+1. When p=2 the bounds are optimal. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: 55N22
1. Introduction
Let BP stand for the Brown{Peterson spectrum associated to a prime p  2 and
let (X; Y ) denote the corresponding formal group law. The coecients of this series
carry a great deal of algebraic and geometrical information. For on the one hand,
 is universal among the p-typical formal group laws [2, Theorem 4:6] and, on the
other, it agrees with the Euler class of the tensor product of the canonical line bundles
over CP1CP1. The coecients of (X; Y ) are algorithmically computable, but the
required calculations get rapidly out of hands [4]. Thus, we look for global properties
of . A rst approach can be done through the [n]-series: [n](T ) =
P T { the n-fold
iterated formal sum of T . Even the coecients of this series carry a considerable
amount of information: they give all the relations in the expression of BP(BZ=n) as
a quotient of BP(CP1). For the topological applications it is often the case that
one does not need to know much of the [n]-series. For instance, a knowledge of the
2-divisibility properties of the coecients in the [2]-series (for p = 2) led Davis to
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obtain the best-known non-immersion results for real projective spaces [3]. In this paper
we solve the analogous divisibility problem for the [2k ]-series.
Since BP is p-local, the [n]-series carries the same information as the [pk ]-series,
where k = p(n) is the highest power of p dividing n. We will focus on the latter
series. By sparseness it takes the form
[pk ](T ) =
X
s0
ak;sT s; (1)
where s will stand for s(p − 1) + 1 and where ak;s 2 BP2s(p−1) is the sth coecient.
In our rst result we give general lower bounds for p(ak;s) { the highest power of p
dividing the sth coecient in the [pk ]-series.
Theorem 1.1. Let the functions ej(m) (j  0) be dened by requiring that
m= e0(m) + e1(m)p+ e2(m)p2 +    (2)
be the p-adic expansion of m; and let k(m) be dened by
k(m) =
kX
j=0
(k − j)ej(m): (3)
Then p(ak;s)  k( s).
Conjecture 1.2. Theorem 1:1 is optimal; that is; the inequality in its conclusion is in
fact an equality.
A large amount of computer calculations support Conjecture 1.2; however we also
have non-computational evidence for this conjecture. For instance, Theorem 1.1 is
optimal if s=1+p+p2 +   +pn for some n 2 f0; 1; : : : ; k − 1g (Corollary 2.6). On
the other hand, for p = 2 and k = 1, it is well known [5] that a1; s is divisible by 2
only for even s, and that a1;2s is never divisible by 4. Thus Theorem 1.1 is optimal in
that situation too. In our second main result we show that Theorem 1.1 is indeed sharp
for p = 2 and any value of k. In more detail, recall that BP is a Z(p)-polynomial
algebra on elements vn of dimension 2(pn−1) (n  1). Theorem 1.1 claims that every
monomial in the expression for ak;s is divisible by pk ( s ). Then for p = 2, Theorem
1.3 pinpoints an explicit monomial which is not divisible by 2k ( s )+1.
Theorem 1.3. Let p= 2; and dene the functions (m) and k(m) by
(m) =
X
j0
ej(m) (4)
and
k(m) = 2k−1(m)− 1−
k−1X
j=0
(2k−1 − 2 j)ej(m): (5)
Let s  0 and for j  1 let ej = 2k−1ek+j−1(s + 1). Then the coecient of the
monomial vk (s+1)1 v
e1
1 v
e2
2 v
e3
3    in the expression for ak;s is not divisible by 2k (s+1)+1.
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In the special case k=1, Theorem 1.3 is comparable to Proposition 1:4 in [5]; but for
k > 1, it diers from Theorem 1 in [7]: our result does identify a monomial carrying
the lowest power of 2 in each coecient of the [2k ]-series. Note that for k  2 and
s  1, the monomial described in Theorem 1.3 is always divisible by v1. Moreover, in
case this monomial is divisible by other vn (n  2), then it is divisible exactly by the
2k−1 power of vn.
Corollary 1.4. For p = 2 the highest power of 2 dividing ak;s is 2(ak;s) = k(s + 1)
(thus; Theorem 1:1 is sharp in this case).
Since Araki’s generators agree modulo p with Hazewinkel’s generators, Theorem
1.3 is valid with either one of these two sets of generators.
Theorem 1.1 yields the following general description for the [pk ]-series in BP-
homology. A similar expression, which motivated this paper, appeared rst in [9]. We
wish to thank Hal Sadofsky for making his paper available to the author.
Corollary 1.5. For any prime p; the [pk ]-series takes the form
[pk ](T ) = pkT +
kX
j=1
(pk−jujTp
j
+ pp(k−j)jTp
j+p−1);
where u1; : : : ; uk 2 BP, 1; : : : ; k−1 2 BP[T ]; k 2 BP[[T ]]; and
(a) ui  vg(i)1 modulo pBP; where g(i) = (pi − 1)=(p− 1); for 1  i  k;
(b) deg i = (pi − 2)(p− 1); for 1  i  k − 1.
Theorem 1.1 is proved in Section 2 along with Corollary 1.5. We prove Theorem
1.3 in Section 3. This is accomplished by making use of a certain weight ltration
in BP and adapting the methods in [7] in order to identify the \lightest" monomial
carrying the lowest power of 2 in each coecient of the [2k ]-series. Many computer
calculations were performed in order to verify the optimality of Theorem 1.1. The nal
version of Theorem 1.3 was in fact motivated by these calculations.
2. Lower bounds for the p-divisibility
In this section we will generalize ideas of Araki to study certain elements closely
related to the [pk ]-series for a prime p  2. In particular, the reader is assumed to be
familiar with Part I in [2]. Since the formal group law  in BP theory is p-typical, we
know from [2, Theorem 3.6] that the [pk ]-series has a unique expression as a formal
sum
[pk ](T ) =
X
s0

vk; sTp
s
(6)
which denes elements vk;s 2 BP2(p s−1). Note vk;0 =pk . Araki’s generators for BP are
obtained with k = 1 and are simply denoted by vs = v1; s. Thus BP = Z(p)[v1; v2; : : : ].
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Let log(T ) =
P
s0msT
ps be the logarithm for the formal group , where ms 2
H2(p s−1)(BP) is the usual polynomial generator [1,11]. In our rst lemma we relate
the elements vk;s to the elements ms through the Boardman{Hurewicz map BP ,!
H(BP). The result is a straightforward generalization of the methods in Section 6 of
Araki [2]. For completeness we provide the details of the proof.
Lemma 2.1. For s> 0 we have
vk;s = pkums −
s−1X
i=1
miv
pi
k; s−i ;
where u= u(k; s) = 1− pk(p s−1).
Proof. The logarithm log is a morphism form  to the additive formal group law;
therefore, by composition, it transforms -formal sums of power series into usual sums
of them. Thus
pk log(T ) = log([p
k ](T )) = log
0
@X
i0

vk; iTp
i
1
A
=
X
i0
log(vk; iT
pi) =
X
i0
X
j0
mjv
p j
k; i T
pi+j
=
X
s0
 X
i+j=s
mjv
p j
k; i
!
Tp
s
:
The result follows by comparing coecients.
Denition 2.2. Consider the numeric function
g(n) = 1 +   + pn−1 = p
n − 1
p− 1 for n  0:
From Mischenko’s series we know that pimi is \integral", that is, an element of
BP. The next result computes its value modulo p.
Lemma 2.3. For n  0; pnmn  vg(n)1 modulo pBP.
Proof. The result is obvious for n= 0, and for n= 1 it follows directly from Lemma
2.1 with k = s = 1. Multiplying by pn the equation in Lemma 2.1 (with k = 1 and
s= n+ 1) we have
pn+1umn+1 =
nX
i=0
pnmiv
pi
n+1−i :
Since u  1 (modp), the result follows by an inductive hypothesis: modulo pBP,
pnmn  vg(n)1 but pnmi  0 if i<n.
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A direct consequence of Lemma 2.1 is that vk;s = pk−1wvs + D, where w 2 Z(p) is
a unit and D 2 BP is decomposable. In a sense, this is the starting point in [6,8].
However, when k > 1, some of the summands in D are only divisible by pr , for
r <k − 1. From our point of view, such summands are more important.
Proposition 2.4. For n  k; vk;n  pk−nvg(n)1 modulo pk−n+1BP.
Proof. The result is obvious for n=0; for n=1 the conclusion follows by comparing
Lemma 2.1 for any value of k and k = 1. Likewise a double application of Lemma
2.1 gives
vk;n+1 +
nX
i=1
miv
pi
k;n+1−i = p
kumn+1 = pk−1w
nX
i=0
miv
pi
n+1−i ; (7)
where u; w 2 Z(p) are units congruent with 1 modulo p. Assume n + 1  k. For
1  i  n, induction gives that vpik;n+1−i is divisible by p(k+i−n−1)p
i
in BP; thus
by Lemma 2.3, miv
pi
k;n+1−i is divisible by p
(k+i−n−1)pi−i and, in particular, by pk−n.
Therefore, modulo pk−nBP, Eq. (7) reduces to
vk;n+1 pk−1w(mnvp
n
1 + mn−1v
pn−1
2 +   + m1vpn + vn+1)
= wpk−n−1(pnmn)v
pn
1 + wp
k−n(pn−1mn−1)v
pn−1
2 +   + wpk−1vn+1
pk−n−1vg(n+1)1 ;
in view of Lemma 2.3.
Lemma 2.5. For n  k; ak;g(n)  vk;n modulo pp(k−n+1)BP.
Proof. Note the degrees of ak;g(n) and of vk;n agree. By expanding the formal sum (6),
we see that ak;g(n)Tp
n
can be written as a polynomial in the elements vk;0T; : : : ; vk;nTp
n
;
with vk;nTp
n
appearing as a single monomial (recall (X; Y )=X +Y +XY
P
cijX iY j).
All other monomials have degree at least p and do not involve vk;nTp
n
(look at the
exponents of T ). The result follows from Proposition 2.4.
For future reference we state the following easy consequence of Proposition 2.4 and
Lemma 2.5.
Corollary 2.6. For n  k; ak;g(n)  pk−nvg(n)1 modulo pk−n+1BP.
Denition 2.7. For an element c 2 BP, the highest power of p dividing c is denoted
by p(c).
The following relation can be obtained by using the methods in Section IV.4 of
Silverman [10] (specically, through a straightforward generalization of the proof of
Corollary 4:4 there):
p(ak;s) + p(s(p− 1) + 1)  k; s  0: (8)
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Just as Theorem 1.1, this is only relevant for p(s(p−1)+1)<k. In any case, Theorem
1.1 is a considerable improvement over (8). For instance, Corollary 2.6 implies that
an equality holds in (8) and in Theorem 1.1 provided s = g(n) and n  k; however,
the lower bounds given in Theorem 1.1 improve those given by (8) in all other cases
within the range s  g(k).
Proof of Theorem 1.1. Take n 2 N with s<g(n + 1) and k  n, and let s stand
for s(p − 1) + 1. As in the proof of Lemma 2.5, ak;sT s can be written as ak;sT s =
P(vk;0T; : : : ; vk;nTp
n
), with P 2 BP[X0; : : : ; Xn]. By looking at the exponents of T , each
monomial dX u00   X unn of P satises
u0 + u1p+   + unpn = s: (9)
Now Proposition 2.4 implies that the coecient of d(vk;0T )u0    (vk;nTpn)un is divisible
by pku0+(k−1)u1++uk−1 , so the desired result follows from the following lemma (with
cj = k − j and ej = ej( s)), in view of (9).
Lemma 2.8. Let k 2 N and assume given c0  c1      ck−1  0. If
P
j0 ujp
j =P
j0 ejp
j; where uj  0 and 0  ej  p− 1 for j  0; and where only nitely many
uj’s and ej’s are non-zero; then c0u0 + c1u1 +    + ck−1uk−1  c0e0 + c1e1 +    +
ck−1ek−1.
Proof. Moding the hypothesis out by p gives u0  e0, which in particular shows the
lemma for k =1. Let u0 − e0 =pl, l  0. Then (u1 + l)p+
P
j2 ujp
j =
P
j1 ejp
j.
Dividing by p, an inductive hypothesis (k  2) gives c1(u1+l)+c2u2+  +ck−1uk−1 
c1e1 +   + ck−1ek−1. The induction is completed since c0(u0− e0)= c0pl  c1l.
We have stated Lemma 2.8 with this level of generality because we will require to
apply it once more in Section 3, but for a dierent set of values of the cj’s.
Proof of Corollary 1.5. Corollary 2.6 takes care of the coecient of Tp
j
(1  j  k).
It only remains to verify that p(ak;s)  p(k − j) for g(j)<s<g(j + 1) and j<k.
Let s stand for s(p − 1) + 1. Since s is not a p-power and ( s)  s  1modp − 1,
we must have ( s)  p. On the other hand, by hypothesis pj < s<pj+1 and, in
particular, ei( s) = 0 for i> j. Thus, Theorem 1.1 gives p(ak;s)  k( s) = ke0( s) +
  + (k − j)ej( s)  (k − j)( s)  p(k − j).
3. The weight ltration
In this section we specialize to p = 2. We study the coecients of the [2k ]-series
by making use of a certain ltration in BP. Let  : Q! Z be the usual 2-valuation;
that is, (q) stands for the highest power of 2 \dividing" a given rational number q.
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Denition 3.1. (a) For ! a non-negative integer, let the !-ltration of a monomial
qvl11 v
l2
2    vlnn 2 BP ⊗Q be dened by
hw(qv
l1
1 v
l2
2    vlnn ) = 2!(q) +
nX
i=1
li : (10)
More generally, the !-ltration of v 2 BP ⊗Q, denoted by h!(v), is dened as the
smallest of the !-ltrations of monomials in v. We agree to set h!(0) =1.
(b) For j 2 Z let I!;j BP⊗Q consist of those elements with !-ltration at least j.
Observe that h!(u+ v)  minfh!(u); h!(v)g and h!(uv)  h!(u) + h!(v) for u; v 2
BP ⊗Q. In particular, fI!;jgj2Z is a multiplicative decreasing ltration in BP ⊗Q;
that is, I!; i  I!;j  I!; i+j and I!;j+1 I!;j. When ! is implicit from the context we will
simply refer to this ltration as the weight ltration and we will write h and Ij for
h! and I!;j, respectively. By restriction, the weight ltration induces a corresponding
one in BP which, for ! = 0, agrees with the usual ltration by powers of the ideal
(2; v1; v2; : : :).
Lemma 3.2. For u; v 2 BP ⊗Q we have h!(uv) = h!(u) + h!(v).
Proof. The conclusion is certainly true if either one of u or v is a single monomial.
In general, let u=
P
m0u +
P
m00u and v=
P
m0v +
P
m00v , where in each case the rst
summation runs over the monomials of minimal weight. Consider the lexicographic
order of monomials: va11 v
a2
2   >v11 v22    provided a1=1; : : : ; ar=r but ar+1>r+1.
If m1 (resp. m2) is the largest monomial among the m0u (resp. m
0
v), then in the product
(
P
m0u)(
P
m0v) the monomial corresponding to m1m2 appears only one time and, as
above, has the required minimal ltration h!(u) + h!(v).
Recall that the rationalization BP ,! BP ⊗ Q factors through the Boardman{
Hurewicz map as BP ,! H(BP) = Z(2)[m1; m2; : : : ] ,! BP ⊗ Q. In particular, the
weight ltration is also dened for the elements mi of Section 2.
Lemma 3.3. (a) For 0  n  !; h!(mn) = 2n − 1− n2!.
(b) For n  !; h!(mn)  (1− !)2! − 1.
Proof. Recall from Lemma 2.1 (for k = 1) the basic inductive relation
2umn =
n−1X
i=0
miv2
i
n−i ; (11)
where u= u(n) is odd. The conclusion in (a) for n=0 is obvious. Assume 0<n  !
with (a) true for values less than n. For 0  i<n− 1 we have
h!(miv2
i
n−i) = 2
i + 2i − 1− i2! = 2i+1 − 1− i2!
> 2i+2 − 1− (i + 1)2! = h!(mi+1v2i+1n−i−1):
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Thus (11) implies h!(2umn)=h!(mn−1v2
n−1
1 )=2
n−1+2n−1−1−(n−1)2!. But Lemma
3.2 gives h!(2umn) = 2! + h!(mn), so that h!(mn) = 2n − 1 − n2!. This proves (a)
and the case n=! in (b). Assume now n>!. It follows from (a) that h!(miv2
i
n−i) 
(1− !)2! − 1 + 2! for 0  i  !; whereas for !  i  n− 1 induction and Lemma
3.2 give h!(miv2
i
n−i)  2i + (1− !)2! − 1  2! + (1− !)2! − 1. Thus, as above, the
induction is complete in view of (11) and the relation h!(2umn) = 2! + h!(mn).
Through the rest of the paper we work with the xed weight ltration associated to
!= k − 1. Recall the functions ej, k ,  and k dened in (2){(5). Theorem 1.3 is a
consequence of the following more detailed result.
Proposition 3.4. For s  0 let
H (s) = 2k(s+ 1)− 1 +
k−1X
j=0
[2k−1(k − j)− 2k + 2 j]ej(s+ 1):
Then modulo (2k (s+1)+1) \ IH (s) + (2k (s+1)) \ IH (s)+1;
ak; s  2k (s+1)vk (s+1)1
Y
j1
v2
k−1ek+j−1(s+1)
j : (12)
Note the weight ltration of the monomial on the right of (12) is precisely H (s),
so that Proposition 3.4 implies h(ak;s) = H (s) and (ak;s) = k(s + 1); both equalities
realized through the monomial on the right-hand side of (12).
The rest of the section is devoted to the proof of Proposition 3.4. Since the case k=1
is covered by Johnson and Nakos [7] we can assume k  2. We prove Proposition
3.4 by induction on (s). As in [7], the basic inductive relations follow from the
formul
2k log(T ) = log([2
k ](T )) =
X
i0
mi
0
@X
‘0
ak;‘T ‘+1
1
A
2i
; (13)
where log(T ) =
P
n0mnT
2n is the logarithm of . Indeed, equating coecients of
T s+1 in (13) we get
− ak;s =
X
mi

2i
U

aUk − 2ks; (14)
where s = 0 if s+ 1 is not a power of 2, and s = mn if s+ 1 = 2n. The summation
runs over i  1 and over sequences U =(u0; u1; u2; : : :) of non-negative integers, almost
all zero, satisfying
u0 + u1 + u2 +   = 2i (15)
and
u0 + 2u1 + 3u2 +   = s+ 1: (16)
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Under these conditions,

2i
U

stands for the multinomial coecient

2i
u0 ;u1 ;:::

and aUk
is a shorthand for au0k;0a
u1
k;1a
u2
k;2 : : : .
Next we borrow a few results from Johnson and Nakos [7]. Suppose given a sequence
U =(u0; u1; u2; : : :) of non-negative integers, almost all zero, and let s+1 be as in (16).
Lemma 3.5 (Johnson and Nakos [7]). (a) (s+ 1) Pt0 (ut)(t + 1).
(b) ut = (ut!) + (ut).
Denition 3.6 (Johnson and Nakos [7]). When ut 2 f0; 1g for each t  0, sum (16)
is said to be subordinate to the dyadic expansion of s+ 1 provided
ej(s+ 1) =
X
t0
utej(t + 1); 8j  0:
Lemma 3.7 (Johnson and Nakos [7]). Assume ut 2 f0; 1g for t  0. Then
(s+ 1) =
X
t0
ut(t + 1)
if and only if sum (16) is subordinate to the dyadic expansion of s+ 1.
We now go back to the analysis of (14). Recall the denition of H (s) in Proposition
3.4.
Lemma 3.8. Let s  0.
(a) Let  = mi

2i
U

aUk be a summand in (14); so that (15) and (16) hold. Then
h()  H (s). The inequality is strict provided either one of the following holds:
(i) ut  2 for some t  0.
(ii) The sum (16) is not subordinate to the dyadic expansion of s+ 1.
(iii) i  2.
(b) h(ak;s)  H (s).
Proof. When s + 1 = 2n, Lemma 3.3 implies that h(2kmn)  H (s); thus (b) follows
from (a) in view of (14). Note also that (a) is vacuously true for s = 0. Let s> 0
and assume inductively (a) and (b) true for values smaller than s. Take an element
mi

2i
U

aUk as in a). Under the notation
A(t + 1) =
k−1X
j=0
[2k−1(k − j)− 2k + 2 j]ej(t + 1); (17)
we have
h(aUk )
X
t0
utH (t) (by Lemma 3:2 and induction)
=−2i +
X
t0
ut[2k(t + 1) + A(t + 1)]
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=−2i +
X
t0
utA(t + 1) +
X
t0
[(ut!) + (ut)]2k(t + 1)
−2i +
X
t0
utA(t + 1) +
X
t0
(ut!)2k(t + 1) + 2k(s+ 1); (18)
the last two rows in view of Lemma 3.5. On the other hand, it is well known [11] that
2imi lies in the ith power of the ideal (2; v1; v2; : : : ; vi), so that i  h(2imi)=i2k−1+h(mi)
and
h

mi

2i
U

 i(1− 2k−1) + 2k−1
0
@(2i!)−X
t0
(ut!)
1
A
= i(1− 2k−1) + 2k−1(2i − 1)− 2k−1
X
t0
(ut!):
Therefore
h

mi

2i
U

aUk

 i(1− 2k−1) + 2i(2k−1 − 1)− 2k−1 + 2k(s+ 1)
+
X
t0
utA(t + 1) +
X
t0
(ut!)[2k(t + 1)− 2k−1]
−1 + 2k(s+ 1) +
X
t0
utA(t + 1): (19)
Since we have restricted to k  2, the inequality i(1−2k−1)+2i(2k−1−1)−2k−1  −1
used in (19) is strict for i  2. Eq. (19) is also an strict inequality if ut  2 for some
t  0; and if this is not the case, (18) is an strict inequality when sum (16) is not
subordinate to the dyadic expansion of s+1. The proof is now complete since, in any
case,
P
t0 utA(t + 1)  A(s+ 1) in view of (16) and Lemma 2.8.
We are now ready to give the proof of Proposition 3.4. In view of Theorem 1.1 and
Lemma 3.8, it suces to verify the required congruence modulo (2k (s+1)+1) + IH (s)+1.
The next result is the beginning of an inductive proof for Proposition 3.4.
Proposition 3.9. For n  0 let Hn=2n+2k−1(k− n)− 1 if n  k− 1 and Hn=2k − 1
if n  k. Then modulo (2k (2n)+1) + IHn+1;
ak;2n−1  2k (2n)vk (2
n)
1
Y
j1
v2
k−1ek+j−1(2n)
j :
Proof. When n  k − 1, k(2n) = g(n) and the result is given by Corollary 2.6. Let
n  k so that k(2n) = 0, k(2n) = g(k − 1) and Hn = 2k − 1. We have
[2k ](T ) = [2k−1]([2](T )) =
X
j0
ak−1; j([2](T )) j+1

X
j1
ak−1; j2k−1−1([2](T ))
j2k−1 (mod 2; in view of Theorem 1:1)
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 ak−1;2k−1−1([2](T ))2
k−1
(mod weight ltration> 2k − 1)
 vg(k−1)1 ([2](T ))2
k−1
(mod 2; in view of Corollary 2:6)
= vg(k−1)1
0
@X
j0

vjT 2
j
1
A
2k−1
(where
X
stands for a formal sum)
 vg(k−1)1
0
@X
j0
vjT 2
j
1
A
2k−1
(mod weight ltration> 2k − 1)
= vg(k−1)1
X
j0
v2
k−1
j T
2 j+k−1 (mod 2):
The result follows by equating coecients of T 2
n
.
To complete the induction assume (s + 1)> 1 and Proposition 3.4 valid for
(t + 1)<(s+ 1). By Lemma 3.8, Eq. (14) reduces to
− ak;s 
X
m1

2
U

aUk modulo IH (s)+1; (20)
where the summation runs over sequences U=(u0; u1; u2; : : :) satisfying ut 2 f0; 1g 8t 
0, (15) for i=1, and with sum (16) subordinate to the dyadic expansion of s+1. Each
such sequence U must be of the form U=(0; : : : ; 0; ui; 0; : : : ; 0; uj; 0; : : :), with ui=uj=1
and s+1= (i+1)+ (j+1) subordinate to the dyadic expansion of s+1. Under these
conditions Lemma 3.7 gives H (i)+H (j)=H (s)−1, k(i+1)+k(j+1)=k(s+1)−1
and k(i + 1) + k(j + 1) = k(s+ 1). Moreover, by the inductive hypothesis
ak;‘  2k (‘+1)vk (‘+1)1
Y
r1
v2
k−1ek+r−1(‘+1)
r
modulo (2k (‘+1)+1) \ IH (‘) + (2k (‘+1)) \ IH (‘)+1, for ‘ = i; j. Therefore
aUk  2k (s+1)vk (s+1)−11
Y
r1
v2
k−1ek+r−1(s+1)
r
modulo (2k (s+1)+1)+IH (s). On the other hand

2
U

=2, so that m1

2
U

 v1 modulo 2,
in view of Lemma 2.1. Therefore (20) becomes
ak;s  M  2k (s+1)vk (s+1)1
Y
r1
v2
k−1ek+r−1(s+1)
r
modulo (2k (s+1)+1) + IH (s)+1, where M is the number of ways s+1 can be written as
s + 1 = (i + 1) + (j + 1) with the sum subordinate to the dyadic expansion of s + 1.
Since (s + 1)> 1, M is odd, according to Johnson and Nakos [7, Section 3]. This
concludes the induction.
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