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We study the equilibrium dynamics of magnetic moments in the Mott insulating phase of the Hubbard model
on the square and triangular lattice. We rewrite the Hubbard interaction in terms of an auxiliary vector field and
use a recently developed Langevin scheme to study its dynamics. A thermal ‘noise’, derivable approximately
from the Keldysh formalism, allows us to study the effect of finite temperature. At strong coupling, U  t,
where U is the local repulsion and t the nearest neighbour hopping, our results reproduce the well known
dynamics of the nearest neighbour Heisenberg model with exchange J ∼ O(t2/U). These include crossover
from weakly damped dispersive modes at temperature T  J to strong damping at T ∼ O(J), and diffusive
dynamics at T  J . The crossover temperatures are naturally proportional to J . To highlight the progressive
deviation from Heisenberg physics as U/t reduces we compute an effective exchange scale Jeff (U) from the
low temperature spin wave velocity. We discover two features in the dynamical behaviour with decreasing
U/t: (i) the low temperature dispersion deviates from the Heisenberg result, as expected, due to longer range
and multispin interactions, and (ii) the crossovers between weak damping, strong damping, and diffusion take
place at noticeably lower values of T/Jeff . We relate this to enhanced mode coupling, in particular to thermal
amplitude fluctuations, at weaker U/t. A comparison of the square and triangular lattice reveals the additional
effect of geometric frustration on damping.
I. INTRODUCTION
The Hubbard model at half-filling provides a minimal
description of an interaction driven Mott metal-insulator
transition1–10 (MIT). The Mott phase generally has some kind
of antiferromagnetic order7,8, except in fully frustrated lattices
like the Kagome or pyrochlore where it has only short range
correlations9–16. The static magnetic correlations are reason-
ably well understood in the various lattices17,18.
Theoretical results on dynamics are more limited. Ap-
proaches like dynamical mean field theory (DMFT) or its ex-
tensions, which provide a detailed description of the MIT, fo-
cus on the single particle spectral function19–24. The collective
mode dynamics associated with the magnetic degrees of free-
dom is much less explored, although in the Mott phase, where
single particle excitations are gapped, these are in fact the rel-
evant degrees of freedom.
Deep in the insulating phase, where the Hubbard model
maps on to the nearest-neighbour Heisenberg model25, the
spin dynamics is well documented26–32. However, on de-
creasing the electron-electron interaction two effects occur si-
multaneously: (i) the coupling among magnetic moments be-
come progressively longer ranged, multi-spin, and begin to
involve ‘ring-exchange’ terms33,34, and (ii) the moments be-
gin to “soften”, i.e, become more prone to amplitude fluc-
tuations. The first effect affects mainly the low temperature
spin-wave dispersion. The second effect is important for the
thermal physics since amplitude fluctuations generate addi-
tional scattering of the magnetic modes. In a Mott insulator
where the charge gap is ∼ 103 − 104K, say, and the effective
exchange is ∼ 10− 100K these effects would be visible over
an accessible temperature window.
Inelastic neutron scattering (INS) and nuclear magnetic res-
onance (NMR) experiments on Mott insulating materials have
mostly concentrated on quasi-2D systems like cuprates35,36,
layered organics37,38 and ruthenates39,40. In the Mott phase,
INS studies on La2CuO4 find substantial ‘non-Heisenberg’
features in the dispersion. Among 3D systems, detailed stud-
ies have been done on iridates41,42, where one observes low-
energy spin waves originating from zigzag magnetic order.
In the metallic phase, NMR measurements on organics have
found strong suppression of spin fluctuations and Fermi liquid
dependence of spin-lattice relaxation rate near the Mott tran-
sition. In Ca2−xSrxRuO4, one again finds enhanced magnetic
fluctuations at an ‘incommensurate’ wavevector close to the
transition.
A reliable estimate of the magnetic excitation spectrum re-
quires several ingredients: (i) one should be able to handle
correlation effects away from the Heisenberg limit, in particu-
lar as the system heads towards an insulator-metal transition,
(ii) the dimensionality and lattice geometry needs to be re-
spected since the magnetic order and excitations depend cru-
cially on them, (iii) the approach should access thermal effects
well beyond the reach of linear spin wave theory, and (iv) the
theory should yield real time (or real frequency) information
- a rarity in finite temperature schemes. Most approaches un-
fortunately fall short.
The tools currently available to study equilibrium dynam-
ics of the Hubbard model include exact methods like quan-
tum Monte Carlo43 (QMC), approximate numerical strategies
like DMFT19, slave boson techniques44, and semi-analytic
schemes like the random phase approximation (RPA) or 1/S
expansion. Both QMC and DMFT are usually formulated in
imaginary time, and hence the results need analytic continua-
tion. QMC also has size limitations and often the ‘fermion
sign problem’. The RPA approach yields reasonable low-
temperature spin wave dispersion (Ωq) on magnetically or-
dered states45,46 and also captures high-energy features like
the two-particle continuum. However, as order is suppressed
with increasing temperature, and large angular fluctuations
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become relevant, the RPA results lose validity.
An approximate strategy well suited for this problem is the
Langevin dynamics approach, first introduced by Chern et.
al.48. This method does make some simplifying assumptions
but meets all the requirements that we had defined earlier. Us-
ing this we address the following questions: (i) how are the
crossover scales in magnetic dynamics affected as we move
to lower values of U/t from the Heisenberg limit? (ii) what
is the role of amplitude fluctuations on the lineshape of ex-
citations, and (iii) what is the effect of increasing geometric
frustration on the spectrum?
There are two ‘reference calculations’ that define what is
known in this problem. (a) For U/t  1 and for nearest
neighbour hopping the Hubbard model maps on to the nearest
neighbour Heisenberg model. The ground state on the square
lattice is Ne´el ordered with Q = (pi, pi), while on the trian-
gular lattice Q = (2pi/3, 2pi/3). The relevant exchange scale
is J = 4t2/U , for moments with S = 1/2. The thermal
dynamics of the Heisenberg model is well known26–32, albeit
numerically. (b) On the mean field ground state, RPA provides
a reasonable excitation spectrum at any U/t.
We have confirmed that the Langevin scheme captures the
dynamics of the 2D Heisenberg model on both lattices, at all
temperature. It also captures the low energy part of the RPA
spectrum at all U/t and low temperature.
To set the stage for a summary of our results, the magnetic
dynamics can be classified into three regimes. (A). At low
temperature we observe weakly damped dispersive modes,
with damping Γq  Wmag , where Wmag is the magnetic
bandwidth at T = 0. This scale is plotted in Fig.1(b). In this
regime in general Γq  Ωq. (B). Beyond a broad crossover,
characterised by a scale T cr1 , there is a regime of strongly
damped but still dispersive modes, with Γq ∼ O(Wmag). Fi-
nally, (C). at even higher temperature, beyond a scale T cr2 ,
we observe spin diffusion, with Ωq → 0 for all q and Γq ∼
O(Wmag).
An important scale in analyzing the results is the effective
exchange Jeff (U), inferred from the spin wave velocity
computed from the RPA spectrum. The spin wave velocity
is the slope of the linear magnon branch near the Goldstone
points, (pi, pi) and (2pi/3, 2pi/3) for the square and triangular
lattice, respectively. Jeff is plotted in Fig.1(a). In terms of
this scale, our main results are the following - first on the
square lattice, and then on the triangular lattice.
I. For the square lattice:
• Broad regimes: While the absolute values of the
crossover temperatures increase with decreasing U/t
(since the effective exchange Jeff increases), the ra-
tios T cr1 /Jeff and T
cr
2 /Jeff noticeably decrease with
decreasing U/t. This indicator of ‘non Heisenberg’ be-
haviour suggests a relatively quicker onset of mode cou-
pling, and then diffusive behaviour, at smaller U/t.
• Dispersion and damping: The dispersion Ωq(T ) nar-
rows monotonically with increasing T/Jeff , The onset
of rapid narrowing is at T/Jeff ∼ 1 when U/t  1
and reduces to T/Jeff ∼ 0.5 for U ∼ 3t. The thermal
damping Γq(T )−Γq(0) is proportional to T at low tem-
perature, changes to Tα with α ∼ 1.5 at higher T , and
finally saturates for T >∼ 2Jeff .
• Amplitude fluctuation: The amplitude fluctuations play
a crucial role in broadening the lineshape at weak cou-
pling, where the fluctuation width varies as ∼ √T/U .
While we do not capture the real ‘amplitude mode’ at
ω ∼ U we can access amplitude fluctuation effects on
the spin waves at ω ∼ Jeff .
II. On the triangular lattice:
• Broad regimes: The triangular lattice has a finite criti-
cal interaction for the MIT, with Uc ∼ 5t. We restrict
ourselves to U/t where the ‘120◦ordered’ state is the
ground state. The typical lineshape is two-peak in this
case. The thermal crossover scales are inferred from the
behaviour of the peak which broadens quicker with re-
spect to T . The behaviour of T cr1 and T
cr
2 with respect
to U is similar to what is observed in the square lattice,
with the distinction that their maxima occur at larger U
and the scales are ∼ 0.5 their square lattice values.
• Dispersion and damping: Due to emergence of longer
range couplings, the low T dispersion along Γ − K
shows a larger curvature at lower U/t. The damping is
also much larger, compared to the square lattice, at sim-
ilar values of T/Jeff . At U/t ∼ 10, where Jeff/t ∼
0.04 the crossover scales are just T cr1 /Jeff ∼ 0.4 and
T cr2 /Jeff ∼ 0.8.
• Fluctuation: The role of amplitude fluctuations in
damping the modes is enhanced at a given U and the
same T/Jeff , due to the finite Uc and mild frustration.
II. MODEL AND METHOD
We work with the single band, repulsive Hubbard model
on square and triangular lattice geometries. The Hamiltonian
reads-
H = −
∑
<ij>σ
tij(c
†
iσcjσ + h.c.) + U
∑
i
ni↑ni↓ − µ
∑
iσ
niσ
The hopping amplitude tij is chosen to be non-zero only
amongst nearest neighbours for the square case and has a uni-
form value t = 1.0. On adding the next-nearest neighbour
coupling t′ = 1.0 on top of this, we get the triangular lattice.
First, the interaction term is decoupled using a Hubbard-
Stratonovich transformation to obtain a spin-fermion model-
HSF = −
∑
<ij>σ
tij(c
†
iσcjσ+h.c.)−U
∑
i
mi.σi+U
∑
i
|mi|2
We solve for the finite T dynamics mi using the following
equation of motion48:
dmi
dt
= −mi × ∂〈HSF 〉
∂mi
− γ ∂〈HSF 〉
∂mi
+ ~ξi (1)
The noise is specified through-
〈ξi(t)〉 = 0 (2)
〈ξµi (t)ξνj (t′)〉 = 2γkBTδijδµνδ(t− t′) (3)
The above equation can be phenomenologically
motivated49. One basically starts from the Heisenberg
limit with moments of fixed magnitude. The torque term
is essential to satisfy the semiclassical equation of motion,
which comes from evaluating the Poisson brackets. The
damping is taken to be proportional to the angular mo-
mentum, following an analogy with the particle Langevin
equation. Lastly, the noise is chosen so as to satisfy the
fluctuation-dissipation relation. This ensures that one cap-
tures the Boltzmann distribution in the long-time limit49,50.
The additive form of the damping and noise allows for
longitudinal relaxation of the magnetic moments.
This phenomenological argument does not determine the
value of the dissipation coefficient γ. One may start from the
Keldysh action of the Hubbard model and assume ‘slowness’
of the auxiliary fields compared to the electrons to write an
effective equation of motion for them. We briefly allude to
this in our Discussion section. The coefficients in that equa-
tion depend on the equal-time Keldysh Green’s function of
the electrons moving in the ‘dynamical mi background’. At
high temperature and assuming a gapless electronic density of
states, the simpler Langevin equation (Eq.1) maybe obtained.
In our simpler treatment, we fix the γ value by comparing our
static results with a Monte Carlo method (mentioned below)
and ensuring a decent match.
The typical timescale for magnon oscillations is τmag ∼
1/Jeff . We set an ‘equilibriation time’ τeq = 100τmag be-
fore saving data for the power spectrum. The outer timescale,
τmax ∼ 10τeq . The ‘measurement time’ τmeas = τmax− τeq ,
and the number of sites is N .
We calculate the following from the time series m(ri, t):
1. Dynamical structure factor, D(q, ω) = |m(q, ω)|2
where
m(q, ω) =
∑
i
∫ τmax
τeq
dteiq.rie−iωtm(ri, t) (4)
2. The instantaneous structure factor
S(q, t) =
1
N2
∑
ij
eiq.(ri−rj)m(ri, t).m(rj , t) (5)
The corresponding time averaged structure factor is
S¯(q) =
1
τmeas
∫ τmax
τeq
dteiωtS(q, t) (6)
3. The distribution of moment magnitudes:
P (|m|) = 1
Nτmeas
∑
i
∫ τmax
τeq
dtδ(|m| − |mi(t)|) (7)
4. Dispersion Ωq and damping Γq:
Ωq =
∫ ωmax
0
dωωD(q, ω)
Γ2q =
∫ ωmax
0
dω(ω − Ωq)2D(q, ω)
III. BENCHMARKS AND OVERALL FEATURES
A. Normalizing energy scales for varying U/t
At low temperature, our dynamical equation (Eq.1) gives
rise to weakly damped, dispersive spin wave excitations.
From the obtained spectrum, we extract two scales- (i) the
‘spin wave stiffness’, Jeff , and (ii) the magnon bandwidth,
Wmag . The first is computed from the spin wave velocity of
the linear branch near the respective Goldstone modes on the
square and triangular lattice. The latter requires knowledge
of the full magnon band structure. These scales are more rel-
evant than U and t in analysing the magnetic data. We plot
them for both the square and triangular lattice in Fig.1.
In Fig.1(a), we find a monotonic decrease of Jeff with U/t
in the square lattice case, with a 1/U asymptote at strong
coupling. The value at U/t = 20.0 matches the expected
Jeff = 4t
2/U , indicating that one has reached the Heisen-
berg limit. On the triangular lattice, the stiffness goes to zero
for U/t = 6.0, indicating a breakdown of the 120◦ ordered
state. The scale then rises and finally falls as ∼ 1/U at strong
coupling.
The magnon bandwidths Fig.1(b) feature a non-
monotonicity in the square case, with a maximum around
U/t = 6.0. Wmag increases on lowering U on the triangle,
rising to 0.6t before the ordered state breaks down.
(a) (b)
FIG. 1. (a): The effective exchange (Jeff ), calculated from the
RPA spin wave velocity, for the square and triangular lattice Hub-
bard models at various U/t values. We see a monotonic behaviour
on the square lattice, and a non-monotonicity in the triangular case.
Moreover, the scale vanishes around U/t = 6.0 for the latter, sig-
nalling a breakdown of 120◦ order. (b):The spin wave bandwidth
(Wmag), calculated from the full magnon dispersion, for the square
and triangular cases. Here, we see a non-monotonicity in the square
lattice, and a gradual decrease in the triangular lattice.
B. Fixing the Langevin parameters
We do a bechmarking of the Langevin scheme using the
square lattice as a test case. Three coupling regimes are
explored- weak (U/t = 3.0), intermediate (U/t = 6.0) and
strong (U/t = 10.0). The statics is quantified through two
quantities- the structure factor S(pi, pi) and the moment mag-
nitude distribution P (|m|). The former shows the ‘correlation
temperatures’, below which the correlation length approaches
the system size. The latter details the longitudinal fluctua-
tions of local moments. The alternate technique used to com-
pute these quantities is a Monte Carlo calculation done as-
suming the auxiliary mi field to be classical and using the
sum of electronic free energy and the stiffness cost (last term
in HSF ) as the sampling weight16. Fig.2(a) shows a compar-
ison of S¯(pi, pi) at U/t = 6, with a reasonable match. The
dissipative coefficients are γ = 0.05 and γ = 0.1. In Fig.2(b),
the P (|m|) distributions also show reasonable agreement (for
γ = 0.05). We will later quantify the increasing relevance
of magnitude fluctuations on decreasing coupling, which is an
important piece of the non-Heisenberg physics.
C. Comparison with Heisenberg as U/t→∞
We compare the Hubbard results at U/t = 20 on the square
lattice with the Heisenberg model with J = 1. The for-
mer effectively reduces to the latter with Jeff = 4t2/U and
|mi| = 1/2. First, in 3(a), the low T dispersions are com-
pared, with both being scaled by Wmag , the spin wave band-
width. There’s a nearly perfect agreement.
The Heisenberg model features three broad thermal
regimes. These are- (i) weakly damped (T  J), where we
obtain dispersive excitations with low damping, (ii) strongly
damped (T ∼ O(J)), where there’s significant mode cou-
pling among spin waves, but dispersion is still discernable,
and (iii) diffusive (T  J), where mode frequencies col-
lapse to zero and the dampings are comparable to Wmag . In
these regimes, we compare the lineshapes of the Heisenberg
model at q = (pi/2, pi/2) with those of the large U Hubbard
(a) (b)
FIG. 2. S¯(pi, pi) (a) and P (|m|) (b) for the square lattice Hubbard
model at U/t = 6.0. Solid lines denote answers obtained using the
present LD method and open circles indicate MC data. We observe a
reasonable agreement between the two methods.
(a) (b) (c)
FIG. 3. (a): Comparison of dispersions Ωq along the K − Γ di-
rection of the Brillouin Zone (BZ) between the square lattice Hub-
bard model at U/t = 20.0 and the Heisenberg model with J =
1. One gets a near perfect agreement on scaling the former by
Jeff = 4t
2/U . (b),(c): Lineshapes at three characteristic temper-
atures T/J = 0.01, 0.5, 1.5 for the Heisenberg model (in (b)) and
the U/t = 20.0 Hubbard model (in (c)). There’s again a marked
agreement.
model in Fig.3(b). In regime (i), a sharp lineshape centered
around Ωq = 4J is seen, which picks up significant damping
in regime (ii), before becoming diffusive in (iii). A quantita-
tive agreement is seen between the Hubbard and Heisenberg
results. The frequencies are scaled by Jeff in the Hubbard
case, and J in the Heisenberg one.
D. General features of dynamics in the Mott phase
We first comment on the broad dynamical regimes obtained
on the square and triangular lattice problems. This is charac-
terized by the the number of peaks, their location, and width.
As mentioned earlier, we find three broad dynamical
regimes- (i) ‘weakly damped’, where the linewidth for a
generic momentum Γq  Wmag , (ii) ‘strongly damped’,
where Γq ∼ O(Wmag) and (iii) ‘diffusive’, where Γq ∼
O(Wmag) and Ωq → 0.
On the square lattice (Figs.4(a) and 4(c)), the low T line-
shapes are unimodal. There is a gradual crossover to regimes
(ii) and (iii) at T cr1 (U) and T
cr
2 (U) respectively. The win-
dow of regime (ii) is maximum around U/t = 6.0. The
crossover lines behave ∼ 1/U asymptotically, but have a
maximum around U/t = 10.0. Below this coupling, the
amplitude fluctuation effect dominates and consequent ‘ex-
cess’ thermal dampings cause a downward trend. This ‘non-
Heisenberg’ feature is much better highlighted in 2(c), where
both T cr1 /Jeff and T
cr
2 /Jeff decrease markedly on lowering
U . At weak coupling, both these scales collapse quickly.
In the triangular case (Fig.4(b) and 4(d)), the generic low T
lineshapes is two-peak. The crossover regimes (ii) and (iii) oc-
cur at much lower temperatures compared to the square case,
owing to mild geometric frustration and consequently ‘frag-
ile’ magnetic order. The fall of the crossover scales on de-
creasing U (below U/t = 10.0, say) is also sharper than the
former. Close to the transition (U/t ∼ 6) the lineshapes be-
come diffusive even at very low temperatures (T/t ∼ 0.01).
The scaled phase diagram (2(c)) reveals a minimum in the
crossover scales around t/Jeff ∼ 12.5. This is related to the
non-monotonic behaviour of Jeff itself, shown in Fig.1.
We comment that our scheme at weak coupling generates a
peak centered at zero frequency for all momenta, exclusively
due to amplitude fluctuations. This arises from an oversimpli-
fication of our equations of motion. However, the fraction of
this weight isn’t visible on a linear scale above U/t ∼ 4 on
the square. Moreover, if we ignore the ‘near zero energy’ part
of the magnon spectrum (upto some cutoff ∼ 0.05Wmag), the
rest of it doesn’t have any spurious features. We still capture
the impact of magnitude fluctuations on the damping of spin
waves, which reside at higher energies.
In what follows we first benchmark the static (instanta-
neous) properties obtained from the Langevin scheme against
a Monte Carlo scheme. We then show the full spectral maps
obtained from the dynamics for the two lattices. For each lat-
tice (square and triangle), we choose three U/t values to study
thermal behaviours. Next, specific lineshapes are analysed to
provide a detailed look into the dynamics. Finally, we extract
fitting parameters for the spectrum.
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FIG. 4. Magnon phase diagrams for square ((a) and (c)) and tri-
angular ((b) and (d)) lattice Hubbard models at half-filling. The
top row features the U/t − T/t phase diagrams, while the bottom
one exhibits the T/Jeff − t/Jeff plots. We broadly observe three
‘dynamical regimes’- (i) weakly damped (where Γq <∼ 0.2Wmag),
(ii) ’strongly damped’ (where Γq ∼ O(Wmag)) and (iii) ‘diffusive’
(where Γq ∼ O(Wmag) and Ωq → 0). The metallic region in (b)
is not tackled by our approach. Vertical sections indicate couplings
used in actual simulations.
IV. DYNAMICS ON THE SQUARE LATTICE
In this section, we first show the spectral maps of D(q, ω)
across a section of the Brillouin Zone (BZ) for four repre-
sentative couplings, starting from the Heisenberg limit. Next,
we extract the mode energies and magnon damping from the
data and plot their variation with respect to T and q respec-
tively. Finally, a comparison of actual lineshapes for a generic
wavevector q = (pi/2, pi/2) is featured.
A. Spectral maps for varying U/t and temperature
The dynamical structure factor maps are exhibited in Fig.5.
The top row shows results for a J = 1 classical Heisenberg
model at various temperature regimes. The first column cor-
responds to the lowest T . Here, we see sharply defined spin
waves, with Goldstone modes at both (0, 0) and (pi, pi) and
a characteristic antiferromagnetic dispersion. At intermedi-
ate temperatures (T/J = 0.5), the bandwidth reduces and
the spin waves broaden. On further increase in T the cor-
relations weaken to give a diffusive spectrum, with prominent
low-energy weight close to (pi, pi). Ultimately, the momentum
dependence is also lost for T/J = 1.5.
The lower panels show results on the Hubbard model for
three couplings- strong (U/t = 10.0), intermediate (U/t =
6.0) and weak (U/t = 3.0) respectively. At strong coupling,
the behaviour is Heisenberg-like, with Jeff ∼ t2/U . The
spectrum remains mostly coherent till T ∼ Jeff , with mo-
mentum dependent thermal damping. The Goldstone mode at
(pi, pi) survives as a broad low-energy feature till T ∼ 2Jeff .
At intermediate coupling (U/t = 6.0), the bandwidth in-
creases compared to the earlier case and the low T disper-
sion changes in shape. This owes its origin to the emergence
of multi-spin couplings. There’s also a faint, momentum-
independent low-energy band, more clearly visible in a log-
arithmic color scale. This band arises from longitudinal fluc-
tuations of moments within our scheme, which is controlled
by the local stiffness. Thermal fluctuations broaden the spin
waves gradually, with the dispersion being discernable even at
T ∼ 0.1t.
The bottom row features weak coupling (U/t = 3.0) re-
sults, where the low energy band gains more weight (now vis-
ible on a linear scale) and the bandwidth shortens again. Ther-
mal effects are stronger, as amplitude fluctuations are more
prominent here.
B. Variation of mode energy and damping with T
Fig.6 highlights the evolution of mean frequency (Ωq) and
thermally induced linewidth (Γq − Γ0q) with temperature at
a generic wavevector q = (pi/2, pi/2). The former mono-
tonically falls with increasing T , as seen in 6(a). The rate
of decrease speeds up around successively lower fractions of
Jeff on moving to lower couplings. In 6(b), we see that the
rise in thermal damping has an initially linear trend at very
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FIG. 5. Power spectrum of magnetization field D(q, ω) for the Hubbard model on the square lattice for U/t = 20, 10, 6, 3 respectively. The
trajectory chosen in Brillouin Zone is Γ − X − K − Γ. Temperatures are scaled by electron hopping t. We observe a resemblance of the
strong coupling Hubbard spectrum with that of the Heisenberg model with Jeff = 4t2/U . At lower couplngs, the dispersion changes at low
T , owing to longer-range spin couplings. Thermal damping is more prominent at weaker couplings, as the stiffness for amplitude fluctuation
decreases.
low T , which then changes to Tα with 1 < α < 2. A some-
what sharper fall is seen in the ‘onset temperature’ for strongly
damped behaviour on lowering U/t, compared to the trend
followed by the mean.
C. Momentum dependence of energy and damping with
changing temperature
In Fig.7, we concentrate on the momentum dependence of
the same two quantities in the three broad thermal regimes,
discussed before. We firstly see a non-monotonic behaviour of
the peak frequency (at q = (pi/2, pi/2)), as well as the finite T
bandwidth, on lowering U in the weakly damped regime. The
linewidths here are very small. In the strongly damped regime
(red curves), the peak location of mean frequency shifts to
higher q at weak coupling, while the peak in magnon damping
shifts towards lower q values. Finally, even in the diffusive
regime, a residual momentum dependence can be observed in
the linewidth plots ((d)-(f)).
Fig.8 highlights the behaviour of a specific ‘high-
momentum’ lineshape (at q = (pi/2, pi/2)) as a function of
frequency for several temperatures. Fig.7(a) is the Heisenberg
result. We see sharp mode gradually broadening and devel-
oping a tail-like feature upto T/Wmag = 0.1 on increase in
T . Finally, a diffusive lineshape emerges at high tempera-
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FIG. 6. Fitted dispersions (Ωq) and intrinsic thermal dampings (Γq−
Γ0q) as functions of T , extracted from the dynamical spectra in the
square lattice. Both axes are scaled by Jeff values for the various
couplings studied. The dispersions soften slowly with increasing T ,
while one clearly observes the onset of non-Heisenberg behaviour in
(b) for lower U values, with large dampings showing up much below
T/Jeff = 1.
ture (T/Wmag = 0.25). The strong coupling Hubbard model
(U/t = 10.0) shares most of these qualitative features. How-
ever, the extent of broadening at intermediate temperatures is
much more at the same scaled temperatures for U/t = 6.0.
We also see a weak zero frequency feature at the lowest T ,
merging with the tail at finite temperature. This arises out of
amplitude fluctuations, as discussed earlier. The weak cou-
pling figure (U/t = 3.0) has a much more prominent version
of this feature.
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FIG. 7. Fitted dispersions (Ωq) in (a)-(c) and intrinsic thermal damp-
ings (Γq−Γ0q) in (d)-(f), plotted against q along theK−Γ trajectory
in three thermal regimes- (i) weakly damped, (ii) strongly damped
and (iii) diffusive. The couplings chosen are U/t = 3, 6, 10 and
the absolute temperatures are T/t = 0.001, 0.1, 0.2. We observe a
non-monotonicity in the peak frequency, and a shift of this peak to
lower q on heating up. The bottom row reveals a residual momentum
dependence of magnon damping even in the diffusive regime.
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FIG. 8. Lineshapes at q = (pi/2, pi/2) for the Heisenberg model (a)
and Hubbard model (b-d) for U/t = 10, 6, 3 respectively. We see a
clear deviation from Heisenberg-like behaviour in the thermal trends
on decreasing coupling. Frequencies and temperatures are scaled by
the respective bandwidths (Wmag) of the magnetization spectrum.
V. DYNAMICS ON THE TRIANGULAR LATTICE
A. Spectral maps for varying U/t and temperature
Fig.9 exhibits the spectral maps for the triangular lattice, in
the same layout as in the square case. The three couplings
represent ‘strong’ (U/t = 10.0), ‘intermediate’ (U/t = 8.0)
and ‘close to the transition’ (U/t = 6.0) regimes. The non-
Heisenberg features like amplitude fluctuations and multi-spin
couplings increase column-wise.
The Heisenberg spectrum is much more complicated than
in the square case, as the background order corresponds to
q = (2pi/3, 2pi/3) as a result of mild frustration. We plot
the spectrum along Γ − K −M − Γ trajectory in the Mag-
netic Brillouin Zone (MBZ). There are two bands at a generic
wavevector. The magnetic order is fragile, as indicated by the
reduced bandwidth compared to the square case. Even on mild
increase in T (T/Wmag = 0.2), the multi-band structure be-
comes fuzzy and large linewidths develop in theM−Γ region.
Further increase in T makes most of the spectrum incoherent,
apart from the Goldstone mode at the ordering wavevector.
Moving to the Hubbard counterparts, the strong coupling
spectrum at low T is similar to the Heisenberg result, with
Jeff ∼ t2/U . The dip near M point is more prominent.
Thermal effects are also Heisenberg-like. On decreasing the
coupling to U/t = 8.0, the curvature of the Γ − K branch
increases at low T , as does the dip. Amplitude fluctuations
induce more dramatic damping of the spin-wave modes at
comparable temperatures. Finally, close to the Mott transi-
tion (U/t = 6.0), even the ‘low T ’ spectrum is incoherent.
Soft modes are visible in a wide region of momentum space.
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FIG. 9. Power spectrum of magnetization field D(q, ω) for the Hubbard model on the triangular lattice for U/t = 20, 10, 8, 6 respectively.
The trajectory chosen in Brillouin Zone is Γ −K −M − Γ. Temperatures are scaled by electron hopping t. Again, we observe a similarity
of the strong coupling Hubbard spectrum with the Heisenberg case. The lower branch between Γ − K in the Heisenberg limit develops a
prominent ‘dip’ for lower U values. The thermal dampings are stronger on moving to weaker couplings compared to the square case.
B. Lineshapes on the triangular lattice
Fig.10 elaborates the comparison of detailed lineshapes of
the Hubbard model with those of the Heisenberg in the tri-
angular case. The two rows feature lineshapes for q =
(pi/3, pi/3) and q = (pi, pi) respectively. Once again, the fre-
quencies and temperatures are scaled with respect to the low
T bandwidth. The leftmost columns represent the Heisenberg
model results. We observe that for both wavevectors, a bi-
modal spectrum is obtained at low T , which gradually broad-
ens on increasing temperature. Even upto T/Wmag ∼ 0.1,
the spectra retain two distinct peaks.
Moving to the Hubbard results, we see that the strong cou-
pling results (U/t = 10.0) bear a striking resemblance to the
Heisenberg case, as expected. However, even at moderately
high coupling (U/t = 8.0), the thermal damping results in
diffusive behaviour even at T/Wmag ∼ 0.05. On going closer
to the Mott transition (U/t = 6.0), even the low T lineshapes
significantly change their character, with prominent zero fre-
quency weights cropping up in both the wavevectors. Diffu-
sive behaviour sets in immediately on increasing T .
VI. DISCUSSION
We have tried to organise the results in this paper in terms
of three dynamical regimes and then quantified the detailed
response on these regimes in terms of the lineshape, the mode
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FIG. 10. Triangular lattice: lineshapes at q = (pi/3, pi/3) (a-d) and q = (pi, pi) (e-h) for the Heisenberg model (a,e) and Hubbard model
(b-d and f-h) for U/t = 10, 6, 3 respectively. We see a clear deviation from Heisenberg-like behaviour in the thermal trends on decreasing
coupling. Frequencies and temperatures are scaled by the respective bandwidths (Wmag) of the magnetization spectrum.
energy and the damping. In what follows we will try to
provide the analytic basis of some of the results seen in the
Langevin simulations, also point out some of the limitations
of our approach in the context of the Hubbard model.
A. The regime classification
The Heisenberg model is the starting point in analyzing
the results we’ve obtained. As mentioned before, this model
features three broad dynamical regimes- (i) weakly damped,
(ii) strongly damped and (iii) diffusive. In each of them, one
may describe most of the numerically obtained results through
simpler effective equations of motion.
The correct equation of motion to use for the Heisen-
berg case is the Landau-Lifshitz-Gilbert-Bloch (LLGB)
equation51-
dmi
dt
= −mi× (J
∑
<j>
mj + ~ξi) + γmi× (mi× J
∑
<j>
mj)
This equation maybe obtained by projecting Eq.1 on a unit
sphere49 and explicitly preserves the norm (|mi| = 1) upon
evolution in the Stratonovich sense. To get regime (i) on the
square lattice, for instance, one simply expands the mi as
mi = m
0
i + δmi
m0i = (−1)ix+iy zˆ
Keeping upto the linear order in fluctuations δmi gives us an
analytically solvable starting point. The effective equation is-
dδmi
dt
+ J(m0i ×
∑
<j>
δmj −
∑
<j>
m0j × δmi)
− γJm0i × (m0i ×
∑
<j>
δmj)
+ γJm0i × (
∑
<j>
m0j × δmi) = ~ξi × δmi
On Fourier transforming the equation, we get the standard
dispersion with damping of the lineshapes limited by γ. If one
retains terms upto O(δmi)2, three additional terms get added
to the left hand side (all multiplied by −γJ)-
δmi × (m0i ×
∑
<j>
δmj) + δmi × (δmi ×
∑
<j>
m0j )
+m0i × (δmi ×
∑
<j>
δmj)
One may attempt a perturbative treatment of these non-
linear terms by substituting the solution of Eq.10 in them. The
correction obtained at second order can also be resummed as
an RPA-like series, whose ‘self-energy’ contains two factors
of the noise. In the electron-phonon problem, we’ve done a
similar analysis52. This theory captures the low T ‘linear’ rise
in Γq and fall in Ωq.
In the diffusive regime, a large body of analytic work
exists53,54. Assuming that each spin moves in a random ef-
fective field provided by its neighbours, there are complex
self-consistent appraches53, or much simpler treatments54, as-
suming a model correlation function for this field. In the latter,
the spin undergoes Larmor precession in a field which is com-
pletely uncorrelated to it. The precise set of equations is-
dmi
dt
= H×mi
P (H) = (Api)−3/2exp(−H2/A)
A =
16
3
J2
The resulting autocorrelation function of the spin explains
the broad lineshapes obtained numerically, including their
residual momentum dependence.
The Hubbard model, within our scheme, reduces to the
nearest neighbour Heisenberg model for large U/t with J =
4t2/U and |mi| = 1/2. Adopting a similar strategy, we get
simpler effective equations starting from Eq.1, with the caveat
that the amplitude is not strictly conserved in a Cartesian ex-
pansion (Eq.9). One should ideally transform to polar coor-
dinates, and expand only in the polar angle. However, within
the linear theory, this distinction doesn’t matter.
B. ‘Non-Heisenberg’ effects at finite U/t
For the Hubbard model, the above classification of ther-
mal regimes still holds. To obtain the low T effects, one
does an expansion about the MF state. The effective Hamilto-
nian for mi’s, obtained through ‘integrating out’ the electrons
perturbatively in t/U , now involves longer range, multi-spin
terms33,34. The couplings are decided by the electronic band
structure on the mean field state. These coefficients depend
non-trivially on U/t. Moreover, the amplitude stiffness is not
infinite, but∼ O(U). As a result, the crossover lines are mod-
ified with respect to the Heisenberg case.
Once again, to lowest order, a linear theory maybe written
down for the fluctuations, which has an analytic solution, al-
beit more complicated due to emergence of new terms in the
effective Hamiltonian. The contribution to the effective field
(∂<H>∂mi ) coming from the leading non-Heisenberg term, ex-
panded upto O(δmi) in fluctuations, looks like-∑
ijkl
Kijklm
0
j (m
0
k.δml + δmk.m
0
l ) + δmj(m
0
k.m
0
l )
The coefficient Kijkl has a lowest order contribution of
O(t4/U3), as maybe motivated from a perturbative argument,
starting from the strong coupling limit. One now puts this
expression back in the first and second terms of Eq.1, in addi-
tion to the Heisenberg term 4t2/U
∑
<j>mj and the stiffness
contribution, and solves the resulting equation via Fourier
transformation. On top of this, an analysis of leading non-
linearities will once again give rise to the low T variations in
mode frequency and damping. Finally, in the diffusive regime,
the temperature would mask all the intersite coupling scales,
and we’ll get back to local dynamics in a random field.
We also comment that there’s a two-particle continuum of
excitations, originating from particle-hole processes, missed
out by the present scheme. This is accessed by a ‘quan-
tum’ RPA calculation done on the mean-field ordered states
on square and triangular geometries. However, this contin-
uum is energetically well separated from the spin wave spec-
trum at strong coupling and hence don’t influence each other
at the temperature scales of interest. But, this argument breaks
down at weak coupling (e.g. U/t = 3.0), where indeed there’s
appreciable mixing even at low temperature.
C. Quantifying amplitude fluctuations
Fig.11(a) focusses on the longitudinal fluctuations of the
magnetic moments. These are, of course, frozen in the
Heisenberg limit. We fit the P (|m|) distributions, shown ear-
lier in Fig.2, to Gaussians and extracted the corresponding
standard deviations. These are plotted as functions of tem-
perature for various coupling values in the square lattice case.
In a ‘soft spin’ Heisenberg model, where the intersite term
is Heisenberg but longitudinal fluctuations are allowed, the
behaviour should be ∼ √T . However, we observe devia-
tions from this trend at lower U values. The coefficient of
the square root fits is exactly 1/
√
U at strong coupling. Even
at weaker couplings, the deviations are small. Hence, the am-
plitude fluctuations can be effectively captured by a local term
Hamp =
∑
i U(|mi|2 − 1/4)2.
The spectral signature of these fluctuations is a diffusive
mode centered at zero frequency, shown in Fig.11(b). This
is obvious from the locality of Hamp, which deactivates the
torque term in Eq.1. The width is regulated by γ. Interest-
ingly, the weight at low frequency shows a non-monotonic be-
haviour with T . This behaviour, however, doesn’t capture the
true physics of the amplitude mode, which should have a sig-
nature at ω ∼ U . For that, one needs to incorporate quantum
fluctuations of the magnetization field in the effective equation
of motion. We’ll discuss this briefly in subsection E.
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FIG. 11. (a): Fitted standard deviations (∆|m|) from P (|m|) distri-
butions, plotted against temperature for three couplings in the square
lattice case. Blue open circles denote actual data points, while solid
lines are fits using a square root function. The trends indicate the
increasing importance of amplitude fluctuations at weaker couplings
and a square root dependence, expected of a ‘soft spin’ Heisenberg
model. (b): Lineshapes at q = (pi/2, pi/2) for the amplitude fluc-
tuations at U/t = 6.0, indicating a diffusive mode centered at zero
energy.
D. Computational issues for frustrated systems
One would want to ultimately apply this formalism to
study the Hubbard model on fully frustrated geometries (e.g.
Kagome in 2D and pyrochlore in 3D). The rich spin dynamics,
with the ‘moment softening’ and multipsin coupling effects
present beyond the Heisenberg limit, should be accessible at
finite temperature. However, there are some tough compu-
tational difficulties associated with this attempt. Briefly, the
issues are-
• Extracting even the static properties correctly (vis-a-vis
Monte Carlo) requires much longer run lengths com-
pared to the square or triangular case. This occurs due
to the rugged free energy landscape associated with the
problem. Novel strategies, involving simultaneous up-
dation of multiple moments, ameliorate the situation in
specific cases.
• The numerical implementation of the Langevin dy-
namics scheme, using Suzuki-Trotter decomposition,
breaks down when the systematic torque on a site be-
comes identically zero. This happens, for instance,
for the Heisenberg model on the 2D Kagome lattice.
Hence, a more complicated discretization strategy is
called for.
E. Adiabaticity and thermal noise
1. The adiabatic assumption
Our approach has assumed that the characteristic timescale
for magnetic fluctuations is much greater than electronic
timescales. In such a situation (i) the electronic energy de-
pends only on the instantaneous magnetic configuration, and
(ii) the leading contribution to electronic correlators can be
computed without invoking retardation effects. This argument
holds good in the strong coupling regime, where the magnetic
fluctuations operate on a scale of Jeff ∼ t2/U and the elec-
trons are gapped at a scale ∼ U . However, as U/t reduces,
the former scale rises and the latter diminishes due to closing
of the gap. So, the argument isn’t very good. We also com-
ment that the auxiliary field correlator, which we computed,
reproduces the essential features of the real spin-spin corre-
lator 〈σi(t).σj(t′)〉, measured in experiments as long as the
adiabaticity assumption holds good.
2. The noise driving the dynamics
The present method for accessing spin dynamics excludes
the effect of quantum fluctuations. This limits the viability of
the results at low temperatures, especially for fully frustrated
geometries. The quantum coherence induced features in the
spectrum are missed out. To remedy this, the noise has to be
‘consistently generated’ with respect to the spin polarizability
of the problem.
Using a Keldysh formulation of the original Hubbard
model, and decomposing the interaction term using an aux-
iliary vector field mi, we may subsequently assume this field
to be ‘slow’ with respect to the electrons. This enables one to
write an effective equation of motion for mi,cl of the follow-
ing form-
[GK .~σ]ii(t, t) = −Umi,cl + ~ξi
〈ξµi (t)ξνj (t′)〉 = [ΠKS ]µνij (t, t′)
Here GK and ΠKS are the Keldysh Green’s function and
spin polarizability of the electrons respectively. To obtain the
present set of equations (Eq.1-3), one again uses the ‘adia-
baticity’ of the auxiliary fields and takes the high temperature
limit. However, if quantum fluctuations are important, the lat-
ter has to be modified.
VII. CONCLUSIONS
We’ve studied the dynamics of magnetic moments in the
Mott insulating phase of the half-filled Hubbard model on
square and triangular lattice geometries, using a Langevin dy-
namics based real time technique. The method reproduces
known results on the Heisenberg model in the strong cou-
pling limit, and the RPA based low-energy dispersion at low
T faithfully. We observe three broad regimes in the dynamics-
(i) weakly damped, where spin waves are dispersive and
dampings are small, (ii) strongly damped, where one can see
significant broadening due to mode coupling, but the disper-
sive character survives, and (iii) diffusive, where the mode fre-
quencies collapse to zero and the dampings span the full band-
width. The main results are twofold- (a) we obtain the devi-
ation of low temperature dispersion from the Heisenberg re-
sults, and (b) we observe the onset of the thermal crossovers at
significantly lower values of T/Jeff , compared to the Heisen-
berg case. One also captures the effect of mild geometric frus-
tration on the mode damping, on going from the square to the
triangle. The method maybe applied to study equilibrium dy-
namics in fully frustrated lattices (e.g. pyrochlore) in near
future.
We acknowledge use of the High Performance Computing
Facility at HRI.
APPENDIX: REAL TIME DYNAMICS
In Fig.12, we show the trajectory of the real part of mzq for
a generic wavevector, q = (pi/2, pi/2), in real time for the
three representative regimes- (i) weakly damped, (ii) strongly
damped and (iii) diffusive. These are results for the square
lattice Hubbard model at U/t = 10.0. We’ve also scaled
the y-axis by
√
T , to gauge out the dominant part of am-
plitude fluctuations. At the lowest T , we see oscillatory be-
haviour, modified by weak noise. The characteristic timescale
is τmag ∼ 1/Jeff . This corresponds to a well-defined line-
shape in frequency. In the second panel (regime (ii)), one ob-
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FIG. 12. Real time trajectories of Re(mzq)(t) in three thermal
regimes- (i) weakly damped (T/t = 0.001), (ii) strongly damped
(T/t = 0.06) and (iii) diffusive (T/t = 0.2). In (i), we see oscil-
lations with timescale ∼ τmag In (ii), some intermediate timescales
emerge, but the earlier scale is still visible. In (iii), the ‘bare os-
cillation’ scale is obliterated and slow, large amplitude fluctuations
dominate.
serves the emergence of some new timescales, but the ear-
lier scale is still visible. This translates in frequency space to
broadened lineshapes centered around Ωq(T = 0). On heat-
ing up further, thermal effects kill off the ‘bare oscillation’
timescale and slow oscillations dominate the time series. The
amplitude also increases significantly, even after gauging the√
T factor.
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