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Abstract
We study quantum dichotomies and the resource theory of asymmetric distin-
guishability using a generalization of Strassen’s theorem on preordered semirings. We
find that an asymptotic variant of relative submajorization, defined on unnormalized
dichotomies, is characterized by real-valued monotones that are multiplicative under
the tensor product and additive under the direct sum. These strong constraints allow
us to classify and explicitly describe all such monotones, leading to a rate formula ex-
pressed as an optimization involving sandwiched Re´nyi divergences. As an application
we give a new derivation of the strong converse error exponent in quantum hypothesis
testing.
1 Introduction
The resource theoretic study of hypothesis testing was initated by Matsumoto in [Mat10].
In this resource theory the objects we are comparing are pairs of quantum states – also
called dichotomies – on a Hilbert space, representing two alternative states a system
might be in, and the allowed operations are arbitrary quantum channels, simultaneously
applied to both states. From this point of view, hypothesis testing is about distilling (i.e.
transforming a given pair into) standard pairs, but it is meaningful to consider more general
transformations between arbitrary dichotomies, including the reverse process. Building
upon this information-theoretic approach, recent work [BST19, WW19] found the optimal
rates of asymptotic pair transformations, when one demands exact transformation of the
second component and only approximate of the first one, with asymptotically vanishing
error. There it is also found that the convergence of the error to 0 and 1 on either side of
this rate is exponentially fast.
When studying resource theories with a tensor-product structure (e.g. in the sense of
[CG19, Definition 2.]), one is often interested in how composition of resources interacts
with the preorder induced by the free operations. This structure allows one to define
rates of exact asymptotic transformations by comparing large tensor powers of the initial
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and final states (or more general objects). Under fairly general conditions such rates
are characterized by additive real-valued monotones [Fri17]. Interestingly, a result of
this type has appeared much earlier, in Strassen’s work on the asymptotic comparison of
large powers tensors [Str88]. In that case there is an additional operation (direct sum)
and, remarkably, one need only consider monotones that respect both operations, i.e.
monotone semiring homomorphisms into the nonnegative reals. The collection of such
monotone homomorphisms is called the asymptotic spectrum of the preordered semiring,
and assuming a boundedness condition they characterize an asymptotic relaxation of the
preorder. Recent works have shown that Strassen’s theory of asymptotic spectra can be
applied to resource theories relevant to classical and quantum information theory, leading
to powerful characterizations of various zero-error capacities [Zui19, LZ18] as well as strong
converse exponents for entanglement transformations via local operations and classical
communication [JV19].
In this paper we employ the method of asymptotic spectra to study quantum di-
chotomies. We start with the observation that it is possible to turn the set of (equivalence
classes of) unnormalized dichotomies into a semiring in such a way that the preorder
given by relative submajorization [Ren16] is compatible with the direct sum and the ten-
sor product. While the boundedness condition of Strassen’s theorem is not satisfied in the
resulting preordered semiring, a recent generalization of that theorem [Vra20] does apply.
The asymptotic preorder captures probabilistic asymptotic transformations in the strong
converse regime, and encodes the strong converse exponents for pair transformations (with
a restricted type of approximation in the first component, as allowed by relative subma-
jorization). The generalization of Strassen’s theorem allows one to characterize the asymp-
totic preorder in terms of the asymptotic spectrum, but does so in a non-constructive way.
Nevertheless, we are able to determine explicitly the set of monotone semiring homomor-
phisms on our preordered semiring, identifying them as sandwiched Re´nyi quasi-entropies
[MLDS+13, WWY14] of orders α ≥ 1. This result can be directly translated into explicit
formulas for the strong converse exponents involving an optimization over a single param-
eter α. The strong converse exponent for hypothesis testing [MO15] emerges as a special
case.
One of the main results of [Mat10] is an axiomatic characterization of the Umegaki
relative entropy [Ume62]. In an analogous way, our results lead to a new characterization
of the sandwiched Re´nyi quasi-entropies of order α ≥ 1: suppose that a quantity f(ρ, σ),
depending on pairs of positive semidefinite operators ρ, σ on arbitrary finite dimensional
Hilbert spaces, satisfies the following properties:
(i) f(ρ1 ⊗ ρ2, σ1 ⊗ σ2) = f(ρ1, σ1)f(ρ2, σ2) (multiplicativity)
(ii) f(ρ1 ⊕ ρ2, σ1 ⊕ σ2) = f(ρ1, σ1) + f(ρ2, σ2) (additivity)
(iii) f(In, In) = n (normalization)
(iv) f(T (ρ), T (σ)) ≤ f(ρ, σ) when T is a completely positive trace-nonincreasing map
(data processing inequality)
(v) f is increasing in the first and decreasing in the second argument (with respect to
the semidefinite partial order). (monotonicity)
Then f(ρ, σ) = Q˜α(ρ‖σ) = Tr
(
σ
1−α
2α ρσ
1−α
2α
)α
for some α ≥ 1.
We point out that our work does not rely on existing proofs of the data processing
inequality for the sandwiched Re´nyi divergences of order α > 1, but rather provides a new
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one. Since the components of this proof are somewhat scattered around, we briefly sum-
marize the high-level structure for readers who wish to focus on this aspect of our work.
First we show that, when restricted to classical (commuting) pairs, Q˜α with α ≥ 1 are
monotone homomorphisms (Proposition 3.7). Then we show that, still restricting to classi-
cal pairs, there are no other monotone homomorphisms (Proposition 4.1 and Remark 4.2).
We show that, informally, quantum dichotomies are bounded from below and above by
classical dichotomies, which by general considerations implies that every monotone ho-
momorphism on classical pairs has at least one (monotone, homomorphic) extension to
quantum pairs (Corollary 3.9). Finally, with the help of the pinching inequality we show
that the restriction of Q˜α to classical pairs has at most one extension to quantum pairs,
namely Q˜α (Thereom 4.4).
The remainder of this paper is structured as follows. In Section 2 we collect definitions
and facts related to preordered semirings and the pinching maps to be used in later sections.
In Section 3 we define the preordered semiring of dichotomies and prove that it satisfies the
technical conditions required by the generalization of Strassen’s theorem. In Section 4 we
complete the classification of real-valued monotone semiring homomorphisms. Section 5
translates our results on the asymptotic spectrum to various settings, in the context of
pair transformations, hypothesis testing and quantum thermodynamics.
2 Preliminaries
2.1 Preordered semirings
In this section we collect definitions and results related to preordered semirings, asymptotic
preorders and asymptotic spectra. A (commutative) semiring is a set S equipped with
two binary operations +, · that are both commutative and associative, such that neutral
elements 0 and 1 exist, 0a = 0 and (a + b)c = ac + bc for all a, b, c ∈ S. A preordered
semiring is a commutative semiring with a preorder 4 such that a 4 b implies a+c 4 b+c
and ac 4 bc for all a, b, c ∈ S and such that 0 4 1. Note in particular that 0 4 a for all
a ∈ S. We say that S is of polynomial growth [Fri18] if there is an element u such that for
every nonzero x ∈ S there is a k ∈ N such that x 4 uk and 1 4 ukx. Any such u is called
power universal.
From now on u will denote an arbitrary but fixed power universal element. For our
purposes the precise choice does not matter. In particular, in the following definition
we define an asymptotic relaxation of the preorder [Vra20, Definition 2.3]. While the
definition involves the element u, the resulting relation would be the same if we chose a
different one. In the context of ordered commutative monoids, the relaxed preorder is
closely related to regularized rates [Fri17, 8.16. Definition].
Definition 2.1 (asymptotic preorder). Let a, b ∈ S. We say that a is asymptotically less
than b (notation: a . b) if there exists a sequence (kn)n∈N of nonnegative integers such
that
lim
n→∞
kn
n
= 0 (1)
(i.e. kn is sublinear) and
∀n ∈ N : an 4 uknbn. (2)
If S1 and S2 are preordered semirings, then a map ϕ : S1 → S2 is a monotone semiring
homomorphism if it satisfies ϕ(0) = 0, ϕ(1) = 1, ϕ(a + b) = ϕ(a) + ϕ(b), ϕ(ab) =
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ϕ(a)ϕ(b) and is compatible with the preorders, i.e. a 41 b =⇒ ϕ(a) 42 (b) for all
a, b ∈ S1. The asymptotic spectrum of a preordered semiring S is the set of monotone
semiring homomorphisms into the semiring of nonnegative reals (with its usual addition,
multiplication and order), i.e. maps f : S → R≥0 satisfying for all x, y ∈ S
(i) f(x+ y) = f(x) + f(y)
(ii) f(xy) = f(x)f(y)
(iii) x 4 y =⇒ f(x) ≤ f(y)
(iv) f(1) = 1.
We denote the asymptotic spectrum by ∆(S,4). The elements of the asymptotic spectrum
are called spectral points. For every s ∈ S the evaluation map evs : ∆(S,4) → R≥0 is
defined as evs(f) = f(s).
It is clear that for any f ∈ ∆(S,4) and a, b ∈ S such that a . b we have f(a) ≤ f(b).
This follows by applying f to the inequalities (2), taking roots and the limit n → ∞
using (1). The converse in general does not hold but it turns out that under additional
hypotheses it does:
Theorem 2.2 ([Vra20, Theorem 1.2.]). Let (S,4) be a preordered semiring of polynomial
growth such that the canonical map N ↪→ S is an order embedding, and let M ⊆ S and S0
the subsemiring generated by M . Suppose that
(M1) for all s ∈ S \ {0} there exist m ∈M and n ∈ N such that 1 4 nms and ms 4 n
(M2) for all m ∈M such that evm : ∆(S0)→ R≥0 is bounded there is an n ∈ N such that
m 4 n.
Then for every x, y ∈ S we have
x & y ⇐⇒ ∀f ∈ ∆(S,4) : f(x) ≥ f(y). (3)
It is often convenient to express the asymptotic comparison of a pair of elements in
terms of rates (note that this is the maximal regularized rate in the sense of [Fri17, 8.21.
Remark]), defined as
R(x→ y) = sup
{
r ∈ R≥0
∣∣∣∃(kn)n∈N sublinear:∀n ∈ N : uknxn < ydrne} . (4)
x & y is equivalent to R(x → y) ≥ 1 and in general R(x → y) can be understood as a
way to measure the relative strength of the resources represented by x and y. Under the
conditions of Theorem 2.2, the rate is given by
R(x→ y) = sup {r ∈ R≥0|∀f ∈ ∆(S,4) : log f(x) ≥ r log f(y)} . (5)
Assuming x, y ≥ 1, the supremum is equal to
R(x→ y) = inf
f∈∆(S,4)
f(y)6=1
log f(x)
log f(y)
. (6)
A monotone semiring homomorphism ϕ : S1 → S2 induces a map
∆(ϕ) : ∆(S2,42)→ ∆(S1,41) (7)
between the asymptotic spectra, which sends f to f ◦ ϕ. We will be interested in the
special case when the homomorphism is the inclusion of a subsemiring that contains “large”
elements so that the following proposition applies.
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Proposition 2.3 ([Vra20, Proposition 3.9.]). Let (S,4) be a preordered semiring of poly-
nomial growth and S0 ≤ S a subsemiring such that ∀s ∈ S \ {0}∃r, q ∈ S0 such that
1 4 rs 4 q. Let i : S0 ↪→ S be the inclusion. Then ∆(i) is surjective.
2.2 Pinching
One of the main technical tools relating classical and quantum dichotomies is the pinching
map. Let A be a normal operator on a finite dimensional Hilbert space H and let
A =
∑
λ∈spec(A)
λPλ (8)
be its spectral decomposition where the operators Pλ are pairwise orthogonal projections.
The A-pinching map PA : B(H)→ B(H) is defined as
PA(X) =
∑
λ∈spec(A)
PλXPλ. (9)
The most important properties of the pinching map are summarized in the following
lemma.
Lemma 2.4 (see e.g. [Dye52] and [Dix81]). Let A be as above.
(i) PA is completely positive and trace preserving.
(ii) PA(A) = A.
(iii) PA(X) commutes with A for every X.
(iv) If X ≥ 0 then X ≤ | spec(A)|PA(X). (pinching inequality)
(v) PA is a convex combination of unitary conjugations.
Proposition 2.5. Let α ≥ 1, A,X ∈ B(H), A normal and X ≥ 0. Then
lim
n→∞
n
√
Tr (PA⊗n(X⊗n))α = TrXα. (10)
Proof. We make use of (iv) and (v) of Lemma 2.4:
| spec(A⊗n)|−1X⊗n ≤ PA⊗n(X⊗n) =
∑
i∈I
piUiX
⊗nU∗i , (11)
where (pi)i∈I is a probability vector and Ui are unitaries on H. The function M 7→ TrMα
is monotone increasing and convex on the set of positive semidefinite operators, therefore
| spec(A⊗n)|−α(TrXα)n = Tr(| spec(A⊗n)|−1X⊗n)α
≤ Tr (PA⊗n(X⊗n))α
= Tr
(∑
i∈I
piUiX
⊗nU∗i
)α
≤
∑
i∈I
pi Tr
(
UiX
⊗nU∗i
)α
= (TrXα)n.
(12)
The claim follows by taking the nth root and limits n→∞, noting that 1 ≤ | spec(A⊗n)| ≤
(n+ 1)dimH, a consequence of [CK11, Lemma 2.2].
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3 Dichotomies and pair transformations
In this section we describe the preordered semiring of quantum dichotomies and the asso-
ciated asymptotic preorder, and then show that it satisfies the conditions of Theorem 2.2
and therefore the asymptotic preorder is characterized by monotone semiring homomor-
phisms. It will be convenient to work with the following relaxed notion of a quantum
dichotomy.
Definition 3.1 (dichotomy). A quantum dichotomy on a finite dimensional Hilbert space
H is a pair (ρ, σ) where ρ, σ ∈ B(H) are positive semidefinite, supp ρ ⊆ suppσ, and if
ρ = 0 then σ = 0. A classical dichotomy is a quantum dichotomy (ρ, σ) which in addition
satisfies ρσ = σρ.
A dichotomy (ρ, σ) is called normalized if Tr ρ = Trσ = 1.
We call two dichotomies (ρ, σ) and (ρ′, σ′) on H and H′ equivalent if there is a partial
isometry U : H → H′ such that UρU∗ = ρ′, UσU∗ = σ′, U∗ρ′U = ρ and U∗σ′U = σ.
In other words, equivalence means that the pairs are essentially the same, up to possibly
enlarging one of the Hilbert spaces so that they have the same size, followed by a unitary
rotation.
Technically, we do not wish to distinguish equivalent dichotomies, but work instead
with equivalence classes. It is clear that every dichotomy is equivalent to one on Cd for
some d ∈ N, therefore we can form the set of equivalence classes by taking the quotient
of the set of dichotomies on Cd for all d by this equivalence relation. Nevertheless, we
will frequently gloss over this distinction to avoid cumbersome wording, and pretend that
dichotomies themselves are the elements.
A classical dichotomy may equivalently be thought of as a pair of measures (p, q) on
a finite set X . We will think of these as collections of the nonnegative real numbers
(px)x∈X , (qx)x∈X that the measures associate with the one-element subsets.
We let D denote the set of equivalence classes of quantum dichotomies and Dc the
subset of equivalence classes of classical dichotomies. Our next goal is to equip both sets
with binary operations that turn them into commutative semirings.
Definition 3.2 (addition, multiplication of dichotomies). Let (ρ, σ) and (ρ′, σ′) be di-
chotomies on the Hilbert spaces H and H′, respectively. The sum (ρ, σ) + (ρ′, σ′) is the
dichotomy (ρ ⊕ ρ′, σ ⊕ σ′) on the Hilbert space H ⊕H′. The product (ρ, σ)(ρ′, σ′) is the
dichotomy (ρ⊗ ρ′, σ ⊗ σ′) on the Hilbert space H⊗H′.
Both the addition and the multiplication induce well-defined operations on D, which
are easily seen to be commutative and associative, and satisfy the distributive law. The
equivalence class of the dichotomy (0, 0) on C is the neutral element for addition, whereas
the equivalence class of the dichotomy (1, 1) on C is the neutral element for multiplication.
Therefore D is a semiring. It is clear that Dc ⊆ D is a subsemiring.
The final ingredient is a preorder that generalizes relative majorization to allow com-
parison of unnormalized states, and in particular induces the usual ordering on the natural
numbers, represented by pairs (I, I) on Cn.
Definition 3.3. Let (ρ, σ) and (ρ′, σ′) be dichotomies on the Hilbert spaces H and H′,
respectively. We say that the pair (ρ, σ) is greater than (ρ′, σ′) and write (ρ, σ) < (ρ′, σ′)
if there exists a completely positive trace-nonincreasing map T : B(H)→ B(H′) such that
T (ρ) ≥ ρ′ (13a)
T (σ) = σ′. (13b)
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This gives a well-defined relation 4 on D which is clearly reflexive and transitive.
The operational interpretation of this preorder is the following. Let (ρ, σ) and (ρ′, σ′)
be normalized dichotomies and a, b ∈ (0, 1]. The relation (ρ, σ) < (aρ′, bσ′) means that
there is an instrument with a distinguished outcome (“success”) corresponding to T , with
the following properties: when applied to σ, the probability of the successful outcome is
b and in this case the post-measurement state is σ′; when applied to ρ, the probability of
success satisfies ps = TrT (ρ) ≥ a and the post-measurement state is bounded from below
by aps ρ
′. The latter condition implies that the post-measurement state is close to ρ′:
1
2
∥∥∥∥ T (ρ)TrT (ρ) − ρ′
∥∥∥∥
1
=
1
2
∥∥∥∥T (ρ)− aρ′TrT (ρ) −
(
1− a
TrT (ρ)
)
ρ′
∥∥∥∥
1
≤ 1
2
∥∥∥∥T (ρ)− aρ′TrT (ρ)
∥∥∥∥
1
+
1
2
∥∥∥∥(1− aTrT (ρ)
)
ρ′
∥∥∥∥
1
=
1
2
TrT (ρ)− a
TrT (ρ)
+
1
2
(
1− a
TrT (ρ)
)
= 1− a
TrT (ρ)
≤ 1− a.
(14)
We remark that our definition is closely related but not identical to the notion of rela-
tive submajorization, introduced in [Ren16]. In the definition of the latter, the condition
(13b) is relaxed to T (σ) ≤ σ′. The subsequent analysis works equally well for relative
submajorization, with minor changes (see Remark 4.2 below).
Proposition 3.4. (D,4) is a preordered semiring.
Proof. Recall that (0, 0) and (1, 1) represent the additive and multiplicative neutral ele-
ments. Choosing T = 0 we see that (0, 0) < (1, 1).
We need to verify the compatibility of the relation with the binary operations. Let
(ρ, σ), (ρ′, σ′) and (ω, τ) be dichotomies on the Hilbert spaces H,H′ and K, and sup-
pose that (ρ′, σ′) 4 (ρ, σ). This means that there exists a completely positive trace-
nonincreasing map T : B(H)→ B(H′) such that (13a) and (13b) hold. Let T˜ : B(H⊕K)→
B(H′ ⊕K) be the linear map given by
T˜
([
A B
C D
])
=
[
T (A) 0
0 D
]
, (15)
where the block structures correspond to the direct sum decompositions above. Then T˜
is completely positive and trace nonincreasing and satisfies
T˜ (ρ⊕ ω) = T (ρ)⊕ ω ≥ ρ′ ⊕ ω (16a)
T˜ (σ ⊕ ω) = T (σ)⊕ ω = σ′ ⊕ ω, (16b)
therefore (ρ′, σ′) + (ω, τ) 4 (ρ, σ) + (ω, τ).
Similarly, the map T ⊗ idB(K) satisfies
(T ⊗ idB(K))(ρ⊗ ω) = T (ρ)⊗ ω ≥ ρ′ ⊗ ω (17a)
(T ⊗ idB(K))(σ ⊗ ω) = T (σ)⊗ ω = σ′ ⊗ ω, (17b)
which shows that (ρ′, σ′)(ω, τ) 4 (ρ, σ)(ω, τ).
7
Proposition 3.5. (D,4) is of polynomial growth. More precisely, the dichotomy (3, 2)
on C is power universal.
Proof. Let (ρ, σ) be a dichotomy on H and u = (3, 2). By choosing T = 12 id in Defini-
tion 3.3 we can see that u < 1. Let
k1 = max
{
0, dlog Trσe,
⌈
log
∥∥σ−1/2ρσ−1/2∥∥∞
log(3/2)
⌉}
. (18)
Then Tr(2−k1σ) ≤ 1, therefore T1(x) = x2−k1σ defines a completely positive trace nonin-
creasing map T1 : B(C)→ B(H). It satisfies
T1(3
k1) = (3/2)k1σ ≥
∥∥∥σ−1/2ρσ−1/2∥∥∥
∞
σ ≥ ρ (19a)
T1(2
k1) = σ, (19b)
therefore uk1 = (3k1 , 2k1) < (ρ, σ).
Let
k2 = max
{
0, d− log Trσe,
⌈
log TrσTr ρ
log(3/2)
⌉}
. (20)
Then 2−k2(Trσ) ≤ 1, therefore T2(x) = 2−k2 TrxTrσ defines a completely positive trace non-
increasing map T2 : B(H)→ B(C). It satisfies
T2(3
k2ρ) = (3/2)k2
Tr ρ
Trσ
≥ 1 (21a)
T2(2
k2σ) = 2−k2
Tr 2k2σ
Trσ
= 1, (21b)
therefore uk2(ρ, σ) = (3k2ρ, 2k2σ) < 1.
With k = max{k1, k2} both uk(ρ, σ) < 1 and uk < (ρ, σ) hold.
Since D is of polynomial growth, we can form the asymptotic preorder as in Defini-
tion 2.1. To see how the definition specializes to our semiring, let (ρ, σ) and (ρ′, σ′) be
normalized dichotomies and R, r ≥ 0. The relation (ρ, σ) & (2−Rρ′, 2−rσ′) means that
for every n there is a two-outcome instrument with one outcome associated with Tn and
interpreted as success, with the following properties:
(i) when Tn is applied to σ
⊗n, the probability of success is 2−nr+o(n) and upon observing
this outcome the post-measurement state is σ′⊗n
(ii) when applied to ρ⊗n, the probability of success is pn = 2−nR+o(n) and upon observing
this outcome the post-measurement state is bounded from below by 2
−nR+o(n)
pn
σ′⊗n.
In the second case the condition implies that the post-measurement state has distance at
most 1−2−nR+o(n) from σ′⊗n, but it is stronger than merely requiring this estimate: σ′⊗n
may have eigenvalues that are smaller than 2−nR+o(n), but even these cannot be completely
suppressed (in particular the support of the post-measurement state must contain that of
σ′⊗n).
Our next goal is to verify that the conditions of Theorem 2.2 hold for (D,4). The role
of M will be played by the dichotomies on C. Recall that condition (M1) is that every
nonzero element of D can be multiplied with a suitable element of M in such a way that
the product is bounded from below and above by natural numbers. First we present a
sufficient condition for this boundedness property (which is also necessary, but we do not
need this).
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Proposition 3.6. Let (ρ, σ) be a dichotomy on H, and suppose that ρ ≤ σ and rk(σ−ρ) <
rkσ. Then there is an n ∈ N such that 1 4 n(ρ, σ) and (ρ, σ) 4 n.
Proof. Let P be a nonzero projection such that P (σ−ρ) = 0. Let n1 = d(TrσP )−1e. Then
T1(x) = (n1 Tr(σP ))
−1 Tr(x(I⊗P )) defines a completely positive trace nonincreasing map
T1 : B(Cn1 ⊗H)→ B(C). It satisfies
T1(In1 ⊗ ρ) = (n1 Tr(σP ))−1 Tr(In1 ⊗ ρ(I ⊗ P )) = 1 (22a)
T1(In1 ⊗ σ) = (n1 Tr(σP ))−1 Tr(In1 ⊗ σ(I ⊗ P )) = 1, (22b)
therefore n1(ρ, σ) < 1.
Let n2 = dTrσe. Then T2(x) = σn2 (Trx) defines a completely positive trace nonin-
creasing map T2 : B(Cn2)→ B(H). It satisfies
T2(I) =
σ
n2
(Tr I) = σ ≥ ρ, (23)
therefore n2 < (ρ, σ).
With n = max{n1, n2} both n(ρ, σ) < 1 and n < (ρ, σ) hold.
Condition (M2) requires an inner approximation of the asymptotic spectrum of the
subsemiring generated by M . Since M consists of classical dichotomies, so does this
subsemiring. For this reason we will exhibit a family of elements of ∆(Dc,4) (later we
will see that the given set of elements is almost exhaustive, but this is not necessary for
verifying condition (M2)). Note that a spectral point f ∈ ∆(D,4) can be evaluated on
elements of D (and similarly for Dc), which are equivalence classes of pairs. To simplify
notation, we will effectively regard f as a function of two variables and write e.g. f(ρ, σ)
for its value on the equivalence class of the dichotomy (ρ, σ).
Proposition 3.7. Let α ≥ 1 and consider the map fα : Dc → R≥0 defined as
fα(p, q) =
∑
x∈X
pαxq
1−α
x . (24)
Then fα ∈ ∆(Dc,4).
Proof. It is clear that fα is a semiring homomorphism for every α ≥ 1, thus we need
to show that it is also monotone. This immediately follows from the data processing
inequality for the Re´nyi divergence since fα(p, q) = 2
(α−1)Dα(p‖q), but for completeness we
provide a direct proof.
Suppose that (p, q) and (r, s) are classical dichotomies characterized by the probabilities
px, qx, ry, sy (x ∈ X , y ∈ Y) and (p, q) < (r, s). The ordering means that there is a
completely positive trace-nonincreasing map T : B(CX )→ B(CX ′) such that∑
x∈X
pxT (|x〉〈x|) ≥
∑
y∈Y
ry |y〉〈y| (25)∑
x∈X
qxT (|x〉〈x|) =
∑
y∈Y
sy |y〉〈y| . (26)
The dephasing maps DX : B(CX ) → B(CX ) given by DX (|x1〉〈x2|) = δx1,x2 |x1〉〈x2| are
completely positive and DX (DY) fixes p and q (r and s), therefore we can replace T with
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DY ◦ T ◦ DX . This composition is essentially a classical substochastic map with matrix
entries Txy := 〈y|T (|x〉〈x|) |y〉. Let Qy =
∑
x∈X Txyqx. Then
fα(r, s) =
∑
y∈suppQ
rαy s
1−α
y
≤
∑
y∈suppQ
( ∑
x∈supp q
Txypx
)α( ∑
x∈supp q
Txyqx
)1−α
=
∑
y∈suppQ
Qy
( ∑
x∈supp q
Txyqx
Qy
px
qx
)α
≤
∑
y∈suppQ
Qy
∑
x∈supp q
Txyqx
Qy
(
px
qx
)α
=
∑
x∈supp q
qx
(
px
qx
)α ∑
y∈suppQ
Txy
≤
∑
x∈supp q
qx
(
px
qx
)α
= fα(p, q),
(27)
where the first inequality uses (25), the second inequality uses convexity of x 7→ xα and
the third inequality uses that
∑
y Txy ≤ 1.
We are now in a position to prove that D satisfies the conditions of Theorem 2.2.
The first condition is verified with an application of Proposition 3.6, while for the second
condition we use the spectral points presented in Proposition 3.7 in the large α limit.
Proposition 3.8. Let M be the set of dichotomies on C and S0 ⊆ D the subsemiring
generated by M .
(i) The map N ↪→ D is an order embedding.
(ii) For every dichotomy (ρ, σ) 6= 0 there is an m ∈ M and n ∈ N such that 1 4
m(ρ, σ) 4 n.
(iii) If m ∈ M and evm : ∆(S0,4) → R≥0 is bounded, then there is an n ∈ N such that
m 4 n.
Proof. (i): Let n, n′ ∈ N. The corresponding elements in D are represented by (In, In)
and (In′ , In′), where In is the identity on Cn. Since (0, 0) 4 (1, 1), if n ≤ n′ then also
(In, In) 4 (In′ , In′). On the other hand, if n > n′ then a completely positive trace
nonincreasing map T : B(Cn′) → B(Cn) cannot satisfy T (In′) ≥ In since this would
require n′ = Tr In′ ≥ T (In′) ≥ n > n′.
(ii): Let (ρ, σ) 6= 0 be a dichotomy and let
λ = min {t ∈ R|ρ ≤ tσ} =
∥∥∥σ−1/2ρσ−1/2∥∥∥
∞
, (28)
where the inverse is understood on the support of σ. Then (1, λ)(ρ, σ) = (ρ, λσ) satisfies
the conditions of Proposition 3.6, therefore we can choose m = (1, λ).
(iii): Let p, q ∈ R>0 and consider the element (p, q) ∈M . Since S0 ⊆ Dc, every function
in Proposition 3.7 also gives rise to an element of ∆(S0,4) by restriction. Suppose that
evm is bounded. Then
∞ > lim sup
α→∞
fα(p, q) = q lim
α→∞
(
p
q
)α
, (29)
10
which is equivalent to p ≤ q. By the argument in the proof of Proposition 3.6 we see that
(p, q) 4 n for some n ∈ N (namely n = dqe).
An important byproduct of the findings above is that Proposition 2.3 applies to the
inclusion of Dc in D, which means that every monotone homomorphism f : Dc → R≥0 has
at least one (monotone, homomorphic) extenstion to D.
Corollary 3.9. Let i : Dc ↪→ D be the inclusion. Then ∆(i) is surjective.
Proof. Let (ρ, σ) be a dichotomy. By (ii) of Proposition 3.8 there is an m ∈ M and
1 4 m(ρ, σ) 4 n. Both m and n = (In, In) are classical, therefore the condition in
Proposition 2.3 is satisfied by the subsemiring Dc. We conclude that ∆(i) is surjective.
4 Spectral points
In this section we describe all the elements of ∆(D,4) explicitly. To this end, we first find
every element of ∆(Dc,4) and show that each of them has at most one extension to D.
Together with Corollary 3.9 this implies that there is exactly one extension.
Proposition 4.1. Let f ∈ ∆(Dc,4). Then there is an α ∈ {0}∪[1,∞) such that f(p, q) =
pαq1−α for a dichotomy (p, q) on C (with the convention 0α01−α = 0).
Proof. Let g(x) = f(x, x) for x ∈ R≥0 and h(y) = f(y, 1) for y ∈ R>0. By multiplicativity
of f , both g and h satisfy the Cauchy functional equation g(x1x2) = g(x1)g(x2) and
h(y1y2) = h(y1)h(y2) and in addition
f(p, q) = f(q, q)f
((
p
q
, 1
))
= g(q)h
(
p
q
)
. (30)
If 0 ≤ x1 ≤ x2, then choosing T = x1x2 idB(C) in Definition 3.3 shows that (x1, x1) 4
(x2, x2), thus g must be monotone increasing. Therefore g(x) = x
β for some β ≥ 0.
If 0 < y1 ≤ y2, then choosing T = idB(C) in Definition 3.3 shows that (y1, 1) 4 (y2, 1),
therefore h is monotone increasing. This implies h(y) = yα for some α ≥ 0. By (30) we
have
f(p, q) = qβ
(
p
q
)α
= pαqβ−α (31)
Consider the dichotomies (1, 1) + (1, 1) on C2 and (2, 2) on C. Then we have both
(1, 1) + (1, 1) 4 (2, 2) and (1, 1) + (1, 1) < (2, 2), as can be seen by choosing T = Tr and
the map
T (1) =
1
2
[
1 0
0 1
]
, (32)
respectively. This implies
2 = f((1, 1) + (1, 1)) = f(2, 2) = g(2) = 2β, (33)
i.e. β = 1.
Finally, we have (2, 1) + (1, 2) < (3, 3) in the semiring (choose T = Tr), therefore
2α + 21−α ≥ 3, (34)
which implies α /∈ (0, 1).
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Remark 4.2. If we used relative submajorization as the preorder, then (1, 1) would be
greater than (1, 2), therefore monotonicity would require 1 = f(1, 1) ≥ f(1, 2) = 21−α, i.e.
1 ≤ α.
Now we can complete the classification of elements in the asymptotic spectrum of
classical dichotomies.
Theorem 4.3. ∆(Dc,4) = {fα|α ∈ {0} ∪ [1,∞)}, where the functions fα : Dc → R≥0
are given by
fα(p, q) =
∑
x∈X
pαxq
1−α
x , (35)
with the convention 00 = 1.
Proof. We saw in Proposition 3.7 that fα ∈ ∆(Dc,4) for α ≥ 1. The map f0(p, q) = Tr q is
clearly additive, multiplicative, normalized and monotone under trace nonincreasing maps.
We show that these monotones exhaust the set of monotone homomorphisms allowed by
Proposition 4.1.
Let f ∈ ∆(Dc,4). The semiring S0 is additively generated by dichotomies on C. More
precisely, elements can be represented by pairs (p, q) where
p =
∑
x∈X
px |x〉〈x| (36)
q =
∑
x∈X
qx |x〉〈x| (37)
for some finite set X and strictly positive numbers (px)x∈X , (qx)x∈X , and with the addition
in the semiring we may write this as
(p, q) =
∑
x∈X
(px, qx). (38)
This means that a monotone semiring homomorphism f : S0 → R≥0 is in fact uniquely
determined by its values on dichotomies on C. Thus the restriction of f to S0 must agree
with fα for some α in the indicated range.
Similarly, elements of Dc are also of the form (36) with 0 ≤ px < qx allowed as long as
p 6= 0. For every  > 0 the inequality (p+ q, q) < (p, q) holds (choose T = id), therefore
f(p, q) ≤ lim inf
→0+
f(p+ q, q) (39)
Next consider the map
T (x) = 
q
‖q‖1
Tr(x) + (1− )x, (40)
where  ∈ [0, 1]. T is (completely) positive and trace preserving, therefore by Definition 3.3
we have
(p, q) < (T (p), T (q)) =
(

q
‖q‖1
Tr(p) + (1− )p, q
)
. (41)
f is monotone, therefore
f(p, q) ≥ lim sup
→0+
f
(

q
‖q‖1
Tr(p) + (1− )p, q
)
. (42)
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The right hand sides of (39) and (42) involve only elements of S0, therefore we can evaluate
f on them as fα, which leads to
f(p, q) ≤ lim inf
→0+
fα(p+ q, q)
= lim
→0+
∑
x∈supp q
(px + qx)
αq1−αx
=
∑
x∈supp q
pαxq
1−α
x
(43)
and
f(p, q) ≥ lim sup
→0+
fα
(

q
‖q‖ Tr(p) + (1− )p, q
)
≥ lim
→0+
∑
x∈supp q
(

qx
‖q‖1
Tr(p) + (1− )px
)α
q1−αx
=
∑
x∈supp q
pαxq
1−α
x ,
(44)
in both cases with the convention 00 := lim→0+ 0 = 1.
In the following theorem we reduce the classification of monotone semiring homomor-
phisms on quantum dichotomies to the classical ones with the help of the pinching map.
Theorem 4.4. Consider the functions fα : D → R≥0 given by
f˜α(ρ, σ) =
{
Q˜α(ρ‖σ) = Tr
(
σ
1−α
2α ρσ
1−α
2α
)α
if α ≥ 1
Trσ if α = 0.
(45)
Then ∆(D,4) =
{
f˜α
∣∣∣α ∈ {0} ∪ [1,∞)}.
Proof. If f˜ ∈ ∆(D,4), then its restriction to Dc is an element of ∆(Dc,4). These are of
the form fα for α ∈ {0}∪ [1,∞) (Theorem 4.3). Conversely, by Corollary 3.9 the function
fα has at least one extension f˜ ∈ ∆(D,4). We show that that there is at most one
extension for every possible α and that it agrees with f˜α.
Suppose that f˜ ∈ ∆(D,4) is an extension of fα with α ∈ {0} ∪ [1,∞), and let (ρ, σ)
be a dichotomy. For every n ∈ N the following inequalities hold in D:
(ρ⊗n, σ⊗n) < (Pσ⊗n(ρ⊗n), σ⊗n) < (| spec(σ⊗n)|−1ρ⊗n, σ⊗n). (46)
The first one follows by applying the pinching map Pσ⊗n to both parts of the dichotomy
and using that it fixes σ⊗n (see (i) and (ii) of Lemma 2.4). In the second step we decrease
the first element, as can be seen from (iv) of Lemma 2.4.
Since f˜ is multiplicative and monotone, we have
f˜(ρ, σ) =
(
f˜(ρ⊗n, σ⊗n)
)1/n
≥
(
f˜(Pσ⊗n(ρ⊗n), σ⊗n)
)1/n
≥
(
f˜(| spec(σ⊗n)|−1ρ⊗n, σ⊗n)
)1/n
=
(
f˜(| spec(σ⊗n)|−1, 1)
)1/n
f˜(ρ, σ).
(47)
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The dichotomies (Pσ⊗n(ρ⊗n), σ⊗n) and (| spec(σ⊗n)|−1, 1) are classical ((iii) of Lemma 2.4),
therefore f˜ and fα agree on them. Since 1 ≤ | spec(σ⊗n)| ≤ (n+ 1)dimH, we have
lim
n→∞
(
f˜(| spec(σ⊗n)|−1, 1)
)1/n
= lim
n→∞
(
fα(| spec(σ⊗n)|−1, 1)
)1/n
= lim
n→∞ | spec(σ
⊗n)|−α/n = 1.
(48)
For α = 0 we get from (47) with n = 1 the chain of inequalities f˜(ρ, σ) ≥ f˜(Pσ(ρ), σ) ≥
f˜(ρ, σ), therefore f˜(ρ, σ) = f0(Pσ(ρ), σ) = Trσ.
For α ≥ 1, (47) and (48) imply
f˜(ρ, σ) = lim
n→∞
(
f˜(Pσ⊗n(ρ⊗n), σ⊗n)
)1/n
= lim
n→∞
(
TrPσ⊗n(ρ⊗n)α(σ⊗n)1−α
)1/n
= lim
n→∞
(
Tr
(
(σ⊗n)
1−α
2α Pσ⊗n(ρ⊗n)(σ⊗n)
1−α
2α
)α)1/n
= lim
n→∞
(
Tr
(
Pσ⊗n
(
(σ⊗n)
1−α
2α ρ⊗n(σ⊗n)
1−α
2α
))α)1/n
= lim
n→∞
(
Tr
(
Pσ⊗n
(
(σ
1−α
2α ρσ
1−α
2α )⊗n
))α)1/n
= Tr
(
σ
1−α
2α ρσ
1−α
2α
)α
.
(49)
The second and third equalities use that Pσ⊗n(ρ⊗n) and σ⊗n commute, the fourth one
uses that σ
1−α
2α commutes with the projections appearing in the pinching map, and the
last step uses Proposition 2.5.
For normalized dichotomimes (ρ, σ) the function fα in (45) is the sandwiched quasi-
entropy [WWY14] and can be expressed in terms of the sandwiched Re´nyi divergence
[MLDS+13, WWY14] as
fα(ρ, σ) = 2
(α−1)D˜α(ρ‖σ). (50)
Note that when Tr ρ 6= 1, it is customary to include a − 1α−1 log Tr ρ term in the definition
of the sandwiched Re´nyi divergence [MLDS+13].
5 Rates for probabilistic asymptotic pair transformations
Now that we have an explicit description of asymptotic spectrum of the semiring of di-
chotomies, we specialize the rate formula (5). First let us consider normalized dichotomies
(ρ, σ) and (ρ′, σ′) on H, H′. Then (ρ, σ) < 1 and (ρ′, σ′) < 1 (choose T = Tr in Defini-
tion 3.3), therefore (6) can be used. Noting that f0(ρ, σ) = 1 = f0(ρ
′, σ′), the rate is given
by the same formula for both of the preorders:
R((ρ, σ)→ (ρ′, σ′)) = inf
α>1
log fα(ρ, σ)
log fα(ρ′, σ′)
= inf
α>1
D˜α(ρ‖σ)
D˜α(ρ′‖σ′)
. (51)
This means that there are substochastic maps Tn : B(H⊗n)→ B(H′⊗R((ρ,σ)→(ρ
′,σ′))n+o(n))
that map n copies of σ to roughly R((ρ, σ) → (ρ′, σ′))n copies of σ′ with a probability
that decays slower than any exponential, and at the same time maps n copies of ρ to
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a subnormalized state τ satisfying τ ≥ 2−o(n)σ′⊗R((ρ,σ)→(ρ′,σ′))n. The latter condition in
turn implies that the probability of failure as well as the approximation error is 1−2−o(n).
However, our notion of asymptotic transformations is more restrictive than merely requir-
ing this error since the inequality (13a) implies that even exponentially small components
cannot be suppressed completely.
Our rate formula should be contrasted to that of [BST19] and [WW19], i.e. the ratio
of (Umegaki) relative entropies, which is valid for approximate transformations in the
first component with asymptotically vanishing error. The results of [BST19] show that
above the rate D(ρ‖σ)/D(ρ′‖σ′) the approximation error goes to 1 exponentially. This
is consistent with our rate being in general lower since at rate (51) we can guarantee an
error that approaches 1 slower than any exponential.
In [WW19] dichotomies have been interpreted in terms of a resource theory of asymmet-
ric distinguishability. When considering approximate pair transformations with asymp-
totically vanishing error, the resource theory is shown to be reversible. The dichotomy
(|0〉〈0| , pi) with pi = 12(|0〉〈0|+|1〉〈1|) serves as a possible unit, referred to as one bit of asym-
metric distinguishability, and D(ρ‖σ) is the asymptotic value of the dichotomy (ρ, σ).
Let us calculate the distillation and dilution rates in the sense of our asymptotic
transformations. The spectral points in ∆(D,4) evaluate to
fα(|0〉〈0| , pi) =
{
2α−1 if α ≥ 1
1 if α = 0,
(52)
therefore D˜α(|0〉〈0| ‖pi) = 1. If we wish to distill from (ρ, σ) bits of asymmetric distin-
guishability, then the optimal rate using (51) is
R((ρ, σ)→ (|0〉〈0| , pi)) = inf
α>1
D˜α(ρ‖σ) = D(ρ‖σ), (53)
which is equal to the rate when an asymptotically vanishing error is allowed. For the
reverse task of diluting bits of asymmetric distinguishability to (ρ, σ), the rate becomes
R((ρ, σ)→ (|0〉〈0| , pi)) = inf
α>1
1
D˜α(ρ‖σ)
=
1
D˜∞(ρ‖σ)
, (54)
where D˜∞(ρ‖σ) = log
∥∥σ−1/2ρσ−1/2∥∥∞ is the max-divergence [Ren08, Dat09]. This rate
is equal to the inverse of the asymptotic cost in the exact dilution task [WW19].
We note that the form and the meaning of our rate formula (51) is reminiscent of the
zero-exponent limit of the rate formula for bipartite entanglement transformations [JV19].
In both cases the value corresponds to the rate where the theory of asymptotic spectra
guarantees a success probability that decays slower than any exponenital in the number of
copies. For entanglement transformations an independent calculation shows that with the
same rate it is actually possible to have a success probability going to 1 [JV19], therefore
we expect that a similar improvement is possible in the present case as well.
5.1 Strong converse exponents
We turn to the asymptotic comparison of possibly unnormalized dichotomies. Recall that
M is the set of nonzero dichotomies on C. Every nonzero dichotomy is the product of
a normalized one with an element of M in a unique way. Since M consist of invertible
elements, we may assume without loss of generality that the initial pair is normalized.
Let (ρ, σ) and (ρ′, σ′) be normalized dichotomies and r,R ≥ 0. The inequality (ρ, σ) &
(2−Rρ′, 2−rσ′) means that there exists a sequence of trace-nonincreasing channels Tn :
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B(H⊗n) → B(H′⊗n) that transform σ⊗n to σ′⊗n exactly with probability 2−rn+o(n), and
that transform ρ⊗n to a subnormalized state that is larger than 2−Rn+o(n)ρ′⊗n. As before,
the latter implies a success probability at least 2−Rn+o(n) and approximation error at most
1− 2−Rn+o(n). The optimal exponent is
R∗(r) = inf
{
R ≥ 0∣∣(ρ, σ) & (2−R, 2−r)(ρ′, σ′)}
= inf
{
R ≥ 0∣∣∀f ∈ ∆(D,<) : f(ρ, σ) ≥ f(2−R, 2−r)f(ρ′, σ′)}
= inf
{
R ≥ 0∣∣∀α > 1 : log fα(ρ, σ) ≥ −αR− (1− α)r + log fα(ρ′, σ′)}
= inf
{
R ≥ 0
∣∣∣∣∀α > 1 : R ≥ −1− αα r − 1α log fα(ρ, σ) + 1α log fα(ρ′, σ′)
}
= sup
α>1
α− 1
α
[
r − D˜α(ρ‖σ) + D˜α(ρ′‖σ′)
]
.
(55)
The second equality is an application of Theorem 2.2, the third equality uses Theorem 4.4
and that f0(ρ, σ) = f1(ρ, σ) = 1 and f0(2
−R, 2−r) = 2−r ≤ 1 and f1(2−R, 2−r) = 2−R ≤ 1,
while the last equality uses (50).
More generally, we may wish to transform n copies of (ρ, σ) to κn + o(n) copies of
(ρ′, σ′) (for some κ > 0) with the same probabilities – in this case fα(ρ′, σ′) needs to be
replaced with fα(ρ
′, σ′)κ in the condition above. This captures the trade-off between the
exponents r,R and the rate κ. The optimal value of any of these can be expressed in terms
of the other two:
R∗(κ, r) = inf
{
R ≥ 0∣∣∀α > 1 : log fα(ρ, σ) ≥ −αR− (1− α)r + κ log fα(ρ′, σ′)}
= inf
{
R ≥ 0
∣∣∣∣∀α > 1 : R ≥ −1− αα r − 1α log fα(ρ, σ) + κα log fα(ρ′, σ′)
}
= sup
α>1
α− 1
α
[
r − D˜α(ρ‖σ) + κD˜α(ρ′‖σ′)
]
.
(56)
κ∗(r,R) = sup
{
κ
∣∣∀α > 1 : log fα(ρ, σ) ≥ −αR− (1− α)r + κ log fα(ρ′, σ′)}
= sup
{
κ
∣∣∀α > 1 : αR+ (1− α)r + log fα(ρ, σ) ≥ κ log fα(ρ′, σ′)}
= inf
α>1
αR+ (1− α)r + log fα(ρ, σ)
log fα(ρ′, σ′)
= inf
α>1
α
α−1R− r + D˜α(ρ‖σ)
D˜α(ρ′‖σ′)
(57)
r∗(κ,R) = sup
{
R ≥ 0∣∣∀α > 1 : log fα(ρ, σ) ≥ −αR− (1− α)r + κ log fα(ρ′, σ′)}
= sup
{
R ≥ 0∣∣∀α > 1 : αR+ log fα(ρ, σ)− κ log fα(ρ′, σ′) ≥ (α− 1)r}
= inf
α>1
α
α− 1R+ D˜α(ρ‖σ)− κD˜α(ρ
′‖σ′)
(58)
5.2 Hypothesis testing
We consider the hypothesis testing problem of distinguishing two sources of independent
and identically distributed copies of one of two quantum states ρ and σ on H. The
obeserver is allowed to perform a measurement on n copies, described by a two-outcome
POVM (Πn, I − Πn) where Πn ∈ B(Hn) satisfies 0 ≤ Πn ≤ I. The outcome associated
with Πn results in accepting the null hypothesis ρ, whereas alternative hypothesis gets
accepted upon obtaining the other outcome.
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A Type I error occurs when the state in question was ρ but the observer finds that
it was σ. This happens with probability αn(Πn) := Tr(ρ
⊗n(I − Πn)). A Type II error
occurs in the opposite case, when the state was σ but the null hypothesis is accepted. This
happens with probability βn(Πn) = Tr(σ
⊗nΠn). For every n there is a trade-off between
the probabilities of the two kinds of errors and we are interested in the possible behaviors
of both probabilities in the limit n→∞.
The quantum Stein’s lemma [HP91] says that for all  ∈ (0, 1), for every sequence
of measurements (Πn)n∈N under the condition αn(Πn) ≤  the Type II error probability
satisfies
lim sup
n→∞
− 1
n
log βn(Πn) ≥ D(ρ‖σ), (59)
and there is a sequence of measurements attaining this value as a limit. The strong
converse property, proved in [ON05], states that for any sequence that does not satisfy
(59) the probability of the Type I error necessarily converges to 1 exponentially fast. The
smallest possible exponent, called the strong converse exponent was found in [MO15]. We
now show how one can obtain the same result with our methods.
First note that there is a bijection between two-outcome measurements (tests) on a
Hilbert space H and completely positive trace-nonincreasing maps T : B(H)→ B(C) ' C.
Indeed, given a POVM (Π, I − Π) on H we can define the map T (x) = Tr(xΠ) and
conversely, any linear map T : B(H)→ C is of the form T (x) = Tr(xA) for some A ∈ B(H),
and such a map is (completely) positive iff A ≥ 0 and trace-nonincreasing iff A ≤ I. For
this reason, when (ρ, σ) is a normalized dichotomy on H and (a, b) is a dichotomy on C,
we may restate the condition for (ρ, σ) < (a, b) as ∃Π ∈ B(H), 0 ≤ Π ≤ I such that
1− α(Π) = Tr ρΠ ≥ a (60)
β(Π) = TrσΠ = b. (61)
Accordingly, the asymptotic ordering (ρ, σ) & (2−R, 2−r) means that there is a sequence
of measurement operators (Πn)n∈N such that
1− αn(Πn) ≥ 2−Rn+o(n) (62)
βn(Πn) = 2
−rn+o(n). (63)
We obtain the strong converse exponent as a function of r ≥ 0 by specializing (55) to the
target pair (1, 1):
R∗(r) = sup
α>1
α− 1
α
[
r − D˜α(ρ‖σ)
]
. (64)
5.3 Work-assisted transformations
In the resource theory approach to thermodynamics, one fixes a background inverse tem-
perature β and models thermal operations as energy-preserving unitaries acting jointly
on the system in question and an arbitrary heat bath at inverse temperature β. Gibbs-
preserving maps are a convenient relaxation of thermal operations, and form the free
operations in the resource theory of athermality. Classically, the possible state transfor-
mations are identical for these two choices of allowed operations [HO13], whereas in the
quantum setting Gibbs-preserving maps are strictly more powerful than thermal opera-
tions [FOR15].
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Consider a quantum system with Hilbert space H and Hamiltonian H ∈ B(H). The
Gibbs state at temperature β is γH,β =
1
Z(β)2
−βH where the normalizing factor Z(β) =
Tr 2−βH is the partition function (note that in statistical mechanics the base of logarithms
and exponentials is usually e – all the formulas below remain valid with this choice).
Note that a linear map preserves γH,β iff it preserves 2
−βH , therefore we will omit the
normalizing factor.
Let HB = C2 be a second Hilbert space modelling a battery with Hamiltonian
HB(w) =
[
0 0
0 w
]
= w |1〉〈1| . (65)
Changing the state of the battery from |1〉〈1| to |0〉〈0| can be interpreted as drawing work
w from it. It may happen that the transformation ρ → ρ′ becomes thermodynamically
possible if at the same time we draw some amount w of work from a battery, where the
two-component system is described by the Hamiltonian H ⊗ idC2 + idH⊗HB(w). The
smallest such w is the work cost of the transformation.
Asymptotically, if we allow joint Gibbs-preserving maps that succeed with a probability
that decays slower than any exponential, then the condition for a transformation is
fα(ρ⊗ |1〉〈1| , 2−βH ⊗ 2−βHB(w)) ≥ fα(ρ′ ⊗ |0〉〈0| , 2−βH ⊗ 2−βHB(w)) (66)
for all α ∈ {0} ∪ [1,∞). f0 and f1 are the traces of the second and first component of the
dichotomy, which evaluate to the same value on both sides. Using multiplicativity of fα
we can write the asymptotic work cost per copy as
w∗ = inf
{
w ∈ R
∣∣∣∀α > 1 : 2−(1−α)βwfα(ρ, 2−βH) ≥ fα(ρ′, 2−βH)}
= inf
{
w ∈ R
∣∣∣∀α > 1 : (α− 1)βw + log fα(ρ, 2−βH) ≥ log fα(ρ′, 2−βH)}
= sup
α>1
1
(α− 1)β log fα(ρ
′, 2−βH)− 1
(α− 1)β log fα(ρ, 2
−βH)
= sup
α>1
1
β
D˜α(ρ
′‖2−βH)− 1
β
D˜α(ρ‖2−βH).
(67)
We note that
1
β
D
(
ρ
∥∥∥2−βH) = 1
β
Tr ρ(log ρ− log 2−βH) = 1
β
Tr ρ(βH + log ρ) = E − 1
β
H(ρ) (68)
is the Helmholtz free energy, therefore 1β D˜α(ρ‖2−βH) may be thought of as a free energy of
order α [BHN+15]. When the state ρ is the Gibbs state 1Z(β)2
−βH , the Re´nyi divergences
become independent of α and are equal to − logZ(β). Since in general α 7→ D˜α(ρ‖2−βH)
is an increasing function, we can evaluate (67) if either the initial or the final state is the
Gibbs state. If ρ = γH,β the work cost (67) becomes
w∗ =
1
β
D˜∞(ρ′‖2−βH) + 1
β
logZ(β) =
1
β
D˜∞(ρ′‖γH,β). (69)
In contrast, if the final state is ρ′ = γH,β, (67) simplifies to
w∗ = − 1
β
logZ(β)− 1
β
D
(
ρ
∥∥∥2−βH) = − 1
β
D(ρ‖γH,β), (70)
where the negative sign indicates that work is extracted in the process.
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More generally, suppose that the transformation is probabilistic and approximate,
while it still preserves the Gibbs state exactly. If the success probability is allowed to decay
as 2−Rn for some R ≥ 0, then the relevant inequality is (ρ ⊗ |1〉〈1| , 2−βH ⊗ 2−βHB(w)) &
(2−Rρ′ ⊗ |0〉〈0| , 2−βH ⊗ 2−βHB(w)). Assuming that we invest work w per copy, the slowest
decay rate is given by (here a negative supremum should be understood as R∗(w) = 0)
R∗(w) = inf
{
R ∈ R≥0
∣∣∣∀α > 1 : 2−(1−α)βwfα(ρ, 2−βH) ≥ 2−αRfα(ρ′, 2−βH)}
= inf
{
R ∈ R≥0
∣∣∣∀α > 1 : (α− 1)βw + log fα(ρ, 2−βH) ≥ −αR+ log fα(ρ′, 2−βH)}
= inf
{
R ∈ R≥0
∣∣∣∀α > 1 : αR ≥ log fα(ρ′, 2−βH)− log fα(ρ, 2−βH)− (α− 1)βw}
= sup
α>1
1
α
log fα(ρ
′, 2−βH)− 1
α
log fα(ρ, 2
−βH)− α− 1
α
βw
= β sup
α>1
α− 1
α
[
1
β
D˜α(ρ
′‖2−βH)− 1
β
D˜α(ρ‖2−βH)− w
]
.
(71)
In the special case where the initial state is the Gibbs state, this expression simplifies to
R∗(w) = max
{
0, D˜∞(ρ′‖γH,β)− βw
}
. (72)
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