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We discuss the intimate connection between the chaotic
dynamics of a classical field theory and the instability of the
one-loop effective action of the associated quantum field the-
ory. Using the example of massless scalar electrodynamics,
we show how the radiatively induced spontaneous symmetry
breaking stabilizes the vacuum state against chaos, and we
speculate that monopole condensation can have the same ef-
fect in non-Abelian gauge theories.
I. INTRODUCTION
The effective potential Γ(φα) describes the energy den-
sity of a quantum field theory under the constraint of
the prescribed field expectation values φα, assumed to
be constant in space and time. It is well established that
Γ, as the Legendre transform of the generating functional
of connected Green functions
W [Jα] = −i ln
∫
[dΦ] e−iS[Φα]−iJα·Φα , (1)
is always real and a convex function of the expectation
values φα = 〈Φα〉 [1,2]. On the other hand, it is a fa-
miliar property of many quantum field theories that the
one-loop effective potential Γ(1) has an imaginary part in
regions where the tree-level potential U(φα) is concave.
A well-known example is the double-well quartic scalar
potential
U(φ) =
λ
4
(φ2 − v2)2 (2)
in the region φ2 < v2/3. The resolution of the apparent
paradox is provided by the observation that the Gaus-
sian approximation for the functional integral (1) fails
when φ2 < v2, and hence the naive loop expansion does
not apply. A better approximation is obtained by a su-
perposition of two Gaussians, centered at Φ = ±v and
weighted so that 〈Φ〉 = φ. This procedure corresponds,
effectively, to a Maxwell construction of the true effective
potential [3–8].
The condition for the reality of the (naive) one-loop ef-
fective potential Γ(1) is that the matrix of second deriva-
tives of the bare potential U
M2αβ =
∂2U
∂φα∂φβ
(3)
does not have a negative eigenvalue. M2αβ is themass ma-
trix for quantum fluctuations around the expectation val-
ues φα of the fields Φα. If the matrix M
2 has a negative
eigenvalue, there exists a direction in which fluctuations
grow exponentially with time, indicating the instability
of the classical field configuration Φα = φα. The result-
ing imaginary part of the effective potential describes the
decay rate (per unit space) of the unstable field configu-
ration [9,10].
The matrix of second derivatives (3) also plays a role in
the classical field theory as stability matrix for a classical
field trajectory against small perturbations of the initial
conditions. Here one looks at spatially homogeneous, but
time dependent field configurations φα(t) which evolve
according to the classical field equations. If the stability
matrixM2 has negative eigenvalues, the trajectory φα(t)
is exponentially sensitive to the initial conditions result-
ing, in general, in deterministic chaotic dynamics of the
fields. Dynamical chaos of this type is ubiquitous in field
theories with more than one dynamical field. Familiar ex-
amples are: scalar electrodynamics, Yang-Mills theories,
and bilinearly coupled theories involving two scalar fields.
The dynamical instability of the trajectories of classical
field configurations finds its expression in the existence
of positive Lyapunov exponents λν > 0. The presence of
negative eigenvalues of the stability matrix M2 is a well
known criterion (Toda-Brumer criterion [11,12]) for the
presence of the (local) dynamical instability expressed by
the positive Lyapunov exponents. These considerations
show that the dynamical chaos of classical fields and the
complexity of the one-loop effective potential of quantum
fields are closely connected.
The fact that the exact effective potential Γ is always
real indicates that the classical chaos must be suppressed
in the full quantum field dynamics. However, this implies
that the Gaussian (loop) expansion must break down in
these cases. As a result, the vacuum state of classically
chaotic quantum fields must acquire a nontrivial struc-
ture. As we shall discuss below, the vacuum instabilities
can sometimes be avoided by the mechanism of sponta-
neous symmetry breaking, e.g. in the case of gauge theo-
ries coupled to a scalar (Higgs) field. The emergence of a
dynamical mass due to the vacuum expectation value of
the scalar field suppresses chaos and makes the effective
potential real in the vicinity of the vacuum state [13]. In
other cases, such as Yang-Mills fields, the vacuum must
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acquire a much more complex structure, and the instabil-
ities are avoided by the confinement of elementary field
excitations in the infrared domain.
In the next section, we discuss dynamical chaos of
classical fields in the context of scalar electrodynamics
(SED). In section III we study the instabilities of quan-
tum fluctuations in SED and discuss the stabilizing mech-
anism of spontaneous symmetry breaking. Section IV is
devoted to the investigation between the imaginary part
of the effective potential in the loop expansion and dy-
namical chaos in SED. Section V contains some remarks
concerning the application of these ideas to Yang-Mills
theories.
II. CLASSICAL SCALAR ELECTRODYNAMICS
A. Equations of Motion
Let us first consider Classical Scalar Electrodynam-
ics (SED) without self-interaction of the scalar field φ.
Later we will introduce the self-interaction of the scalar
field with and without spontaneous symmetry breaking
(SSB) but it is convenient to neglect it at first, in order
to understand the origin of dynamical chaos in SED.
The Lagrangian density for the system with bare scalar
mass m0 is given by
L = −1
4
FµνF
µν + (Dµφ)
∗(Dµφ)−m20φ∗φ (4)
where Fµν = ∂µAν − ∂νAµ, and Dµ = ∂µ + ieAµ. The
corresponding equations of motion are:
(DµD
µ +m20)φ = 0 (5)
∂νF
µν = jµ (6)
with the conserved current
jµ = −ie(φ∗Dµφ− φDµφ∗)
= −ie(φ∗∂µφ− φ∂µφ∗) + 2e2φ∗φAµ. (7)
In the following, we consider the case of spatially ho-
mogeneous classical fields Aµ(t) and φ(t) for which the
study of chaos is extremely simplified. The assumption
of spatial homogeneity is not Lorentz invariant, but any
solution of the equations of motion obtained in this way
can be boosted into another reference frame. It is easy
to see that, in the gauge A0 = 0, Gauss’ law implies that
j0 = 0 and the phase of the scalar field φ = 1√
2
ρeiα is
time independent. Furthermore, the spatial current vec-
tor takes on the simple form
ji = 2e2ρ2Ai. (8)
We thus arrive at the following system of equations for
the real scalar fields ρ and the vector potential Ai:
ρ¨+ (m20 + e
2A2)ρ = 0,
A¨i + e
2ρ2Ai = 0, (9)
where a dot indicates a time derivative.
Assuming that only a single component of Ai is nonva-
nishing, this system is classically equivalent to the well-
known two-dimensional dynamical system with quartic
potential x2y2 which exhibits a strong chaotic behavior.
The x2y2-model appears in various contexts in science
including chemistry, astronomy, astrophysics, cosmology
and most interesting for us, in the homogeneous limit
of the Yang-Mills equations [14] (see [15] for details and
references).
B. Conditions for Dynamical Chaos
There are various methods for establishing the chaotic-
ity of the system (9). For us most useful is the Toda-
Brumer criterion [11,12], which is based on the study of
the stability matrix of the potential energy. Denoting the
coordinates as qi (i = 1, . . . n) the stability matrix for the
potential U(q) is
U ′′ik(q) ≡
∂2U
∂qi∂qk
(i, k = 1, 2, . . . , n), (10)
where we assume that the system is conservative with
quadratic separable kinetic energy. If the determinant
of this matrix (proportional to the Gaussian curvature
of the potential) is negative, the system is chaotic. It
is worthwhile remarking here that the use of this local
hyperbolicity criterion as a condition of global instability
requires some caution. However, for potentials like the
x2y2 potential, the Toda-Brumer criterion of chaoticity
is quite effective, establishing a necessary condition for
global chaos. Returning to our dynamical system (9) we
write the corresponding potential
UρA =
1
2
m20ρ
2 +
1
2
e2ρ2A2, (11)
and the stability matrix
U ′′ρA =
(
m20 + e
2A2 2e2ρA
2e2ρA e2ρ2
)
(12)
which immediately gives the following condition for the
onset of chaos:
e2A2 > e2A2cr =
m20
3
(13)
Note that Acr is independent of ρ, the amplitude of the
scalar field. The corresponding minimal energy for the
onset of chaos is
Ecr =
2
3
m20ρ
2. (14)
At the classical minimum of the potential Ecr = 0.
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We conclude that classical massless scalar electrody-
namics is strongly chaotic in the long wavelength limit
for any magnitude of the spatially homogeneous fields.
Chaos begins at zero value of the energy of the system.
The massm0 of the scalar field sets a threshold for chaos.
As we will see later, the threshold is influenced by: i) the
self-coupling λφ4 of the scalar field and ii) the quantum
corrections to the classical potential (11), both increas-
ing the threshold for chaos.1 Quantum corrections lead
to the formation of a nontrivial minimum in the effective
potential of SED and, thus, produce non-zero mass (in
the case of massless classical SED) or increase the “clas-
sical” mass m0. The self-interaction of the scalar field
also increases the threshold for chaos (for λ > 0).
C. Self-interacting SED
We begin with the study of the self-interaction of the
scalar field at the classical level. Adding to the potential
(11) the quartic self-interaction λφ4 we easily obtain the
following modified conditions for the onset of chaos:
e2A2cr = λρ
2 +
m20
3
(15)
and
Ecr =
3
4
λρ4 +
2
3
m20ρ
2. (16)
At the classical minimum ρ = 0, still Ecr = 0.
For the case of the spontaneously broken gauge sym-
metry at the classical level
UρA =
1
2
e2A2ρ2 +
λ
4
(ρ2 − v2)2. (17)
With the vacuum expectation value of the scalar field v
and its mass m2s = 2λv
2 we obtain the following critical
magnitude of the gauge field potential Acr necessary for
the onset of chaos:
e2A2cr = λ
(
ρ2 − v
2
3
)
. (18)
At the minimum of the potential (17), ρ = v, this gives
e2A2cr =
m2s
3
, (19)
which coincides with the condition (13) for the onset of
chaos for the case of massive classical SED without self-
interaction.
1The spatially uniform classical SED with its chaoticity and
the corresponding quantum mechanical aspects leading to the
suppression of chaos have been intensely studied by the Los
Alamos group [16,22].
Substituting A2cr into (17) and minimizing UρA with
respect to ρ we find:
ρ2cr =
4
9
v2 (20)
and
e2A2cr =
λv2
9
=
m2s
18
(21)
giving the minimal energy
Ecr =
11
108
λv4 (22)
necessary for the onset of chaos [17]. Note that in the
case of SSB the coupling constant λ is absorbed in the
definition of the mass generated by SSB, whereas in the
corresponding case without SSB but with m0 6= 0, λ
enters in the condition (15) along with m0.
Concluding this section, we sum up the results ob-
tained for classical SED:
• Classical massless SED is chaotic in its long wave-
length limit at any magnitude of the fields. No
threshold values exist for the scalar and vector
fields and chaos begins at zero energy of the sys-
tem.
• Introduction of a mass of the scalar field (directly or
by SSB2) sets threshold values of the fields beyond
which the system is chaotic.
It is reasonable to expect that the inclusion of a spa-
tial dependence of the fields, while not eliminating the
general chaotic behavior of the system under study, will
result in a more complicated and rich picture.
Finally, let us remark that spontaneously broken SED
in its spatially homogeneous limit may serve as a model
of the uniform superconductor in a homogeneous time
dependent electrical field with its possible phase transi-
tions.2
III. QUANTUM CORRECTIONS TO MASSLESS
SCALAR ELECTRODYNAMICS
A. General Considerations
It is generally believed that quantum fluctuations lead
to the suppression of the most characteristic manifesta-
2There also exists a close analogy between this phenomenon
and the elimination of the chaos in SU(2) Yang-Mills model
by the Higgs condensate [13], where, depending on the value
of the Higgs condensate, one observes a phase transition of
the type “order–disorder”.
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tions of dynamical chaos.3 For the mechanical systems
it is obvious: the discreteness of the phase space im-
posed by the quantum nature of the system suppresses
or even eliminates the long-time random behavior of the
classically chaotic systems that is characterized by the
positivity of the Lyapunov exponents. Indeed, the non-
stationary evolution of a quantum mechanical system
which classically is chaotic (SED) is characterized by van-
ishing Lyapunov exponents [22].
For the field theory with its infinite number of de-
grees of freedom the situation is not so straightforward.
It is well established that various field theories, among
which are the spherically symmetric Yang-Mills equa-
tions [23], the Yang-Mills-Higgs equations in the interior
of a ’t Hooft-Polyakov monopole [24], and the equations
of general relativity [25,26], exhibit dynamical chaos in
the classical limit. Here, as in the case of the mechan-
ical systems, the basic question of the competition and
interference between the highly unstable classical fluc-
tuations responsible for chaos and the quantum fluctu-
ations of the interacting fields arises. Do the quantum
fluctuations suppress the chaoticity of the classical field
theory? Although practically all methods of the quanti-
zation of fields about chaotic classical solutions encounter
the problem of instability there does not exist a proven
way to avoid or circumvent this delicate problem (see,
however, [27]).4
In this paper, we also do not propose a general recipe
for how to quantize a field theory that is chaotic in the
classical limit, and confine ourselves to the loop expan-
sion taking as a basis the chaotic classical theory. Our
treatment is based on the notion of the effective poten-
tial. We consider here, as an example, mostly the mass-
less SED since it is free from the well-known difficulties
arising when, for the case of SSB, the new minimum lies
far outside the validity of the one-loop approximation
[28].
We write down the effective potential Γ(φc) as the min-
imal expectation value of the Hamiltonian 〈ψ|H |ψ〉 in the
normalized state |ψ〉, wherein the field φ(x) has a given
constant expectation value 〈ψ|φ(x)|ψ〉 = φc. Since for
the calculation of the Γ(φc) one must consider the space
dependence of the fields as well as their time dependence,
3But not all of them: Important properties of stationary
states such as the distribution of energy level or interference
patterns (e.g., scars) reflect the intrinsic chaoticity of the cor-
responding classical systems [18–21].
4One might be tempted to say that such theories should
not be considered as a basis of a local quantum field theory,
and confine oneself to integrable systems. Not sharing this
opinion, we believe that this view reflects our inability to go
beyond the saddle-point approximation to the functional inte-
gration by analytical means. Furthermore, these instabilities
of the field theory may be associated with the decay properties
of correlation functions (see below).
the phase of the scalar field cannot be eliminated in the
A0 = 0 gauge and, writing φ = ϕ1 + iϕ2, two real scalar
fields ϕ1 and ϕ2 enter. But the effective potential can
depend only on |φ|2 = ϕ21 + ϕ22, so one may take ϕ2 = 0
and compute only graphs with ϕ1-external lines [28]. The
Landau gauge is most appropriate and economical here.
As it is known, the mass matrix computed from the
classical potential enters into the expression of the ef-
fective potential for two interacting fields. The one-loop
effective potential for massless SED can be written as
Γ(1)(ρ,A) = UρA +
h¯
64pi2
tr
[
(U ′′ρA)
2 ln
(
U ′′ρA/µ
2
)]
(23)
where UρA is the classical potential (11) and the matrix
U ′′ρA is given by (12). Here µ
2 is the renormalization
point.
From the definition of the effective potential, it is evi-
dent that the exact effective potential must be real. The
approximate calculation of this quantity in the loop ex-
pansion leads to regions of complexity which are impos-
sible to eliminate for the case of the classically chaotic
system under study. However, as we discuss below, this
does not imply that complexity makes the effective po-
tential meaningless. We see from (23) that for a classi-
cally chaotic system characterized by (Toda-Brumer con-
dition)
det
{
U ′′ρA
}
=
∂2U
∂A2
∂U
∂ρ2
−
(
∂2U
∂A∂ρ
)2
< 0 (24)
the one-loop effective potential becomes complex for al-
most all values of the fields A, ρ and not only for some
finite range of the fields as it occurs, e.g., in the case
of SSB at the tree level for non-chaotic systems. Mass-
less SED and the free Yang-Mills theory in the limit of
homogeneous fields are such systems.
It is possible to say that the complexity of the loop-
expanded5 effective potential is one more relic of the
chaos of the initial classical theory. The imaginary part
of the effective potential signals not only the instability
of the field configuration, but it is a general consequence
of the chaos of the classical system.
From these considerations one can understand why
all efforts to eliminate the imaginary part [29] of the
one-loop effective potential for uniform chromomagnetic
field of the pure Yang-Mills theory in Minkowski space
[30] were unsuccessful. Stable radiative corrections in
Minkowski-space require a stable classical configuration.
But such configurations (instantons) are known only in
the Euclidean space-time. We postpone further consid-
erations of this issue until section V, except for one re-
lated remark. The presence of the imaginary part in
5For renormalizable theories this complexity survives at any
finite order of the loop expansion.
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the one-loop effective potential is intrinsically linked to
the asymptotic freedom of the non-Abelian gauge fields
[31,29]. It is worth noting that recently this unstable
mode was detected directly in Monte Carlo simulations
of the lattice gauge theory [32].
Below, we temporarily avoid the complications caused
by the imaginary part of the potential (23) considering
only the effect of the quantum corrections along the axis
A = 0. This “projection” retains the picture of the SSB
by the quantum corrections by suitable choice of µ in
(23), because the actual minima of the real part of Γ(1)
occur on the axes A = 0 and ρ = 0, as a numerical
evaluation of the one-loop effective action in the ρ − A
plane shows.
B. One-Loop Effective Potential
At this stage, we turn to consider the one-loop cor-
rected effective potential for massless SED with self-
interaction of the scalar field. We begin with the case
without SSB at the classical level. Following [28], the
one-loop effective potential for massless scalar SED with
self-interaction λφ4 is:
Γ(1)(ρ,A;M2) =
1
2
e2A2ρ2 +
λ
4
ρ4
+
5ρ4
32pi2
(
λ2 +
3e4
10
)[
ln
ρ2
µ2
− 25
6
]
(25)
The quantum corrections lead to a new minimum of
the potential at A = 0 but ρ = ρ¯ 6= 0 instead of A = ρ =
0. Implementing the standard procedure of dimensional
transmutation we write:
Γ(1)(ρ,A; ρ¯) =
1
2
e2A2ρ2 +
5ρ4
32
(
λ2 +
3e4
10
)[
ln
ρ2
ρ¯2
− 1
2
]
,
(26)
where the λ4 ρ
4 term of the classical potential is absorbed
in the subtraction point of the logarithm.6
The effective potential now has a minimum value
E
(1)
0 ≡ Γ(1)(ρ,A; ρ¯)
∣∣∣
ρ=ρ¯
A=0
= − 5ρ¯
4
64pi2
(
λ2 +
3e4
10
)
, (27)
which lies below the classical vacuum E
(0)
0 =
UρA|ρ=A=0 = 0. The masses of the scalar boson and
photon are
m2s =
∂2Γ(1)
∂ρ2
∣∣∣
ρ=ρ¯
A=0
= δm
(1)2
λ + δm
(1)2
e (28)
6In contrast to [28], we retain λ2 with respect to e4 here.
m2A =
∂2Γ(1)
∂A2
∣∣∣
ρ=ρ¯
A=0
= e2ρ¯2 (29)
where
δm
(1)2
λ =
5λ2
4pi2
ρ¯2, δm(1)
2
e =
3e4
8pi2
ρ¯2 (30)
are the mass quantum corrections to the classically mass-
less scalar boson generated by the scalar self-coupling and
scalar-photon coupling, respectively, as shown in Fig. 1.
We now consider (26) for the case of spatially uniform
fields ρ(t), A(t) and apply the Toda-Brumer criterion for
the onset of chaos:
det
{
Γ(1)
′′
(ρ,A; ρ¯)
}
= 0. (31)
We obtain, from (31), the critical value of A beyond
which the chaos sets in:
e2A2cr =
5ρ2
8pi2
(
λ2 +
3e4
10
)[
ln
ρ2
ρ¯2
+
2
5
]
. (32)
Taking (32) in the vicinity of the new minimum ρ = ρ¯,
where our equations are reliable, we arrive at the relation
e2A2cr =
m2s
3
, (33)
where ms is given by (28). This relation must be com-
pared with (13) and (19). The comparison shows that
quantum corrections generate a finite threshold for the
onset of chaos in massless SED, which classically was
chaotic for an infinitesimal amplitude of the vector field.
Let us note here that (33) also agrees with the result
obtained when one includes the self-interaction λφ4 at
the classical level with m0 6= 0, inserting the classical
minimum ρ = A = 0 into (15).
Let us consider next the one-loop corrections for mass-
less SED with SSB at tree level. Adding to the classi-
cal potential (17) the one-loop quantum corrections and
eliminating the renormalization scale µ by the new min-
imum of the scalar field ρ¯, we obtain:
Γ
(1)
SSB(ρ,A; v, ρ¯) =
1
2
e2ρ2A2 +
λ
4
(ρ2 − v2)2
+
5ρ4
32pi2
a
[
ln
ρ2
ρ¯2
− b− 1
2
]
(34)
with
a ≡ λ2 + 3e
4
10
, b ≡ 8pi
2
5a
(
1− v
2
ρ¯2
)
. (35)
Following the same steps as above, we obtain the critical
values of A for the onset of chaos:
e2A2cr = λ
(
ρ2 − v
2
3
)
+
5a
8pi2
ρ2
[
ln
ρ2
ρ¯2
− b+ 2
3
]
. (36)
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Minimizing Γ
(1)
SSB(ρ,Acr; v, ρ¯) with respect to ρ and in-
serting the tree level values for ρ¯ and ρcr into the terms
describing the quantum corrections, we get:
λρ2cr ≈
4
9
λv2 +
0.05
6pi2
(
λ2 + 3e4
10
)
v2. (37)
Finally, we arrive at the minimal energy for the onset of
chaos:
Ecr ≈ 11
108
λv4 − 4
81pi2
(
λ2 +
3e4
10
)
v4. (38)
The sign of the second term in (38) is not surprising since
the shift of the vacuum energy for the case without SSB
(see (27)) is bigger than for the case with SSB.
Finally, a slightly philosophical remark. From the
above results one may say that massless charged scalar
particles do not exist in nature due to the unavoidable
quantum fluctuations which give them mass, eliminating
the chaotic behavior of the field theory in the presence
of an infinitesimal electromagnetic field.
C. Two-Loop Corrections
The situation is repeated for the case of the two-loop
effective potential, which we describe briefly. After min-
imization we may write the effective potential Γ(2) [33]
up to order e6 (here we discard λ2 against e4):
Γ(2)(ρ,A; ρ˜) =
1
2
e2A2ρ2
+
3e4
64pi2
(1 + Ce2)ρ4
(
ln
ρ2
ρ˜2
− 1
2
)
+
5e2
512pi4
ρ4 ln2
[
ρ2
ρ˜2
]
(39)
where ρ = ρ˜, A = 0 is the minimum of the potential. The
constant C (of order of unity) is defined by the precise
specification of the renormalization conditions.
Figure 2 shows the two-loop graph which gives the
O(e6) contribution in Landau gauge. Purely scalar loops
enter at the higher order O(e8). Again, as in (26), the
classical self-interaction is absorbed in the process of the
dimensional transmutation. The minimal value of the
two-loop effective potential is
Γ(2)
∣∣∣∣
ρ=ρ˜
A=0
= − 3e
4
128pi2
(1 + Ce2)ρ˜2. (40)
As for the case of the one-loop correction, we obtain the
expression for the critical value of A beyond which the
system is chaotic (at ρ = ρ˜):
3e2A2cr =
3e4ρ˜2
8pi2
+
15e6ρ˜2
128pi4
[
2
3
+
16pi2
5
C
]
. (41)
(25) can be written in the form analogous to (33)
e2A2cr =
1
3
(
δm(1)
2
e + δm
(2)2
e
)
=
m2s
3
, (42)
where δm
(2)2
e is the two-loop scalar boson mass correction
up to O(e6) in the limit λ2 ≪ e4. The condition (42), as
well as (33), can be embodied in the general relation
3e2A2cr =
∂2Γ
∂ρ2
∣∣∣∣
ρ=ρmin
A=0
, (43)
which is a consequence of the specific structure of SED
and the x2y2-model.
IV. ON THE IMAGINARY PART OF THE
ONE-LOOP EFFECTIVE POTENTIAL
Up to now we have avoided the complications aris-
ing from the imaginary part of the effective potential—
appearing due to the chaoticity of classical SED—by
“projecting” the quantum corrections onto the axis A =
0. The practical argument justifying such a limitation
and giving a transparent physical interpretation of the
imaginary part of Γ(1) was formulated in [10]. Weinberg
and Wu modified the definition of the effective potential
by adding the further restriction that the wave functional
for the state |ψ〉, which minimizes the Hamiltonian sub-
ject to the condition 〈ψ|φ(x)|ψ〉 = φc, be concentrated on
configurations φ(x) about φc. Then, in the leading order,
the redefined potential Γ˜(1)(φc) will differ from the classi-
cal one, U(φc), by the zero-point energies of the quantum
fluctuations φ(x) about φc and will thus agree with the
real part of the one-loop effective potential.
But what happens if the region φ(x) ≈ φc is unstable
(chaotic) as expressed by the condition det{U ′′ρA} < 0?
Then the effective potential acquires an imaginary part
which describes the decay rate per unit volume, or the
damping rate of some correlation functions (see [10,33]
for details). This interpretation of the imaginary part of
Γ(1) allows one to understand the connection between the
chaoticity of the underlying classical systems expressed
by the positivity of the Lyapunov exponents and the
damping (decay) properties of the corresponding quan-
tum system.
Following [10] we consider the illuminating example of
the upside-down harmonic oscillator with the potential
− 12η2q2. Of course, there is no lower bound on the en-
ergy, but the requirement that fluctuations be confined to
small amplitudes, thus considering states with wave func-
tions concentrated about small values of q: 〈ψ|q2|ψ〉 ≤ aη ,
puts a lower bound on the Hamiltonian. The “decay
rate” at large time is given by
|〈ψ(0)|ψ(x)〉|2 ∼ e−ηt, (44)
whereas the “quantum analogue” of the Lyapunov
exponent—spreading of the state ψ in time—is
6
[〈ψ(x)|q2|ψ(x)〉]1/2 ∼ eηt. (45)
Thus, it is not surprising that the relation between the
positive maximal Lyapunov exponents λ0 characterizing
classical chaos of the SU(2) and SU(3) gauge theories
(without quarks) and the corresponding analytically cal-
culated damping rates γ in the thermalized system of
gauge bosons λ0 = γ is found numerically on the lattice
[34,35].7
V. INSTABILITY OF THE EFFECTIVE
POTENTIAL FOR NON-ABELIAN GAUGE
THEORIES
We repeatedly emphasized in this paper the relation
between the instability of the (one-loop) effective po-
tential and the intrinsic chaoticity of the classical non-
Abelian gauge theories in Minkowski space. To avoid this
kind of instability, one needs to start from a stable classi-
cal configuration. Pure gauge theories (without fermions,
thermal effects, or Higgs fields) do not possess such sta-
ble classical states in Minkowski space (see [15] for de-
tails on the sources of the stabilization of classical gluon
fields). The problem in pure gauge theories is that it is
not possible to generate a dynamical mass for the gauge
bosons perturbatively, in contrast to theories involving
scalar fields. There exists, of course, a non-perturbative
mechanism of mass generation: confinement. This prop-
erty of non-Abelian gauge theories avoids the existence
of propagating massless modes of the gauge field; only
color-singlet bound states exist as physical fluctuations
around the vacuum state.
It is widely believed that confinement in non-Abelian
gauge theories is due to the presence of a vacuum con-
densate of chromomagnetic monopoles.8 A complete de-
scription of this mechanism is clearly beyond the reach of
perturbation theory, because no classically stable mag-
netic monopole solutions exist in pure gauge theories.
However, we will demonstrate below that the condition
of the stability of the one-loop effective potential allows
us to derive a lower limit on the density of magnetic
monopoles in the gauge field vacuum.
It is well-known that the one-loop effective potential
for a uniform chromomagnetic field [30] is unstable [29].
From our point of view, developed in the present paper,
it is the result of the chaoticity of the corresponding clas-
sical Yang-Mills theory. This raises the question, which
mechanism can induce the stability of the effective po-
tential in the infrared domain? The natural approach
7The factor 2 which appears in this relation in [34,35] is
a result of the specific parametrization of the plasmon pole
leading to the decay of the energy density as exp (−2γt) [36].
8This mechanism has been rigorously established for con-
finement in supersymmetric non-Abelian gauge theories [37].
is to consider uniform non-Abelian flux tube configura-
tions. The properties of various types of such tubes were
studied at the classical level [29,38]. It was shown that
the stability can be achieved only by confining the chro-
momagnetic flux, not only in the transverse direction,
but also along the direction of the chromomagnetic field.
This condition can be naturally realized if one ends the
flux on sources of the magnetic field lines. These sources
can be interpreted as magnetic monopoles.
For the stability of such configurations the length L
must be smaller than L0 ≈ pi/
√
gH to eliminate small
momenta k <
√
gH contributing to the instability. We
can utilize this condition to estimate the density of mag-
netic monopoles in the QCD vacuum. The real part of
the renormalized one-loop effective potential for a con-
stant chromomagnetic field H is [30]
Γ(1)(H) =
1
2
H2 +
11Nc
96pi2
(gH)2
[
ln
gH
µ2
− 1
2
]
, (46)
where Nc is the number of colors and µ
2 is the renormal-
ization point. The minimum of the effective potential,
gH0 = µ
2 exp
(
− 48pi
2
11Ncg2(µ)
)
, (47)
is a renormalization group invariant.
Now consider the corresponding magnetic flux in a re-
gion of length L. Gauss’ law states that the magnetic
monopole charge density (per area) terminating the mag-
netic flux lines equals H0. Because the elementary mag-
netic monopole charge in non-Abelian gauge theories is
4pi/g [39], the required density of magnetic monopoles is
nM = 2
gH0
4piL
, (48)
where the factor 2 counts monopoles and antimonopoles.
Inserting the condition L ≤ L0 for the vacuum stability,
we obtain
nM ≥ gH0
2piL0
=
(gH0)
3/2
2pi2
. (49)
We can obtain a numerical estimate for the monopole
density, if we identify gH0 with the gluon condensate
obtained in the QCD sum rule approach [40]
(gH0)
2 = 〈g2F aµνF aµν〉 ≈ 0.5GeV4. (50)
This yields a value for a monopole density:
nM ≈ 0.03GeV3 ≈ 4 fm−3. (51)
Of course, the reliability of the one-loop approximation
is questionable near the minimum of the effective poten-
tial, because the vacuum field H0 is not strong. However,
it is noteworthy that this very simple consideration pro-
vides a relation between the strength of the monopole
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condensate and the strength of the gluon condensate in
QCD, which can be tested by lattice calculations.
One can further develop this essentially perturbative
picture of the chromomagnetic condensate, based on (46),
by the extension of the electromagnetic duality princi-
ple to the weak-strong coupling duality [37,41] connect-
ing the weakly coupled chromomagnetic phase with the
strong coupling regime of the chromoelectric phase with
its color confinement. This picture is in accord with
Monte Carlo simulations [32] where the unstable modes
in a chromomagnetic background were observed. These
results support the idea that the QCD vacuum behaves
in the continuum limit as a quasi-Abelian magnetic con-
densate with the properties of a dual superconductor.
VI. CONCLUSIONS
What lessons can we draw from the results presented
here? First of all, we have shown that the onset of
chaoticity of the classical fields in theories such as SED is
delayed by the radiative corrections. In the case of mass-
less SED, which is chaotic for all energies at the tree
level, the radiative corrections introduce a threshold for
the onset of chaos.
The classical chaoticity, in turn, leads to the instability
of the corresponding effective potential, presumably, at
any finite order of the loop expansion. This interdepen-
dence may explain the failure of numerous attempts to
eliminate the Nielsen-Olesen instability [29] of the one-
loop effective potential for a uniform chromomagnetic
field in the pure Yang-Mills theory [30].
Since the true effective potential is known to be always
a real and convex function of the field expectation val-
ues, the instabilities associated with deterministic chaos
must be absent in the full quantum theory. Higher-order
(non-Gaussian) quantum fluctuations provide the mech-
anism for this phenomenon. We have already discussed
the double-well oscillator where the ground state can be
approximated as the sum of two Gaussians.
The suppression of chaoticity can sometimes also be
seen at the classical level, e.g., if one includes the anhar-
monicity stabilizing the inverted oscillator. Consider the
equation
ϕ¨−m2ϕ+ λϕ3 = 0. (52)
In the absence of the anharmonic term, the equation has
a solution ϕ(t) ∼ emt for zero energy, indicating expo-
nential instability. If we include the λϕ3 term, the zero-
energy solution becomes [42]
ϕ(t) =
√
8m2
λ
e±m(t−t0)
1 + e±2m(t−t0)
, (53)
which behaves as e−mt for large times. Unfortunately, it
is not known how to perform functional integrals in quan-
tum field theory beyond the Gaussian approximation by
analytical techniques.
This raises the question whether, in a given theory,
it is possible to find a stable classical configuration in
Minkowski space around which the theory can be quan-
tized. Several mechanisms are known [15] which generate
stable solutions (and hence eliminate chaos at low ener-
gies) in gauge theories: mass generation by the Higgs
mechanism or topological effects, mass generation by
medium polarization at finite temperature, and stabiliza-
tion of fluctuations by external charges [43,44]. Although
none of these mechanisms directly applies to the QCD
vacuum, the quark vacuum condensate may have a sta-
bilizing effect. On a more general scope, the question of
the possible stabilizing role of fermions in supersymmet-
ric Yang-Mills theories arises. We hope to return to these
issues in the future.
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FIG. 1. One-loop contributions to the scalar boson mass.
Solid lines–scalar boson, wavy lines–photon.
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FIG. 2. The two-loop graph giving O(e6) contribution to
δm
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