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Abstract
Computer simulation techniques are essential to electric power system studies to
reduce risks and improve reliability. Modern power systems are undergoing significant
changes with better monitoring and communication capabilities, higher levels of
renewable penetration, and a considerable number of connected power electronics
devices. There arises a pressing need for a testbed with structural and functional
representations of modern power systems, including wide-area measurement, energy
management, communication, and measurement-based control.
The topic of the dissertation, Large-Scale Simulation of Modern Electric Power
Systems, is broad. This dissertation will cover two aspects of the topic. The first
aspect is the design and implementation of a communication network enabled largescale testbed (LTB) for wide-area measurement-based control verification. The second
aspect is the modeling and control of voltage source converter (VSC) based multiterminal dc (MTDC) networks.
In detail, the LTB section introduces the concepts and techniques that are being
used in the current implementation. A proposal of a cyber-physical system (CPS)
design for the next-generation LTB follows. The VSC MT-HVDC part covers a)
the steady-state power flow analysis of ac/dc hybrid systems, b) positive-sequence
transient dynamics models of VSC with inertia emulation and frequency response
capability, and c) an application of multi-terminal dc for integrating offshore wind
generation with inertial and frequency support.

v

The outcome in the testbed section includes an implementation of the CURENT
LTB. A decoupled architecture enabled by distributed messaging environment
allows for building up a simulation environment with modules for simulation,
communication, energy management, and wide-area control. The LTB also features
module interchangeability by adopting a unified communication format that makes
the modules agnostic of each other. The testbed has successfully demonstrated state
estimations, frequency control and damping control on the CURENT test systems.
In the VSC-based MTDC modeling section, the power flow model is able to handle
systems with more than 10,000 buses at a calculation speed faster than MATLABbased open-source packages. The transient models of the VSCs and the dc network
demonstrate power transfer capability for inertial response and frequency control in
a single grid and a multi-area grid with offshore wind generations.
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Chapter 1
Introduction
1.1

Background

Every system in the universe runs on energy regardless of size. Human society, if
seen as a system, is energized every time the utilization of energy advances. In
ancient times, people relied on their own bodies and livestock for farm activities. The
invention of the steam engine made possible energy conversion from chemical energies
stored in materials to mechanical energy, and propelled the industrial revolution. The
utilization of electricity further enabled the conversion from primary energy sources
to electricity, which can be converted into other forms of energy conveniently.
The electric power system is the largest human-made system in terms of physical
scale. Elaborate machines are designed and manufactured to generate electricity from
mechanical energy stored in turbines, which are powered by primary energy sources.
Transmission networks are built to enable efficient power delivery from generation
centers to the broad landscape. Distribution networks are constructed to deliver
power from the transmission network to households and industries. On the demand
side, many apparatus and devices have been invented to transform electric energy
into other forms.
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Power system technologies have been evolving rapidly over the past century. In
1936, the first high voltage direct current (HVDC) transmission line was built in New
York using mercury arc valves as rectifiers. In 1954, the first commercial nuclear power
station was launched in Russia with an output of 5 MW. In the 1970s, solid-state
devices such as the thyristor and gate turn-off thyristor became dominant in AC/DC
conversions. Since the late 1980s, computer-assisted power system simulations have
enabled the understanding of non-linear dynamics in large systems, allowing for the
building of systems of an ever-growing size. In the last decade, the total capacity
of renewable energy generation, whose concept was proposed more than a century
ago, started to soar due to lowered manufacturing costs and worldwide government
supports. The reliability of the power supply has been continuously improving, and
the cost of electricity has been decreasing. Those trends will continue.

1.2

Trends and Emerging Technologies in Modern
Power Systems

There are a few trends and promising technologies worth noticing in modern power
systems. On the generation side, the price of natural gas has been driven to a historical
low owing to advancements in shale gas extraction technology [18, 6]. The capacity
of gas-fired generators has surpassed coal-fired ones in the United States, becoming
the most significant source of electricity in the generation mix. Safety concerns and
operation license expiration are causing nuclear generators, which constitute 20% of
the total capacity, to retire. As a result, policymakers are paying close attention to
generation adequacy and system reliability.
Renewable energy sources (RES), especially wind and photovoltaic (PV) generations, are enjoying a considerable increase in penetration level [25]. RES have low
marginal costs in production but exert high volatility on the connected grid and might
consequently reduce the security margin. A side effect of generator retirement and

2

renewables taking over the load is the reduction in system inertia, which is under
heavy investigation both in the industry and in academia.
On the transmission side, the expansion of high-voltage ac transmission networks
has been stagnant in the United States due to the reduced rate of demand growth.
Measures to defer the construction of new lines, such as utilizing flexible AC
transmission (FACT) devices, and incentivizing demand response programs [56], have
been taken to postpone capital investments. Due to the geographical distribution of
renewable energy resources, the need for transmitting energy over prolonged distances
has been rising. High Voltage Direct Current (HVDC) transmission again emerges as
a solution for wide-area energy transfer.
Modern power systems have also benefited from rapid advancements in microelectronics and information technologies. In fact, interconnections can operate at an
unprecedented scale with a narrower-than-ever stability margin largely due to modern
telemetry and communication techniques. Area control centers can acquire telemetry
data from the supervisory control and data acquisition (SCADA) system every few
seconds. The synchrophasor initiative started in the last decade has been promoting
the deployment of synchrophasors such as phasor measurement units (PMUs) and
frequency disturbance recorders (FDRs).

Precisely time-stamped synchrophasor

measurement data are streaming into control centers for online analysis and controls.
In recent years, PMU data has been applied in identifying faults, outages and interarea oscillation in major interconnections. The use of PMU data for large-scale
coordinated controls is also under research.
Finally, recent machine learning based artificial intelligence (AI) has proven its
power in the Go game and computer vision. It has the potential to reshape the
modern power system from short-term controls to mid-term scheduling and longterm planning. Combined with PMU data and analytical models, AI could make
control decisions to minimize power outage risks, lower operating costs and create
contingency plans.

3

1.3

Classical and Emerging Techniques for Power
System Simulation

The power system dynamic models for time-domain transient simulation are described
by a set of nonlinear differential algebraic equations (DAE):
ẋ = f (x, y, η, u, t)

(1.1)

0 = g(x, y, η, u, t)
The equation set includes the differential equations of devices such as generators
and controllers, and network interfaces where the power devices are connected.
Discrete variables u are introduced to represent discontinuous events such as
switching. The equation set can be written in a quasi-linear state-space form as:
ẋ = f (x, u) = A · x + B · u

(1.2)

The goal of the transient simulation is to obtain the system trajectory after a
large disturbance to examine whether the system is stable or not. There are typically
two categories of solution approaches:
1. Analytical approaches based on Lyapunov’s direct method, which attempts to
construct a Lyapunov’s function to infer the stability of the ODE system (1.1).
Early work by [51] pointed out the difficulties of the direct methods, including
characterizing the stability boundary and defining the local region of attraction
around controlling unstable equilibrium points.
2. Numerical integration methods.

The numerical solution of the differential

equations involved is the key to computer-based power system transient
simulation. The integration methods are categorized into partitioned and simultaneous methods. The partitioned method solves the differential equations and
algebraic equations iteratively, while the simultaneous method ”algebraizes”
4

the differential equations and solved one set of algebraic equations. Those
fundamental techniques were introduced by [61] about four decades ago and
still serves as the core of dynamic simulations.
Power system engineers have been developing computer tools for power system
simulation and analysis. Besides the commercial tools, the community has developed
open-source packages for research and education, such as PSAT [43], MATPOWER
[73], MatDyn [13], DOME [45], GridDyn [33] and ANDES [16, 15]. Most of the cited
references utilize numerical methods for power system simulation based on the DAE
described in (1.1). A more recent and comprehensive reference on building computer
tools for power system analysis as well as the transient models for dynamic studies
can be found in [44].
Improvements to the traditional numerical integration are being studied in both
the formulation and the solution approach. A semi-implicit formulation of DAEs is
proposed in [46] to increase the computational efficiency of the Jacobians and allow for
effortless switching between algebraic and state variables. The proposed formulation
uses the following form:
T (x, y)ẋ = f (x, y, η, u, t)

(1.3)

R(x, y)ẋ = g(x, y, η, u, t)
where T (x, y) and R(x, y) are time-variant, neither necessarily full diagonal nor full
rank matrices. Regarding solution approaches, hybrid methods are proposed in recent
literature by introducing analytical preemptions into numerical integration. Hybrid
methods allow for the use of comparatively larger integration time steps in numerical
integration. One direction of research is to approximate the analytical solutions to
the DAE problem using infinite terms of some series expansion [23].
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1.4

Advances in Computer Simulation Techniques

Simulation techniques have been widely applied to scientific and engineering systems
as an approach to reduce testing risks and minimize development costs. The dynamics
of the power system are categorized into electromagnetic transients (EMT) and
electro-mechanical transients (referred to as ”transient”) based on the model and time
step granularity. EMT models are effective in evaluating microsecond-level transients
such as over-voltages and converter dynamics, while transient models are sufficient in
studying millisecond-level large-scale system stability problems. We focus on transient
simulations in this context.
Power system transients are described by the physics of the essential components
as well as Kirchoff’s Laws. Voltage and current are the crucial variables in the
dynamics. Differential equations (DE) are employed to describe the relationships
of voltages, currents, and the internal states of devices. Electromagnetic transients
that are fast enough are viewed as instantaneous in electro-mechanical transients.
Therefore, some differential variables are converted into algebraic variables.
The power system is intrinsically a non-linear dynamic system described by
a collection of DAE. Computer simulations have been the leading approach to
understanding the system since the advent of digital computers. It is arguable that
the general-purpose DAE solvers are not fully adaptable for power system simulations.
The established computer simulation methods, however, include a “power flow”
routine to find the initial states based on simplified models and a “time-domain”
transient routine to solve the DAEs over time. This architecture and procedure have
been widely adopted in power system simulation tools since the 1970s.
In contrast, advancements in microchips and computer processors continue to
follow Moore’s Law. Multi-core processors are available in most desktops and servers.
The size of memory has grownto tens of gigabytes at affordable prices. On the software
side, numerous high-efficiency and open-source DAE solvers as well as the underlying
sparse linear solvers, such as SUNDIALs [31] and SuiteSparse [21], have been released
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by researchers. Those solvers are seen in some of the commercial simulators, such
as DSATools TSAT, and in some open-source projects such as LLNL GridDyn [33].
Related open-source software for distribution system simulation includes OpenDSS
[24] and GridLab-D [11].
Commercial software-based simulators for wide-area stability analysis started in
the early 1970s. Even today, some simulators still use legacy FORTRAN code for
models and numerical computations. Commercial simulators can handle systems up
to tens of thousands of buses, and the theoretical limits set by computing resources are
well above any practical size. The most prominent change to commercial software is
the proper utilization of multi-core processors. Some are also taking steps to integrate
into control rooms for online applications. The drawback of commercial software is
always the extendability as a block box for research-oriented models and routines.
Open-source simulators are still sparse for EMT and transient simulations. One of
the main reasons is that the power system community is a small one that is unable to
accumulate enough contributions towards successful projects. On the other hand,
crafting a simulator requires extensive understanding of power systems, software
engineering, and computer programming, which is time-consuming or even beyond
the capability of researchers focusing on power systems.
Engineers have been making efforts to accelerate the numerical integration by
parallelization when solving nonlinear DAEs. Modern direct sparse matrix solvers
such as KLU and CXSparse utilize the lower-level parallel linear algebra libraries
such as ATLAS and OpenBLAS [26]. Iterative solvers for linear equations are also
efficient since they are parallelizable by nature on GPUs [39]. As of today, the
headroom for efficiency improvements in sparse matrix solvers is limited as they are
already very efficient. Parallel and concurrent simulations are also achievable for
simulations having similar setups such as N-1 contingency analysis on multiple cores.
It is especially helpful for small- and middle-sized systems that benefit little from
internal parallelization. At a higher level, researchers are challenging the conventional
numerical integration dominated transient simulation approach. Hybrid methods are
7

being investigated to introduce analytical information into the DAEs root-finding
process.
Another observed trend in the computer simulation field is the increasing attention
to model exchange and co-simulation. The intent of this trend is to develop reusable
models in a general-purpose modeling language instead of hard-coding them. The
Modelica language is one specifically designed for this purpose that is gaining
popularity in power systems [65]. Implementing models in a Modelica-compatible
environment such as OpenModelica or Dymola is rapid, and the compiled function
mockup units (FMUs) are usable in all Modelica-compliant simulators. A challenge
for the Modelica toolchain in power system simulation is the lack of a research-oriented
open-source simulator. By utilizing the existing Modelica-based tools and libraries,
such open-source simulator can be made lightweight.
Meanwhile, real-time, hardware-in-the-loop (HIL), and even power-hardware inthe-loop (PHIL) simulators are growing their market share due to their capabilities
for running simulations at wall clock speed and using input and output signals during
simulations. The real-time simulators are categorized into two main types represented
by RTDS and OPAL-RT. RTDS uses dedicated RISC-based embedded hardware,
specifically PowerPC processors, for power system emulations. It is designed to run
electromagnetic transients for systems, whose sizes are limited by the number of
racks. The disadvantages of using dedicated hardware include the lack of scalability
and losing the quick and easy benefits of regular hardware upgrades.
OPAL-RT uses generic CISC-based servers running real-time Linux systems to
perform simulations and rely on dedicated FPGA PCI-E cards for signal acquisition
and output. This approach is mostly scalable as the simulation core is purely software
based. It also enjoys hardware updates when Intel rolls out a new generation of
processor. The OPAL-RT approach might encounter some overruns or increased
simulation time step in extreme cases. PHIL uses reconfigurable devices in a closedloop simulation, where the sensed power data are eventually converted into low voltage
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signals. The power device behavior is captured in this case compared to purely
software model-based simulations.

1.5

Cyber-Physical Power System Simulations

The interest in developing a cyber-physical simulation platform/testbed has been
growing since the rapid development of the smart grid.

Simulation has been a

powerful method to study large engineered systems where it is difficult to perform
actual tests; however, the traditional simulation method of the electric power
system using standalone DAEs is not sufficient for communication scenarios and
cybersecurity assessments. The concept of designing the next-generation real-time
control, communication, and computation for large power systems was proposed
a decade ago [64] [32].

Related works are categorized into the development

of co-simulation platforms for power systems with communication, PMU-related
cybersecurity assessments, and wide-area measurement-based control applications.
Preliminary cyber-physical test platforms have been developed for smart buildings
and smart grids for cyber security related studies, such as intrusion detection, and
network resilience [29, 5]. A toolkit for security research on CPS networks is proposed
in [3] to connect CPS software and hardware, simulation scripts for components and
physical-layer simulation engines based on network emulation, where case studies on
cyberattacks and defenses are performed. A hybrid platform combining a distribution
power system simulator and a software network emulator is proposed in [30] for testing
impacts of communication network applications on power systems. A cyber-physical
power system testbed is proposed in [2] for intrusion detection systems based on
the real-time digital simulator (RTDS) platform and MATLAB. Architecture and
studies of a cyber-physical security testbed known as PowerCyber are described in
[4]. A global event-driven co-simulation framework is described in [40] for wide-area
measurement and control schemes by showing a case study on a communication-based
backup distance relay protection scheme.
9

To represent the communication network using computer software, some works
mentioned above utilize a software-defined network (SDN) to set up and emulate
reconfigurable communication infrastructures. The opportunities and challenges are
assessed in [22], which discusses the benefits and risks SDNs may bring to the resilience
of smart grids against accidental failures and malicious attacks. SDN controller
failures are studied in [27] to assess their impacts on the physical system by presenting
an example of automatic gain control (AGC). In [41], a self-healing PMU network
that exploits the reconfigurable feature of SDN is proposed to achieve resiliency
against cyberattacks, which is formulated into an integer linear programming model
to minimize the overhead of the self-healing process. Cyberattacks on energy-related
CPS have also been studied in [35] for smart buildings, and in [59] [8] [36] [55] [48]
[52] for grid monitoring, protection, and control. Experience shows that open-source
software-based network emulators are quick to set up and suitable for CPS testbeds
aiming at fast prototyping and verifying power system research.
The above testbed designs can be taken advantage of for wide-area measurementbased control verification if the following challenges are addressed. First, telemetry
and measurement devices, which describe the real-world counterparts need to be
modeled. Second, the telemetry and measurement data should be streamed over
industry-standard protocols, such as Distributed Network Protocol — 3 (DNP3)
and IEEE C37.118, to mimic communication scenarios accurately.

Finally, the

measurement data may need to go through high-speed state estimation, which
resides in the EMS system, for measurement-based control to reduce the impacts
of measurement noise and errors.
Efforts on co-simulation with the communication network started more than a
decade ago but are not yet standardized despite successful and ongoing projects [10]
[62]. Primary reasons include a) there is no agreement on how the communication
network should be modeled; b) there is also no well-established tool to perform the
co-simulation. Customized open-source tools are mostly used in co-simulation, but
they are difficult to use, and there is no industry standard, and c) as a result, the
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set up of a co-simulation environment is non-standard. It is difficult for researchers
to replicate existing results. The same phenomenon is observed for transmissiondistribution system co-simulation. In fact, the term ”co-simulation” implies that
there is no appropriate tool for those purposes, and people have to glue programs
together.

1.6

Challenges of Modeling and Simulation of
Large-Scale Power Electronics Interfaced Systems

In the past few years, various new devices, including renewable generation sources
and energy storage, are being integrated into the power grid at an increasing speed in
both transmission and distribution networks [17]. Power electronics (PE) devices are
used as interfaces for power transfer between dc devices and AC networks, or between
AC devices on different voltage levels.
PE converters have been widely used as interfaces between the renewable
generations and the ac main grid, as well as between a high voltage dc (HVDC)
transmission system and the ac grid. The fully controlled converter operating as a
voltage source, known as the voltage source converter (VSC), has a few characteristics
that make it the most promising type of device for use as an AC/DC interface. First,
the recent utilization of modular multi-level converters has boosted the capacity of
VSCs to the hundred-MW level. Second, VSCs allow independent control of active
and reactive power on the ac side. As a voltage source, it is also straightforward to
form multi-terminal connections for an HVDC system.
Due to the enormous potential that VSCs exhibit, extensive research has been
carried out on the modeling and control of VSC based renewable generations, energy
storage, and multi-terminal HVDC. Regarding VSC modeling for large systems in the
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transient time scale (10−2 |101 s), there have not been many discrepancies on the dqframe control framework. For large-scale simulations, some model simplifications have
been proposed to improve convergence and accelerate the simulation. A generalized
current-source controlled VSC model is proposed in [14] for stability studies using the
classic dual control loop formulation. A simple and computationally efficient power
synchronization controlled VSC model is proposed in [53] and implemented in GE
PSLF. The model is validated against PLECS EMT simulations.
The control methods of the VSC for the specific application, however, show great
diversity ranging from local information based power droop control to wide-area
centralized controls. For VSCs connected to a dc network, voltage droop control has
been widely adopted to maintain voltage level. The basic idea is, for each converter,
to adjust the dc voltage proportional to the deviation of dc power or dc current to
achieve power-sharing. In [60], a variation of the P-V droop control is proposed by
using a PI controller with a negative feedback gain for the power error. This variation
allows for maintaining dc voltage while preserving dc power flow following an event.
A detailed voltage margin control based on droop-control and voltage dead band is
proposed in [38]. When the dc voltage of a non-slack converter is out of the margin, a
droop will be applied, and the slack converter will be shifted into the constant power
mode. Instead of using a constant droop coefficient, [12] proposes an approach to
compute the droop based on the converter headroom. Recently, a consensus approach
was proposed in [34] to achieve exact power-sharing using communication between
neighborhoods.
Given the abundant references, challenges still exist for modeling and simulating
AC/DC hybrid systems with considerable power electronics. The first problem comes
with modeling the power electronic interfaces. The models need to achieve a careful
balance between modeling details and computational burden. Typically, large-scale
system models are used to analyze AC system stability, and therefore, the devices with
PE interfaces must reflect the dynamics at the step size of milliseconds. Meanwhile,
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the dc networks, described by stiff ODEs, also need to be included to examine the
impacts of a dc perturbation on ac stability.
The second challenge lies in the need for simulating detailed models for protection
and control purposes. For example, under fault conditions, over-current protection is
needed for individual PE converters. The protective schemes need to be modeled and
calibrated to avoid series/cascading converter failures. Also, to study the switching
and control methods of the converters, the detailed converter model needs to be
modeled in or linked to the transient simulation tool using a decoupling technique.
Further, in the software implementation, the PE interfaces for different devices
need to be shared and reused to avoid code redundancy. Currently, in the widely used
device models such as wind turbines and energy storage [20], the PE converter models
are built-in and specific to the control algorithms. In some commercial software, the
PE interfaces are hard-coded with a specified number of nodes. There is currently no
open-source tool to simulate large-scale PE-interfaced systems gracefully.
Finally, local control and wide-area coordination of PE interfaces need more
integrated studies. For example, the wide-area coordination of PE devices to provide
inertia sharing and frequency response through closed-loop simulation of power grids,
communication networks, and measurement devices is still a demanding task. The
software architecture to represent multiple levels of PE controls and their coordination
needs to be addressed.

1.7

Scope of this Dissertation

This dissertation focuses on large-scale simulations of modern electric power systems
with an emphasis on voltage source converter based multi-terminal HVDC network
modeling and control.
Chapter 1 provides a background introduction and literature review for state-ofthe-art power system simulation techniques and tools. Modeling of PE interfaces and
MT-HVDC systems in positive-sequence transient simulations are also reviewed.
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Chapter 2 describes the implemented Large-Scale Testbed (LTB) in CURENT.
LTB is a computer-based platform for verifying and demonstrating measurementbased control methods in large-scale power systems. Chapter 2 also proposes a design
and implementation for the next-generation LTB as a cyber-physical system (CPS)
testbed.
Chapter 3 proposes a general framework for dc network components and voltage
source converters implemented in the LTB for stability studies. A general power flow
model for voltage source converters is proposed, and a simultaneous solution approach
using an extended formulation with the Newton method is proposed to reduce the
time for Jacobian forming and factorization.
Chapter 4 describes two types of VSC models, namely, current-source controlled
and voltage-source controlled VSCs, for building multi-terminal HVDC (MT-HVDC)
systems. Local control loops for inertia emulation are proposed, and the control
effects are compared.
Chapter 5 explores using a multi-terminal dc network for integrating offshore wind
farms in a multi-area power grid. The wind generators are controlled to provide
inertial response for the ac grids using local dc voltage measurement or remote
ROCOF measurements. Estimations for the maximum extractable inertial power
and reduced dc voltage due to inadequate inertial power supply are proposed and
verified.
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Chapter 2
Large-Scale Testbed Design and
Implementation
2.1

Motivations and Goals

Large-scale power system simulation is crucial for operators and researchers to
study the post-disturbance dynamic characteristics of a system for assessment and
operation suggestions.

The goal of the Large-Scale Test Bed (LTB) project is

to develop a computer software-based platform for wide-area measurement-based
control verifications with the structural representation of the modern electric power
system. The LTB consists of a grid simulator, which continuously computes the
power system states using dynamic simulation and several other relevant modules,
a measurement system representing the telemetric and data acquisition devices,
an energy management system (EMS), and a measurement-based control system.
All these components are implemented as modules and glued together with data
streaming over the communication network.
The primary challenge of the LTB is that it involves a wide range of routines
such as simulation, monitoring, control, and visualization, requiring an elaborate
orchestration to integrate modules seamlessly. Another challenge is to allow the
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researchers to quickly spin up the platform and test their models or control methods
without having to know all the details. The last major challenge is the real-time
verification of control methods in the cyber-physical space, considering both the
physical power system and the communication system.
The LTB is designed to run large-scale power grid models up to thousands of
buses with modern power system components such as voltage source converters,
multi-terminal high-voltage dc networks, and wind turbines. Interfaces to different
simulation engines are available to gain capabilities including real-time simulation,
high-performance computing, and fast model prototyping. Scenarios including high
penetration of wind power, generation mix, and seasonal load balances are created
in the North American large-scale systems. The testbed allows for flexibility as a
software platform to evaluate novel power system infrastructure and validates widearea measurement-based control methods under high penetration of renewable energy.
The LTB creates an environment that mimics the real operation of a power grid by
running the nationwide or continent-wide system models on high precision simulators,
providing energy management system supports, and controlling the grid based on
measurements. The LTB provides a testing platform for new technologies developed
by CURENT. It also serves as a driver of CURENT research since it allows fast
prototyping of new models and grid infrastructures, direct access to simulation and
measurement data, and instant feedback of the wide-area control signals.

2.2

Overview of the Implemented LTB Platform

The LTB is designed on a decoupled architecture based on the concept of modules.
With the data interfaces properly defined, each module runs independently and
communicates with others through data streaming. Modules are categorized into
four types: grid simulators, measurement devices, an energy management system,
and control methods. An overview of the LTB is shown in Figure 2.1.
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Figure 2.1: LTB architecture overview

Figure 2.2: Data streaming amongst decoupled modules
These modules, the underlying communication network, and the large-scale system
models make up the LTB for cyber-physical systems. The advantages of the decoupled
architecture include:
1. Independence: allowing for independent module development using a common
data interface; modules can run simultaneously as separate processes;
2. Interoperability: modules written in different environments, including MATLAB, Python, and C/C++, can communicate with each other;
3. Interchangeability: modules of the same function are swappable; for example,
the real-time simulator can be swapped in to replace a Python-based simulator.
The core algorithms of modules are developed by the research thrusts in CURENT.
A data streaming client is attached as a bridge between the core algorithm and the
external modules. By connecting the streaming clients to the data server, the modules
can send data to the destination modules, or receive data from others. Data packets
go through the underlying communication network, which can be further studied
with a communication network emulator. The decoupled architecture of the LTB is
illustrated in Figure 2.2.
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The LTB strives to mimic the structure and operation of a real power system.
There are four categories of modules, namely, an extended-term dynamic simulator, a
measurement system, energy management modules, and measurement-based control
modules. Figure 2.2 shows the structural organization and data flow between the
categories. The closed-loop data flow is described as follows:
1. The grid simulator produces algebraic and state variable data from time-domain
integration on a large-scale grid model;
2. The measurement system receives the raw states, on which the measurement
errors and delays are imposed, and sends the measurement data to the state
estimator;
3. The state estimator sends the estimated states to other modules for further
processing;
4. Control signals are sent back to the grid simulator for actuation.
The extended-term dynamic power grid simulator is a differential algebraic
equation (DAE) solver plus the component models defining those equations. The
LTB has interfaced three dynamic simulators for different purposes:
1. Andes, a Python-based simulator developed by the author for fast model
prototyping and research concept verification;
2. The commercial OPAL-RT ePHASORsim for real-time simulation capability;
3. GridDyn, a high-performance grid simulator developed in Lawrence Livermore
National Laboratory.
Using these simulators, the LTB maintains flexibility in research modeling and largescale real-time applications.
The measurement system in the LTB platform is modeled as a component linked
to the simulator, taking accurate values and adding errors and delays. Probabilistic
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models are used to describe the measurement noises and errors where the probability
distribution is fitted by the actual measurement device. Measurement data is taken
at the measurement frequency, typically 30 Hz, and then timestamped before sending
to the receivers such as the state estimation module.
Energy management functions in the LTB perform routines for security screenings
and optimize the economic aspects of system operations. For example, the game
theory based reactive power control program calculates the optimal voltage set point
to maximize the system robustness. Another example is the N-1 contingency screening
that performs mass parallel power flow analysis for N-1 contingencies. All the states
and calculated data are sent to the EMS visualization module, which is the user
interface for researchers.

2.3

Design of Cyber-Physical Testbed for Power
System Wide-Area Measurement-Based Control Using Open-Source Software

The LTB is designed to mimic an electric power system with communication and
control functions. The requirements for the design architecture are interchangeability
and flexibility.

Interchangeability means that the routines and functions are

interchangeable with other methods and functions that have the same functionality.
Flexibility ensures that the testbed is not limited to specific software packages initially
supported but also connectible to other software platforms. The design philosophy
is to build a decoupled testbed and ‘glue’ modules together through data streaming.
Each function or routine can be encapsulated as a module and exchange data, but
also remain ignorant of other module structures. Interchangeability is realized when
a module, for example, a power grid simulator, is replaced with another simulator
producing the same type of output. Flexibility is also realized when the testbed
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Figure 2.3: Architecture design of the LTB incorporating power network,
communication network, EMS, and control
supports standard data streaming protocols, which most software platforms can easily
support.
The architecture of the LTB as a cyber-physical testbed is depicted in Figure 2.3.
The LTB is composed of four types of components: a power grid simulator to
calculate the physical power network, an SDN to emulate the communication
network, conventional EMS/SCADA with functions to control generation and load
and an operator interface, and wide-area measurement-based controls to perform fast
automatic controls

2.3.1

Decoupled Framework

The decoupled architecture is a framework that integrates the cyber and physical
components into one testbed while allowing independent development of components.
In the LTB, each element is a software module that performs a specified task given the
defined input and output, such as running a power grid simulation, handling network
connection and data transfer, or running wide-area measurement-based control. One
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module does not need to know the details of other modules if their communication
interfaces are unified, for example, using the same communication protocol.
The decoupled modules in the framework are integrated using industry-standard
communication protocols over a TCP/IP network. The communication protocols
from the power industry applied are DNP3 for SCADA controls and IEC C37.118 for
PMU data streaming. From the power grid viewpoint, measurement data is collected
from the power grid simulator for processing in the EMS and control systems. From
the communication perspective, DNP3 protocol is utilized in the application layer for
transferring telemetry data and sending control signals over TCP/IP in the softwaredefined communication network, and IEEE C37.118 protocol is used to stream PMU
data from the power grid simulator to Phasor Data Concentrators (PDCs).

2.3.2

Power Grid Simulator

The power grid simulator runs computational routines to simulate the characteristics
of the physical electric power grid. The main components in the physical network include generators, transformers, and transmission lines, shunt reactors and capacitors,
various distribution system components, and loads, which altogether can be hundreds
of different device types.

The time scale of interest for dynamic power system

simulations can vary from microseconds, for say lightning or switching problems,
to several hours for scheduling or restoration problems.
There has always been a trade-off between modeling detail and simulation time,
which arises in a transmission network simulator with potentially tens of thousands of
buses. For transient stability analysis (10−3 − 101 s) of large-scale systems, positivesequence phasor-domain models are the de facto standard in both commercial and
open-source software. This assumes a balanced network, ignores transmission line
transients, and considers only the positive symmetric component. This dramatically
reduces the computation burden and is sufficient for electromechanical transient
studies. The power grid simulator produces output at each integration step from
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integrating the DAE. In a real power grid, data is acquired by telemetry and
measurement devices, which only have a certain level of accuracy.

To describe

measurement errors and noise, a software module is added to modify the precise data
from the simulation and impose errors and noise based on studies of the measurement
model by [72]. Such data are then sampled for transmission using DNP3 and IEC
C37.118 protocols at their specified sampling rate, respectively, before being sent over
the communication network.

2.3.3

Software-Defined Network Emulator

The SDN emulates the communication network on which the data packages are
transferred. The SDN is composed of physical links, switches, and routers, and is
configurable in software to emulate different network scenarios. In the decoupled
framework, each module with communication capability is a host on the network and
has virtual ports. Each host can run processes in its namespace, and send data over
the emulation network. Hosts in the SDN include the telemetry sensors, PMU, EMS
and SCADA modules, and the measurement-based control modules.
The advantage of integrating an SDN into the cyber-physical testbed is simplicity.
No source code modification is needed to migrate from a real network port to a virtual
one. Each host can link to a real port or a virtual port simply by changing the port
name and writing to sockets as usual. Network latency and package loss scenarios can
also be represented by modifying the software definition of the network. Some SDNs
allow binding physical ports in the virtual network so that cybersecurity scenarios can
be studied. Drawbacks of using an SDN in a testbed exist and have been discussed in
the literature [22]. A major concern is the performance in a massive-scale simulation
such as that of continent-wide communications for a power system where thousands of
virtual hosts may require a large number of computing resources. As a consequence,
the data flow may suffer longer latencies in large virtual networks due to resource
limitations.
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Figure 2.4: Concept of the LTB for cyber-physical testing and cybersecurity studies
The concept of using network emulators for cyber-physical power system studies
is depicted in Figure 2.4. A computer equipped with a multi-port network interface
card functions as a communication network emulator by establishing the SDN.
Some emulated ports in the network are mapped to physical network ports so that
external devices can be connected. Modules in the LTB such as measurement devices
and control functions can stream data over the emulated network.

Meanwhile,

cybersecurity scenarios can be studied by allowing roles such as attackers and
detectors in the CPS LTB.

2.3.4

EMS Functions

The EMS system plays a vital role in power system energy balance scheduling and
minute-level control. An EMS system gathers telemetry data, forecasts load, runs unit
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commitment and economic dispatch, screens contingencies, estimate system states,
and sends automatic generation control (AGC) signals. It is the operator interface
for running the power system. The timescale of scheduling and control in an EMS
system varies from day-level (unit commitment) to hour-level (economic dispatch)
and second-level (AGC). Most existing EMS systems communicate using the DNP3
protocol. A modification is to integrate high sampling speed PMU data so that
near real-time data can be utilized for situational awareness. A high-speed state
estimation module in the EMS is also needed to process PMU data, which serves as the
foundation for wide-area measurement-based control functions. Other conventional
controls in the EMS, such as economic dispatch and AGC, can also be updated to
adopt PMU data. In the LTB, the EMS system may have multiple implementations
running simultaneously in the decoupled architecture by adding a data splitter after
the DNP3 converter and the PDC. This is helpful to evaluate and compare the results
of different methods applied to the same system.

2.3.5

Control Functions

The control functions block is an aggregation of wide-area measurement-based
control methods developed by researchers. They accept measurement data and state
estimation output from the EMS system, monitor critical variables and generate
control signals. Control signals are sent back to the power grid simulator using the
DNP3 protocol over the communication network. These measurement-based control
function can be either centralized or distributed, depending on the information they
request from the EMS system [69].
The timescale of the measurement-based control functions is from sub-second to
the second level as they are designed to handle faster dynamics in the system than
the EMS functions. For example, power electronic devices in a FACTS device may
require fast control with inter-area information, and thus, can be included in the
wide-area measurement-based control block.
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2.4

Open-Source Implementation of CPS LTB

The implementation of the proposed cyber-physical LTB, using open-source software
is described in this section.

The implementation is comprised of the power

grid simulators, an SDN emulator (Mininet), telemetry and measurement units
(OpenDNP3, pyPMU), EMS functions (GNU Octave), and measurement-based
control functions (GNU Octave).

2.4.1

Decoupled Design

To realize the decoupled design, a dispatcher program is created for managing the
module processes and handling their synchronizations. The dispatcher is written
in Python as it is an extremely flexible open-source scripting language, which has
gained huge popularity in recent years. Python can interface to code and programs
written in other languages and provide application program interfaces (APIs) through
their Python bindings. Moreover, Python has a simple and elegant syntax and a flat
learning curve. Therefore, Python is ideal for a dispatcher program that handles
process creations and synchronization.
The Python-based LTB dispatcher creates processes for a) each telemetry device
with DNP3 client support, b) each PMU device with IEC C37.118 support, c) an EMS
system with DNP3 master support, and d) a wide-area control system with ZeroMQ
support. More specifically, each telemetry device loads data from the simulator,
imposes measurement noise and error, and sends data to the DNP3 server, at a
sampling rate of 1 frame every 2 seconds through the socket bind to a virtual port.
Each PMU device loads data from the simulator imposes noises and errors, and sends
data to the PDC, at a sampling rate of 30 frames per second, through the socket
bind to a virtual port. The EMS process runs a DNP3 server and a PDC, maintains
a list of functions that are called routinely in GNU Octave to process the incoming
data. The measurement-based control process listens on a ZeroMQ socket to receive
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Figure 2.5: Process dispatch architecture in the proposed implementation
the measurement data and state estimation results and calls control routines in GNU
Octave to generate control signals.
Software packages used in the dispatcher program include a) OpenDNP3 for
telemetry devices, b) PyPMU for PMU devices and the PDC program, c) GNU
Octave, which is a free and open-source MATLAB alternative for EMS and control
functions, and d) ZeroMQ for data streaming between the EMS process and the
control process. Figure 2.5 shows the implemented process dispatch diagram, where
the arrows stand for the direction of information flow, while the solid lines without
arrows represent the process hierarchy.

2.4.2

Power Grid Simulator

Although positive-sequence phasor-domain simulation for transient stability simulation in power systems has been standard for many years, the choice of an open-source
power system transient simulator is relatively limited. The webpage [50] records
a list of existing open-source power system simulators, of which only a few support
DAE-based transient simulation. These include Power System Toolbox (PST), Power
System Analysis Toolbox (PSAT), MatDyn, GridDyn, and our in-house tool, Andes.
The choice of power grid simulator depends on the model library and flexibility
of the software. The model library determines the initial capability of modeling
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power system devices, and flexibility determines the convenience of adding new device
models. In the LTB, PSAT, GridDyn, ANDES and ePHASORsim are interfaced and
made available as the simulators, all of which are open-source. Each of them has
distinctive features: PSAT has native GNU Octave support, and has a considerable
number of built-in models; GridDyn is written in system programming language
and utilizes the SUNDIALS package by [31] as the underlying solver, and is thus
computationally efficient. ANDES is an in-house package written in Python with
an aim to provide rapid model prototyping, advanced model interfacing, and data
analysis capabilities.
Owing to the decoupled design, the user can choose a power grid simulator based
on their actual needs, such as model support, simulation speed, or data analytic
interfaces.

2.4.3

Software-Defined Network Emulator

The SDN process in the LTB is based on Mininet [37] to create a software-based
network for emulating a real communication network with switches.

Mininet is

installed on a Linux system, and Python APIs are used to create virtual network
configurations and virtual ports/interfaces.

Each interface is connected to a

component, such as a PMU or an EMS system, described in Section 4.1 to mimic
a real power system where the measurements and control system are distributed and
connected to the network. The SDN process is responsible for creating virtual network
topology scenarios, and virtual Ethernet ports in Linux, veth, which are linked to the
virtual network. After initialization, the SDN emulator is ready to serve network
connections and operate identically to a real network.

2.4.4

EMS Functions

The EMS process is composed of a data gateway and a set of data processing
functions.

The data gateway process runs a DNP3 server to gather data from
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telemetry devices, and a PDC server to gather data from PMUs. The process also
keeps a list of EMS functions to be called each time new data arrives or at a given
time interval. To utilize the existing EMS functions written in MATLAB, the EMS
process in the LTB leverages the Oct2Py package which calls GNU Octave from
inside Python. Understandably, this approach could be improved by rewriting the
MATLAB code in Python or using a Python port of the desired packages. For
example, for optimal power flow based economic dispatch function, a Python port
of MATPOWER, PyPower, is interfaced instead of calling MATPOWER in GNU
Octave. The port to Python is, however, not mandatory since MATLAB functions
executed in Oct2Py are fairly efficient. Implemented EMS functions to date include a)
economic dispatch based on PyPower, b) unit commitment written in GNU Octave,
c) contingency screening based on PyPower, and d) state estimation written in GNU
Octave. In the decoupled architecture, each component function in the EMS can
be replaced with another program that has the same functionality. For example,
[1] replaced the traditional weighted least-square state estimator with a two-stage
dynamic state estimator, which estimates not only the voltage phasors but also the
relative generator rotor angles. Scheduling and control outputs are sent to the DNP3
adapter and transmitted to the power grid simulator. Meanwhile, the state estimation
output and the measurement data are stored in Python objects and transmitted to
the control function data gateway, using ZeroMQ through TCP/IP, as inputs to the
wide-area measurement-based control modules.

2.4.5

Control Functions

Similar to the EMS process, the control process in the testbed is a collection of
experimental control functions that take in wide-area measurement data and compute
the control actions. Given the fact that most experimental control prototyping is done
in MATLAB, the control process interfaces to GNU Octave through Oct2Py to use the
research code. The control process is also composed of a ZeroMQ data gateway, which
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receives measurement data and state estimation data from the EMS system, and a
list of control functions to call upon data refreshment. Note that the measurement
data comes in at a higher rate than the DNP3 telemetry data. Therefore, the control
functions are also called more frequently, which will be more efficient if the control
functions can be rewritten in Python.
Local controls and wide-area controls are implemented based on the same
approach, where the only difference lies in the data visibility. In the DAE-based
power grid simulator, there is no strict boundary between a utility company owned
local network and an ISO-operated large power grid. Therefore, the control functions
are categorized into local controls and wide-area controls depending on the input
data it requests from the EMS system. This approach shows simplicity by sharing
the same data channel but using different subsets to implement both local and widearea controls and allows testing of various control system architectures.
The implemented wide-area measurement-based controls in the LTB to date
include: a) under-frequency load shedding control, which monitors the system
frequency and reduces load in severe low-frequency conditions, b) system separation
control, which monitors severe line faults and estimated generator rotor angles and
separates the system into islands as a remedial approach by [63], c) hierarchical voltage
control, which controls the bus voltage from three time scales: wide-area generation
dispatch, regional var regulation, and local excitation, and d) online voltage stability
assessment using a tangential index from Thevenin equivalent by [67]. The control
signals are sent to the power grid simulator using DNP3 protocol through the SDN.

2.5

Case Studies

The developed cyber-physical testbed is used to verify and demonstrate two widearea measurement-based controls: system separation control for emergencies and
hierarchical voltage control. Test cases are based on a reduced WECC system with
wind scenarios developed in CURENT. The WECC system contains 181 buses, 313
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lines (including 48 transformers), and 31 generators in a summer peak load scenario.
The phasor measurement data on all the buses are aggregated into one PMU using
multi-stream and sent across the emulated point-to-point network.
The results are visualized in a web-based visualization tool, which has been
developed mainly for research and demonstration. The visualization tool is composed
of a Python-based data ingestion module which reads data from the simulator through
ZeroMQ sockets, and a database in the back-end.

In the front-end, it consists

of a JavaScript-based cross-platform web application using the Leaflet library and
OpenStreetMap to draw buses, lines, and other physical system components, and
render the contour triangulations for the selected variables.
One capability envisioned for the visualization tool is to compare cyber-physical
simulation scenarios simultaneously.

To enable the simultaneous comparison,

the visualization tool employs HDF5-based data storage to store simulation data
and a PostgreSQL-based database to store metadata. Side-by-side simultaneous
comparisons of scenarios are implemented by loading the desired scenarios from disk,
caching them in the memory with Memcached, and fetching them from a web socket
server.

2.5.1

System Separation Control

The system separation control splits the system into multiple islands during an
emergency. When multiple lines are disconnected, the connection between two or
more areas of a system becomes weak. Under such conditions, angular instability
issue may arise. The objective of the controlled separation scheme is to separate the
system into several islands, and therefore, maintain the stability of each island. It is
a wide-area, interconnection-level control method that utilizes generator rotor angles
estimated from the two-stage dynamic state estimator in the EMS system.
The location of separation is based on offline studies on the test system, in
our case the WECC system.

Several elementary potential islands (EPI) and
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Figure 2.6: Visualization of the WECC 181-bus system frequency contour map after
system separation
separation locations are studied and defined for the WECC system. The first step
for implementing this control scheme is to decide the best locations to divide the
system. Based on the study of WECC’s elementary coherent groups, four subsystems
are defined as the EPIs.
The timing of separation is also an important factor to consider. At each time
step, the difference between the mean values of the largest ten rotor angles and the
smallest ten rotor angles is calculated. When the absolute value of this difference
reaches a certain threshold, the system will separate into islands. The control module
communicates with the grid simulator through a ZeroMQ socket.
Lines 83-172 and 83-170 are disconnected at 5s and 40s, respectively, to create a
weak connection between EPI 0 and EPI 1. At 61.5s, the system is separated into
two subsystems by cutting the interface EPI 0 / EPI 1 and the interface EPI 0 / EPI
3. The load is reduced 10% in EPI 1 to maintain the stability of the island comprised
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Figure 2.7: Simultaneous comparative visualization of hierarchical voltage control
on the WECC 197-bus system
of EPI 1, EPI 2 and EPI 3. The frequency contour map from the simulation result is
visualized in Figure 2.6, which demonstrates the successful system separation.

2.5.2

Hierarchical Voltage Control

Hierarchical voltage control allows wind farms to support interconnection-level
system-wide voltage control and reactive power dispatch.

The control aims at

maintaining reactive power sufficiency in systems with a high level of wind power
by hierarchical measures: a) re-dispatching power flow in the interconnection level,
b) regulating regional wind farm reactive power, and c) tuning local excitation system
parameters for generators. The interconnection-level re-dispatch is implemented as
an economic dispatch routine maximizing reactive power support, while the other two
controls are realized in the control system. This control combines local control and
wide-area control and utilizes voltage phasor estimation from the EMS system.
The hierarchical voltage control is tested on a modified WECC 197-bus system
with 22% wind penetration. The contingency to demonstrate the proposed control
is a monopole dc loss, which heavily stresses the California-Oregon Intertie. NERC
standard recommends that any voltage dip lower than 0.8 pu for more than 40 cycles is
considered a voltage instability, which may trigger the actions of Under-Voltage Load
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Shedding (UVLS). The simultaneous comparison of the controlled and uncontrolled
scenarios is shown in Figure 2.7. The voltage contour map shows the low-voltage
region in the system due to the HVDC line loss. The implemented voltage control
method, which is based on measurement data, is effective in reducing voltage dips in
the studied system.

2.6

Remarks on this Chapter

This chapter proposes a cyber-physical testbed design and implementation for widearea measurement-based control using open-source software. A positive-sequence
phasor-domain power grid simulator is adopted for the physical system, and an SDN
emulator is used to establish the cyber system. A decoupled architecture is proposed
by connecting telemetry and measurement devices over the communication network
to an EMS system and a control system over standard data streaming protocols.
Regarding implementation, the functional modules are dispatched by a Python-based
program on a Linux system.
The LTB platform based on open-source tools is designed for testing widearea measurement-based control techniques.

It allows for quickly integrating

modern EMS functions and measurement-based control methods in large-scale cyberphysical systems.

It serves as a tool to assess the EMS and control functions

from the cyber-physical perspective. Future work includes assessing the impacts
of measurement errors, topology errors, and communication delays on wide-area
controls. Cybersecurity is also an important application that can be evaluated with
the testbed.
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Chapter 3
High Voltage Direct Current
Transmission Systems
3.1

DC Network Model

The ”War of Currents” – in which Thomas Edison and Nikola Tesla were embroiled
– between the alternating current (AC) and direct current (DC) technologies in
the late 1880s was concluded by Thomas Edison being forced out of controlling
General Electric and the Tesla jumping on the ac train. Since then, ac technology
has dominated the electric power system for power generation, transmission, and
distribution.
The main shortcoming that caused dc to lose the war was its struggle to transform
voltage level as a means of reducing line losses. After more than a century, this
challenge has been conquered with advancements in semiconductor-based power
electronic technologies.

Nowadays, high-voltage dc (HVDC) systems are more

economical than traditional high-voltage ac systems when the distance goes beyond
the break-even point. This is mostly due to DC’s reduced number of lines (bi-polar
dc versus three-phases AC) and the elimination of induced electromagnetic losses.
Increasing attention has been given to utilizing HVDC systems and creating overlays
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on the ac system to increase bulk power transfer capacity and enhance transmission
efficiency.
A traditional HVDC model such as two-terminal dc lines in a stability analysis
program does not explicitly model the dc line since it is bound to the inverter and
rectifier. The recent voltage-source converter technologies allow the formation of
multi-point dc network connections, thus there arises the need to model a generalpurpose dc network for various devices.

3.1.1

DC Nodes

DC nodes are the points of connection for dc devices. Each dc node introduces a
nodal voltage variable vdc,h and an equation on this node. Using the current injection
model, the current balance equation for the nodes are:
X

idc,h,i (x, ŷ, v) = 0,

i∈Ωh

h∈ℵ

(3.1)

where idc,h,i is the current injection of device i into node h, and ℵ is the set of nodes
in the dc system. This equation assumes current injection into the node as reference.

3.1.2

DC Device Abstraction

A commonly accepted assumption for modeling the ac network in the stability
program is the implicit treatment of the ground. The advantage of this assumption
is that only one voltage variable is needed for shunt-connected devices, which are the
majority in the ac network. On the other hand, series-connected devices are of equal
importance in the dc network. Therefore, a series device model is adopted for all the
components in the dc network.
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In this abstraction, each dc device has two terminals. Each terminal can be
connected to a dc node, where the device can obtain the dc voltages using
vdc,i = vdc,h − vdc,k

(3.2)

Therefore, two interface equations are needed to impose the power injections on
the nodes. The current injection is computed by the dc device model based on its
characteristics.
The series-connected model provides flexibility to connect dc devices in arbitrary
ways. For instance, the bi-polar symmetric converter topology can be implemented
by connecting two converters in series and the ground at the mid-point. When used
as a shunt-connected device, a ground device is connected to one of the two terminals.

3.2
3.2.1

Generalized VSC MT-HVDC Model
VSC MT-HVDC Equivalent Circuit

In power flow analysis, only the steady-state equations of VSC are considered. Fig.
3.1 shows a VSC MT-HVDC equivalent circuit in shunt connection. The converters
i, j, k are connected to an ac network bus i, j, k with a coupling transformer having
an equivalent impedance of Zsh. They also connect to dc nodes i, j, k linked by dc
lines.
In this scheme, the converters at Buses i, j are considered as primary converters
which are capable of controlling the active power and reactive power flow from the
ac buses independently. The converter at Bus k is a secondary converter capable of
controlling the ac bus voltage Vk and the dc voltage V dck . Therefore, converter k is
slack to balance power exchange among the converters. This scheme can be extended
to N-terminal HVDC networks where the first N − 1 converters are primary, and the
N th converter is secondary.
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Figure 3.1: Generalized system with VSC MT-HVDC

3.2.2

VSC MT-HVDC Power Flow Equations

The VSC MT-HVDC equivalent circuit is modeled in the phasor domain, i.e., the
converters are represented at the fundamental frequency by the voltage phasors
Vshm = V shm ∠θshm (m = i, j, k). The power injection from the ac bus m to the
coupling transformer is given by:

Sshm = Vm ×

Ish∗m


= Vm ×

Vm − V shm
Zshm

∗

(3.3)

where Vm is the voltage magnitude of bus m, Ishm is the current in the coupling
transformer, and Zshm is the equivalent impedance of the transformer. Zshm =
Rshm + jXshm , where Rshm and Xshm are the resistance and reactance of the
transformer. The real and imaginary parts of (3.3) correspond to the active and
reactive power injections:
P shm =gshm Vm2 − gshm Vm V shm cos(θm − θshm )
− bshm Vm V shm sin(θm − θshm )
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(3.4)

Qshm = − bshm Vm2 − gshm Vm V shm sin(θm − θshm )

(3.5)

+ bshm Vm V shm cos(θm − θshm )
where Zshm = 1/(gshm + jbshm ), m = i, j, k.
The power balancing equation of each converter involves the throughput power,
converter losses, and the actual output. The active power through the converter,
P dc0m , is given by:
P dc0m =Re(−Vshm Ish∗m )
=gshm V sh2m − gshm Vm V shm cos(θm − θshm )

(3.6)

+ bshm Vm V shm sin(θm − θshm )
which consists of two parts: the neat power injection to the dc network P dcm
and converter losses P lm . The converter loss term can be further split into three
components: a constant power term, a constant voltage term, and a constant
impedance term.

In other words, the loss terms are independent, linearly and

quadratically dependent on the converter current:
P lm = P dc0m − P dcm
= a + b · Ishm + c · Ish2m

(3.7)

The next set of equations is the dc network equations. The dc network model
is composed of dc nodes and dc lines. The dc power flow pattern is dictated by the
network line resistances and the dc node voltages following Kirchoff’s laws. Therefore,
a voltage variable and a current injection equation are added for each node.
The current injection from the dc network to the nodes is given in the following
matrix form:
I = −YVdc

(3.8)

where I = [Ii , Ij , Ik ]T is the dc nodal current injections from lines, Vdc =
[V dci , V dcj , V dck ]T is the dc node voltage magnitudes, and Y is the dc conductance
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matrix following the ac admittance matrix definition. Equation (3.8) can be written
in tensorial form as:
Idcm = −

X
n

Ymn · Vn

(3.9)

where ∀m = i, j, k, n = {i, j, k}, and Ymn is the element at (m, n) in the conductance
matrix Y.
The current injection from the converter into node m is given as:
Idcm = P dcm /Vm

(3.10)

where P dcm is the power injection from VSC into the dc network given by (3.7). The
current injections from all devices into node m follow Kirchoff’s law and sum up to
zero.
Finally, all converters are subject to physical voltage and current limits. The
limits are rated values of the converters which need to be handled carefully in the
power flow formulation. Voltage limits are given by:
max
V shmin
m ≤ V shm ≤ V shm

(3.11)

The current flow through the VSC equals the current through the coupling
transformer, given by:
p
Vm2 + V sh2m − 2Vm V shm cos(θm − θshm )
Ishm =
|Zshm |

(3.12)

Note the throughput current is not an independent variable in the equations but
a function of several variables. In the final solution, it is limited within the rating:
Ishm ≤ Ishmax
m , m = i, j, k
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(3.13)

3.2.3

Voltage and Power Flow Control of Converters

In an N-terminal VSC HVDC network, the N − 1 primary converters are capable of
controlling either PQ or PV independently, while the N th secondary converter can
control the voltage magnitude on the ac bus and dc node. Power or voltage control
of the VSC in power flow analysis forces the controlled variable at the desired value.
These controls are valid if neither voltage nor current constraint is binding. That is,
the controlled variables equal the desired values, depending on the control mode.
Primary VSC - PQ Control
The primary converter controls the active and reactive power injections at the
connected ac bus independently. This is given by:
0 = P shm − P shcm

(3.14)

0 = Qshm − Qshcm

(3.15)

where P shcm and Qshcm are the desired active power and reactive power on bus m,
m = i, j.
If either voltage or current limit of a PQ-controlled primary converter is reached,
the voltage will be set to the limit to release the reactive power control. If the other
limit is also reached, the active power control will be released.
Primary VSC - PV Control
The converter controls the active power injection and bus voltage magnitude on the
ac bus. The control is given by (3.14) and (3.16):
0 = Vm − Vmc
where Vmc is the desired voltage magnitude of bus m, m = i, j.
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(3.16)

If voltage or current limit is reached, the converter voltage will be set at the limit,
and the ac voltage control will be dropped first, and then the active power control.
Secondary VSC - Voltage Control
The secondary VSC acts as a reference/slack bus for active power balancing in the
dc network. dc nodal voltage on the dc slack node is controlled to the reference value
given by:
0 = V dck − V dcck

(3.17)

Power injections on the connected ac bus are hence slack and uncontrollable. The
voltage magnitude on the connected ac bus is controlled, given by:
0 = Vk − Vkc

(3.18)

where Vkc is the desired voltage magnitude on the secondary VSC connected bus k.
ac network voltage control will be released if either voltage limit or current limit is
reached.

3.2.4

Summary of VSC Power Flow Model

The generalized VSC MT-HVDC model with controls and limits contains the
following equations:
AC Bus Power Outputs
(3.4) and (3.5)
VSC Power Injections and Losses
(3.6) and (3.7)
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VSC Limits
(3.11) and (3.13),
Primary Converter Controls
(3.14), (3.15) or (3.14), (3.16)
Secondary Converter Controls
(3.17), (3.18)
DC Network Current Injections
(3.10)

3.3

Formulating into Newton Power Flow

The power flow problem is to find the zero of a set of non-linear equations starting
from an adequate initial guess. The general form of the power flow equation is given
as follows:
g(y) = 0

(3.19)

where y represents the steady-state algebraic variables. The state variables of the
differential equations will be initialized afterwards.

3.3.1

Newton Method with Automatic Reactive Power Limit

Before considering VSC MT-HVDC, the power flow equations are revisited. The
commonly adopted equations are nodal power mismatches which include the active
power mismatch for PQ- and PV-connected buses, and reactive power mismatch for
PQ-connected buses. Reactive power limits of PV generators are checked after each
iteration. If a limit is reached, the PV generator will be converted to a PQ load to
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fix the reactive power output at the limit, and a reactive mismatch equation has to
be added. Checking the reactive power limit can be easily done by an if-then logic.
The addition of equations, however, will change the size of matrices and requires
re-factorization of the Jacobian, which is time-consuming. [19]
The inclusion of PV reactive power output in the power flow equation set is
proposed in [44], which retains the size of the Jacobian matrix. For each PV-connected
bus, a variable Q for the reactive power output is added, as is an equation for the
reactive power mismatch on that bus. Also added is a variable V for the voltage
magnitude and an equation for the voltage mismatch given by (3.20), where V0 is the
desired value.

0 = V − V0

(3.20)

Organizing the equations by grouping together active power mismatches, reactive
power mismatches, voltage deviation (for the PV and slack buses), and angle deviation
(for the slack bus only), the equations can be written in the following form:
g = [gpT , gqT , gvT , gθT ]T = 0

(3.21)

The linearized equation for each Newton iteration can be written as:
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(3.22)

where gp,θ = ∇Tθ gp , gp,v = ∇Tv gp , gq,θ = ∇Tθ gq , gq,v = ∇Tv gq , gv,v = ∇Tv gv , gθ,θ = ∇Tθ gθ .

Note that gp,pg = ∇Tpg gp and gq,qg = ∇Tqg gq are the derivatives of gp and gq with respect

to the specific generator output, and  is a diagonal matrix of small values (10−6 ) to
avoid singularity in matrix factorization.
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Each time before evaluating all the equations, the reactive power limits are checked
for violations. If a violation happens, the corresponding reactive power output will
be set to the limit, and, more importantly, the voltage mismatch equations will be
forced at 0, which invalidate the voltage control on PV buses. This process does not
affect the size or shape of the Jacobian matrix. Hence the symbolic factorization can
be re-used.
One observation from the Jacobian matrix (3.22) is that, except for the upper-left
block corresponding to the bus power injection mismatch equations, the values in the
matrix are constant. In other words, only the upper-left block needs to be updated
at every iteration using the Newton method. Since the matrix size does not change,
variations of the Newton method which do not update the Jacobian at every step,
e.g. the Dishonest Newton method, can be applied.

3.3.2

Incorporation of VSC MT-HVDC Model

The equations and the Jacobian matrix need to be extended to incorporate the VSC
MT-HVDC model described in Section 3.2.4. The introduced variable set of the VSC
is given by (3.23), whose increments are appended to the right-hand side of (3.22).
X2 = [θsh, V sh, P sh, Qsh, P dc0 , P dc, V dc, Ish]

(3.23)

The introduced equation set of VSC is given by (3.24), which are appended to
the left-hand side of (3.22). The components in (3.24) correspond to equations
(3.4), (3.5), (3.14), (3.15), (3.6), (3.7), (3.10), (3.12), respectively. All terms in each
equation are moved to one side to evaluate the mismatch for each iteration.
T
T
T
T
T
T T
g2 = [gPT sh ,gQsh
, gPT shc , gQsh
c , gP dc0 , gP l , gP dc , gIsh ]

(3.24)

In addition to (3.23) and (3.24), for each VSC in voltage control mode, (3.16) or
(3.18) is not explicitly used. Rather, the connected ac bus is converted to a PV-type
45

bus, where a voltage variable and voltage mismatch equation gV c is added, such as in
(3.20).
The corresponding Jacobian matrix is obtained by taking the derivative of each
equation for each variable. Note that if the power outflows from the VSC connected
ac buses are added to the ac network equations, namely ∆P and ∆Q, then the
derivatives of ∆P and ∆Q for P sh and Qsh need to be evaluated. Similarly, the
derivatives of (3.24) for ac voltage magnitude and angle need to be included.

3.3.3

Automatic VSC Control and Limit Enforcing

In the framework of the Newton method with an automatic reactive power limit
described in Section 3.3.1, the voltage and current limits of the VSC MT-HVDC
model can be automatically handled without changing the size of the Jacobian matrix.
The approach is described as follows:
No Limit Violation
If there is no limit violation at this iteration, all controls are maintained, which means
enforcing the corresponding control equation. For example, if the PQ control of a
primary converter is effective, gP shc and gQshc need to be evaluated for mismatches.
Limit Violations
If either voltage or current limit is reached, the reactive power control or voltage
control is first released.

The violated term is set to the limit value, and the

corresponding equation gQshc or gV c is set to 0 using (3.25). If the other limit is
reached after releasing the first controlled variable, the active power control will be
released. For the secondary converter, ac voltage control is released first, and then
the dc node voltage control.
∆

∆

gQshc = 0 or gV c = 0
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(3.25)

The voltage and current limits of the VSC can be checked at every iteration, but
it is more effective to start enforcing the limits when the mismatch is relatively small.

3.4

Case Studies and Results

3.4.1

IEEE 14-Bus System

The proposed method for VSC MT-HVDC control and limit enforcement is simulated
on the IEEE 14-bus and the Polish 9241-bus systems. Simulations are performed
on a Python-based software package, ANDES [18], using CVXOPT 1.1.8 for sparse
matrix operations and KLU for fast sparse matrix factorizations. A standard NewtonRaphson method with a convergence tolerance of 10−8 is implemented.

Limit

enforcement is turned on starting at the fourth iteration, and a maximum of one
PV can be converted in each iteration. All the case studies are carried out on a PC
with an i7-6700 processor and 16GB of RAM.
On the IEEE 14-bus system, we consider the following four scenarios:
1. Base case with qG2 ≤ 0.4.
2. Base case with qG2 ≤ 0.4, dc networks and VSC
3. Base case with qG2 ≤ 0.4, dc networks and VSC with Vshmin limit on VSC 4.
4. Base case with qG2 ≤ 0.4, dc networks, VSC with Vshmin limit on VSC 4 and
reduced Ish limit on VSC 3.
In the modified test cases, generator reactive power is limited to 0.4 pu, 0.4 pu,
0.24 pu and 0.24 pu, respectively. The four VSCs are connected to the 14-bus system
on Buses 1, 2, 13, and 14, and their dc output is connected to a circular dc network
where each dc line has a resistance of 1 pu. The control methods and the parameters
are listed in Table 3.1. All the loss coefficients are neglected.
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Table 3.1: MT-HVDC VSC Set Points
VSC
Bus
First Control
Number Number Variable

Second Control
Vshmax
Variable

Vshmin

Ishmax

1
2
3
4

V = 1.06
Q = 0.01
Q = 0.01
V = 1.02

0.95
0.95
0.95
0.95

0.5
0.5
0.5
0.5

1
2
13
14

vdc = 1
P = −0.08
P = 0.12
P = 0.12

1.1
1.1
1.1
1.1

Table 3.2: Scenario 1: Base Case with qG2 ≤ 0.4
Bus
m

v
[pu]

θ
[rad]

pG
[pu]

qG
[pu]

pL
[pu]

qL
[pu]

1
2
3
4
5
6
7
8
9
10
11
12
13
14

1.06
1.0442
1.01
1.0183
1.0199
1.07
1.0618
1.09
1.0562
1.0512
1.057
1.0552
1.0504
1.0357

0
-0.0015
-0.0039
-0.0032
-0.0027
-0.0043
-0.0041
-0.0041
-0.0046
-0.0046
-0.0045
-0.0046
-0.0046
-0.0049

2.3239
0.4
0
0
0
0
0
0
0
0
0
0
0
0

-0.1535
0.4
0.2400
0
0
0.1243
0
0.1744
0
0
0
0
0
0

0
0.217
0.942
0.478
0.076
0.112
0
0
0.295
0.09
0.035
0.061
0.135
0.149

0
0.127
0.19
-0.039
0.016
0.075
0
0
-0.046
0.058
0.018
0.016
0.058
0.05

The base case solution to the original 14-bus system can be found in [44]. The
solution to the first scenario is listed in Table 3.2, where reactive violation on Bus 2 is
enforced at the fourth iteration to fix the reactive power generation at its maximum.
It takes eight iterations in 0.0071 seconds to reach the tolerance.
Scenario 2 considers the four VSCs and a dc network. The bus-wise solution to
this scenario is listed in Table 3.3, while the results of the VSC converters are given
in Table 3.4, where the grey cells are the effective limits. Note that the power flow
into the VSCs, namely Psh and Qsh , are counted as a load on the connected buses.
This scenario is solved in five iterations in 0.0006 seconds with no limit violations.
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Table 3.3: Scenario 2: Base Case with qG2 ≤ 0.4, VSC MT-HVDC Network
Bus
m

v
[pu]

θ
[rad]

pG
[pu]

qG
[pu]

pL
[pu]

qL
[pu]

1
2
3
4
5
6
7
8
9
10
11
12
13
14

1.06
1.045
1.01
1.021
1.023
1.07
1.059
1.09
1.049
1.045
1.054
1.055
1.053
1.02

0
-0.08124
-0.2095
-0.1623
-0.1364
-0.2047
-0.2013
-0.2013
-0.2218
-0.2237
-0.2165
-0.2121
-0.206
-0.2061

2.308
0.4
0
0
0
0
0
0
0
0
0
0
0
0

-0.0758
0.3824
0.2227
0
0
0.1603
0
0.1911
0
0
0
0
0
0

0.1633
0.297
0.942
0.478
0.076
0.112
0
0
0.295
0.09
0.035
0.061
0.015
0.029

0.0758
0.117
0.19
-0.039
0.016
0.075
0
0
-0.04289
0.058
0.018
0.016
0.048
0.1889

Table 3.4: Scenario 2: VSC MT-HVDC Solutions
Bus
m

Node
n

P sh
[pu]

Qsh
[pu]

P dc
[pu]

1
2
13
14

1
2
3
4

-0.163
-0.080
0.120
0.120

-0.076 -0.163 1.06 1.055 0.170
0.010 -0.080 1.045 1.045 0.077
0.010 0.120 1.054 1.055 0.114
-0.139 0.120 1.020 1.012 0.180
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Vm
[pu]

V sh
[pu]

Ish
[pu]

Table 3.5: Scenario 3: VSC MT-HVDC Solutions (Vsh3 ≤ 1.05)
Bus
m

Node
n

P sh
[pu]

Qsh
[pu]

P dc
[pu]

Vm
[pu]

V sh
[pu]

Ish
[pu]

1
2
13
14

1
2
3
4

-0.163
-0.080
0.120
0.120

-0.076 -0.163 1.06 1.055 0.170
0.010 -0.080 1.045 1.045 0.077
-0.018 0.120 1.051 1.050 0.116
-0.133 0.120 1.020 1.013 0.176

Table 3.6: Scenario 4: VSC MT-HVDC Solutions (Vsh3 ≤ 1.05 and Ish4 ≤ 0.15)
Bus
m

Node
n

P sh
[pu]

Qsh
[pu]

P dc
[pu]

Vm
[pu]

V sh
[pu]

Ish
[pu]

1
2
13
14

1
2
3
4

-0.163
-0.080
0.120
0.120

-0.076 -0.163 1.06 1.055 0.170
0.010 -0.080 1.045 1.045 0.077
-0.030 0.120 1.051 1.050 0.118
-0.097 0.120 1.027 1.022 0.150

Scenario 3 reduces the range of the converter ac terminal voltage Vshmax from
[0.95, 1.1] to [0.95, 1.05]. Results from Scenario 2 violate the limit, and the iteration
process must enforce the voltage limit by relaxing the reactive power set point. At
iteration 4, Vshmax is reached on VSC 4 and is capped at 1.05 pu. The problem is
solved in eight iterations in 0.0134 seconds, and no further violations are observed.
The solution to the VSC variables is listed in Table 3.5.
Scenario 4 imposes a converter current limit, which is common for power electronic
interfaces. The current limit on VSC 4 is reduced to 0.15 pu. The solutions in
Scenarios 2 and 3 violate the limits, which have to be enforced during the iterations.
The solution process took 39 iterations in 0.0436 seconds. The Vshmax limit for VSC
3 and Ishmax limit for VSC 4 are hit and capped at the maximum at iteration 4.
Solutions of the VSC variables are given in Table 3.6.
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3.4.2

Large Test Systems

The proposed method is also applied to solve the CURENT North American test
system. The test system is composed of three interconnections: Western Electricity
Coordinating Council (WECC), Eastern Interconnection (EI), and Electricity Reliability Council of Texas (ERCOT). The base power flow data has been published to
the BetterGrids repository, available at [9] in PSS/E format.
In our study, a bipolar, nine-terminal, 10-link MT-HVDC overlay is added to the
test system to replace the existing back-to-back line-commutated converter (LCC)
HVDC stations. The MT-HVDC network is built to link the remote buses with high
generation capacity and the load center buses. The power flow of the test system is
solved in 0.133 seconds with ANDES 0.6.0 in eight iterations.
Given the page limits, instead of listing numerical values, this section shows some
visualizations of power flow results. First, the ac bus voltages are shown in Figure 3.2.
The voltage level is illustrated by the color and the radius of the circle. Note that
although the EI and ERCOT system models are built from model reductions based
on their full models, the ac transmission network lines are in a star topology that is
unrealistic. It is observable that the WECC interconnection has a generally higher
voltage level.
The visualization in Figure 3.3 shows the generation bus active power injections
and the VSC station power injections. The left- and right-hand sides of the color bar
correspond to the bus injections and the converter injections, respectively. It can be
observed that the VSC converters absorb power from the midwest and north-Texas,
where renewable power generation is abundant for load centers in populated cities.
Finally, the Polish 9248-bus test system from MATPOWER 5.1 is also studied.
PV reactive power checking for the system is turned off, while the limit enforcement
of the VSC remains on. The base 9248-bus system is first solved using ANDES in
seven iterations in 0.4461 seconds, which is faster than MATPOWER which takes
0.5996 seconds yielding the same results. A modified system with a 10-terminal VSC
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1.1580

Bus Voltage Magnitude [pu]

1.1018
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0.9896

0.9334

0.8773

Figure 3.2: AC voltage magnitude visualization for the CURENT North American
System
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Figure 3.3: Power injections on buses and VSC converter stations
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HVDC network is solved. With VSC MT-HVDC added, the test system takes eight
iterations in 0.6211 seconds.

3.4.3

Conclusion

In this chapter, an automatic control and limit enforcement method for VSC MTHVDC is elaborated. By using additional equations in the Newton power flow routine,
voltage and current limits can be enforced during the iterations by switching out the
control equations and substituting in the limits. Case studies verify the proposed
method for handling multiple violations during iterations.
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Chapter 4
Transient Models for VSC and
MT-HVDC Networks
4.1

Classification of VSC-Based Interface

The roles of VSC-based interfaces connected to an ac grid are mixed. They are
neither solely grid-forming converters which form the ac voltage nor a grid feeder
which purely injects power. The mixed role is termed as grid-supporting converters
which transfer designated power while simultaneously contribute to the frequency
and voltage regulations [54]. Distinguished by the synchronization method, VSC
interfaces can be controlled as a current source with a shunt impedance in parallel,
or as a voltage source with a series impedance. Their output current and voltage,
respectively, are controllable to maintain the output power, bus voltage and measured
frequency around the reference values.
The current-source controlled VSC is the more commonly studied between the two
types. This type of VSC adjusts its output current based on the bus voltage to deliver
power at the reference values, which may be adjusted by supplementary information
on voltage and frequency deviations. Current-source controlled VSCs are typically
assumed to be connected to strong ac grids. The most distinct characteristic of the
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current-source controlled VSC is that it relies on measured ac frequency by using a
phase lock loop (PLL) for output synchronization. Therefore, the synchronization
has to be accurate enough to deliver the desired amount of power.
The voltage-source controlled VSC is gaining popularity recently because it can
set the terminal voltages, making it flexible for an ac grid. This control type regulates
voltage and frequency on the ac side to the set point and, additionally, output power
around the reference values. In steady-state mode, it can be modeled as an ac voltage
source behind an impedance in the same vein as a synchronous generator. Power
control errors can be used to modify the voltage and frequency references using,
for example, droop control. While the current-source controlled VSC computes the
current reference based on the power set point and the ac voltage, this type directly
controls the ac voltage phase angle based on the synchronization speed reference. To
adjust the output power, additional control methods have been proposed to modify
the speed reference and emulate rotating generators.

4.1.1

Current-Source Controlled VSC

The fundamental control structure of a current-source controlled VSC for large-scale
transient simulations is shown in Figure 4.1. This model is widely used by renewable
generation systems to feed power to a strong external ac grid. Additional controllers
such as maximum power point tracking (MPPT) or reactive power control are used
to calculate the power references. Outer control loops are also available to adjust
the power reference based on voltage and frequency deviations. Using the measured
synchronizing phase angle, the VSC output current is synchronized to the ac system
by an inverse Park transformation to the abc reference frame in a time-domain
simulation, or by a phase shifter in a phasor-domain simulation.
The current-source controlled VSC exhibits high parallel output impedance and
thus must work in parallel with other power sources in a strong ac grid. If the external
system is weak, the capabilities of external voltage and frequency control loops are
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PCC
+

Z

i∗

+

CP

+
+

Cω

ω∗
P∗

Cv

vac,∗
Q∗

Figure 4.1: Schematic diagram of a current-source controlled VSC connection.
not guaranteed. On the other hand, if the converter is working in rectifier mode, the
inner current reference can be computed to control the dc voltage. In a multi-terminal
HVDC network, one converter must be configured to control dc voltage instead of
ac power. The other converters can apply the droop of dc voltage on the power
generation, the vdc − P droop, to provide feedback similar to the commonly used ac
f − P droop.

4.1.2

Voltage-Source Controlled VSC

Instead of relying on the external ac grid to set the voltage, as shown in Figure 4.2, the
voltage-source controlled VSC is controlled as a voltage source. The output voltage
and frequency are controlled directly, and additional loops are used to emulate the
behaviors of a conventional ac power source. It exhibits low parallel output impedance
and is connected to an ac grid, either strong or weak, through a coupling impedance.
Similar to a synchronous generator, the output power is determined by the ac terminal
voltage phasor, bus voltage phasor, and the coupling impedance.
The voltage-source controlled VSC does not require PLL for ac synchronization.
Rather, it is capable of regulating its output voltage frequency based on the input
frequency reference.

Active power control is realized by increasing the output

frequency, namely, leaping the voltage phasor on the VSC terminal. External control
loops have been proposed to modify the frequency control loop for inertia emulation
and primary frequency regulation. One issue of the voltage-source controlled VSC is
that, under severe ac grid contingencies, the output current may exceed the maximum
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vac,∗

Figure 4.2: Schematic diagram of a voltage-source controlled VSC connection.
tolerable current for the device. Thus a protection such as a current limiter or a
control switching method must be employed to avoid overcurrent.

4.2

Positive-Sequence Phasor-Domain Model

This section discusses the mathematical model for VSCs in large-scale phasor-domain
transient simulation programs. First, the common network interface equations are
derived from Park’s Transformation. Then, both the current-source controlled and
voltage-source controlled models are derived for different control loops. Finally, an
additional loop to emulate the inertia response is proposed.

4.2.1

Network Interfaces

The single-line diagram of a bi-direction VSC interfacing the ac and dc network is
shown in Figure 4.3. The ac output from the VSC is first filtered with a series
reactance which blocks the high-frequency harmonics from the converter, and a shuntconnected high-pass filter which provides a low-impedance path for the remaining
high-frequency harmonics. The filtered current is then interfaced to the grid through
a converter transformer. The dc output from the VSC is also filtered with a shunt
capacitor and a series reactance before feeding into the dc network. The current
reference directions shown in the figure are used for the equations hereafter.
To deal with time-variant control settings, the ac network phasor-domain
quantities are transformed into a d-q reference frame which rotates at the same speed
as the ac voltage phasor. The Park transformation in a three-phase time-domain
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vac 6

idc

vc 6

θac
θc
Rsh + jXsh

+
X(idc )
2Cdc

1
jωCsh

vdc
-

pac + jqac
ac interface

converter

dc interface

Figure 4.3: VSC interface block diagram.
becomes a phase shift in the phasor-domain given that, at the fundamental frequency,
the phasors are rotating at the same speed as the d-q axis. Assuming the d axis is
aligned with the ac voltage phasor, the ac quantities, including the voltage and the
current, can be transformed as follows:
vac ej(ωt+θac ) = (vac,d + jvac,q )ej(ωt+θdq )

(4.1)

where the phase shift angle θdq , depending on the control type on the ac side, is
obtained from PLL or calculated from the speed reference. Note that if the phase
shift in a rotating reference frame is T , in the time-domain, T is given as
T = ej(−ωt−θdq )

(4.2)

where θdq is the angle of the d -axis of the selected dq reference frame.
The dynamic ac side of the VSC can be transformed from the time domain into
the phasor domain in the d-q reference frame. Considering the derivative of the ac
current injection ish , the transformation is given as

T

dish
d(T ish )
dT
=
− ish
dt
dt
dt
d(ish,d + jish,q )
=
− j(ωish,q − ωish,d )
dt
58

(4.3)

Thus the full dynamic equations on the ac side in the d-q reference frame are

Lsh

dish,d
− ωLsh ish,q = −Rsh ish,d + (vc,d − vac,d )
dt

(4.4)

Lsh

dish,q
+ ωLsh ish,d = −Rsh ish,q + (vc,q − vac,q )
dt

(4.5)

Csh

dvac,d
− ωCvac,q = (ish,d − iac,d )
dt

(4.6)

Csh

dvac,q
+ ωCvac,d = (ish,q − iac,q )
dt

(4.7)

where Zsh = Rsh + jLsh is the aggregated impedance of the high-frequency harmonics
blocker at the converter ac terminal; ω is the frequency of the PCC voltage vac .
The dc network interface is relatively straightforward. Applying the Kirchoff’s
Current Law on the VSC dc terminal yields
Cdc

4.2.2

dvdc,±
= −(idc − ic )
dt

(4.8)

Current-Source Controlled VSC Modeling

The full model of a current-source type of VSC is shown in Figure 4.4. Mathematical
equations are explained as follows.
Phase Lock Loop
The current-source type VSC depends on the external grid for synchronization. A
phase lock loop is employed to track the ac voltage angle as the reference position
of the q axis. Figure 4.5 shows the scheme of the PLL [7], which consists of a phase
detector, a loop filter, and a voltage-controlled oscillator.

59

Rac + jωLac

PCC
θac

θac

Freq

1
jωC

vac

iac

PLL

uac

θdq
iq
id

ac/dq

ω
ω∗

θdq

kp

+

v id,∗

÷ d
×

+

+

−

P∗

v∗

PI
×
×

vd

vd

kq

+

÷
×

+

iq,∗

vd

ac/dq

−
+

+

+
+

+

+
+

ud

−ωL

PI

uq

vq
Outer Control

Current Control

Power Control

Rac + jωLac

PCC
P∗
ω∗
P

1
jωC

uac
θdq

θdq

Q
Q∗

iac

Cω

Power

kv

ac/dq

++

+

−
−

iq
id

vac

vd

iac

udq

+ωL

Q∗

v∗

dq/ac

PI

id,∗

+

−

PI
×
×

Virtual
Impedance

vq

ac/dq

−
−

PI

−
+

iq,∗

vd

dq/ac

udq

+

+
+

+

+
+

ud

+ωL
−ωL

PI

uq

vq
Outer Control

Voltage Control

Current Control

Figure 4.4: Full model of VSC interfaced to large-scale ac systems. Upper: currentsource type VSC; Lower: voltage-source type VSC.
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Figure 4.5: PLL block diagram.
Active Power Balance
The active power balance equation coupling the ac and the dc circuits is given as
vac,d iac,d + vac,q iac,q = −vdc idc + ploss

(4.9)

where ploss is the aggregated converter switching losses.
Outer Control Loops
The outer control loops are responsible for maintaining the grid-side control quantities
to the input reference values. The outputs of the outer loop is the computed current
references in the d-q reference frame.
The reactive power Qac in the d-q reference frame at the PCC is given as
Qac = vac,d ish,q − vac,q ish,d

(4.10)

where the second term becomes zero since, under the ideal circumstance, the PLL
eliminates the q-axis voltage component. Therefore, the q-axis current reference can
be computed from the reactive power reference. Considering the voltage droop, the
reactive power control loop is expressed as

Qac,∗∗ = Qac,∗ + kq (vac,∗ − vac,d )
ish,q,∗ =
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Qac,∗∗
vac,d

(4.11)
(4.12)

Regarding the active power, a converter can be configured to control either the ac
active power or the dc terminal voltage. In the active power control mode, the inner
current reference ish,d,∗ is derived as follows. The active power Pac is given by
Pac = vac,d iac,d + vac,q iac,q

(4.13)

where the second term becomes zero if assuming perfect PLL alignment. The internal
active power reference is computed considering the reference active power and the
frequency droop. The full equations to compute the d -axis voltage reference frame
are:
Pac,∗∗ = Pac,∗ + kp (ω∗ − ω)
ish,d,∗ =

Pac,∗∗
vac,d

(4.14)
(4.15)

The dc voltage control mode allows the converter to control dc voltage instead
of maintaining an ac active power injection. In a multi-terminal HVDC network,
one converter with a large capacity is responsible for maintaining the dc voltage
magnitude. It compensates for the dc power mismatches in the same way as an ac
slack bus. A possible model is to adjust the dc current through a PI controlled based
on dc voltage deviation:
ish,d,∗ = ish,d + (Kp3 +

Ki3
)(vdc,∗ − vdc )
s

(4.16)

Inner Control Loops
The inner control loops adopt vector control schemes to achieve the d-q reference
frame current set point. The d-q voltage references are computed to track the current
reference values using PI controllers as follows:
uc,q,∗ = uac,q − ωLish,d + (Kp1 +
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Ki1
)(ish,q,∗ − ish,q )
s

(4.17)

uc,d,∗ = uac,d + ωLish,q + (Kp2 +

Ki2
)(ish,d,∗ − ish,d )
s

(4.18)

A delay between the voltage references and the actual values due to power
electronics switching is modeled by a time delay of the time constant Tc .

The

relationship between the reference values and the terminal voltages is thus:
u̇c,d = (uc,d,∗ − uc,d )/Tc

(4.19)

u̇c,q = (uc,q,∗ − uc,q )/Tc

4.2.3

Voltage-Source Controlled VSC Modeling

The full model of the voltage-source controlled VSC is shown in Figure 4.4. This
control method was proposed by [68] as the power-synchronization control.

It

computes the current references, at the outer control loop, based on the voltage and
frequency set points. Active and reactive power droops can be applied to modify the
voltage and frequency references. The following subsections provide the outer-control
loop with droop control equations of the voltage-source type VSC.
Frequency Control Loop
The frequency control loop generates the angle of the d-q reference frame based on
the frequency set point. The rate of change of the hypothetical reference frame angle
θdq is the frequency deviation, given as
θ̇dq = ω∗ − ωs

(4.20)

A droop of active power deviation can be added as a feedback to frequency:
θ̇dq = ω∗ + kp (Pac,∗ − Pac ) − ωs
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(4.21)

Voltage Control Loop
The other outer control loop serves to enforce the terminal voltages on the ac bus.
The converter currents are computed to align the ac voltage phasor to the d -axis and
eliminate the q-axis component.
ish,d,∗ = ish,d + (Kp4 +

Ki4
)(vac,∗∗ − vac,d − iac,d R)
s

(4.22)

Ki5
)(−vac,d − iac,d R)
s

(4.23)

ish,q,∗ = ish,q + (Kp5 +

Similarly, a droop of reactive power deviation can be added:
vac,∗∗ = vac,∗ + kq (Qac,∗ − Qac )

4.2.4

(4.24)

Possible Simplifications

Simplifications to reduce the model complexity are practical for simulation in largescale systems.

The aforementioned transient model of VSC is indeed simplified

from the detailed switching model used in electromagnetic transient simulators. The
transient model can be further simplified by neglecting the existing fast dynamics,
namely, the states associated with small time constants, on both the ac and dc sides.
AC Interface
On the ac side, the shunt capacitance is used to filter out the high-frequency
components in inverter output.

This capacitor filter is commonly neglected in

transient simulations, which are on the fundamental frequency. This simplification
eliminates (4.6) and (4.7). Also, for the current-source controlled VSC, assuming that
the angle tracking is fast enough so that θac = θdq , the PLL can also be neglected.
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DC Interface
If the study is focused on ac system responses, the fast dynamics of the dc shunt
capacitor can be neglected, which leads to the drop of (4.8). Nevertheless, in real
systems, the dc capacitance is one of the most important factors for its transients.
The simplification of dc capacitance is practical only when necessary and justified.
Inner Current Control Loops
The converter terminal voltage dynamics can be simplified by neglecting the power
electronic converter response time, namely, Tc = 0. This will render the ac terminal
voltage vc,d , vc,q be the reference value vc,d,∗ , vc,d,∗ without delay. Equation (4.19) can
be dropped and vc,d , vc,q will become algebraic variables.
The PI-controller based inner current control loops can be simplified with a lowpass filter that imposes a delay. The output of the transfer function which tracks
the input current references and yields the terminal voltages are given as follows to
replace equations (4.18), (4.17) and (4.19).

iac,d =

1
× iac,d,∗
1 + sTid

(4.25)

iac,q =

1
× iac,q,∗
1 + sTiq

(4.26)

vc,d,∗ = vac,d + iac,d Rsh − iac,q Xsh

(4.27)

vc,q,∗ = vac,q + iac,q Rsh + iac,d Xsh

(4.28)

vc,d =

1
× vac,d,∗
1 + sTvd

(4.29)

vc,q =

1
× vac,q,∗
1 + sTvq

(4.30)

vc = vc,d + jvc,q
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Figure 4.6: Inertia emulation control loop for current-source VSC.

4.2.5

Modeling Local Frequency Control for VSC

As an electronically controlled high-power device, VSC has zero rotating mass. Under
severe ac grid contingencies, the VSC is not able to release the kinetic energy, which is
equivalent to the inertia, stored in the rotating mass to compensate for the immediate
power mismatch like a conventional generator. From the ac perspective, a network
with high VSC integration will thus have little inertia and, in the event of a fault, the
change of frequency will be rapid. Extensive research has been carried out to emulate
the inertia of conventional generators by associating the power reference with grid
frequency [55].
Current-Source Controlled VSC
For current-source type interfaces, an additional differential term of the frequency
variation is added to the primary frequency droop in the active power controller, as
shown in Fig. 4.6, where kdω is the coefficient of the frequency differential for inertia
emulation, and kpw is the primary frequency control droop [47]. The dead-bands
after the droop and the differential blocks are optional to avoid frequent active power
adjustments around the nominal frequency. The active power reference value is then
adjusted and will be reflected in the calculated id,∗ for the inner current control loop.
Since the active power reference goes through the power control loops, which
also depend on the ac voltage, the inertia emulation response is not guaranteed. The
actual incremental power output depends on the active power margin from the dc side
through de-loading or rotor-side inertia response. An analytical model to estimate the
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Figure 4.7: Inertia emulation control loop for voltage-source VSC.
frequency regulation performance of inertia emulation and droop control is discussed
in [28] based on an average low-order system frequency response (SFR) model [57].
A performance guaranteed method is proposed in [70] using model reference control
for current-source type VSCs to deliver the desired amount of inertia in microgrids
along with a controllable diesel generator, based on the wind generator model in [49].
Voltage-Source Controlled VSC
For voltage-source type converters, an analytical approach can be applied to derive
the speed reference for the desired inertia value.

The method manipulates the

synchronous generator swing equation to derive the equation for speed reference,
which is briefly shown as follows.
The Laplace transformation of (4.32) yields (4.33):
dω ∗
M
= P∗ − P − D(ω ∗ − ω0 )
dt

(4.32)

P∗ − P = M sω ∗ + D(ω ∗ − ω0 )f

(4.33)

The speed reference to emulate a generator with time constant M is given as
ω ∗ = ω0 +
where T =

M
D

1 P∗ − P
1 + sT D

(4.34)

is the time constant of the first-order inertia transfer function. When

T = 0, the synchronous generator inertia emulation control becomes the conventional
power droop control. The diagram of the controller is shown in Fig. 4.7.
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Table 4.1: MT-HVDC VSC Set Points
VSC
Bus
First Control
Number Number Variable

Second Control
Vshmax
Variable

Vshmin

Ishmax

1
2
3
4

V = 1.06
Q = −0.01
Q = 0.01
V = 1.02

0.95
0.95
0.95
0.95

0.5
0.5
0.5
0.5

4.3

1
2
13
14

vdc = 1.0
P = −0.2
P = 0.2
P = 0.2

1.1
1.1
1.1
1.1

Dynamic Response of the Proposed Models

Simulation studies are carried out to evaluate the performance of the proposed VSC
models implemented on the LTB Andes simulation platform. The IEEE 14-bus
system is used in the illustrative studies. Generators of the 6th-order model, turbine
governors, voltage regulators, and power system stabilizers are included in the 14-bus
dynamic model. Four VSC stations are constructed to transfer power from Buses 1
and 2 to Buses 13 and 14 through the dc network, the same topology as in the last
chapter. The control parameters are given in Table 4.1.
An instant load ramping event is imposed on Bus 2 at t = 2.0s. This section
compares the system dynamic response for the following cases:
1. Four current-source controlled converters (VSC-I)
2. Four current-source controlled converters (VSC-I), VSC 2 on Bus 2 equipped
with inertia emulation (IE)
3. Three current-source controlled (VSC-I) on Buses 1, 13, 14, and one voltagesource controlled converter (VSC-II) with active power droop on Bus 2;
4. Three current-source controlled (VSC-I) on Buses 1, 13, 14, and one voltagesource controlled converter (VSC-II) with IE on Bus 2;
First, the active power on VSC 1 and VSC 2 are shown in Figure 4.8a and
Figure 4.8b. In the MT-HVDC set up, since VSC 1 controls the dc voltages as a
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(a) Active power output at VSC 1 and VSC 2

(b) Active power output at VSC 2

Figure 4.8: Active power output at VSC 1
slack converter, the inertial power withdrawn by VSC 2 have to be supplied by VSC
1. Observations are as follows:
1. In Case 1, VSC 2 is a current source drawing constant power from Bus 2 and
not responding to the load ramping event. Nevertheless, the tiny active power
fluctuation is due to the ac voltage ripple.
2. In Case 2, the droop of frequency deviation and ROCOF modifies the power
reference and therefore reduces the active power drawn from Bus 2.
3. Comparing Case 3 with Case 4, the initial active power reduction in the first
two seconds is higher in Case 4 because of the inclusion of the integral term in
(4.34).
4. When the time window of inertial response has passed, namely, after the eighth
second, Case 3 and Case 4 have a similar active power curve due to the frequency
droop.
The second variable to compare is the dc voltage. In all cases, only VSC 1 at Bus
1 is controlling the dc voltage. Given the low resistance and small capacitor sizes in
the dc network, all the dc nodes exhibit similar voltage patterns. The dc voltage of
Node 1 where VSC 1 is connected is shown in Figure 4.9. It is observable that Case 2
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Figure 4.9: DC voltage at Node 1
has the most severe dc voltage drop. The explanation can be seen from the dc current
injection changes at Node 1 and Node 2.
In the event of load ramping, as seen in Figure 4.10b, the current injections at
Node 2 reduce in all the cases. Since VSC 3 and VSC 4 are absorbing constant power
from the dc grid, the power deficits must be compensated by VSC 1, which have to
reduce the dc voltage in order to raise the dc current. The dc current injections on
Nodes 1 and 2 in Case 2 are shown in Figure 4.11a, where the unlabeled light grey
curve is the mirror of the dashed curve.
In Case 2, there is a noticeable delay between the changes in active power reference
and the dc current injection. The delay causes VSC 1 to further reduce the dc voltage
so as to achieve a power balance. Nevertheless, in Case 3 as shown in Figure 4.11b,
the change in current at Node 1 and Node 2 are synchronized, and the dc voltage
drop is low.
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Figure 4.10: Current injections at Nodes 1 and 2
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Figure 4.11: Nodal current injections at Nodes 1 and 2 in Case 2 original parameters
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Figure 4.12: Nodal current injections at Node 2 and the voltage profiles. Case 2´
uses modified parameters.
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Figure 4.13: ac voltages in the dq-axis
The voltage drop in Case 2 can be corrected by adjusting the PI controller gain
for the dc voltage. By changing Kp2 from 0.5 to 1.5 and Ki2 from 0.5 to 2, the peak
of Idc at Node 1 can be shifted to the same phase as Idc at Node 2. The results with
the new parameters are denoted as Case20 and shown in Figure 4.12b.
Finally, the ac voltages in the dq-axis are shown in Figure 4.13. In Cases 1 and
2, the voltage components follow the ac grid voltage phasor. Compared to Case 3,
Case 4 adds the inertial term on the speed reference and thus modifies the ac voltage
components.

4.3.1

Conclusions

In this chapter, two types of transient models for VSC in MT-HVDC networks
are modeled and studied. The current-source controlled VSC, namely, VSC-I is
synchronized to the ac grid and can be seen as a current source from the ac grid.
The voltage-source controlled VSC, VSC-II, is controlled as a synchronous machine
that generates its own speed references.
Although both types of converter models can emulate the inertial response of the
synchronous generator, the mechanism and response characteristics differ. VSC-I
depends on frequency and ROCOF droop to modify the active power reference, while
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VSC-II computes the speed reference based on the ac active power change. It is worth
noting that VSC-I may cause a more severe voltage drop, while VSC-II may result in
higher converter current changes.
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Chapter 5
Provision of Emulated Inertia
Through HVDC Networks
In recent years, large-scale wind farms have been built offshore due to wind resource
availability and onshore land saving.

These offshore wind farms are typically

configured as a current source to inject active power into the ac grid and control
the terminal voltage.
This chapter models the Type IV wind generator for offshore wind farms. Wind
farms are connected to the ac main grid through multi-terminal dc systems. Local
and remote sensing based controls are proposed for the wind farms to provide inertial
and frequency support for the main grid.

5.1

Modeling of Type IV Wind Generators

A type IV wind generator consists of a wind turbine, and a Permanent Magnetic
Synchronous Generator (PMSG) connected to a pair of back-to-back full-capacity
VSCs.
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5.1.1

Aerodynamics and Turbine Model

Based on aerodynamics, mechanical power extracted from wind power by the wind
turbine is represented by
1
Pt = ρπRt2 vw3 Cp (λ, θt )
2

(5.1)

where vw , Rt , ρ, θt , and ωt are the wind speed input, blade radius, air density, rotor
blade pitch angle, and the wind turbine angular speed. The Cp output characteristic
is approximated by
Cp = 0.22(

116
− 12.5
− 0.4θp − 5)e λi
λi

(5.2)

with λi given by
1
0.035
1
=
− 3
λi
λ + 0.08θp θp + 1

(5.3)

and the speed tip ratio λ given as
λ=

vtip
2Rωt
= ηGB
vw
npole vw

(5.4)

For modern wind turbines, assuming a rigid shaft model, namely, ωm = ωt , the
turbine motion equation is given as
2H ω̇m = τt − τe

(5.5)

where τt , τe , and H are the mechanical torque, the electric torque, and the total
inertia. The mechanical torque is calculated from the wind power input and rotor
speed, given as
τt =

5.1.2

pw
ωt

(5.6)

Pitch Angle Control and Maximum Power Tracking

Pitch angle control is designed to avoid super-synchronous speed in high wind speed
scenarios. The pitch angle, θp is modeled as a state variable to track the pitch angle
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setpoint, given as:
θ˙p = (KP ∗ φ(ωm − ω ref ) − θp )/Tp

(5.7)

where φ is a step function which is only sensitive to variations larger than a predefined
step. Then, the output pitch angle goes through an anti-windup limiter which sets
the minimum pitch angle to zero.
Speed control maximizes the power extraction from the wind turbine by changing
the active power setpoint based on maximum power condition. This is also known as
maximum power point tracking (MPPT). For each wind speed and pitch angle, there
exists an optimal turbine speed ωt∗ which satisfies
dpw (ωt∗ , vw , θp )
=0
dωt

(5.8)

The power generation pw (ωt∗ , vw , θp ) is the maximum power point under the wind
speed vw and pitch angle θp . Assuming θp = 0, the maximum power point can be
approximated by a piece-wise linear function given by




0
(ωt < 0.5)


p∗w (ωt ) = 2ωm − 1 (0.5 ≤ ωt ≤ 1)



 1

(ωt > 1)

(5.9)

This MPPT function imposes a lower limit of zero when the turbine speed drops
below 0.5 pu. It also caps the upper limit to 1 pu in super-synchronous cases to avoid
generator overloading.

5.1.3

Generator Model

The transient model assume that the converter dynamics are rapid and therefore can
be neglected. The VSCs decouple the generator from the main grid. Power production
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from the generator depends on the generator-side voltage and current, given as
ps = vs,d is,d + vs,q is,q

(5.10)

qs = vs,q is,d − vs,d is,q

(5.11)

The machine equations in steady state are
vs,d = −rs is,d + ωm xq is,q

(5.12)

vs,q = −rs is,q − ωm (xd is,d − ψp )

(5.13)

where ψp is the rotor-side permanent field flux.
The power injections into the grid depend on the grid-side voltage and the
converter current, given as
pc = vc,d ic,d + vc,q ic,q

(5.14)

qc = vc,q ic,d − vc,d ic,q

(5.15)

Assuming perfect PLL tracking, the voltage phasors of the main grid, vc,d and vc,q
can be calculated from

5.1.4

vc,d = −vh sinθh

(5.16)

vc,q = vh cosθh

(5.17)

VSC Controller

The back-to-back VSCs decouple the generator from the main grid for independent
controls.

The converters can regulate the dc link voltage and reactive power

generation on the generator side while controlling the active power and the ac voltage
on the grid side. These control effects are achieved by controlling the converter
currents is,d , is,q , ic,d , ic,q . The following control paradigm is adopted [44].
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Let the generator-side converter track the optimal active power and control
reactive power generation:
i̇s,d =

i̇s,q

1
(Ksd (qs0 − qs ) − is,d )
Tsd

1
pref
s
=
(
− is,q )
Tsq ωm (ψp − xd is,d )

(5.18)

(5.19)

where qs0 is the reactive power computed from the power flow solution, and pref
s
is the computed active power set point on the generator side. In general, pref
=
s
p∗w (ωm ) + ∆p, which is the MPPT function defined in (5.9).
Let the grid-side converter control the dc link power extraction and the ac voltage:
i̇c,d = (Kcd (v ref − vh ) − ic,d )/Tcd

(5.20)

i̇c,q = (Kcq (ps − pc ) − ic,q )/Tcq

(5.21)

where v ref is the ac voltage set point.

5.1.5

Inertia Emulation Control

The inertia emulation control loop modifies the active power set point in the event
of a detected ac grid frequency excursion. The wind generator can push inertial
mechanical power out of the turbine by increasing the generator-side converter current
and, consequently, reduce the turbine generator speed. Some literature also explores
different modes for wind turbines under various operating conditions [66].
The implementation of an inertial emulation controller does not require the
modification of the existing VSC control model. Instead, it is an add-on controller
that provides an output signal, pi (fh ) for adjusting the active power reference, pref
s ,
of the generator-side converter. Ideally, the power adjustment is proportional to the
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rate-of-change of frequency (ROCOF) of bus h:
∆p = pi (fh ) = Kp

d∆fh
dt

(5.22)

where the frequency of bus h can be obtained, depending on the installation site of
the wind generator, locally or remotely. If the wind generator is installed onshore,
the wind generator should monitor the frequency on the collector bus. If the wind
generator is installed offshore, the frequency value passing could utilize the dc network
or a communication network [58, 71].
In real systems, the ROCOF measured by PMUs is hardly accurate. During transitions, power system noise and harmonics could invalidate the ROCOF measurements,
especially during a short time window.

5.1.6

Simplified Off-Shore Wind Generators

There are cases where wind generator output is connected to dc networks through
an extra level of power converter, such as large-scale distributed offshore wind farms.
Assuming the time constants for the VSC controllers are negligible, the Type IV wind
generator model can be simplified to a turbine generator model and a generator-side
converter model. Equations (5.14), (5.10), (5.16), (5.17), (5.20) and (5.21) can be
excluded. In addition, the current injection to the dc grid is calculated as
idc = ps /(v1 − v2 )

(5.23)

where v1 and v2 are the dc voltages on both terminals of the connection.

5.2

Inertia Emulation Controllers

Converters can be controlled individually to emulate inertia response, as discussed
in the previous chapter. The MTDC network, therefore, becomes the medium for
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transferring power and sharing inertia among the connected areas. This section will
discuss the local and wide-area inertia emulation controllers for differently controlled
dc components.

5.2.1

Local Signal Based Inertia Emulation

In the MTDC topology, one of the converters, known as the secondary, is in charge
of controlling the dc voltage, while the other converters, the primary ones, are to
control the ac power injections. The inertia emulation controllers, therefore, have to
be designed differently. For the active power controlling converters, inertia emulation
is performed by modifying the active power reference in the same vein as (5.22).
Nevertheless, the extra power comes at the cost of reduced capacity to control the dc
voltage by the primary converter. In other words, if the secondary converter injects
less power into the dc network, the dc voltage reference must be reduced to maintain
stability:
∆Vdc = Kp (P − P0 )

(5.24)

For the converter controlling the dc voltage, inertia emulation can only be done
by modifying the dc voltage reference so that the power flow injection into the dc
node increases. The application of a ROCOF droop on Vdc with the coefficient Ki is
given by
∆Vdc = Ki

d∆fh
dt

(5.25)

The additional power for the inertia response has to be supplied by other
components through the dc network. If a frequency excursion happens in the area
where the active power is controlled, the extra power demand for emulated inertia will
cause a dc voltage drop and therefore be compensated by the secondary converter.
Interestingly, if frequency dives in the area with a secondary converter, additional
power will not be supplied by other primary converters unless an additional signal is
comprehended.
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The additional signal can be local, such as dc voltage, or wide-area, such as remote
frequency. Given the simplicity and effectiveness of droop control, for the primary
converters a dc voltage droop on the active power reference (4.14) is necessary as a
negative feedback:
∆Pref = Kdc (Vdc − Vdc0 )

(5.26)

where Kdc is the droop coefficient, and Vdc0 is the dc voltage initial value. Note that
the sign of Kdc depends on the direction of power flow, namely, the sign of Pref . Kdc
should be positive if the converter is feeding power into the ac grid, otherwise negative
if the converter is absorbing power from the grid.
Accordingly, the secondary converter can modulate the amplitude of the reference
dc voltage by imposing the ROCOF. With a droop coefficient of Kr , the voltage
reference is modified by
∆Vdc = Kr

d∆fh
dt

(5.27)

The advantage of local signal based methods are [58, 42]:
1. Simplicity in implementation, as the local dc voltage can be readily measured,
2. Robustness in performance, as only local measurements are involved.
The disadvantages are, however,
1. Normal and disturbed operation modes must be distinguished to select the
proper droop. Converters should operate in P − Vdc droop in normal mode
and must switch to f − Vdc droop in disturbed mode. This can be implemented
by a dead band of frequency deviation, for instance, ±20 mHz.
2. A change in power reference Pref to modify the converter setting will affect
the dc voltage and may trigger disturbed mode for the interconnected areas.
Converters in the disturbed areas will switch to f − Vdc droop and drift from
the power reference point.
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3. The total amount of extra power demand is set by the converter in the area
where a frequency event happens (denoted as the ”destination converter”).
Nevertheless, the distribution of the extra power demand by other source
converters is highly dependent on the dc network topology, parameters, and
converter droops.

5.2.2

Wide-Area Signal Based Inertia Emulation

In a monitored wide-area network, the frequency and ROCOF signals can be
transmitted to other areas through communication networks. Wide-area signals can
be complementary to local dc voltage signals in adjusting the references for inertia
response. For an active power controlled VSC, the ROCOF signals of other areas can
be utilized to modify Pref as

∆Pref =

j6=i
X

Ki,j f˙j

(5.28)

j=1,..,n

where Ki,j is the droop coefficient of the ROCOF in area j on Pi,ref . The sign of Ki,j
is positive when Pi,ref is negative, or vice versa.
For a secondary converter controlling the dc reference voltage, the ROCOF droop
can be applied to Vdc similarly as

∆Vdc =

j6=i
X

Kdc,j f˙j

(5.29)

j=1,..,n

where the sign of Kdc,j is positive when Pi,0 is positive, or vice versa.
Although the source converters are able to increase the power output in response
to frequency events, it is important to note that the total amount of power to be
extracted is determined by the destination converter, which updates its reference
value based on the local measurement.
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5.3

Provision and Allocation of Inertia Response

In the dc voltage droop based method, an important and interesting topic is to
estimate the amount of inertia converters can emulate, the amount of power needed
for the inertial response, and the allocation of the needed power. This subsection
proposes an approximation of the power absorption by the converter in need, along
with an approach to allocate the power among the offshore wind farms.
Consider a dc network with two Node. VSC 1 in Area 1 connects to Node 1,
controlling the dc node voltage and its ac bus voltage. VSC 2 in Area 2 controls the
ac voltage magnitude and the power generated by the connected PMSG. If an event
happens in Area 1, the ROCOF in Area 1, specifically on the bus where VSC 1 is
connected, will reflect as a command to reduce the dc voltage based on (5.27). It will
affect the dc current reference and be actuated with a change in the inner current
control loop.
Consider the power absorption on VSC 1 and neglect the converter losses as the
multiplication of dc voltage and current:
PV SC1 = −Vdc1 Idc1

(5.30)

where the negative sign indicates current injection into the converter. Linearize the
equation around the steady state yields:
∆PV SC1 = −Vdc1 ∆Idc1 − Idc1 ∆Vdc1

(5.31)

In (5.31), −Vdc1 ∆Idc1 is the extra power the converter can absorb by increasing
its current injection, while the Idc1 ∆Vdc1 is the amount of power the converter fails
to absorb due to dc voltage drop.
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5.3.1

Maximum Extractable Inertial Power

Assuming that the dc current tracking dictated by the dc voltage deviation is fast
enough and ignoring the integral term due to the relatively short time period, the dc
current can be approximated by
∗
∆Idc1 ≈ (Vdc1
− Vdc1 )Kp3

= (Ki

df1
)Kp3
dt

(5.32)

If the power supply from VSC 2 is adequate and rapid, the dc current control will
stabilize before a significant dc voltage drop, which yields ∆Vdc1 = 0. Letting the
converter operate with nominal power initially, the maximum inertial power VSC 1
can absorb is calculated by substituting (5.32) in (5.31):
∆PV SC1 = Ki Kp3

df1
dt

(5.33)

Comparing (5.33) with the generator swing equation (5.34)
2H

dω
= ∆P
dt

(5.34)

it is observable that the the emulated inertia HV SC1 at VSC 1 is
1
HV SC1 = Ki Kp3
2

5.3.2

(5.35)

Power Reduction Due to DC Voltage Drop

If the output of VSC 2 does not ramp either fast enough or adequately enough, VSC
1 will continue reducing the dc voltage in order to increase the current injection. On
the other hand, the voltage reduction will have a droop effect on the inertial power.
Considering the output of VSC 2 as in (5.26), which is a power droop based on
dc voltage deviation, the power balance between VSC 1 and VSC 2 can be given as
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Kp3 Ki

df1
+ ∆Vdc1 Idc1 = ∆Vdc2 Kdc
dt

(5.36)

which can be extended to a multi-terminal dc network where terminals j = 2, ..., n
respond to the dc voltage deviation collectively:
n

X
df1
Kp3 Ki
+ ∆Vdc1 Idc1 =
∆Vdcj Kdcj
dt
j=2

(5.37)

Assuming that the dc voltage drops ∆Vdci ≈ ∆Vdc1 , j = 2, ..., n, the dc voltage
drop can be calculated as
df1
Kp3 Ki
×
dt
j=2 Kdcj + Idc1

∆Vdc = Pn

(5.38)

where Idc1 is the dc current in per unit value at the linearization point. It can be
observed that the dc voltage deviation is determined by the sensitivity coefficient
(Kdcj )

5.3.3

Allocation of Inertial Power

The inertial power response from areas outside the contingent area depends on their
sensitivity on the dc voltage change. To allocate the inertial response from multiple
areas, an extra signal is needed to adjust the power references on the supporting
converters. The extra signal can be transported via communication channels, and
the generation of the signal can be centralized or decentralized.
The goal of inertial power allocation is to have the converters contribute the
desired percentage of power, which results in coordination between the converters.
The centralized approach to generating the signal can be done by communicating
the active power demand, (5.33), at the secondary (receiving) converter, and letting
each sending converter compute its share. Although the centralized method offers
more accuracy in computing the power, it is prone to N − 1 failures and could be
jeopardized by communication delays.
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The alternative approach is to use decentralized control which does not rely on
a single source for control signals. Each converter in the system can communicate
necessary information with other converters to achieve a consensus. Assume that
converter i is set to share ρi percent of actual inertial power, the power-sharing
percentages can be achieved by sending to converter i+1 : a) the desired share of
converter i, and b) the current inertial power deviation, ∆Pi , defined as
∆Pi = Pi − Pi,0

(5.39)

The receiving i+1 -th converter modifies the local inertial response in (5.26) with
a correction term based on the received information. Ideally, the inertial response
from converters i and j should satisfy
ρi+1
∆Pi+1
=
ρi
∆Pi

(5.40)

Therefore, the correction term to be added at converter i+1 is calculated with
0
∆Pref,i+1
= ∆Pi −

ρi+1
∆Pi+1
ρi

(5.41)

The diagram of the proposed decentralized control is shown in Figure 5.1.
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Figure 5.1: Decentralized inertial power allocation controller on converter i
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5.4
5.4.1

Case Studies
Test System Setup

To better understand the inertia response across the dc network, a multi-area
test system is created by linking two IEEE 14-bus islands with two offshore wind
farms using a four-terminal MTDC. Two current-source controlled VSC inverters are
installed at Bus 1 in Area 1 (denoted as Bus 1-1) and Bus 2 in Area 2 (denoted as Bus
2-2). Each of the two Type IV wind generators has a generator-side converter with a
direct connection to the MTDC network. Note that in each independent ac system,
Bus 1 has a high-capacity slack generator, and Bus 2 has a small generator initially
with Pg = 0.4 pu. An illustration of the test system can be found in Figure 5.2.
Main Grid Area 1

Main Grid Area 2

Offshore Wind Farm 1

Four−Terminal DC Network

Offshore Wind Farm 2

Figure 5.2: Illustration of the four-area, four-terminal test system
The control settings of the dc terminals are: a) VSC 1: Vac = 1.06, Vdc = 1.0,
b) VSC 2: P = 0.4, Q = 0, c) WTG 1 and WTG 2: Ps = 0.4. At the initial wind
speed, the active power generation by each of the wind turbines is 0.4 pu. VSC 2
absorbs exactly 0.4 pu of active power and VSC 1 slightly less, at 0.399 pu, due to dc
losses.
The event to trigger the frequency drop is a load ramping of 0.4pu at Bus 12
in each island, respectively. Given the different active power control methods, the
inertia responses provided by the connected converters are expected to differ. The
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following four case studies are performed under local IE and wide-area ROCOF-based
IE:
1. Base Case: No inertia emulation enabled on VSC or WTG;
2. VSC Inertia Response: VSCs are IE-enabled; WTGs are not;
3. WTG Inertia Response: WTGs are IE-enabled; the other VSC is not;
4. VSC + WTG Inertia Response: Both WTGs and VSCs are IE-enabled.

5.4.2

Load Ramping in Area 2

Local Inertia Emulation
Simulation results of active power output, bus frequency, dc voltage, and WTG rotor
speed are shown in Figures 5.3 to 5.6.
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(a) Active power injection of VSC 1 into Bus 1-1 (b) Active power injection of VSC 1 into Bus 2-2

Figure 5.3: VSC active power injections under local inertia emulation
There are six observations from the results:
1. In Case 1, the frequency in Area 2 has the lowest nadir because VSC 2 cannot
provide inertial support to the load ramping event; the fluctuation of active
power on VSC 2 is caused by the fluctuation of the Bus 2-2 voltage.
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Figure 5.4: Bus frequency under local inertia emulation
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(a) Voltage magnitude at Bus 1-1

(b) Voltage magnitude at Bus 2-2
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Figure 5.5: Bus voltage magnitude under local IE
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(a) WTG power output under local IE

(b) WTG Rotor Speed under local IE

Figure 5.6: WTG response characteristics under local IE
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Figure 5.7: DC voltage at Node 1 under local IE
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2. In Case 2, VSC 2 is able to increase the active power reference based on the
local ROCOF. It causes the dc voltage to reduce and incurs extra inertial power
supply from VSC 1.
3. In Case 3, WTGs are able to reduce the rotor speed to extra inertial power, in
response to the dc voltage deviation.
4. In Cases 3-4, VSC 2 are able to ramp up active power of the same amount. In
both cases, WTGs supplied most of the inertial power to VSC 2.
5. Comparing Case 2 with Case 3, the inertial power supplies from the WTGs are
more sufficient and timely.
6. In Case 4, since there is adequate inertial support from the WTGs, dc voltage
drops less than in Case 2. Due to the response from VSC 1, dc voltage drops
more than in Case 3.
In this scenario, WTGs voluntarily provide inertial support for the load ramping
event in Area 2. VSC 1 does not voluntarily provide inertial support, but its dc
voltage controller can provide extra power when the dc voltage drops due to VSC 2.
Remote ROCOF based Inertia Emulation
In this case, the ROCOF of Bus 2-2 is transmitted to VSC 1 as a remote signal to
improve the inertia response. In Figures 5.8 to 5.11, the following can be observed:
1. Cases 1 and 3 are identical to the cases in the last subsection. The WTG model
and parameters remain the same.
2. In Cases 2 and 4, VSC 2 extracts the same peak power for inertial response.
VSC 1 is able to able to support inertial power without relying on the dc voltage
drop signal.
3. In Cases 2 and 4, due to the increased support from VSC 1, the frequency
response in Area 2 is increased compared with the local IE methods.
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(a) Active power injection of VSC 1 into Bus 1-1 (b) Active power injection of VSC 1 into Bus 2-2

Figure 5.8: VSC active power injections under remote inertia emulation
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Figure 5.9: Bus frequency under remote inertia emulation
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Figure 5.10: Bus voltage magnitude under remote inertia emulation
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Figure 5.11: WTG response characteristics under remote IE
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Figure 5.12: DC voltage at Node 1 under remote IE
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4. In Case 4, since the dc voltage drop is low, inertial support from WTGs are
inhibited. Figure 5.11b shows that the WTGs start to accelerate due to the
increasing dc voltage and extra power from VSC 1.
The droop of Bus 2-2 ROCOF on dc voltage introduced by VSC 1 can be viewed
as a leverage to split the inertia demand between VSC 1 and other sources (the WTGs
in these cases). Based on the values of Ki,2 , the following scenarios exist:
1. If Ki,2 = 0 (case 4 under local IE), WTGs will respond to Vdc drops due to the
inertia power demand on VSC 2. VSC 1 will then compensate for the deficits.
2. If Ki,2 ≥ 0, dc voltage will experience a further decline. WTGs will provide
more inertia support, but VSC 1 will compete with VSC 2 to withdraw inertial
power from the WTGs.
3. If Ki,2 ≤ 0, dc voltage will rise. As a result, WTGs will reduce their outputs
and VSC 1 will pick up. A limiter should be imposed on the upper dc voltage
so that VSC 1 will not be overdrawn. Also needed is a limiter to cap the dc
voltage the WTGs should respond to.
To summarize, the inertial response from WTGs requires a decline in the dc
voltage, while the inertial response from VSC 1 may, on the other hand, increase the
dc voltage. A balance needs to be achieved when leveraging the ROCOF −Vdc droop.

5.4.3

Load Ramping in Area 1

In this subsection, load ramping events on Bus 1-2 in Area 1 is studied. The WTGs
can be configured to provide inertial support based on the dc voltage deviation, and
VSC 2 can be set to respond to either the local dc voltage signals or the remote
ROCOF signal from Area 1. Note that VSC 1 in Area 1 is responsible for controlling
the dc voltage, so the theoretical maximum extractable power is determined by VSC
1.
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(a) Active power injection of VSC 1 into Bus 1-1 (b) Active power injection of VSC 1 into Bus 2-2

Figure 5.13: VSC active power injections under local inertia emulation
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Figure 5.14: Bus frequency under remote local emulation
Local Inertia Emulation
In this simulation case set, VSC 2 can only respond to local dc voltage signals. The
results are shown in Figures 5.13 to 5.16. The observations are as follows:
1. In Cases 2-4, VSC 2 and WTGs can contribute to the inertial demand by VSC
1, either individually or collectively. The inertial power drawn by VSC 1 in the
three cases is close to each other.
2. Comparing Case 4 with Case 2, it is observed that the dc voltage drop can be
lowered if VSC 2 and the WTGs collaborate.
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Figure 5.15: WTG response characteristics under local IE
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Figure 5.16: DC voltage at Node 1 under local IE
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3. The collaboration between the WTGs and VSC 2 reduced the rotor speed
reduction at the WTGs and lowered the disturbance to Area 2, when given
the same amount of inertial power VSC 1 withdraws.
Remote ROCOF-Based Inertia Emulation
In this study, the ROCOF signal of Area 1 is transmitted to VSC 2 as a droop
to modify the active power reference. Compared with the studies in the previous
subsection, in Cases 2 and 4, the dc voltage changes are smaller, and the inertial
power ramping at VSC 1 is slightly higher.
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Figure 5.17: VSC active power injections under remote inertia emulation
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Figure 5.18: Bus frequency under remote IE
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Figure 5.19: WTG response characteristics under remote IE
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Figure 5.20: DC voltage at Node 1 under remote ROCOF-based IE
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The maximum inertial power extracted by VSC 1 can be calculated using (5.33).
By substituting in Ki = 50, Kp3 = 1 and observing the ROCOF at Bus 1-1 in
Figure 5.21, the estimated maximum inertial power is

∆PV SC1 = Ki Kp3

df1
= 0.1 pu
dt

(5.42)

which can approximate the maximum power extraction, ∆PV SC1 = 0.11, shown in
Figure 5.17a.
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Figure 5.21: ROCOF at Bus 1-1 under Area 1 load ramping with remote ROCOFbased IE
By observing the valley dc voltage difference of Case 3 and Case 4 as shown
in Figure 5.16, the reduced dc voltage between Cases 2 and 3 when ROCOF is
at its nadir can be calculated using (5.38) by substituting in Ki = 50, Kp3 = 1,
Kdc3 = Kdc4 = 10, and Idc1 = 0.4, yielding
df1
−0.1
Kp3 Ki
×
=
= −0.0049
dt
20.4
j=2 Kdcj + Idc1

∆Vdc = Pn
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(5.43)

which can approximate the actual voltage drop ∆Vdc = 0.9902 − 0.9856 = 0.00465 at
t = 3.13 s

5.5

Conclusion

This chapter presented an application of using multi-terminal dc for integrating
offshore wind generation.

Type IV PMSG wind generator model with inertial

emulation is proposed. A four-terminal dc system that connects two onshore ac
grids and two offshore wind farms are studied. Estimation for the extracted inertial
power by the VSC controlling the dc voltage is provided, along with an estimation of
dc voltage drop.
Case studies verify the inertial support capability of the Type IV wind generators.
Also verified is the capability of extracting the inertial power of the converters through
the dc network.
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Chapter 6
Conclusions
6.1

Main Contributions and Conclusions

This dissertation consists of four main parts: 1) the architecture, design, and
implementation of a large-scale cyber-physical power system testbed, 2) Newton
power flow methods with the inclusion of multi-terminal HVDC and its control
handling, 3) dc network and VSC converter models for transient simulations with
inertia emulation, and 4) integration of offshore wind farms with inertial and primary
frequency support through MTDC
Chapter 2 proposes the design and implementation of a testbed for wide-area
measurement-based control using open-source software. The testbed consists of a data
streaming interface for linking simulations, measurements, EMS, and control modules.
The platform features a unified data interface, which enables exchangeability between
modules of the same functionality. Further, an open-source Python-based transient
simulation tool, ANDES, is developed and interfaced to the testbed.
Chapter 3 models the dc network and VSC in the Newton power flow iterations.
An extended formulation to include the control set points and automatically enforce
the control limits is proposed.

By including the set point equations in the

simultaneous power flow solution process, the values of the controlled variables, such
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as terminal voltages or throughput current, can be checked at each iteration and set
to the limits when applicable.
Chapter 4 models the dynamic components in the HVDC transmission networks
with representations of dc resistance, inductance, and capacitance. Two types of
VSCs that are controlled as a current source or voltage source are modeled for
positive-sequence transient simulation. In addition, inertia emulation control loops
are modeled for each type of VSC. Case studies show that the converters are able
to provide inertial support to the ac grid, although their response characteristics
differ. Therefore, the dc voltage controller gains must be tuned accordingly to ensure
adequate response and maintain dc voltage.
Chapter 5 presents offshore wind farms, with Type IV wind generators, namely,
the PMSG with ac voltage control and power control, connected through a multiterminal dc network. Inertial emulation controllers are modeled to modify the power
reference and provide inertial power by decelerating the turbine. Furthermore, dcvoltage droop based local information and remote ROCOF-based information are
compared. Estimation of the maximum extractable inertial power and estimated dc
voltage droop due to inadequate response are proposed.

6.2

Future Research Directions

Continuation of the research proposed in this dissertation can be carried out in the
following directions:
1. The integration of software-defined communication networks with the power
simulator can continue. Modeling the existing communication infrastructure for
power substations and the supporting communication protocols helps examine
the impact of cyber-space events on the physical system. Further, cybersecurity
research using the testbed can be carried out within substations, between
substations and control centers, and within the control center.
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2. The voltage-source type VSC can be modeled with more details, including the
overcurrent limiters that are critical for fault scenarios. The stability of the
voltage-source type VSC can be further studied by examining angular stability,
namely, the synchronization characteristics that are affected by the control
parameters.
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