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Kivonat Az enyhe kognitív zavar (EKZ) heterogén klinikai szindróma,
melyet gyakran tartanak a demenia preklinikai (azaz a demenia diag-
nózis felállításához nem elegend®, de mérhet® kognitív hanyatlással járó)
szakaszának is. Az EKZ jellemz®i közé tartozik a kognitív funkiók eny-
he hanyatlása, beleértve a memóriát, a végrehajtó és a nyelvi funkiókat.
Kutatások alapján a nyelvi funkiók megváltozása már azel®tt észlelhe-
t®, hogy az EKZ-ra jellemz® egyéb kognitív tünetek megjelennének. Az
alanyok beszédének elemzése így praktikus, olsó és nem-invazív eszköze
lehetne a betegség korai sz¶résének. Jelen munkánkban egy viszonylag
friss, mély neurális hálón alapuló eljárást, az x-vektorokat használjuk jel-
lemz®kinyerésre, majd ezen jellemz®ket felhasználva osztályozó eljárást
(SVM-et) tanítunk az EKZ-s és a kontroll beszél®k elkülönítésére. Kí-
sérleti eredményeink alapján az x-vektorokkal pontosabb diszkrimináió
érhet® el, mint a hagyományos i-vektorok használatával.
Kulsszavak: demenia, enyhe kognitív zavar, x-vektorok
1. Bevezetés
A demenia krónikus, progresszív klinikai szindróma, amely f®ként id®s szemé-
lyeket érint világszerte. Jellemz®i közé tartozik a memória, a nyelvi készségek és
a problémamegoldó képesség romlása. A fenti készségeket érint® hanyatlás olyan
mérték¶, hogy az megnehezítheti vagy ellehetetlenítheti a páiens mindennapi
tevékenységeinek elvégzését (Alzheimer's Assoiation, 2020). A betegség jelenleg
kb. 46,8 millió embert érint világszerte, ez a szám pedig a beslések szerint 2050-
re megduplázódhat (Prine és mtsai, 2015). Tekintve, hogy a jelenleg elérhet®
terápiás beavatkozások a betegség korai szakaszában vagy a betegséget meg-
el®z®, preklinikai stádiumban mutatják a legnagyobb hatékonyságot (Szatlózki
és mtsai, 2015), a betegség ezen fázisokban történ®, korai felismerése kiemelt
fontosságú.
A demenia preklinikai szakaszát a szakirodalom enyhe kognitív zavarnak
(EKZ) nevezi. Ez az állapot egyfajta határterületnek tekinthet® az öregedéshez
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társuló, normális mérték¶nek tekinthet® szellemi hanyatlás és a már kimutatható
demenia között (Petersen és mtsai, 2014). Számos kutatási eredmény utal arra,
hogy az EKZ a páiensek beszédkészségére is hatással van  ezekre támaszkodva
a beszédelemzés költséghatékony, non-invazív eszközt kínálhat a betegség korai
felismerésére. Az utóbbi években számos kutatás jelent meg, olyan eszközök és
eljárások bemutatásával, amelyek élja egészséges kogníiójú kontroll (K) sze-
mélyek és EKZ-val vagy Alzheimer-kórral él® páiensek automatizált módszerrel
történ® megkülönböztetése volt az alanyok beszédének vizsgálata alapján (lásd
de Ipiña és mtsai, 2018; König és mtsai, 2018; Themistoleous és mtsai, 2018;
Sluis és mtsai, 2020; Themistoleous és mtsai, 2020).
A szakirodalomban ismertetett eljárások egy részében feladatspeikus jel-
lemz®ket vizsgáltak: olyan paramétereket kerestek tehát, amelyek eltérnek a
kontrollszemélyek és az EKZ-s vagy enyhe AK-s alanyok beszédében. Ilyen para-
méterek voltak például a szünetek száma és id®tartama (Vinze és mtsai, 2020),
vagy a beszédtempó és az artikuláiós ráta (Meilán és mtsai, 2020). (A jellemz®-
kinyerést azután természetesen egy standard gépi tanulási lépés követi, például
Support Vetor Mahine-t (SVM) használva.) Egy másik elterjedt megközelítés
az, hogy általános élú eljárásokat alkalmazva nyernek ki jellemz®ket az egyes
alanyok hangfelvételeib®l. Ezt követ®en ezeket a jellemz®vektorokat felhasznál-
va, statisztikai alapú osztályozó eljárással lehet elkülöníteni a két (vagy ese-
tenként több) beszél®soportot. Ilyen általános élú jellemz®vektorok lehetnek
például az i-vektorok: habár ezeket eredetileg beszél®felismerés éljára fejlesz-
tették ki, kés®bb sikerrel alkalmazták a Parkinson-kór (Garía és mtsai, 2017;
Garía és mtsai, 2018) és az Alzheimer-kór (Weiner és Shultz, 2018; Egas-López
és mtsai, 2019) felismerésére is.
A beszél®felismerés területén a korábban a legkorszer¶bb tehnikának tar-
tott i-vektorok helyét az utóbbi években egy mély neurális hálóra (Deep Neural
Network, DNN) épül® eljárás, az x-vektorok vették át (Snyder és mtsai, 2018). A
mély tanulás térhódítását tekintve ez nem is meglep®. Ésszer¶nek t¶nhet, hogy
az i-vektorok után az x-vektorokat is alkalmazni kezdik az orvostudományi be-
szédfeldolgozás területén, vagy a tehnikai értelemben valamennyire rokon téma-
körnek számító paralingvisztikai feladatok esetén. Eddig ugyanakkor elég kevés
ilyen tanulmány jelent meg: orvostudományi területen sak Botelho és mun-
katársai, valamint Jeanolas és munkatársai tanulmányairól van tudomásunk.
Mindkét fönt említett kutatósoport a Parkinson-kór felismerésére alkalmazott
x-vektorokat (Botelho és mtsai, 2020; Jeanolas és mtsai, 2020) (és mindkét ta-
nulmány sak arXiv preprintként érhet® el jelenleg).
Jelen ikkünkben azt vizsgáljuk, hogy milyen hatékonysággal alkalmazható-
ak az x-vektor beágyazások az EKZ fölismerésére. Snyder és munkatársai egy
el®re tanított, letölthet® modellt (DNN-t) is a közösség rendelkezésére bosátot-
tak; emellett a ikkben saját modellel is kísérletezünk, 60 órányi magyar nyelv¶
spontán beszédre tanítva. Az x-vektorok a háló több rétegéb®l is kinyerhet®k,
melyek hatékonyságát szintén megvizsgáljuk, az elért pontosságértékeket pedig
összevetjük az i-vektorok használatával elért eredményekkel.
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Réteg Teljes Be- és
Réteg közvetlen környezet kimenetek
környezete mérete száma
Keret #1 [ t-2, t+2 ℄ 5 120, 512
Keret #2 { t-2, t, t+2 } 9 1536, 512
Keret #3 { t-3, t, t+3 } 15 1536, 512
Keret #4 { t } 15 512, 512
Keret #5 { t } 15 512, 1500
Összegz® [ 0, T } T 1500T , 3000
Szegmens #6 { 0 } T 3000, 512
Szegmens #7 { 0 } T 512, 512
Szoftmax { 0 } T 512, N
1. táblázat. Az x-vektor rendszer DNN arhitektúrája, mely öt keretszint¶ rétegb®l, egy
statisztikai összegz® (pooling) rétegb®l, két szegmensszint¶ rétegb®l és egy kimeneti,
szoftmax rétegb®l áll. N-nel jelöltük a háló betanítására használt adatbázis beszél®inek
számát (azaz a szoftmax réteg neuronjainak számát). Jelen arhitektúra megegyezik a
Snyder és munkatársai által leírttal (Snyder és mtsai, 2017).
2. X-vektor kódolás
Az x-vektor tehnika egy neurálisháló-alapú jellemz®kinyer® eljárás, mely a vál-
tozó hosszú hangfelvételeket x dimenziószámú jellemz®térbe képzi. Tehnikailag
egy mély neurális hálóról van szó, melynek bemenetei keretszint¶ vektorok (pél-
dául MFCC-k), mélyebben elhelyezked® rejtett rétegei keret-, magasabb rejtett
rétegei pedig szegmensszinten m¶ködnek. Az egyes bemondásokhoz tartozó be-
ágyazásokat (azaz az x-vektorokat) a szegmensszint¶ rétegek aktiváiói jelentik.
A legelterjedtebb x-vektor arhitektúrát Snyder és munkatársai vezették be
(Snyder és mtsai, 2018). Ebben a keretszint¶ rejtett rétegek id®eltolásos (time-
delay) módon m¶ködnek: például a második keretszint¶ rejtett réteg t. kerethez
tartozó aktiváióinak meghatározásához az els® keretszint¶ réteg három kerethez
tartozó aktiváióját (t−2, t és t+2) használjuk bemenetként. (Ld. 1. táblázat.) Az
ötödik keretszint¶ réteg után egy összegz® réteg (stats pooling layer) következik:
ennek bemenete az utolsó keretszint¶ réteg az aktuális felvétel összes keretén
számítva). (A 1. táblázatban a felvétel kereteinek számát T -vel jelöltük.) Az
összegz® réteg ezen aktiváiók átlagát és szórását számolja ki; ezen két, 1500-1500
elem¶ vektor egymás után f¶zve adja az els® szegmensszint¶ réteg bemenetét.
Ezen ponttól kezdve a háló szegmensszint¶ként m¶ködik tovább. A kimeneti,
szoftmax réteg a tanító halmazban található beszél®k számának megfelel® számú
neuront tartalmaz (Snyder és mtsai, 2017, 2018).
A háló tanítása, a fönti struktúrát kihasználva, nem keret-, hanem szegmens-
szinten történik; ímkeként az adott felvétel beszél®jének azonosítóját használjuk
(mondjuk keresztentrópia veszteségfüggvénnyel). Tanítás után a beágyazások ki-
nyerésére praktikusan bármelyik szegmensszint¶ réteg alkalmas; a tapasztalatok
alapján a hatodik (a kimeneti rétegt®l távolabb es®) réteg aktiváióinak haszná-
lata jobb eredményekhez vezet, mint a hetedik rétegé (Snyder és mtsai, 2018).









1. ábra: Az x-vektort kinyer® mély neurális háló általános struktúrája (Snyder
és mtsai, 2018, nyomán).
Megjegyeznénk még, hogy a kimeneti réteg kizárólag tanításkor kap szerepet,
így a kés®bbiekben ez el is dobható.
3. Kísérleti körülmények
3.1. Az EKZ-s és kontroll alanyok felvételei
A EKZ felismerésére vonatkozó kísérleteinket saját hangadatbázison végeztük,
melyet a Szegedi Tudományegyetem Pszihiátriai Klinikáján rögzítettünk. A rög-
zítés digitális diktafonnal történt, küls® mikrofon használatával; a felvételeket
utólag monó, 16 kHz-es mintavételezés¶ formátumra konvertáltuk. Az alanyok
spontán beszédét rögzítettük, az instrukió a következ® volt: Kérem, részlete-
sen mesélje el az el®z® napját!. (A felvételekr®l további részletekért ld. Vinze
és mtsai, 2020). Az elkészült felvételekb®l hangmin®ség alapján válogattunk; je-
len tanulmányunkban 25 EKZ-s és 25 kontroll alany felvételeit használtuk fel.
A két soport életkorbeli, nembeli és (elvégzett iskolai években mért) képzett-
ségbeli eloszlása nem mutatott statisztikailag szignikáns különbséget. Sajnos a
felvételi körülmények miatt sok bemondás még a válogatás ellenére is visszhan-
gos vagy jelent®s háttérzajjal rendelkez® volt; a jel-zaj-arány (Signal-to-Noise
Ratio, SNR) 14 és 35 dB közé esett.
3.2. Keretszint¶ jellemz®k
Keretszint¶ jellemz®készletként standard MFCC vektorokat használtunk. 20 MFCC
együtthatót nyertünk ki a felvételekb®l 25 milliszekundum hosszú keretekb®l, 10
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milliszekundumos lépésközzel, a Kaldi eszköz segítségével (Povey és mtsai, 2011),
melyhez hozzátettük még a lokális energiát mint jellemz®t. Bár terveink között
szerepelt az egyéb típusú (keretszint¶) jellemz®k kipróbálása, az eszköz korlátai
miatt nem volt lehet®ségünk sem frekvenia-sz¶r®sorok energiaértékeinek (lter
banks) használatára, sem az els®- vagy másodrend¶ deriváltak felhasználására.
3.3. Az x-vektor DNN-ek tanítása
Saját x-vektor-kinyer® neurális háló modelljeinket a BEA Spontánbeszéd-adat-
bázis egy részhalmazán tanítottuk (Neuberger és mtsai, 2014). 165 beszél®t vá-
lasztottunk ki; a felvételekb®l automatikusan kivágtuk azokat a részeket, melyek-
ben a felvételvezet® hangja is hallható, így 10636 hangfelvételt kaptunk, összesen
körülbelül 60 órányi terjedelemben. Az eredeti sztereó, 44,1 kHz-en mintavéte-
lezett bemondásokat monó, 16 kHz-es formátumra konvertáltuk.
A DNN modelleket a Kaldi rendszerrel (Povey és mtsai, 2011) tanítottuk
be, és ezt használtuk a jellemz®vektorok kinyerésére is. A tanítás során szoká-
sos eljárás a tanító adat méretét mesterségesen megnövelni úgy, hogy az eredeti
hangfelvételekhez zajt adnak és/vagy visszhangosítják azokat (Snyder és mtsai,
2018). Mivel az EKZ-s és kontroll alanyainktól gy¶jtött hangfelvételeink eleve
elég rossz min®ség¶ek voltak, míg a BEA adatbázis szinte stúdiómin®ség¶ fel-
vételeket tartalmaz, kívánsiak voltunk, hogy ez a fajta augmentáió segíti-e az
osztályozási lépést. Emiatt két DNN modellt tanítottunk: egyet augmentáióval,
egyet pedig ennek a lépésnek a kihagyásával. (Az augmentáió 52636 felvételre
(293 órányira) növelte a tanítóanyag méretét.)
A fönti két saját modell mellett kipróbáltunk egy el®re betanított, szabadon
elérhet® modellt is (Snyder és mtsai, 2018). Ez a modell a Swithboard 2 Phases
1, 2 és 3, a Swithboard Cellular, valamint a NIST SRE adatbázisokon lett
tanítva (összesen kb. hétezer beszél®n). További kisebb eltérés, hogy ez a modell
23 dimenziós MFCC-n (plusz az energián) m¶ködik, míg az általunk tanítottak,
az i-vektoroknál szokásos méretet követve, 20 dimenzióson (korábbi tesztjeinkben
azonban nem találtunk különbséget a 20 és a 23 dimenziós MFCC-t használó
modellek között).
3.4. Jellemz®kinyerés
A beszél®típusok azonosítására jellemz®vektorként használt x-vektorokat a fönt
ismertetett három DNN modellb®l nyertük ki. Az 1. táblázatban leírt struk-
túrájú DNN-b®l három ponton nyerhet® ki felvételszint¶ vektor: az általában
használt Szegmens #6 réteg mellett a Szegmens #7 és az Összegz® réteg is al-
kalmas arra, hogy aktiváióit (felvételszint¶) jellemz®ként használjuk. (Ezekben
a rétegekben sorban 512, 512 és 3000 neuron található, így ezeknek megfelel®
méret¶ jellemz®vektort kapunk.) Mivel kívánsiak voltunk, hogy enyhe kogni-
tív zavar detektálására melyik réteg a legalkalmasabb, kísérleteinkben összesen
kilen variáiót (három DNN modell és három réteg) próbáltunk ki. Emellett vi-
szonyítási alapként i-vektorokat is használtunk jellemz®kként (128 komponenst
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alkalmazva); az i-vektorok általános háttérmodellje (Universal Bakground Mo-
del, UBM) az összehasonlíthatóság érdekében szintén a BEA adatbázis 3.3. fe-
jezetben bemutatott részhalmazán lett tanítva. Az i-vektorok kiszámítására is a
Kaldi rendszert használtuk.
3.5. Beszél®osztályozás
A jellemz®kinyerési lépés után a beszél®ket Support Vetor Mahine (SVM,
Shölkopf és mtsai, 2001) alkalmazásával, ötszörös keresztvalidáióval osztályoz-
tuk, a Python sikit-learn somagját (Pedregosa és mtsai, 2011) használva. Min-
den SVM modell tanítása 20 EKZ-s és 20 kontroll alany hangfelvételén történt.
Kiértékelési metrikáink a következ®k voltak: osztályozási pontosság (lassia-
tion auray, Pont.), pontosság (preision, Pre.), fedés (reall), F1-érték (F-
measure), valamint a ROC görbe alatti terület (AUC). (Pontosság (preision),
fedés és F1 esetén az EKZ beszél®kategóriát tekintettük pozitív osztálynak; mivel
sak két beszél®kategóriánk (EKZ és kontroll) volt, a két osztályra kapott AUC-
értékek megegyeztek.) A túltanulás elkerülése érdekében lineáris kernelt használ-
tunk, így egyetlen hiperparaméterünk az SVM C (omplexity) értéke volt; ezt
az 10−5, 10−4, . . . , 101 értékeket végigpróbálva (grid searh), a legnagyobb AUC
értéket megélozva választottuk ki. El®zetes tesztjeink eredményeit követve az
x-vektorok esetén nem volt szükség a vektorok standardizálására vagy normalizá-
lására, míg az i-vektorokat standardizáltuk (azaz minden jellemz®t nulla átlagra
és egység szórásra transzformáltunk).
4. Eredmények
A 2. táblázat tartalmazza a különböz® DNN modellekb®l és rétegekb®l kinyert x-
vektor jellemz®ket használva kapott pontosságértékeket. Látható, hogy a három
használt DNN-réteg közül mindig az irodalomban általában ajánlott Szegmens
#6-os réteg használatával kinyert jellemz®kkel kaptuk a legjobb eredményeket.
Ennek oka feltehet®leg az, hogy az összegz® réteg még nem foglalja össze a ke-
retszint¶ informáiókat elég preízen, míg az utolsó rejtett réteg (Szegmens #7)
már túlságosan feladatspeikus informáiókat tárol (azaz túl speikus a taní-
tóhalmazban szerepl® beszél®kre).
A BEA adatbázison tanított két DNN modell közül az augmentálás haszná-
lata valamivel jobb eredményekhez vezetett. Ez feltehet®leg annak köszönhet®,
hogy az augmentálási lépés amellett, hogy megnöveli a tanítóadat mennyiségét,
zajt¶r®bbé is teszi a modellt (mivel az extra tanítóadat az eredeti felvételek zajo-
sított, illetve visszhangosított változataiból áll), amely hasznosnak bizonyulhat,
amennyiben az osztályozandó felvételek nem éppen ideális körülmények között
lettek rögzítve. Figyelembe véve, hogy a legtöbb beszédtehnológiai alkalmazás
esetén nem várhatunk el stúdiómin®séget, a modell felkészítése a zajos körülmé-
nyekre mindenképpen a gyakorlati használhatóság felé tett lépés, melyet akár az
i-vektorok háttérmodelljének (az UBM-nek) a tanítása során is érdemes lenne
alkalmazni. (Sajnos itt megint könny¶ tehnikai akadályokba ütközni.)




Tanító adatbázis réteg Pont. Pre. Fedés F1 AUC
BEA (augmentáió nélkül)
Összegz® 58% 60, 0% 48, 0% 53, 3% 0, 562
Szegmens #6 64% 65, 2% 60, 0% 62, 5% 0, 628
Szegmens #7 56% 57, 1% 48, 0% 52, 2% 0, 576
BEA (augmentálva)
Összegz® 60% 63, 2% 48, 0% 54, 5% 0, 595
Szegmens #6 64% 68, 4% 52, 0% 59, 1% 0, 645
Szegmens #7 58% 61, 1% 44, 0% 51, 2% 0, 602
El®tanított modell
Összegz® 62% 63, 6% 56, 0% 59, 6% 0, 640
Szegmens #6 70% 72, 7% 64, 0% 68, 1% 0, 673
Szegmens #7 58% 61, 1% 44, 0% 51, 2% 0, 527
i-vektor (BEA, augmentáió nélkül) 60% 63, 2% 48, 0% 54, 5% 0, 597
2. táblázat. A különböz® x-vektorok, valamint a viszonyítási alapként megvizsgált i-
vektorok használatával EKZ-azonosításra kapott kiértékelési metrikák. (Pont.: osztá-
lyozási pontosság; Pre.: pontosság (preision).)
A három modell közül a legjobb eredményekhez az el®retanított modell hasz-
nálata vezetett. Ez véleményünk szerint egyrészt azt támasztja alá, hogy az x-
vektorok a gyakorlatban (legalábbis ezen nyelvek esetén) nyelvfüggetlen módon
képesek kódolni a beszél®ket. Másrészt azt is jelzi, hogy még hatvan órányi fel-
vétel (illetve 165 beszél®) sem képes azt a varianiát nyújtani, amely kell®en
robosztus x-vektor beágyazások kinyerését lehet®vé tev® DNN-ek tanításához
szükséges. Kétségtelen, hogy a Snyder és munkatársai által használt korpusz
a mintegy hétezer beszél®vel lényegesen változatosabb, mint amit akár a teljes
BEA adatbázissal (tehát 500 beszél®vel) lehetséges lenne elérni.
Összességében elmondható, hogy a kapott pontosságértékek nem különöseb-
ben magasak: még a legjobb esethez is supán 70%-os osztályozási pontosság, és
0,673-es AUC érték tartozik. Ez véleményünk szerint els®sorban a felvételek za-
josságának tudható be: a 14 és 35 dB közé es® SNR elég alasonynak mondható
(viszonyításképpen: egy hagyományos analóg telefonvonalhoz 40 dB-es érték tar-
tozik (Aude, 1998)). Ugyanakkor még ezen hátráltató tényez® ellenére is jobban
el tudtuk különíteni az enyhe kognitív zavarral rendelkez® alanyokat az egész-
séges kontroll személyekt®l az x-vektorok használatával, mint az i-vektorokra
építve.
5. Összegzés
Az enyhe kognitív zavar egy krónikus klinikai szindróma, melynek korai detek-
tálása kulsfontosságú a kezelés minél hamarabb történ® megkezdéséhez. Jelen
tanulmányunkban egy viszonylag új jellemz®kinyerési eljárást, az x-vektorokat
teszteltük ebben a feladatban. Az x-vektort szolgáltató mély neurális hálókat a
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BEA adatbázis egy 60 órás részhalmazán, 165 beszél® adatain tanítottuk két va-
riáióban (zaj hozzáadásával és anélkül), valamint egy angol beszédre el®tanított
modellt is kipróbáltunk. Az x-vektorokat a DNN modellek több rejtett rétegéb®l
is kinyertük.
Eredményeink alapján az x-vektorok valamivel alkalmasabbak az enyhe kog-
nitív zavar detektálására, mint az i-vektorok hasonló méret¶ adatokon és hasonló
(akusztikai) körülmények között. A három tesztelt rejtett réteg közül egyértel-
m¶en a mélyebben fekv® szegmensszint¶ réteg (Szegmens #6) vezetett a legjobb
eredményekhez mindhárom DNN modell esetében. Az augmentáióval tanított
modell a legtöbb esetben eredményesebb volt, mint az augmentáiós lépés ki-
hagyásával tanított; mindkett® alulmaradt ugyanakkor Snyder és munkatársai
el®tanított modelljével szemben, melyben valószín¶leg a lényegesen nagyobb ta-
nítóadat játszhatott szerepet. Bár kívánsiak lettünk volna, hogy más keretszint¶
jellemz®k használata hogyan alakítja az eredményeket, a Kaldi beépített x-vektor
eszköze meglep®en sok korláttal bír: sem a ∆ / ∆∆ értékek, sem például frek-
veniasávok energiaösszegeinek mint jellemz®knek a használata nem könnyen
megoldható. Ugyanígy kívánsiak lettünk volna rá, hogy a tanítófelvételek za-
josítása számszer¶en mennyit segíthet az i-vektorok teljesítményén, azonban ez
az augmentáiós lépés is az x-vektor DNN modell tanításához van kötve.
Az osztályozáskor kapott eredményeink nem voltak különösebben átüt®ek,
aminek több oka is lehet. Egyrészt az EKZ-s és kontroll alanyainktól származó
felvételek sajnos elég zajosak, melyen utólag már nehéz segíteni (ugyanakkor így
talán jobban tükrözik egy valós környezetben lefolytatott EKZ-sz¶r®vizsgálat
akusztikai körülményeit). Másrészt érdemes szem el®tt tartani, hogy az enyhe
kognitív zavart els®sorban a memória és bizonyos nyelvi készségek romlása jellem-
zi, melyeket sokkal nehezebb kimutatni a beszédb®l, mint például a Parkinson-
kór tüneteit. Mégis, Jeanolas és munkatársai az x-vektorok használatával is
supán 70% körüli osztályozási pontosságokat kaptak Parkinson-kór felismeré-
sére (Jeanolas és mtsai, 2020). Természetesen az x-vektor beágyazások lehet-
séges felhasználása lehet még, hogy kombináljuk azokat (vagy a használatukkal
kapott predikiókat) más jelleg¶ jellemz®kkel (például temporális paraméterek-
kel, lásd Gosztolya és mtsai, 2018), melyet tervezünk kipróbálni a közeljöv®ben.
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