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Resumen
El problema de ca´lculo de autovalores ha ido tomando cada vez mayor valor, debido a
las numerosas aplicaciones en las cuales se le ha encontrado un significado importante a
los autovalores de las matrices que representan diversos sistemas reales. En aplicaciones
espec´ıficas, como en meca´nica de fluidos, lo que interesa es obtener un autovalor extremo;
por tanto, el problema de autovalores puede ser abordado con un enfoque diferente, pro-
ponie´ndolo como un problema de optimizacio´n. En este trabajo se describe la utilidad de
calcular autovalores generalizados, de la matriz resultante del sistema de ecuaciones disc-
retas de una aplicacio´n real, como un problema de optimizacio´n empleando una funcio´n
objetivo de tipo polinomial propuesta en 1991 por Auchmuty.
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Generalized eigenvalues as an optimization problem:
an easy option for real applications in physics problems
Abstract
The problem of caculating eingenvalues has taken more importance, due to growing num-
ber of applications involving matrices that represents several real system. In specific ap-
plications as flow mechanics, the interest is gettings an extreme eingenvalues; so the op-
timization approach emerge as a relevant option. In this work the utility of calculating
generalized eingenvalues in the resulting matix from a discrete equation comming from a
real applications, is described as an optimization problem. A polynomial type objective
function proposed by Auchmuty is used.
Keywords: Generalized eingenvalues, optimization, difusion-connection.
Introduccio´n
Desde hace algunos an˜os, el problema de ca´lculo de autovalores ha ido tomando cada vez mayor valor
debido a la gran cantidad de aplicaciones en las cuales se le ha encontrado un significado importante
a los autovalores de las matrices que representan diversos sistemas reales, y al desarrollo de me´todos
nume´ricos que posibilitan realizar los ca´lculos. Una de las muchas aplicaciones reales donde el ca´lculo de
autovalores generalizado tiene un significado especial es en el a´rea de la meca´nica de fluidos, o transporte
de fluidos incompresibles, en los que se contemplan feno´menos del tipo difusivo y del tipo convectivo al
mismo tiempo. Cuando se trata de simular el proceso de transporte de fluidos, las ecuaciones que rigen
el feno´meno son las conocidas ecuaciones de Stoke o de Navier- Stoke, y los me´todos ma´s comunes con
los cuales se buscan soluciones nume´ricas de dichas ecuaciones son: el Me´todo de Diferencias Finitas y el
me´todo de los Elementos Finitos. Ambos me´todos requieren la discretizacio´n de las ecuaciones, lo cual
lleva a la formulacio´n discreta del problema.
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En este tipo de aplicaciones, cuando se elige la metodolog´ıa para la discretizacio´n, es importante
conocer la influencia de los feno´menos reales presentes en el sistema en estudio, puesto que estos indicara´n
si se presentara´n problemas en las soluciones nume´ricas. Es aqu´ı en donde el ca´lculo de autovalores
adquiere importancia f´ısica para quien realiza la formulacio´n del modelo matema´tico del sistema. En este
punto, lo que interesa es conocer un autovalor extremo de la matriz resultante luego de la discretizacio´n.
En meca´nica de fluidos, dicho valor esta´ relacionado con una magnitud f´ısica adimensional conocida
como Nu´mero de Pe´clet, el cual indica si se presentara´ inestabilidad en el me´todo; es decir, si se tendra´n
oscilaciones en las soluciones nume´ricas. [1, 2, 3]. As´ı, en el caso de transporte de fluidos, interesa conocer
un autovalor: el mayor de los autovalores del sistema de ecuaciones resultante de la discretizacio´n del
modelo.
Al pretender conocer un autovalor del sistema, en este caso uno extremo, se puede pensar en formular
el problema del ca´lculo de autovalores desde otro punto de vista, que resulte ser ma´s conveniente y
sencillo; es por eso que, en este trabajo se describe la utilidad de calcular autovalores generalizados, de
la matriz resultante del sistema de ecuaciones discretas de una aplicacio´n real, planteando el problema
como un problema de optimizacio´n irrestricta en el cual se emplea como funcio´n objetivo una funcio´n
polinomial propuesta en 1991 por Auchmuty [6].
Breve descripcio´n de una aplicacio´n real: Transporte de fluidos
El transporte de fluidos involucra feno´menos de conveccio´n-difusio´n, y la ecuacio´n en estado esta-
cionario de estos feno´menos resulta de realizar balances de materia y balances de cantidad de movimiento
sobre una regio´n fluida Ω, dando como resultado
−∇2u+ w∇u = f (1)
en donde  > 0, es conocido como coeficiente de difusio´n e indica la facilidad para la transferencia de
masa; u representa la concentracio´n de algu´n soluto que este´ siendo transportado a trave´s de una corriente
de velocidad −→w y que puede estar sometido a efectos difusivos; f representa fuerzas externas a las que
puede estar sometida el fluido.
Al estudiar la ecuacio´n conveccio´n difusio´n es conveniente conocer la relacio´n entre la contribucio´n
del te´rmino convectivo y del te´rmino difusivo; esto se puede hacer normalizando la ecuacio´n (1) respecto
al taman˜o del dominio y a la magnitud de la velocidad. As´ı, si denotamos L como escala de una longitud
caracter´ıstica del dominio, se especifica la velocidad −→w como −→w =W−→w ∗ donde W es una constante
positiva y−→w ∗ esta normalizado, y si se trabaja sobre un dominio normalizado, en el cual u∗ = uL ,
considerando adema´s que el proceso es conservativo (f = 0), la ecuacio´n (1) puede ser reescrita como
∇2u∗ + (WL

)−→w ∗∇u∗ = 0 (2)
con condiciones tipo Dirichlet
ϕ(0) = ϕ0, ϕ(L) = ϕL
En la ecuacio´n (2), la relacio´n entre la contribucio´n de la conveccio´n y de la difusio´n viene dada por
el te´rmino que se conoce como Nu´mero de Pe´clet global
Peg
WL

; (3)
tambie´n se puede definir el nu´mero de Pe´clet local como
Pe
Wh

(4)
en donde h es el taman˜o de la particio´n que se hace al dominio.
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La importancia del nu´mero de Pe´clet, radica esencialmente en que a trave´s de e´l, se puede hacer un
ana´lisis de la relacio´n que existe entre los te´rminos convectivo y difusivo. Si el nu´mero de Pe´clet es menor
o igual a 1, Pe ≤ 1 , la ecuacio´n (2) esta´ dominada por la difusio´n, pero si la ecuacio´n (2) presenta Pe > 1
entonces quien domina el feno´meno es la conveccio´n [3], [1]. A partir de ello se puede hacer el ana´lisis de
los problemas de inestabilidad en la ecuacio´n de transporte cuando hay predominancia de la conveccio´n.
En la discretizacio´n por diferencias finitas del problema definido por la ecuacio´n (2), para el caso en el
que Pe > 1 , las soluciones nume´ricas presentaran oscilaciones. Estas oscilaciones pueden asociarse a una
falta de estabilidad del esquema nume´rico, sin embargo el esquema es estable, lo que sucede es que el
te´rmino convectivo predomina resta´ndole cara´cter parabo´lico a la ecuacio´n [1].
En el caso dina´mico, cuando se considera la variacio´n de las variables en funcio´n del tiempo, la ecuacio´n
de conveccio´n-difusio´n queda expresada por
−∇2u+ w∇u + ∂u
∂t
= f (5)
y cambios en el nu´mero de Pe´clet pueden hacer que se altere el tipo de ecuacio´n en derivadas parciales
que definen el feno´meno. Cuando Pe  1 la ecuacio´n (5) es parabo´lica, mientras que cuando Pe > 1
la ecuacio´n se hace hiperbo´lica, por el predominio del te´rmino convectivo, esto influye en la forma de
propagacio´n del fluido. En el caso de ecuaciones hiperbo´licas, la informacio´n acerca del campo vectorial
es transmitida como ondas viajeras, por lo tanto, los efectos de los errores nume´ricos aparecen como
oscilaciones en las soluciones, oscilaciones que no aparecen en la solucio´n real [4].
Todo este ana´lisis preliminar ayuda a escoger esquemas de discretizacio´n apropiados, o h´ıbridos de
esquemas, que permitan obtener las soluciones aproximadas sin problemas de oscilaciones. Para ello,
como se menciono´ antes, el conocimiento del autovalor mayor es importante, y el problema del ca´lculo
de autovalores toma ahora sentido, an˜adiendo un paso previo a la resolucio´n del problema f´ısico.
Ca´lculo de autovalores por optimizacio´n
Existen muchos me´todos para el ca´lculo de autovalores, esta´n los me´todos basados en subespacios de
Krylov, algunos me´todos alternativos tales como la resolucio´n del problema de autovalores generaliza-
dos como un problema de sistemas de ecuaciones no lineales, me´todos multinivel subestructurados y la
resolucio´n del problema de autovalores generalizados como un problema de optimizacio´n.
Los ma´s frecuentes son los basados en subespacios de Krylov (KSM), que implican conocer una buena
aproximacio´n inicial. Se sabe que los autovalores dominantes, separados del resto del espectro de una
matriz A, convergen ra´pidamente en un KSM esta´ndar. Adema´s, si el vector de arranque es una combi-
nacio´n lineal de algunos de los vectores propios que corresponden a los valores propios deseados, entonces
los autovalores de la matriz proyectada son de hecho los autovalores de A [5, 6, 7]. Sin embargo, estas
condiciones no son fa´ciles de satisfacer en aplicaciones reales, lo cual podr´ıa traer algunos inconvenientes.
Cuando las matrices son mal condicionadas y cuando el autovalor de intere´s esta´ cercano a los dema´s
autovalores de la matriz, se podr´ıa necesitar la construccio´n de polinomiales de alto orden en los KSM
para obtener una buena precisio´n. Aunque el uso de restard impl´ıcito reduce el requisito de almacenaje
y el coste de ortogonalizacio´n requeridos para construir tal polinomio, no se reduce el grado del mismo;
por lo tanto, un KSM esta´ndar puede no ser la forma ma´s eficiente de resolver tales problemas debido al
gran nu´mero de multiplicaciones matriz-vector requeridas.
No obstante, para ciertas aplicaciones, como por ejemplo, en meca´nica de fluidos, el intere´s esta´ en
la obtencio´n del mayor de los autovalores del sistema resultante y el problema puede ser abordado desde
otra perspectiva, tal como la de optimizacio´n, formulando el problema de autovalores generalizados como
un problema de optimizacio´n irrestricta para matrices sime´tricas [8, 9].
En los problemas en los cuales las matrices resultantes son hermitianas, y se desea el mayor (o menor)
de los autovalores, se puede reformular el problema como uno de optimizacio´n, el cual generalmente
implica la optimizacio´n del Cociente de Rayleigh Generalizado. Sin embargo, Auchmuty en 1991 [6],
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presento´ funciones objetivo alternativas para resolver el problema de obtener el mayor autovalor gene-
ralizado v´ıa optimizacio´n. En este trabajo se ha utilizado una de estas funciones objetivos, una funcio´n
polinomial de Rn → R definida por
PA(x) = ‖x‖4 − 2〈Ax, x〉. (6)
Esta funcio´n es suave, no homoge´nea y sus propiedades variacionales fueron estudiadas por Auchmuty y
se presentan en [6]. Una de las ma´s resaltantes propiedades de esta funcio´n es que PA esta´ bien definida
para cualquier matriz sime´trica; as´ı, si A es una matriz definida positiva, entonces
mı´n
x∈Rn
PA(x) = −λ21 (7)
siendo λ1 ≥ λ2 ≥ ... ≥ λn−1 ≥ λn
Para la funcio´n PA definida en (6), el conjunto de puntos cr´ıticos es:
{0}
⋃√
λkek|ek ∈ Sλk , k = 1, ..., n.
El mı´nimo de esta funcio´n se obtiene en
√
λ1e1, e1 ∈ Sλk . Los dema´s puntos cr´ıticos, de la forma
√
λjej,
con λj 6= λ1 son puntos de ensilladura para la funcio´n. Adema´s, x=0 es un ma´ximo local de la funcio´n
PA. Por lo tanto, trabajando con (7) se puede obtener el resultado deseado programando cualquiera de
los me´todos de optimizacio´n sin restricciones. En el caso de autovalores generalizados, se puede optar por
una factorizacio´n de Cholesky de la matriz B, la cual es sime´trica positiva definida, y as´ı reescribir el
problema como un problema esta´ndar, sustituyendo a la matriz A por R−1AR, donde R es la matriz que
resulta de la factorizacio´n de B. Para esta funcio´n resulta fa´cil determinar su gradiente, el cual queda
expresado por
∇PA(x) = 4‖x‖2x− 4Ax. (8)
Usando la funcio´n PA y su gradiente (∇PA), se pueden lograr buenos resultados sin necesidad de pro-
gramar algoritmos como Newton, que empleen la Hessiana de la funcio´n objetivo. El me´todo de Newton,
aunque tiene una convergencia cuadra´tica requiere, en cada iteracio´n, resolver un sistema de ecuaciones
que podr´ıa estar mal condicionado, resultando un poco “costoso” (detalles sobre el me´todo de Newton
se pueden encontrar en [10, 11]). En la siguiente seccio´n se presentan algunos resultados nume´ricos, con
matrices de prueba, de la optimizacio´n de (7) empleando el me´todo de Gradiente Conjugado con line-
search inexacto, considerando que para algunas aplicaciones reales (como en transporte de fluidos), lo
que interesa es conocer el valor del mayor (o menor) autovalor de la matriz del sistema sin necesidad de
una alta precisio´n; por tanto, puede evitarse el costo del ca´lculo continuo de la Hessiana de la funcio´n
objetivo.
Experimentos nume´ricos
Se programo´ el me´todo de Flecher-Reeves, de Gradiente Conjugado, usando un linesearch inexacto en
matrices de prueba [10, 11, 13]. El algoritmo se muestra a continuacio´n. Algoritmo
Dados x0, 
Calcular f(x0), ∇f(x0)
Hacer d0 = -∇f(x0), k = 0
Repetir mientras |∇f(xk)| > 
Calcular αk, mediante un linesearch
xk+1 = xk + αkdk
Calcular ∇f(xk+1)
βk =
∇f(xk+1)
T
∇f(xk+1)
∇f(xk)T∇f(xk)
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dk+1 = −∇f(xk+1) + βkdk
k = k + 1
Fin del mientras
La bu´squeda del taman˜o del paso se realizo´ mediante un linesearch inexacto, satisfaciendo la primera
condicio´n de Wolf.
Linesearch
Dados α0
Calcular f(xk + α0dk)
Hacer k = 0
Repetir mientras f(xk + α0dk) > f(xk) + c1αkdk
αk = ραk
Fin del mientras
con ρ 1 y c1 < 12 . Se empleo´ como valor inicial de α, en cada iteracio´n, un α0 ∈ [0, 1, 0, 5].
Para matrices de prueba de taman˜o n = 10 se busco´ el autovalor ma´s grande empleando el algoritmo
presentado anteriormente, y se encontraron muy buenos resultados en pocas iteraciones. A continuacio´n
se presentan algunas gra´ficas de la norma del gradiente de PA versus el nu´mero de iteraciones, ver figuras
1 En estos ejemplos, el autovalor generalizado ma´s grande es λ1 = 1, se empleo´ el mismo pencil de taman˜o
Figura 1: Normas del Gradiente para PA, taman˜o de matriz n = 10, empleando FlecherReeves, con
c1 = 0, 1, α0 = 0,5, ρ = 0, 05 y tolerancia  = 1× 10−5, = 1× 10−8
n = 10, c1 = 0,1, α0 = 0,5 y ρ = 0,05 , la u´nica diferencia entre los dos experimentos nume´ricos es la
tolerancia, , colocada en el me´todo para que se detenga. Los resultados obtenidos se pueden ver en el
cuadro 1. Se presentan los resultados de otros experimentos con pencil de taman˜o n = 15, ver figuras 2.
En estos ejemplos, el autovalor generalizado ma´s grande es λ1 = 2,92836074658561, se empleo´ el mismo
pencil de taman˜o n = 15, c1 = 0,1, α0 = 0, 2 y ρ = 0, 05 , la u´nica diferencia entre los dos experimentos
nume´ricos es la tolerancia, , colocada en el me´todo para que se detenga. Los resultados obtenidos se
pueden ver en el cuadro 2. En los ejemplos se aprecia que la minimizacio´n de la funcio´n PA da buenos
resultados sin necesidad de exigir una tolerancia muy pequen˜a para detener el me´todo; vemos como
valores de tolerancia de 1e-05 en el algoritmo, pueden dar buenas aproximaciones al valor del mayor de
los autovalores de la matriz, no´tese la diferencia entre λ1aprox y λ1real la cual esta´ en el orden de 1e-09 a
1e-11, esto puede ser suficiente cuando se trabaja en aplicaciones reales y se requiere cierta informacio´n
sobre un autovalor extremo para continuar con el estudio del feno´meno que se este´ tratando.
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Exp1.ε = 1e−05 Exp2.ε = 1e−08
k 77 143
λ1aprox 0.99999999888 1.00000000000
|λ1 − λ1aprox| 1,1164008606e−09 1,11022302462e−15
Cuadro 1: Resultados para un pencil de n = 10
Figura 2: Normas del Gradiente para PA, taman˜o de matriz n = 15, empleando FlecherReeves, con
c1 = 0, 1, α0 = 0,2, ρ = 0, 05 y tolerancia  = 1× 10−5, = 1× 10−7
Por otra parte, en los ensayos nume´ricos se observo´ tambie´n, que el nu´mero de iteraciones, as´ı como
el nu´mero de backtracking por iteracio´n, van a depender de la escogencia de los para´metros c1y α0. Para
los experimentos, se comenzo´ con un valor α0 = 0,5 y se observo´ que el me´todo tardaba un poco ma´s,
realizando en algunas iteraciones un mayor nu´mero de backtracking cuando los valores de c1 > 0,1 .
Se repitieron los mismos ensayos variando los valores de c1 yα0. Con valores de c1 = 0,1 , el me´todo
realizaba menos iteraciones. En los experimentos 3 y 4, al disminuir α0 hasta el valor de 0,2 se obtienen
los resultados reportados, pero para α0 = 0, 5 se pierde la direccio´n de descenso en la iteracio´n 139, y el
algoritmo se queda busca´ndola, ver cuadros 3 y 4.
36
Publicaciones en Ciencias y Tecnolog´ıa. Vol 3, 2009 N0 2, pp.31–40.
Exp3.ε = 1e−05 Exp4.ε = 1e−07
k 147 210
λ1aprox 2.92836074658561 2.92836074658561
|λ1 − λ1aprox|
1,322275622328561e011 4,440892098500626e016
Cuadro 2: Resultados para un pencil n = 15
α0 = 0,5
Exp. 1 Exp. 2
backtracking
por iteracio´n
0 0
Cuadro 3: Promedio de Backtracking por iteracio´n en los experimentos 1 y 2
La funcio´n objetivo usada, PA, presenta todos sus puntos cr´ıticos, excepto el que corresponde al mayor
de sus autovalores, como puntos de ensilladura por lo que puede resultar fa´cil que el me´todo pierda la
direccio´n de descenso para taman˜os de paso moderados, alrededor de α0 = 0,5
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α0 = 0,5 Exp. 3 Exp. 4
backtracking por
iteracio´n (primeras 139
iteraciones)
1 1
backtracking por
iteracio´n (primeras 140
iteraciones)
Indefinido Indefinido
α0 = 0,2
backtracking por
iteracio´n (primeras 150
iteraciones)
1 1
backtracking por
iteracio´n (primeras 10
iteraciones)
- 1-4
Cuadro 4: Promedio de Backtracking por iteracio´n en los experimentos 3 y 4
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Conclusiones
Los me´todos alternativos para tratar el problema de autovalores generalizados, como un problema de
optimizacio´n irrestricta pueden ser una buena eleccio´n cuando se desea conocer un autovalor extremo,
tal como sucede en ciertas aplicaciones reales.
La idea de trabajar el ca´lculo de autovalores extremos mediante el planteamiento de un problema de
optimizacio´n irrestricto, usando algunas de las funciones objetivo propuestas por algunos investigadores
en lugar de trabajar con la optimizacio´n del Cociente generalizado de Rayleigh, puede dar muy buenos
resultados en pocas iteraciones, incluso programando algoritmos que no requieran del ca´lculo de Hessianas
en cada iteracio´n, como sucede con el me´todo de Fletcher-Reeves de Gradiente Conjugado, y sin la
necesidad de emplear una tolerancia muy pequen˜a para detener el me´todo. Trabajando con la funcio´n
polino´mica PA, propuesta por Auchmuty, puede bastar exigir una tolerancia, para la norma del gradiente
de la funcio´n, del orden de 1e-05 para obtener una buena aproximacio´n al autovalor deseado.
En el me´todo de Fletcher-Reeves, con la funcio´n objetivo PA , la escogencia de ciertos para´metros tales
como el taman˜o inicial del paso, α0, y la constante c1 de la condicio´n de Wolf, juega un papel importante
debido a que puede perderse de la direccio´n de descenso, sobretodo cuando se tienen varios puntos
cr´ıticos que son del tipo ensilladura. Sin embargo, una adecuada escogencia de los para´metros ( c1 y α0 )
puede lograrse fa´cilmente realizando algunos ensayos nume´ricos. As´ı, la opcio´n de un ana´lisis preliminar
que permita a priori advertir el comportamiento de algunos feno´menos, por medio del conocimiento de
un autovalor extremo, puede incluirse en el estudio del feno´meno a trave´s de una simple optimizacio´n
irrestricta con un me´todo que no exija mucho.
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