The max-stable process is an asymptotically justified model for spatial extremes.
Introduction
Extreme value analysis plays a significant role in climate research. Extreme events such as unusually high temperature, major precipitation and life threatening hurricanes occur with small probability but may have catastrophic consequences. It is therefore of great significance to make inferences and predictions about these rare events. As the variables of interest in climate research are typically recorded over space, spatial extreme models have proven to be useful tools (Davison and Huser, 2015) .
The max-mixture model proposed by Wadsworth and Tawn (2012) is a hybrid of the asymptotically dependence and asymptotically independence sub-families. Huser et al. (2017) proposed a Gaussian scale mixture model that allows for both asymptotic dependence structures. Bopp et al. (2018) extended the HEVP model to a max-infinitely divisible process model that can cope with flexible tail behaviors. Hazra et al. (2018) proposed a nonparametric Bayesian model centered on a skewed-t process for spatial extremes. However, in the aforementioned models, one sub-family only occurs at the boundary points, thus makes the inference non-regular. Recently, a new model proposed in Huser and Wadsworth (2018) achieved a smooth transition between the two dependence structures.
In this paper, we first extend the current HEVP model to nonparametric Bayesian model with stick-breaking prior (SB). The stick-breaking prior relaxes parametric assumptions and allows for more flexibility by expanding the class of marginal distributions. Unlike the HEVP model, the SB model is asymptotically independent. Therefore, to borrow strength from both the HEVP and the SB models, we further propose a hybrid max-mixture (MM) model which is based on maximum of powers of an asymptotically dependent process and an asymptotically independent process. The MM model nests the HEVP and the SB models as special cases so when the parametric model is correctly specified, the MM model will reduce to the HEVP model and when the data dictate that the parametric model is wrong, the MM model is a more flexible model and not based on a particular set of asymptotic assumptions. We show that the MM model can accommodate unknown dependence structures including both asymptotically dependent and independent subfamilies and achieves a smooth transition between these two subfamilies. In our Bayesian analysis we obtain the posterior probability that the process is asymptotically dependent, which provides important insights about the extreme value process under consideration. In this way the posterior predictive distribution of the MM model naturally averages over uncertainty in the dependence class. Both extensions (SB and MM) inherit the computational advantages of the HEVP model as they can be fit using standard MCMC algorithms and can deliver predictions at unobserved locations.
The remainder of the paper proceeds as follows. Sections 2 introduce the statistical methods and corresponding theoretical properties. The proposed methods are evaluated using a simulation study in Section 3 and applied to the motivating data sets in Section 4. We conclude the paper with a discussion section in Section 5.
2 Statistical methods 2.1 Review of the hierarchical extreme value process Let Y t (s) be the response at time t and location s. Assuming Y t (·) follows a spatial maxstable process for time t, then Y t (s) marginally follows the Generalized Extreme Value (GEV) distribution with location µ t (s), scale σ t (s) and shape ξ t (s). For simplicity, we assume these GEV parameters are constant over time so that the marginal distribution
where X t (·) is the residual max-stable process with unit Fréchet margins, X t (s) ∼ GEV(1, 1, 1). Reich and Shaby (2012) propose the hierarchcal extreme value process (HEVP) model for the residual process X t (·). In the HEVP model, X t (s) is constructed as the product of two independent processes, X t (s) = U t (s)θ t (s). The non-spatial term is U t (s)
where the kernel basis functions satisfy ω l (s) ≥ 0 with L l=1 ω l (s) = 1 for all s. The random effects A lt follow the positive stable distribution (Fougères et al., 2009 ) with density P (A|α) and Laplace transformation ∞ 0 exp(−At)P (A|α)dA = exp(−t α ). This model for X t (s) ensures max-stability and unit Fréchet marginal distributions.
Marginalizing over the U t (s) gives the hierarchical model
Further, marginalizing over the random effects A 1t , . . . , A Lt gives the marginal distribution
This model is max-stable and applicable in high-dimensions due to its conditional representation in terms of L positive stable variables. Both terms U(·) and θ(·) share the parameter α that determines the relative magnitude of the non-spatial and spatial effects.
For a small α, the contribution of the spatial term θ(s) dominates the non-spatial term U(s) and vice-versa for large α. The HEVP model also contains the Smith model (Smith, 1990 ) as a limiting case when α → 0. The Smith model is often criticized in practice due to its lack of flexibility (Dey and Yan, 2016) , but by incorporating the non-spatial terms U t (s) the HEVP model introduces more flexibility than the Smith model.
The marginal distribution function of the residual max-stable process X t (·) at location s is F HEV P (c; s) = P{X t (s) < c} = exp(−1/c) and the joint distribution function of the residual max-stable process X t (·) at locations s 1 , . . . , s n is
The tail index and the tail dependence are two commonly used measures for the tail behavior of the marginal and the joint distributions. The tail index is defined as a = lim inf c→∞ [− log{1 − F (c)}]/log(c). It is straightforward to show that the HEVP model has tail index a HEV P = 1. The tail dependence between X t (s i ) and X t (s j ) is
where χ HEV P (s i , s j ) = lim u→1 P {X t (s i ) > F −1 HEV P (u; s i )|X t (s j ) > F −1 HEV P (u; s j )}. Since χ HEV P (s i , s j ) > 0 assuming both ω l (s i ) and ω l (s j ) are positive for at least one l, l = 1, . . . , L, this model is asymptotically dependent.
A semi-parametric Bayesian model for spatial extremes
On the way towards constructing the HEVP model, the random effects were assigned a parametric distribution A lt i.i.d.
∼ G, where G is the positive stable distribution. To allow for more flexibility, the random effects can be modeled semi-parametrically. Generalizing further, instead of modeling A 1t , . . . , A Lt independently, we can consider a joint model for A t = (A 1t , . . . , A Lt ). We model G as a discrete mixture distribution with J terms,
∼ Beta(1, ν) and δ(γ j ) is the Dirac distribution with point mass at γ j . If J is infinite, then this is the Stick-Breaking (SB) representation (Sethuraman, 1994) of the non-parametric Dirichlet process prior (Ferguson et al., 1974) for G. The prior for G spans the full class of density functions with positive support. In practice we take J to be finite by setting v J = 1 giving a semi-parametric truncated Dirichlet process prior.
Denoting γ = {γ 1 , . . . , γ J }, the marginal distribution of the residual process X t (·) at site s is
and the joint distribution of X t (s 1 ), . . . , X t (s n ) is F SB (c 1 , . . . , c n ; s 1 , . . . , s n |γ) = P{X t (s i ) < c i , i = 1, . . . , n|γ}
Marginalizing over γ, the expected values of F SB (c, s|γ) and F SB (c 1 , . . . , c n ; s 1 , . . . , s n |γ)
are
E[F SB (c 1 , . . . , c n ; s 1 , . . . , s n |γ)] = F HEV P (c 1 , . . . , c n ; s 1 , . . . , s n ).
Therefore, this semiparametric model is stochastically-centered on the HEVP model. Appendix A.2.1 shows that the tail index of the marginal distribution of X t (s) is a SB = 1/α and the tail dependence is
Since α ∈ (0, 1), the SB model has a thinner tail than the HEVP model. Unlike the HEVP model that holds a positive tail dependence, the SB model is more appropriate when the tail dependence vanishes. Further, max-stability does not hold for the SB model.
Max-Mixture hybrid model
In Section 2.1 and 2.2 we introduced asymptotically dependent and independent models. Therefore, if the dependence structure is known in advance, the HEVP or SB model can be chosen accordingly. However, it is generally hard to determine the asymptotic dependence structure in advance. To bridge these dependence classes and maintain flexibility, we propose a hybrid model that combines the strengths of the HEVP and SB models. In addition, the model achieves a smooth transition between the two dependence classes.
The Max-Mixture (MM) hybrid model is
whereX t (s) follows the HEVP model in Section 2.1,X t (s) follows the SB model in Section 2.2, andX t (s) andX t (s) are independent. The contribution of each process is controlled by the parameter q ∈ [0, 1], which can be inferred by the data. When q = 1, the model reduces to the HEVP model and when q = 0 the model reduces to the SB model.
Conditional on γ, the marginal distribution is
When q > α 1+α , the tail index is a M M = 1 q and when q < α 1+α , the tail index is a M M = 1 α(1−q) . Therefore, a HEV P ≤ a M M ≤ a SB for q ≥ α and a HEV P ≤ a SB ≤ a M M for q < α. The joint distribution of X t (s 1 ), . . . , X t (s n ) is
where F HEV P and F SB are given in (2) and (5). The tail dependence of the proposed model is
The detailed derivation is postponed to Appendix A.2.2. Thus the proposed hybrid model can capture both the asymptotic independence and dependence structures and achieve a smooth transition between the two sub-families. Therefore,
is an indicator of asymptotic dependence, and the posterior probability that δ = 1 is a measure of evidence for asymptotic dependence.
3 Simulation study
Simulation settings
In this section, we evaluate the numerical performance of the models described in Section 2. We generate 50 data sets from each of the following six settings:
(1) Max-stable process (MS)
(2) Stick-breaking process (SB)
(3) Gaussian process (GP) (4) Skewed-t process (ST) (5) Inverted max-stable process (InvMS) (6) Max Gaussian-MS mixture process (MAX)
In each case, data are generated at n = 49 locations on a 7 × 7 grid covering [1, 7] × [1, 7] and with T = 50 independent replicates. For settings (1) and (2), we generate data from the HEVP model and the SB model with kernels
where v l are spatial knots that are set to be the same with the grid and the kernel bandwidth τ = 1. GEV parameters µ(s) = 0.1, σ(s) = 1, ξ(s) = 0.1, α = 0.3. In Setting
(2) we let the number of components be J = 3 and π = (0.5, 0.3, 0.2). For Setting (3), we generate data Y t (s) from the Gaussian process with mean 0.1, variance 1 and exponential
t ∼ InvGamma(4, 1) and e t (s) is a Gaussian process with mean 0, variance 1 and exponential spatial correlation exp(− s i − s j ). The Gaussian process is asymptotically independent for both upper and lower tails, while the skew-t process is asymptotically dependent in both tails, but not max-stable. For Setting (5), we generate data from the inverted max-stable process (Wadsworth and Tawn, 2012) with unit exponential marginal distributions, i.e., the residual process X t (s) is a max-stable process with unit Fréchet marginal distributions generated as in Setting (1). The data
with µ(s) = 0.1, σ(s) = 1 and ξ(s) = 0.1. This process is asymptotically dependent in the lower tail but asymptotically independent in the upper tail. For Setting (6), we generate data from a mixture of MS and Gaussian, i.e., the residual process
are generated under settings (1) and (3)
In the simulation, we fix q = 0.5. The process is tail dependent in the upper tail.
For each data set, we fit the HEVP, SB and MM model. We use Markov chain Monte Carlo (MCMC) methods for model fitting. Gaussian process priors are used for the GEV parameters. We generate 10,000 MCMC iterations and discard the first 2,500 as burn-in.
For the SB and MM model, we fix the number of components in the stick-breaking prior be the same with the number of replicates, J = 50, by setting v J = 1. Prior distributions and computational details are given in Appendix A.1.
We compare models using the estimated marginal quantiles and estimated pairwise tail dependence. We fit the models to n = 49 sites and compute the true quantiles Q κ (s i ) for site s i at quantile level κ and the true pairwise tail dependenceχ u (s i , s j ) for site s i and s j at quantile level u and i ∈ {1, 2, . . . . , n}.
where m = n(n − 1)/2 is the number of pairs of sites. Figures 1 and 2 plot the mean MSE (MMSE) over 50 data sets, i.e.,
Appendix A.3 reports these values in a table with standard errors. (1), (2) and (6), respectively, as expected since in these settings these models are correctly specified. In Settings (1) and (2) (3) and (5) where the data are tail independent, the SB model delivers better quantile estimates in the tail as expected, however, the HEVP model outperforms the other models in the bulk. In Setting (4) where the data are tail dependent, the pattern is opposite to Settings (3) and (5). Our proposed MM model generally has better performance in the bulk for the distribution. In the tail, the MM model has the best performance in Settings (3) and (5), where the model is tail independent, and competitive MMSE in Setting (4), where the data are tail dependent.
Simulation results
Overall, our proposed MM model delivers the most robust estimation across quantile levels and simulation scenarios. Figure 2 plots the log of MMSE(χ u ) × 1000 by u for six settings. As forQ κ , the correctly specified models give the best performance in Settings (1), (2) and (6). In
Settings (3) and (5) where the data are tail independent, the HEVP model tends to over estimate the tail dependence when u is close to 1 and thus has the highest MMSE.
Therefore, similar to the results for marginal quantiles, our proposed MM model delivers most robust estimation over the full range of pairwise tail dependence.
As we discussed previously, δ = I{q ≥ α/(1 + α)} indicates tail dependence. In our Bayesian analysis we obtain the posterior probability of tail dependence as the posterior probability that δ = 1. We present the mean and standard deviation of this probability 
Application to Netherlands Wind Gusts
We applied the proposed models to daily maximum wind gusts data in the Netherlands from 11/14/1999 to 11/13/2008 for 30 climate stations as shown in Figure 3 . The data are downloaded from the KNMI Climate Explorer website http://climexp.knmi.nl
and were analyzed in Opitz (2016) . As a renewable energy, wind gust is a key to designing a wind energy conversion system (Zervos and Kjaer, 2006; Wiser et al., 2015; Scheuerer et al., 2015) . Other application fields include severe weather forecasting (Powers, 2007; Friederichs and Thorarinsdottir, 2012) , air transportation operation (Perry and Symons, 1994; Koetse and Rietveld, 2009 ), wind farming (Steinkohl et al., 2013) , etc. Recent studies have applied both asymptotically dependent (Einmahl et al., 2016; Oesting et al., 2017) and independent models (Opitz, 2016) to the data.
We assume that the process is stationary in time and with spatially-varying GEV parameters µ(s), σ(s) and ξ(s). We use Gaussian process prior for these parameters. The 
where Q E κ,b (s i ) is the empirical κ-th quantile at site s i in b-th testing set, χ E u,b (s i , s j ) is the empirical u-th tail dependence between site s i and site s j in b-th testing set, M (b) is the number of pairs of sites in b-th testing set.
The SB model has the best MMSE for all estimated quantiles ( Table 2 ). The HEVP model has competitive results for lower quantile levels (κ ≤ 0.9). However, for the upper tail quantiles, the HEVP model delivers unreasonable results. The MM model has similar results to the best model across all quantile levels.
The MM model outperforms the others in estimating the tail dependent coefficient except for quantile level u = 0.5. The posterior probability that q ≥ α/(1 + α) is 0, which strongly suggests asymptotic independence. This agrees with previous studies that claim it is more appropriate to use an asymptotically independent models to fit wind gust data (Ledford and Tawn, 1996; Opitz, 2013b Opitz, , 2016 . Our results verified this proposition and presented two appropriate models (SB and MM) to study the wind gust data.
We follow Reich and Shaby (2012) wind speed in the coastal areas and the islands is greater than the inland areas. For the 0.5 quantile level, all three models have similar performances. For higher quantile levels such as 0.95 and 0.99, the MS model tends to make higher predictions than the SB and MM model. This is due to the fact that the MS model has the strongest tail dependence among all these three models. The results of the SB and MM models are close and have smaller pointwise standard deviation than the MS model.
Discussion
In this paper, we reviewed the HEVP model and proposed two extensions that can span a wider family of spatial processes. The SB model generalizes the HEVP model by Reich and Shaby (2012) . In the SB model, the random effect γ jl follows a positive stable distribution that does not have a closed form. We use the technique in Stephenson (2009) and incorporate auxiliary variables λ j = (λ j1 , . . . , λ jL ) ∈ [0, 1] L such that for each λ jl , απx) . We also introduce the cluster label g t ∈ {1, . . . , J} and rewrite the hierarchical representation of the SB model as
∼ p(γ jl , λ jl |α),
where A t = (A 1t , . . . , A Lt ), B t = (B 1t , . . . , B Lt ), Cat(π) denotes the categorical distribution with Prob(g t = j) = π j for j = 1, . . . , J where π = (π 1 , . . . , π J ). More specifically,
as the set of the model parameters. We follow the update rules in Reich and Shaby (2012) to update the GEV parameters µ(s i ), σ(s i ) and ξ(s i ), spatial dependence parameters τ and α. We assume the GEV parameters µ(s i ), log(σ(s i )) and ξ(s i ) are constant across space and have N(0, 10 2 ), N(0, 1) and N(0, 0.25 2 ) priors, respectively. The residual dependence parameters have priors τ ∼ InvGamma(0.1, 0.1) and α ∼ Unif (0, 1). The auxiliary variables γ j and λ j are updated using Metropolis sampling. For the rth MCMC iteration, we generate a candidate γ
) as the density of the candidate distribution, the acceptance ratio is
. We use a truncated normal candidate distribution for λ jl ∼ T N(λ
) as the density of the candidate function. The acceptance ratio is
, π}, we perform Gibbs sampling from the full conditional posterior distribution:
.
Under the stick-breaking representation, π j = v j Beta(1, 1) . We update π by means of updating (v 1 , . . . , v J ), where the posterior distribution of v j is v j |data, rest ∼ Beta(1 + T t=1 I(g t = j), 1 + T t=1 I(g t > j)).
A.1.2 MM model
The hierarchical representation of the MM model is
as the set of the model parameters. We follow A1.1 and Reich and Shaby (2012) to choose the priors and updating rules for the parameters in Θ and {{Ã t } T t=1 , {B t } T t=1 }, respectively. The tuning paramter q is updated using Metropolis sampling. For the rth MCMC iteration, we generate a candidate q (c) from truncated normal distribution T N(q (r−1) , s 2 q ) on [0, 1], where q (r−1) is the value at the (r − 1)th iteration and s q is the tuning paramter. We choose U[0, 1] prior for q, the acceptance ratio is 
Tail index :
Using the Taylor series expansion of the exponential function we have 1 − F SB (x; s|γ) ∼ J j=1 π j x −1/α L l=1 ω l (s) 1/α γ lj (x → ∞). Therefore the tail index is
Tail dependence:
According to Jensen's inequality, we have
Take inverse on the right side, we have
The pairwise tail dependence for site s 1 and s 2 is defined as
It is straightforward to show that
According to (5), we have
π j L l=1 ω l (s 1 ) 1/α γ lj + L l=1 ω l (s 2 ) 1/α γ lj J j=1 π j L l=1 ω l (s 2 ) 1/α γ lj .
Hence
As χ SB (s 1 , s 2 ) ≥ 0 by definition, therefore χ SB (s 1 , s 2 ) = 0.
A.2.2 Derivation of tail dependence for max-mixture hybrid model
Similarly we can show that
Case 1 : q > α 1+α :
Derive the third term in the numerator of (13) by (9), we have
The first term on RHS is equal to 2 − L l=1 (ω l (s 1 ) 1/α + ω l (s 2 ) 1/α ) α . Use L'Hospital for the second term on RHS, we have
(ii) Notice that for any positive ǫ there exists N such that
for all x > N. Therefore
It's straightforward to show that
Since ǫ can be chosen arbitrarily small, we've shown
π j L l=1 ω l (s 1 ) 1/α γ lj + L l=1 ω l (s 2 ) 1/α γ lj J j=1 π j L l=1 ω l (s 2 ) 1/α γ lj By L'Hospital we have χ M M (s 1 , s 2 ) ≤ 2ǫ 1+ǫ . Since ǫ can be chosen arbitrarily small, we've shown χ M M (s 1 , s 2 ) = 0 under Case 2.
Case 3 : q = α 1+α : Similarly to the derivation in Case 1 (i), we have χ M M (s 1 , s 2 ) ≥ 2 − L l=1 (ω l (s 1 ) 1/α + ω l (s 2 ) 1/α ) α . On the other hand, χ M M (s 1 , s 2 ) ≤ 1 by definition. Therefore, we have
under Case 3.
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A.3 Additional results
The values defined in (10) are presented in the following tables and associated standard errors are given in the parentheses. 
