Abstract-In this paper, we present a method of creating domain-based multiple descriptions of images and video. These descriptions are created by partitioning the transform domain of the signal into sets whose points are maximally separated from each other. This property enables simple error concealment methods to produce good estimates of lost signal samples. We present the approach in the context of Internet transmission of subband/wavelet-coded images and scalable motion compensated three-dimensional (3-D) subband/wavelet-coded video, but applications are not limited to these scenarios. The results indicate that the proposed methods offer improvements over similar competing methods by up to 1 dB for images, and several decibels for video. Visual quality is also improved.
I. INTRODUCTION

I
NTERNET video streaming is becoming an increasingly important way of world-wide distribution of information. Delivery of high quality video over a wide area network with large number of users poses great challenges for a video communication system design. To ensure network stability, video servers must share the network bandwidth fairly with other users. Hence, video needs to be encoded within the rate limit set by the network occupancy. On the other hand, in the face of variable network conditions and the occurrence of packet losses and random delays, the compressed video bitstream needs to be sufficiently robust and flexible. This creates the need for new approaches to video coding, which combine high compression efficiency and robustness.
Multiple descriptions have recently attracted a lot of attention as a way of encoding and communicating visual information over lossy packet networks. In such a scenario, a multiple description (MD) coder separates the source message into several bit-streams (descriptions) which are then separately transmitted over the network. Each description is individually decodable so that loss of some of the descriptions will not jeopardize the decoding of correctly received descriptions. The fidelity of the received message improves as the number of received descriptions increases. Another desirable property is that the descriptions be made "equally important" or "balanced." This is important in the context of Internet transmission, where none of the packets receive preferential treatment. Among the popular MD coding schemes is multiple description scalar quantization (MDSQ) [1] , whose application to subband/wavelet image coding was reported in [2] . A typical MDSQ system is based on a set of so-called side quantizers which are used to produce different descriptions. At the receiver, the signal is de-quantized through the quantizer whose bins are intersections of quantization bins of all received descriptions. Redundancy is introduced due to the fact that side quantizers overlap, but their outputs are encoded independently. Other MD schemes introduce redundancy in different ways: through correlating transforms [3] , frame expansions [4] , or forward error correction (FEC) [5] .
In this paper, we consider domain-based multiple descriptions which are created by partitioning the domain of the signal. The method is targeted at signals defined on discrete domains (specifically integer lattices), such as digital images or video frames. Each description is a subsampled version of the signal. The method is bandwidth-efficient in the sense that no extra redundancy is introduced. By "extra redundancy" we mean the redundancy which is not inherent in the signal, but added to it, for example through repetition coding or other forms of FEC. However, redundancy is essential for robustness of compressed bitstreams. In our case, the inherent spatial redundancy in the transform domain of the signal is what makes the bitstream robust and enables lost descriptions to be estimated from received ones. In our work, each description is a single network packet, so we will use the terms "description" and "packet" interchangeably throughout the paper.
Several methods for robust coding based on domain partitioning have been proposed in the literature before. For example, the even-odd splitting of coded speech samples by Jayant [6] is one of the first works on the topic. For images, the authors of [7] propose splitting the image into four subsampled versions prior to JPEG encoding. There, domain partitioning is performed first, followed by decorrelating transform, quantization and entropy coding, as illustrated in Fig. 1(a) . In our case, partitioning is performed after the transform, as shown in Fig. 1(b) . In this way, the decorrelating properties of the transform are not compromised, and the loss of coding efficiency is smaller than in the first case. For example, the results in [7] for the image Lena show the coding efficiency loss of over 3 dB in comparison with single description encoded by JPEG. On the other hand, for the same image, our method loses about 1 dB compared with single description encoded by SPIHT [8] (which is a couple of decibels better than JPEG on the image Lena), as demonstrated later in the paper. The price for the increased coding efficiency is lowered loss resilience-while the authors in [7] find their method to produce acceptable results with losses of up to 75%, our method works reasonably well with losses on the order of 10-20%.
Related works also include the polyphase transform approach [9] and Packetized Zerotree Wavelet (PZW) [10] . Both of these approaches employ domain partitioning after the decorrelating transform, as we do in this paper. In [9] , the authors explicitly add redundancy to the bitstream to facilitate decoding in the case of loss. No error concealment is performed at the decoder. On the other hand, PZW adds no extra redundancy to the signal and retains the efficient tree structure for subband/wavelet coefficient coding. At the receiver, missing coefficients are reconstructed through error concealment. Later in the text we compare the performance of our method to PZW and show an improvement of about 0.5-1 dB for higher loss rates.
Our goal in this paper is to present a systematic method for partitioning subband/wavelet coefficients in the 2-D octave band decomposition for images, and the 3-D spatio-temporal pyramid for video. We start with the 2-D lattice partitioning in Section II and then extend this in Section III to the more complex 2-D and 3-D structures mentioned above. Sections Sections IV and V contain the results and conclusions, respectively.
II. DOMAIN-BASED MULTIPLE DESCRIPTIONS
A. Preliminaries
Consider a signal defined on the domain . In the case of digital images or video frames, the domain is typically a subset of the lattice. Suppose we wish to create descriptions of the signal. This would amount to constructing nonempty sets such that Collection is a cover of the domain In the special case when are disjoint, that is defines a partition of the domain Signal samples at points in form the -th description of the signal. In our work, each description is a packet, or equivalently, each packet is considered to be a description.
If is a cover but not a partition, then at least one signal sample appears in more than one description. This represents simple repetition coding in the signal domain and provides a method of adding extra protection to "important" signal samples. If some descriptions are corrupted or lost, copies of "important" samples may be available in other descriptions that are correctly received. The level of "importance" of any given sample can be used as an indication of the number of descriptions it should be included in. This is a way of achieving unequal error protection on a sample-by-sample basis.
On the other hand, if is a partition of , then there is no added redundancy in representing the signal by its descriptions. This does not mean that samples from lost or corrupted descriptions cannot be recovered. On the contrary, there is usually enough redundancy in the signal itself to estimate the data which is missing, provided partitions are carefully designed. The estimation process is commonly referred to as error concealment. This case is particularly attractive as no extra redundancy is added. Here we focus exclusively on this case which, in a way, represents a worst-case scenario. Of course, by extending partitions to covers, one can achieve a higher level of error resilience, at the expense of increased bit rate.
Consider the case when no error concealment is used. Suppose that a zero-mean signal has been quantized at the encoder to a distortion of and suppose that we have created descriptions of the signal, each encoded into a separate packet, so that th packet carries distortion reduction of Let be the distortion at the receiver. Before receiving any of the packets, the decoder approximates the source signal by a zero-signal and has a maximal distortion equal to the signal variance. As the packets arrive at the decoder, the approximation of the source signal improves. If all packets arrive correctly, the distortion at the decoder will be the same as the distortion at the output of the encoder, and we have Let be the indicator variable for the reception of the th packet, so that if the th packet is received, and otherwise. Then is the probability of reception of the th packet, and is its loss probability. If no packets receive preferential treatment, as is the case in the Internet today, then the probability of reception is the same for all of them, so for all The expected distortion at the receiver is Hence, without error concealment, the expected distortion at the receiver does not depend on the specific values of Since each description (packet) has the same probability of being lost, each signal sample has the same probability of being lost, regardless of the packet in which it is stored. When error concealment is used, the distortion will depend on the ability of the decoder to estimate the missing samples from those that are available. Therefore, in this context, optimal descriptions are those which allow the best error concealment. Design of such descriptions is discussed next.
B. Optimal Domain Partitioning
In order to formulate the partitioning problem as an optimization problem, one must choose the objective function. Ideally, for a given number of partitions (and given all other necessary parameters), we wish to come up with a partition which will minimize the expected distortion under all possible transmission scenarios. This seems like an extremely difficult task. In a typical transform coding application, the expected distortion at the receiver will depend, among other things, on the interplay between the type of signal, the type of transform applied to the signal, the type of entropy coder, and the error concealment algorithm applied at the decoder. Apart from presenting a modeling problem, any particular choice of the above mentioned components may have its own optimum. For this reason we will choose a much simpler objective function which is likely to give good results in all cases.
First, note that successful estimation of missing signal samples relies on the autocorrelation of the signal. The autocorrelation is typically a decreasing function of distance, so we expect that whatever the choice of the estimation method, we should get the best results if we estimate the missing sample from its immediate neighborhood. Second, the quality of the estimate should not decrease as we increase the size of the neighborhood used in the estimation. This is easy to see by considering two nested neighborhoods of a missing sample. Let be the location of the missing sample, with , and let denote the estimate of from the samples in , , 2. Then can be at least as good an estimate of as , since we can always choose not to use any samples in , and thus obtain . Hence, we can expect that the distortion at the receiver will be a nonincreasing function of the size of the available neighborhood of a missing signal sample, for typical estimation algorithms. Experimental evidence supports this observation [12] .
The Minimal intra-partition distance of the th partition is defined to be (1) where is the distance between and , here chosen to be the Euclidean distance. The minimal distance, denoted is the minimum of all (2) Obviously, is a function of , i.e., Now consider any particular As increases, the samples belonging to get further away, meaning that more samples belonging to other subsets surround those from . Hence, the neighborhood which can be used for their estimation (if is lost) increases with increasing Based on this, we choose the objective function to be the minimal distance Given the number of partitions , the optimal (in terms of minimal distance) partition of the signal domain is (3) where is the number of elements in . The solution to this problem 1 in two dimensions, based on lattice partitioning, was proposed in [13] . In Section II-C, we explain how it can be extended to higher dimensions. The solution is based on the observation that this problem is equivalent to sphere packing in . Partitions produced by the algorithm in [13] are intersections of translation-equivalent sublattices of with the signal domain . In this case minimal intra-partition distance is uniform across the partitions, i.e., , . Also, partitions are uniformly distributed across the domain, so each description will contain approximately the same number of signal samples, ensuring that descriptions are "equally important."
As an example, Fig. 2 shows how lattice can be partitioned into partitions, with . The pattern of black dots (enclosed in the parallelogram, labeled 0 through 14) is repeated throughout the lattice, and then domain is cut out of the lattice. This operation of cutting out from does not increase . The label assigned to the point shows the index of the partition to which the point belongs, e.g., if the point is labeled "7," it belongs to
This labeling defines the partitioning function which we use in a Section II-C to describe the partitioning of image and video data. Note that is 2-D periodic, so it can be described by a 2 2 periodicity matrix whose columns are the basis vectors and of the sublattices produced by the partitioning. The relationship between the number of partitions are the basis vectors of the resulting sublattices. The reader is referred to [13] for more details. In the remainder of this section we analyze descriptions produced in this way and typical scenarios in their transmission over lossy packet networks.
C. Analysis of Domain-Based Multiple Descriptions
If is the minimal distance of , then each point in the domain is surrounded by the ball of radius , centered at , which does not contain any points from the partition containing . Now suppose that one description is lost/corrupted during transmission. Every is surrounded by a certain number of available neighbors which can be used to estimate . Table I shows how many neighbors are available around any missing sample, as a function of . The first column of the table contains the first few values of . The second column shows the minimal number of partitions needed to achieve the corresponding . The third column shows the number of available neighbors (assuming a single lost description) around any missing sample in the interior of the domain, and the last column shows the order of the interpolation method which can be used to estimate the missing sample. The "order" of the method refers to the maximal order of the surface (2-D polynomial) which can be fit to the available signal samples for interpolation purposes. Of course, there are many ways, other than surface fitting, that can be used for interpolation. Hence, the last column is just an indication of how powerful the interpolation method can be used in each case.
Having large also helps when more than one packet is lost. In simple words, we may expect that for each additional lost packet, only one additional point will be missing from the neighborhood of . Fig. 3 illustrates the situation when two packets (packet 1 and packet 2) are lost. The sample at point is in packet 1, while the samples at and are in packet 2. The circle shows the possible location of samples from packet 2 closest to . Suppose we want to estimate the missing sample at and we want to know how many of its neighbors are also missing. Samples in packet 1 are at a distance of at least from , so they are not in the immediate neighborhood. The only points in the neighborhood of which may be missing are those from packet 2. With reference to Fig. 3 , from the triangle inequality we have , so
With fixed and sufficiently large, the lower bound on increases as decreases. Hence, if is small (meaning is close to ), then is large (meaning is not close to ). The argument can be extended to more than two lost packets.
Sections III and IV explain our application of this type of MD coding to robust image and video transmission.
III. APPLICATION TO DISPERSIVE PACKETIZATION OF IMAGES AND VIDEO
In this section we discuss the creation of descriptions (packets) from the lattice partition. We refer to this procedure as dispersive packetization [14] , due to the fact that samples from any given packet are maximally dispersed across the domain of the signal. In this paper we consider subband/wavelet-transformed images and video, although concepts introduced here can be readily modified to suit other transforms or raw data.
Given the total encoding rate and the maximal allowed packet length, we can determine the suitable number of packets, say , and construct a suitable lattice partition as described in Section II. The next step is to use this partition to construct partitions of subbands, which we discuss next. Fig. 4 shows a two-level subband/wavelet decomposition of an image. One low-low (LL) band coefficient is shown in black and its neighborhood in the space-frequency domain is shown in gray. In case the sample shown in black is lost, it would be helpful to have as many of its neighbors as possible, to facilitate error concealment. Hence, we proceed in the following way.
A. Dispersive Packetization of Images
Let the size of the LL subband be From the integer lattice divided into partitions, we cut out the region , so that each point in corresponds to one sample in the LL band. Restriction of the partitioning function to tells us how to packetize the LL band: if , then the sample at is stored in the th packet. For higher frequency bands, we use modulo-shifted partitioning functions. If there are subbands, indexed 0 through in increasing order from low frequency to high frequency bands, then with th subband we associate the modulo-shifted partitioning function defined as (4) Equation (4) defines a one-to-one mapping from the set of partitions into itself. The points that were assigned to under will be assigned to under . Therefore, has the same distance properties as (i.e., is the same for both functions), but their values repeat in different patterns.
For the th subband we cut out the region (of the same size as the subband) from the lattice, and packetize according to the restriction of to . The purpose of using modulo-shifted partitioning functions for different subbands is to disperse samples from the spatial orientation tree across the packets. For an -level subband/wavelet decomposition, there are a total of samples in each tree, which is usually higher than the desired number of packets, so some of the samples from the same tree will have to appear in the same packet. Nevertheless, the construction of partitions ensures that approximately the same number of samples from each subband appear in every packet, and that no region of the image is favored by any of the packets. This makes the packets "equally important," which results in very low variation in reconstructed image quality for the fixed packet loss rate, as will be seen in Section III-B.
An example illustrates the above procedure for level subband decomposition ( subbands) of a 16 16 image, partitioned into partitions. In this case, seen in Fig. 5 , we have . Numbers 0 through 3 indicate the partition to which the corresponding subband/wavelet sample belongs. Assume the subbands are ordered in a zig-zag manner from the lowest frequency band to the highest frequency band, and indexed 0 to 6. Given the partitioning scheme for the lowest frequency band, the partition for each higher frequency band is obtained by adding its index (modulo 4) to the partitioning function for the lowest frequency band, as given by (4) . One spatial orientation tree of subband/wavelet samples is shown in gray. It is apparent from the figure that each description contains the same number of samples from each tree and also the same number of samples from each subband. This makes the descriptions "equally important." Note that a similar partitioning method called "offset zerotree partitioning" was proposed by Creusere [21] . The main differences of our partitioning scheme from that of [21] are that partitions are designed by maximizing the minimal distance as described in Section II, and that, in our case, the number of partitions need not be of the form as in [21] .
After partitioning, each description (packet) is encoded independently of other descriptions. Our implementation of the domain-based MD image codec is based on the subband/wavelet layered PCM codec from the "wavelet image compression construction kit" [15] . A set of embedded quantizers is designed for each subband and samples are quantized in a layered manner, as described in [16] . Subband samples are first partitioned into descriptions, then quantized and finally each description (packet) is encoded using a context-based adaptive arithmetic coder. For each subband sample, the encoding context is made up of symbols for that sample from previously processed bit planes, which are encoded in the same packet. In this way context boundary matches the packet boundary and makes the packets individually decodable. Information theory tells us that conditioning does not increase entropy and we can expect that increased coding efficiency can be achieved if the context for encoding a given sample is increased to include its neighborhood in space and frequency. But in that case, the entire context would have to be stored in the same packet, which would reduce the degree of dispersion and make error concealment more difficult. Hence, we have sacrificed coding efficiency for robustness. This coding efficiency loss due to context restriction is not very large, however, and our coder compares favorably to PZW [10] (which is a robust version of EZW [22] ), as will be seen in the results section.
The decoder needs to know how the data is partitioned to be able to synchronize with the encoder. Observe that if the partitioning for the LL band is known, the partitioning for the higher frequency bands can be determined by (4) . On the other hand, a 2 2 periodicity matrix with integer entries is sufficient to specify the partitioning of the LL band. These matrices can be precomputed and stored in an array at both the encoder and the decoder. The encoder then needs to specify the index of the periodicity matrix used to produce the partitioning pattern. For example, a one byte index would suffice to specify 256 different partitioning matrices, corresponding to Error concealment is carried out in the three subbands (LL, HL, and LH) at the lowest decomposition level, where most of the signal energy is usually concentrated. Missing samples in the LL subband at the lowest decomposition level are interpolated bi-linearly from the four nearest nonmissing neighbors in the horizontal and vertical directions, and missing samples in the LH and HL subbands at the lowest decomposition level are interpolated linearly from nearest nonmissing samples in the direction in which the subband has been low-pass filtered. Missing samples in the higher frequency bands are set to zero. Simulation results for dispersive packetization of images are given Section IV-A. Here, we extend domain partitioning to dispersive packetization of video. 
B. Dispersive Packetization of Video
In the case of video, we focus on the invertible motion compensated 3-D subband/wavelet video coder (IMC-3DSBC) from [17] . A typical group-of-pictures (GOP) of this coder contains 16 frames and its structure is shown in Fig. 6 . The top level represents the video at full frame rate. Neighboring frames are decomposed using a motion-compensated filter bank to produce the temporal low frequency bands (solid lines) and temporal high frequency bands (dashed lines) at the next lower level. Motion vectors are shown as arrows. Low temporal frequency bands are effectively the motion-compensated (MC) averages of two neighboring frames at full frame rate, and they occur at half the frame rate. The process is repeated until we obtain the MC average of all 16 frames in the GOP which occurs at 1/16 of the full frame rate. Transmitted data in this case is naturally divided into five layers, labeled (1) through (5) in the figure, and is suitable for scalable multicast transmission. Receivers which receive layer (1) can reconstruct the video at 1/16 of the full frame rate, those which receive layers (1) and (2) can reconstruct the video at 1/8 of the full frame rate, and so on.
If we think of a video as a signal whose domain is , then the packetization scheme for video can be obtained by solving the sphere packing problem in . However, besides being more difficult than the problem in two dimensions, it is not clear whether such model is appropriate in our case. In two dimensions it seems intuitively clear that the horizontal and the vertical direction are of the same importance. In the case of video, however, the importance of the temporal direction in relation to the horizontal and vertical directions depends on several parameters, such as the frame rate and the sensitivity of the human visual system to the errors in the temporal direction. The layered structure of the subband/wavelet transform brings in additional complexity. For these reasons, we have chosen a simpler method of extending the previously described 2-D packetization, wherein each layer is packetized independently.
Within each layer, data is packetized dispersively, so that each packet contains approximately equal amount of information about every frame in that layer. Layer (1) consists of a single frame and is packetized as an image, as discussed in Section III-A. Other layers consist of a sequence of temporal high-frequency frames, with a motion vector (MV) field between each pair of frames. Suppose we constructed a packetization scheme for one frame of a given layer as described before. The packetization scheme for the other frames and MVs in that layer can then be obtained using (4) , where now indicates the time-index of the frame or MV field on the temporal axis. This is a simple way of extending 2-D packetization scheme to 3-D and ensures that samples (or MVs) which are at the same spatial location, but neighboring in time, appear in different packets. This feature enables simple error concealment. Illustration of how the packetization scheme is extended to motion-compensated video is shown in Figs. 7 and 8 . Two neighboring frames of size 16 16 , each decomposed by a two-level subband/wavelet transform, are shown in Fig. 7 . These represent the temporal high frequency frames in one of the layers. Frame 0 is partitioned into four descriptions in the same manner as the image in Fig. 5 . The partitioning scheme for the next frame (frame 1) is then obtained by adding 2 (modulo 4) to the number in each coefficient location in frame 0. The process is then repeated for the following frames. Again, one spatial orientation tree of coefficients is shown in gray in both frames, to illustrate that coefficients with the same space/frequency localization but different temporal localization appear in different descriptions. This helps diffuse the effects of loss, and prevent error propagation, in the temporal direction.
In a motion-compensated video there is a motion vector field between the neighboring frames. Partitioning of this data struc- ture is carried out in the same spirit as before-if a motion vector and a subband sample have the same spatial localization (i.e., motion vector references the subband sample), then we try to put them in a different description. The procedure is illustrated in Fig. 8 . The figure shows a high temporal frequency frame (frame 0 from Fig. 7 ) and the domain of the corresponding motion vector field. One spatial orientation tree and the location of the motion vectors which reference the indicated spatial orientation tree are shown in gray. If the number of descriptions (packets) was larger than the number of the motion vectors in the shaded region plus the number of samples in the tree, we could arrange that none of them appear in the same packet. However, as mentioned above, the number of samples in the tree alone is usually larger than the number of packets we would practically want to use, so each motion vector will end up in the same packet as a fraction of the subband samples which it references. This does not seem to cause much problems in practice. Partition for the domain of the motion vector field is obtained by modulo-shifting the partitioning function of one of the subbands. Fig. 8 shows the result when the partitioning function for the LL subband is shifted by 1 modulo 4. Our implementation uses the same method-shifting the LL partitioning function by 1 modulo , where is the number of descriptions (packets), although one could use partitioning function subbands other than LL and/or shift by any number It should be noted that high temporal frequency frames are not natural images and we cannot know in advance which subbands contain more energy than others (i.e., which subbands are more important).
To achieve synchronization with the encoder, the decoder needs to know the partitioning scheme used to produce the packets. Within each temporal scalability layer, the encoder needs to provide the periodicity matrix used to split the spatial LL band of the first temporal subband in that layer. The location of any sample or motion vector in that layer can then be determined using (4). As explained in Section III-A, these matrices may be precomputed and stored at both the encoder and the decoder, so only the index of the matrix used at the encoder needs to be sent to the decoder. A one byte index would suffice to specify 256 different partitioning patterns corresponding to packets. Hence, for a GOP of 16 frames (Fig. 6 ) with five temporal scalability layers, a 5-byte overhead would be sufficient in practice.
At the receiver, we estimate the missing data (samples or motion vectors) from the available spatially neighboring data from the same subband/frame only. While it is possible to use both spatial and temporal neighborhoods in the estimation process, in this work we focus on the simpler and faster algorithms which utilize only the spatial neighborhood. This gives good results in practice, because of the nature of the packetization schemes proposed here-they have been designed to maximize the number of available neighboring samples for any missing sample in the case of a single lost packet. It was also argued that in the case of more than one lost packet, the number of available neighbors is still large. Having sufficiently many spatial neighbors around every missing piece of data improves the quality of the estimate.
Missing samples from the high temporal frequency bands are estimated as the median of however many of the eight nearest neighbors are available. If none of the eight nearest neighbors are available, missing sample is set to zero. Missing motion vectors are estimated using the vector median filter [18] . The estimation process for motion vectors is as follows. First, available motion vectors in the neighborhood of the missing vector are collected, as shown in Fig. 9 Let be the set of available motion vectors in the neighborhood of the missing motion vector . If (i.e., all vectors from the neighborhood are also lost) we set , otherwise we proceed to find the vector median. The -norm vector median of the vectors in a set is defined as the vector such that (5) The choice of the norm influences the result of vector median filtering. The most popular choices are 1-norm and 2-norm. Here we use the 2-norm (Euclidean distance) in which case the vector median is the vector that is closest to the mean of the vectors in [19] . This choice is motivated by the speed of the (6) where Alternatively, one may choose to estimate the missing motion vectors using an iterative MAP estimate from the neighboring motion vectors, or the temporal-spatial approach [20] based on finding the best match in the previous frame of the boundary of the region referenced by the missing motion vector. However, both these approaches are much more complex than median filtering and hence not suitable for simple receivers. Results in [20] indicate that they may provide about 1 dB advantage over median filtering, while in turn median filtering is about 0.5-1 dB better than replacing the missing motion vector by the average of its neighbors. Results in [20] seem to indicate that vector median filtering provides a good trade-off between complexity and performance. 
IV. RESULTS
A. Image Transmission
We compare our method against another similar state-of-the-art subband/wavelet method for robust image transmission, called Packetized Zerotree Wavelet (PZW) [10] . There are two major differences between our method and PZW. First, PZW is a tree-based coder (hence all subband samples from a spatial orientation tree are encoded in the same packet), while we make effort to disperse samples from trees across the packets. Second, our method is based on domain partitioning which maximizes the distance between the samples in the same packet, while the method used in PZW appears to be suboptimal in this sense. Both methods use similar error concealment algorithms for missing samples in the LL band-in our case missing samples are interpolated bi-linearly from the four nearest nonmissing neighbors in the horizontal and vertical directions, and in the case of PZW they are estimated as the average of however many of the 8 nearest neighbors are available.
We carried out a set of experiments on 512 512 grayscale Lena and Peppers images. They were encoded into 16 packets, each of about 430 bytes in size, with a total rate of 0.21 bpp. In each experiment we fix the number of lost packets out of a total of 16 packets and reconstruct images for all possible combinations of lost packets. Table II shows the average PSNR results in decibels with standard deviation in brackets. As reported in [10] , at the rate of 0.21 bpp SPIHT achieves 33.4 dB for Lena and 32.8 dB for Peppers, both with no loss. Hence, the coding efficiency loss of our method, with respect to SPIHT, is 1.2 dB for these two images (the same as PZW). Results in the table show that PSNR does not vary much at a fixed packet loss rate, as indicated by the low values of the standard deviation. This illustrates the "equal importance" of the packets in the sense that the image quality at the receiver depends mainly on the number of packets received, and not on which packets are received. Average PSNR results are also plotted in Figs. 10 and 11, along with the PZW results from [10] . While the performance of the two methods at the lowest packet loss is similar, the figures show the advantage of our method over PZW of 0.5-1 dB at packet loss above 10%. This gain is expected to be mainly due to a higher degree of dispersion of data across packets, which enables better error concealment.
There is also a qualitative difference between images produced by our method and PZW, arising from the fact that in PZW subband trees are either completely lost or completely available, while in our case each packet usually contains at least one sample from every subband tree. This qualitative difference is illustrated in Fig. 12 where we show the Lena image compressed at 0.21 bpp and subject to 25% packet loss. Fig. 12(a) shows the image packetized in a manner similar to PZW, where every subband tree is confined to only one packet, and hence completely lost if that packet is lost. Fig. 12(b) shows the dispersively packetized image. In both cases, error concealment is the simple bi-linear interpolation from the four nearest nonmissing neighbors in the horizontal and vertical directions, as mentioned before. The specific combination of lost packets was chosen so that the resulting images have nearly the same PSNR (up to the first decimal point), hence suffering from nearly the same mean-squared error distortion. We observe that the distortion in the image in part (a) is concentrated in the positions of the missing subband trees, and in those areas some important details (such as the left eye) are completely missing. In the image of part (b) distortion is more evenly distributed across the image, and all details, although somewhat distorted, are still visible.
B. Video Transmission
In our simulations of video transmission we used a simple 2-state Markov model (Fig. 13 ) to simulate network behavior. As discussed in [23] , this model can reasonably approximate Internet transmission. In the "good" state , all packets are correctly received, while in the "bad" state , all packets are lost. Transition probabilities of going from to , and of going from to are sufficient to specify the model. In [23] , several experiments were performed by sending data between US and Germany, and the above model was fitted to the results. Instead of transition probabilities, two other quantities were reported: average packet loss probability , and average packet loss burst length Results of four experiments are reported in this section, with experiments divided into two groups. The first group (experiments 1 and 2) are based on the grayscale Mobile Calender sequence (SIF resolution, 30 fps) encoded at 1.57 Mbps with a GOP of 16 frames and average PSNR of 28.2 dB. The second group (experiments 3 and 4) is based on the grayscale Football sequence (SIF resolution, 30 fps) encoded at 1.34 Mbps with a GOP of 4 frames and average PSNR of 28.1 dB. In comparison, at these rates the original IMC-3DSBC coder from [17] (which is the single-description version of our scheme) achieves 29.2 dB for Football and 29.0 dB for Mobile Calendar, while a state-of-the-art motion-compensated subband/wavelet coder MC-EZBC [24] , [25] , achieves 29.9 dB for Football and 32.3 dB for Mobile Calendar. Hence, the coding efficiency loss is about 1 dB versus the single description case, and 2-4 dB versus state-of-the art.
In each group of experiments we simulated video transmission in two scenarios: first corresponding to network parameters (experiments 1 and 3), and second corresponding to (experiments 2 and 4). We compare our packetization scheme to the interleaved slice-based packetization scheme, which is part of the H.323 recommendation for packet-lossy environments, and is described in [26] , [27] . In such a scheme, slices (which typically correspond to one row of DCT macroblocks) are packetized in an interleaved manner, i.e., the th row of macroblocks is packed into the th packet. We kept the number of packets the same as in the dispersive packetization case. The slices were generated by collecting all subband coefficients that correspond to a row of 16 16 macroblocks. In all cases, lost coefficients and lost motion vectors were estimated as described in Section IV-A. Average loss rates and PSNR results obtained in the simulation, using the Markov chain parameters specified above, are shown in Table III and Figs. 14-17. Here, SP stands for slice-based packetization and DP stands for dispersive packetization. The figures show frame-by-frame PSNR of decoded sequences from a single simulation run, along with the corre- ures show the DP performance without loss. The table shows the corresponding average PSNR of the decoded video sequences and its standard deviation (in brackets). The gain is reported in terms of the increase in average PSNR, and the reduction of standard deviation of PSNR of individual frames (shown in brackets). It can be seen that DP can provide several decibels advantage on average over slice-based packetization, using the same concealment algorithm. The gain is achieved simply by sending data in a different way, which enables better error concealment. In certain rare instances, for example around frame 34 in Fig. 14 , slice-based packetization can offer some advantage over dispersive packetization in terms of PSNR. This occurs when the lost slices are particularly easy to conceal, in which case no advantage is achieved by distributing the loss uniformly across the frame as done in DP. However, a slice spanning an entire row of macroblocks will usually contain some complex details (e.g., edges or textures) which are difficult to recover, and in these cases DP has an advantage. Overall, the average advantage of DP over SP is on the order of several decibels. In addition, DP provides a more consistent video quality, as indicated in Table III by reduced standard deviation of PSNR.
As an illustration, in Fig. 18 we show frame 87 of the Football sequence from experiment 4. Parts (a) and (b) show the original and coded version of the frame, respectively, with no loss. Part (c) shows the frame reconstructed from the slice-packetized sequence, while part (d) shows the frame from the dispersively packetized sequence, both at the same packet loss rate. Parts (e) and (f) are segments of the pictures in (c) and (d), respectively. In the case of slice-based packetization, when a piece of data (either subband sample or MV) is lost, its nearest neighbors in the horizontal direction are also lost, which reduces the size of the neighborhood available for concealment. This generally lowers the quality of the estimate and may cause the loss of some important details, as illustrated in the figure. The dispersively packetized frame is not free from problems of this type, but they occur less often, and the overall quality of the frame is better, both visually and in terms of PSNR. 
V. CONCLUSIONS
We have presented a method of creating domain-based multiple descriptions for robust image and video coding and transmission. The method is based on partitioning the domain of the signal into sets, such that points within each set are as far from each other as possible. This dispersive packetization of images enables simple error concealment algorithms to produce acceptable results in low to moderate packet loss scenarios, without using FEC or other forms of extra redundancy. Experimental re-sults indicate that dispersive packetization is suitable for image and video transmission over lossy packet networks. In the case of image transmission, advantages of up to 0.5-1 dB in PSNR were achieved with respect to PZW over a range of packet loss rates. For transmission of motion compensated video, average gains of 1-3 dB over the conventional slice-based packetization were observed.
The method presented here can be extended to handle higher packet loss rates, by introducing some redundancy through error-correction codes and/or by combining it with MDSQ. It would be interesting to study trade-offs between different MD coding methods under various network conditions, and find ways of combining them to achieve improved robustness. These are topics for future research.
