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要約 
社会科では、これまでの研究テーマである「科学者の社会的責任を考える」を継続させつつも、2015年度か
らは、近年活発に議論されている「アクティブ・ラーニング（主体的・対話的で深い学び）」を加え、二つの柱
として追究していくこととした。本校社会科の各授業担当者は、従来から課題解決型の学習を協働的に学ぶ実
践をしてきたが、これらを発信することが少なかった。本年度も昨年度に引き続き、通常の教科の授業での授
業実践例を取り上げる。 
 
キーワード：アクティブ・ラーニング（主体的・対話的で深い学び）  科学者の社会的責任  授業実践例 
 
1 はじめに 
理科系進学者が漸次増加する傾向にある本校におい
て、社会科では2002年度より「科学者の社会的責任を
考える」というテーマを継続して追究してきた。具体
的には、広島や水俣、近年では福島でのフィールドワ
ーク等を通じて、生徒と共に「科学者の社会的責任を
考える」授業づくりに取り組んできた。 
一方、アクティブ・ラーニングは、2012年の中教審
答申で明示されて以降、日本でも大学教育改革におけ
る重要な方法論として急速に普及した。それが、大学
と高校の接続関係が重視され、現行の大学入試制度の
改革とも関わって、高校教育さらには中学校や小学校
にも降ろされてきている（なお、2017年２月に公示さ
れた小中学校の次期学習指導要領改訂案では、「アクテ
ィブ・ラーニング」に代わり、「主体的・対話的で深い
学び」という表現が用いられるようになっている）。 
そのため2015年度からは「科学者の社会的責任を考
える」と「アクティブ・ラーニング」を二つの柱と位
置づけることとした。本校社会科の各授業担当者は、
従来から課題解決型の学習を協働的に学ぶ実践をして
きたが、この観点から発信することが少なかった。そ
こで５年計画の１年次であった2015年度には、過去に
行ってきた中３テーマ学習と高２ゼミナールを中心と
した授業実践でのアクティブ・ラーニング的活動を整
理した。2016年度では、通常の教科の授業での授業実
践例（地理・歴史・公民）について包括的に取り上げ
た。2017年度では、通常の教科の授業実践例、特に歴
史科目に注目して実践例を取り上げた。４年次にあた
る本年度では、通常の教科の授業実践例、特に公民科
目に注目して実践例を取り上げる。 
なお、本稿では、「科学者」を、現代科学の進展がも
たらす社会問題を考察する市民と定義する。その意味
で、科学者の社会的責任とは、社会問題を考察し課題
の解決に向けて議論し、解決策を構想することである。 
 
2 公民の授業実践 
高３倫理の実践 
「AIを通して人とは何かを考える」 
本実践で取り扱う社会問題は、AI（人工知能）であ
る。具体的には、「AI 搭載ヒューマノイドを通して人
とは何かを考える」というテーマになる。このテーマ
を設定した理由は、以下の２点である。 
第１に、現在、AI 研究の進展によって、法、倫理、
労働、政治などに大きな影響を与えているからである。
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 例えば、野村総合研究所とオックスフォード大学が共
同研究を行った「日本国内労働人口 49％の仕事は AI
などによって代替される」という調査結果は社会に大
きな衝撃を与えた。また、総務省『平成 28 年版情報
通信白書』では AI の特集が組まれ、2015 年から 2020
年の間の「AI の発展と利活用の進化」として、防犯・
監視、自動運転、物流、家事・介護、翻訳、教育、秘
書などで影響があるとされ、「人工知能が認識できる範
囲が人の活動領域に広く行き渡ると、人工知能は言語
が対象にする様々な概念を扱うことができるようにな
る。（中略）最終的には、言語を通じた知識の獲得が可
能になり、人工知能が秘書などの業務を担うこともあ
りえるとされる」 としている。実際に、2016 年、ア
メリカのある有力法律事務所で法的質疑を自然言語で
行うシステムを破産法事案の最適解決の助言者として
チームに加えたと報道されている。欧州議会の法務委
員会からは、「AI を搭載したロボットに民事上の法的
権利を与えるか議論すべき」という報告書が出されて
いる。このように、AI 研究の進展は社会に大きな影響
を与えており、社会問題を考察する公民科の授業とし
て相応しい。 
第２に、AI 搭載ヒューマノイドにかかわる問題は、
生徒の関心が高いと考えられるからである。AI には考
えるべき論点が次に示すように多数ある。例えば、「AI
ネットワーク化」による融資、与信、保険などで AI
が個人の行動記録を詳細に分析することで起こるプラ
イバシーやセキュリティの問題、AI（自動運転車）が
物損事故や傷害を起こした場合の民事と刑事の責任問
題、労働力人口が減少するなかでのAIと労働の問題、
それに伴うベーシックインカムなどの社会保障の問題、
ロボットの活用で得られた利益の一部を負担させる
「ロボット税」の問題などがある。ただ、こうした社
会問題はイメージしにくいという問題もある。その点、
ヒューマノイドはマンガやアニメ、映画などが豊富に
あるし、Pepper などは日常的に街中で目にすること
ができる。イメージがしやすく関心を高めやすい。AI
搭載ヒューマノイドについて学問的に議論がされつつ
あり、生徒の関心が高いものは「汎用型ＡＩやそれを
組み込んだヒューマノイドに法人格や人権を認めるべ
きかどうか」という問題であろう。もちろん現在のＡ
Ｉ研究はその段階まで到達していないが、法の世界で
はそうした問題提起がなされてきている。この問題を
軸に「AI と人の違いは何か、人とは何か」を考察させ
る。 
 
2．1 本実践で取り扱う先哲の思想 
-人間＝価値源泉説、パーソン論、種差別克服論- 
「AI 搭載ヒューマノイドを通して人とは何かを考え
る」ために、環境倫理や生命倫理の研究成果を援用す
る。なぜなら、環境倫理や生命倫理では、「人」の条件
や、権利主体について研究してきたからである。例え
ば、環境倫理の分野では動物は人と同じように権利主
体となるかといった議論がされてきたし、生命倫理の
分野では妊娠中絶に関連してどこからが人といえるか
といった議論がされてきた。これらは本研究で取り扱
う AI と無関係ではなく、加藤（2007）は「〈誰か〉（注：
倫理的配慮の対象）をめぐる倫理は『生命』に固執し
ない以上、種としてのヒトに限定されるものではない」、
「人間対ロボットの争いのはざまで苦悩するアトムの
ようなロボットを（中略）単なる道具として処分する
ことは、論証抜きに正当化されることではなくなるだ
ろう。そのような『論証』を、近い将来に実現するで
あろうロボットの日常化に備えて、私たちは今から準
備しておくべきかもしれない」と述べ、ピーター・シ
ンガーの種差別克服論などを引き合いに出しながら倫
理的に配慮される対象について考察している。このよ
うな環境倫理や生命倫理の研究の蓄積をもとに、「人」
や権利主体に関わる代表的な概念である、人間＝価値
源泉説、パーソン論、種差別克服論を活用させること
とした。 
人間＝価値源泉説は、尊重に値するのは人間だけ、
それ自体で価値があるのは人間だけであるという考え
方である。これは、カントの「人格」論をベースにし
た考え方である。カントは、人間は自由意志を持ち、
自由意志で道徳的な義務を果たすように行動できる
（自律）とし、自律が可能な存在を「人格」として他
の「物件」と区別した。それゆえに人間は他の存在者
のようになんらかの目的を達成するための手段として
使用されてはならず、つねに同時に目的として取り扱
わなければならないという有名な定言命法として定式
化された。つまり、カントは人格の尊厳の根拠を人間
のみが理性を備えていて自由であることに求めたわけ
である。これに基づくと、AI が「人」や責任主体には
なれないことになる。 
パーソン論は、マイケル・トゥーリーによってその
定式が確立された。トゥーリーはまず生物学的なヒト
と道徳的概念としてのパーソンは一致しないとする。
単に生物学的なヒトであるだけでは生存するための権
利を持つとはいえず、自己意識をもった存在としての
パーソンのみが権利主体となる。自己意識の有無が基
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 準となるのである。そして、トゥーリーは論の最後に
「われわれを大変悩ませる問題とは、ホモ・サピエン
ス以外の種に属する生体の動物もまた生存する重大な
権利を所有することができるのではないかという問題
である」と述べ、自己意識があれば動物や人間以外の
モノでも権利主体となりうることを示唆している。 
種差別克服論は、功利主義者ピーター・シンガーに
よって唱えられた。シンガーは、動物には感覚がある
ことを指摘し、動物は快苦を感じる存在であるという。
人間と動物の苦痛を正確に比較することはできないが、
苦痛を感じる感覚を持っているという点においては、
動物は苦痛のない状態を求め、苦痛が与えられればそ
れを逃れようとする。これは、動物にもある種の利害
関心があることを示している。苦しめられないことは
人間にとってと同様、利益といえる。苦痛があるのは
功利主義に反する、という議論である。ここで注意す
べきは、シンガーの種差別克服論もパーソン論の一種
ということである。ホモ・サピエンスがパーソンと同
一ではなく、動物というグループの中にもパーソンと
みなしてよい存在があるということになる。これはパ
ーソン論の極端な形だが、これをさらに推し進めると
自己意識があり快苦の感覚をもつAIが登場した場合、
それはパーソンとみなされるということになる。以上
の３つを先哲の思想として活用させる。 
 
2．2 本実践で取り扱う法的な考え方 
-「人」概念の拡大- 
法的な「人」の概念は歴史的に拡大してきた。例え
ば、フランス人権宣言における「人」は、「市民権をも
つ白人男性」のみであったことは有名である。つまり、
女性、子ども、奴隷、有色人種は除外されていた。「女
権宣言」を配布したオランプ・ド・グージュは、公序
良俗違反として逮捕され、処刑されている。 
アメリカ合衆国憲法（1788）では、「第 1 条第 2 節
（３）下院議員及び直接税は、この連邦に加わる各州
に、それぞれの人口に応じて配分される。その人口は、
自由人の総数に、すべての他の人の５分の３を加えて
算出する。ただし、自由人は一定期間服役している人
を含むが、課税されていないインディアンを除く。」と
なっている。奴隷解放宣言（1863 年）では「西暦 1863
年１月１日の時点で、その人民が合衆国に対する反逆
状態にあるいずれかの州もしくは州の指定された地域
において、奴隷とされている すべての者は、同日をも
って、そして永遠に、自由の身となる。」として奴隷が
法的にモノではなく「人」となっている。 
日本の民法に目を移すと、第３条１項「私権の享有
は、出生に始まる。」とある。この意味は、日本人であ
れば誰でも生まれたときから権利を持つことができる、
ということである。いいかえると、権利を持てない人
を認めない、モノと同じに扱われる人は認めない、と
いうことである。さらに、現在の法的な「人」は自然
人だけではなく、法人もある。このように法的な「人」
概念は拡大をしてきた。以上を法的な考え方として活
用させる。 
 
2．3 授業概要 
本実践の授業構成は、「社会問題の把握→法的な考え
方の習得→先哲の思想の習得→法的な考え方と先哲の
思想を活用して考察」である。 
 
１時間目「社会問題の把握」 
まず、AI との結婚に関するロンドン大学での議論、
ペットロボットの葬儀で涙する女性など、AI に心の繋
がりを求める人々に関する新聞記事を紹介すると同時
に、映画『エクス・マキナ』の前半を視聴した。 
次に、映画の視聴後、「AI 搭載ヒューマノイドに対
し、契約・課税・戸籍・婚姻・相続・刑罰などの法的
な権利義務を人間と同じように認めるべきと考えるか」
と問いかけた。結果は、「認める」生徒の割合が 35.3％
（52 人）、「認めない」生徒の割合が 58.5％（86 人）、
「その他」の生徒が 6.1％（９人）であった。その理
由についての主な意見は、次の通りである。 
【認める】 
・AI が意思をもって行動できれば人間と同じ。自分の
行動を意識しているなら刑罰は必要。理性があって
動いているなら人と同じ。 
・そもそも法的な権利義務を与える対象が人間だけで
ある理由もなく単にほかに与える対象がいなかった
だけ。自意識があるのに自由が存在しない状況はた
とえ人間でなくとも不適切。 
・「自律していない、生きていない」などの意見がある
かもしれないが、人と同等の思考ができるなら、規
制を敷かないと無法地帯になる。 
・奴隷に権利が認められないというのが成立していた
のだから、どんどん人間に近づいたらその逆もあり
なのでは。 
【認めない】 
・生殖は生物の根源だから、生殖能力を満たせばよい。 
・寿命があれば認める。寿命があるならヒューマノイ
ドを創ることは子どもを産むのと変わらない。 
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 ・人間は他者から独立した存在で、独立して判断でき
る。AI は製作者の意図があり独立した存在ではない
ので、いかなる場合も AI に人間と同じ権利義務は
与えられない。 
・自分の感情をもてば人間と認める。 
これらの意見には、重要な論点が含まれているため、
２時間目の冒頭で紹介した。 
 
２時間目「法的な考え方と先哲の思想の習得」 
 まず、AI とヒューマノイド技術について紹介した。
例えば、AI 搭載ヒューマノイドの「ソフィア」が話す
様子や、米国のヒューマノイド「アトラス」が直立二
足歩行でジャンプしたり階段を登ったりする様子をみ
せた。また、厚生労働省が他人の iPS 細胞で作製した
細胞を患者に移植する臨床研究を認可したことや、カ
メラの映像を全盲の患者に見せることの出来る人工眼
の技術の紹介などをした。そして、将来的に人間の体
を人工的に作り出すことができる可能性がある事を伝
えた。また、生身の人間の脳に AI を繋げて、機械が
人間の体をもつことができる、いわば生殖可能な AI
が未来に誕生する可能性がゼロではないことを伝えた。 
 次に、法的な考え方の習得をさせた。生徒たちの「人」
の定義についての疑問を投げかけ、「生物についてのヒ
ト」ではなく「法的な人」について考えさせ、法的な
「人」の概念と歴史的な変遷についての説明をした。
現行民法（第 3 条 1 項）の解釈、フランス人権宣言に
おける「人」の定義、アメリカにおける黒人の人権に
関する歴史、女性の参政権、子どもの権利条約につい
て解説し、オラウータンにも人権を認めたアルゼンチ
ンの判例を提示して「人」の概念が拡大してきたとい
う法的な見方・考え方を解説した。 
 さらに、先哲の思想の習得をさせた。人間＝価値源
泉説、種差別克服論、パーソン論の３つの思想がある
ことを解説した。其々の考え方では、AI は人と認めら
れるかどうかの確認をした。パーソン論を提示したと
きに生徒から出てきた問いが「意識とは何か」である。 
そこで、意識についての代表的な研究であるジョ
ン・サールの思考実験「中国語の部屋」、マッスィーニ
とトノーニの統合情報理論を紹介した。「中国語の部屋」
とは次のような思考実験である。 
 
 
 
 
 
 
 
 
 
 
 この思考実験の意味を、以下のように説明した。サ
ールは、意識とは意味を理解することであるとした上
で、この思考実験によって、「強い AI」の考え方を批
判した。「強い AI」の考え方とは、計算処理速度が非
常にはやく、適切に設定されたプログラムは、文字通
りに物事を理解したり認知的な状態をもつ（これが意
識である）、というものである。これに対して、サール
は、計算処理と意識とは別物であると主張した。この
思考実験では、部屋の中の人は記号を適切に処理でき
ても、中国語の意味を理解できていない。記号を適切
に処理できることと理解することは別であり、理解し
ていない AI は意識をもっていないとするのである。 
 続いて、マッスィーニとトノーニが提唱した統合情
報理論（意識とは情報を統合する能力があることであ
り、喜怒哀楽の感情の情報、今日はどこに行こうかな
どの思考の情報、手足の動きなどの身体の情報を統合
して一つにまとめたものが意識という考え方）を紹介
して、意識についての研究の一端を示して授業を終え
た。 
 
３時間目「法的な考え方と先哲の思想を活用して考察」 
 2 時間目で学習した法的な考え変え方と先哲の思想
を思い出させた後、映画『エクス・マキナ』の後半を
視聴した。その上で、1 時間目と同じ問いである「AI
搭載ヒューマノイドに対し、契約・課税・戸籍・婚姻・
相続・刑罰などの法的な権利義務を人間と同じように
認めるべきと考えるか」をきいた。結果は、「認める」
生徒の割合が 45.6％（68 人）、「認めない」生徒の割
合が 46.3％（69 人）、「その他」の生徒の割合が 8.1％
（12 人）であった。1 時間目と比べて、「認める」と
答えた生徒の割合が大きくなっている。「認める」と記
述した生徒の根拠となる思想として、パーソン論と情
報統合理論の組み合わせを明記している生徒が多かっ
た。多くの生徒が自分の考えの論拠となる思想を明記
していた。思想をもとに考察をすることが出ている様
中国語を理解しない被験者を部屋に閉じこめて
分厚いマニュアルを渡す。分厚いマニュアルには、
被験者の理解できない中国語が書いてあるが、その
マ ニュアルには、「これこれの文字列には、これこ
れの文字列を書いてわたせ」と指示を受ける。中国
人がやってきて、紙切れを部屋の中に差し入れる
と、完璧な返事が返ってくる。このことを繰り返し
た中国人は「ここには完璧に中国語を理解し、私と
コミュニケーションできる人がいる」と思う。 
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 子がうかがえた。 
 最後に、「あなたが考える人間の条件は何か」を問い
かけて議論をした。主な意見は、以下の通りである。 
・感情があるかどうか。感情があれば人間と認めざる
を得ない。 
・DNA から生物的に人間と断定できる真の人間。 
・他者によって人間と同等の知性（会話ができ、感情
があるとみなされる）をもつと承認されること。意
識や理性が不明確である以上、意識や理性に人間性
を求められない。 
 議論後、これまでの学習について振り返りを行った。 
定期考査 
 定期考査で次のような問題を出し、評価を行った。 
 
 
 
 
 
 
 
 
 
 
 
 
評価規準は、以下の通りある。 
・結論が明記されているか。 
・重視する考え方が書かれているか。 
・以下のキーワードが入っているか。 
パーソン論であれば、「自己意識」 
種差別克服論であれば、「快苦」 
人間＝価値源泉説であれば、「理性」 
・自分が考える根拠が明記されているか。 
 正答率は 73％であった。ある程度まで先哲の思想を
用いて社会問題を考察できていることがうかがえる。 
 
2．4 今後の課題 
 今後の課題は、意識に関する研究をより取り入れる
ことである。汎用型AIと人間の違いを考える場合、「意
識とは何か」という問いは避けて通れない。意識につ
いて考えるヒントになるのが、「心の哲学」とよばれる
分野である。リチャード・ローティ『哲学と自然の鏡』、
デイビッド・チャーマーズ『意識の諸相』などの一連
の研究群をいかの授業に取り入れていくか考える必要
がある。 
3 おわりに 
公民科目において、現代の科学をどのように取り扱
ったか検討してきた。公民科で取り扱う科学に関する
社会問題は、社会的な合意がなかったり、現在進行形
だったりするものが多い。そうした社会問題を考察し
て解決を志向するためには、自分と意見が違う他者と
議論することが不可欠である。また、社会問題の解決
策を構想するという授業展開も可能であろう。そうな
ると、「主体的・対話的で深い学び」にならざるを得な
い。ただ注意すべきは内容の深さが不可欠であるとい
うことである。最先端の科学を研究している専門家と
連携をはかるなど授業内容の深さを担保する必要があ
るだろう。 
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授業では「人」について、倫理的な３つの考え方
を提示した。自分はどの考え方を重視するか明記
し、AI が搭載されたヒューマノイドを人と認める
かどうか結論と理由を明らかにした上で、下のア
トムの言葉に返答せよ。人と認めるにあたって、
何らかの条件があれば、その条件を明記すること。
 
「ものですって ぼくたちロボットはものじゃな
いですよ ぼくたち生きてるんですよっ」 
『鉄腕アトム⑤』講談社
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 【倫理 プリントの一部】 
 
－ 18 －
  
 
 
－ 19 －
