Abstract: Three types of stock-recruit models (log-log, Ricker, Beverton-Holt) were applied to 57 years of adult returns (R) and eff ective female spawners (E) data from 17 biologically-based Conservation Units (CUs) of sockeye salmon from the Fraser River in British Columbia, Canada (hereafter "Fraser sockeye"). Log-log regressions of R on E showed little evidence of eff ects of density (within CUs) on survival, implying that habitat capacity does not presently limit Fraser sockeye abundance. Shared survival among CUs, the fi rst principal component of log(R/E), accounted for 46% of the variance, remarkable given the wide variety of freshwater and marine habitats experienced by the CUs. Six low-survival events in six decades accounted for much of the shared survival pattern. The r 2 values for Ricker models were low, indicating that attempts to manage and/or assess Fraser sockeye using Ricker curves fi t to individual CUs will, in general, face low explanatory power. A suite of increasingly complicated Bayesian regressions, based on the Beverton-Holt model, quantifi ed the precision of capacity estimates, but these were always imprecise and the Widely Applicable Information Criterion (WAIC) indicated overfi tting in all but the simplest models. A variance factor for the relative precision of estimates of R, based on the proportion of spawners from each CU in groups of co-migrating CUs (i.e., runs), was eff ective only in models in which WAIC indicated over-fi tting. Improving the precision of capacity estimates for Fraser sockeye salmon, using similar models, will require mobilizing biological knowledge (i.e., historical metadata) about each CU, including estimates of abundance with identifi ed precision and indicators of habitat capacity at multiple life-history stages including the abundance of potential competitors in marine habitats. Researchers analyzing stock recruitment data for salmon populations and other species are strongly encouraged to pay attention to factors aff ecting the various categories of data in their models, i.e., to examine the associated metadata.
INTRODUCTION
Numbers of adult sockeye salmon (Oncorhynchus nerka) returning to British Columbia's Fraser River ("Fraser sockeye") declined starting about 1990 and reached a minimum in 2009 with the smallest return since 1947 (Peterman and Dorner 2012). The poor returns in 2009 were at the bottom end of the forecast distribution due to low smolt survivals: 0.3% of sockeye smolts from Chilko Lake (a high-altitude, pristine lake that is an important component of Fraser sockeye production) returned in 2009 after entering the ocean in 2007, compared to a long-term mean of 7% (MacDonald and Grant 2012; Irvine and Akenhead 2013) . The next year, 2010, had the largest return of Fraser sockeye since 1913, dominated by Late Shuswap sockeye salmon that return in large abundances once every four years. Fisheries were overwhelmed and the number of spawners returning (i.e., escapement) to many Fraser River tributaries was more than double the escapement targets. Potential causes for this recent variability include viral infections revealed by genomic signatures (Miller et al. 2013 ) and unusual ocean conditions experienced by migrating post-smolts in the Strait of Georgia, Queen Charlotte Sound, and Hecate Strait (Thomson et al. 2012; McKinnell et al. 2014) . Possible explanations for the long-term trend in declining survival include varying levels of productivity in continental shelf and off shore waters of the North Pacifi c related to ocean climate, combined with competition with other salmonids (Irvine and Akenhead 2013) including pink salmon (Ruggerone and Connors 2015) .
Forecasts of Fraser sockeye pre-fi shery abundance must cope with two fundamental uncertainties. First, high variability in total survival, e.g., estimates of Chilko Lake smolt survivals vary by a factor of 20, and limited understanding of the factors that infl uence survival for these populations means that ability to predict changes is low (Grant et al. 2011; Irvine and Akenhead 2013) . Second, the capacity (maximum returns at high spawner abundance) of rivers and lakes within the Fraser River watershed to produce sockeye salmon is poorly determined, particularly for populations where few years of high escapements have been observed. Active management for relatively fi xed escapement targets tends to preclude large escapements and a paucity of data on adult-to-fry and adult-to-smolt survivals makes it hard to quantify density-dependent eff ects in fresh water. An independent series of survival events in freshwater and marine ecosystems produces a lognormal distribution of returns at a given spawner abundance (Peterman 1978) , so variability of returns increases at higher spawner abundances, contributing to uncertainty regarding both freshwater and marine capacity.
Despite these limitations, there are many data on Fraser sockeye that have not been thoroughly examined and that may help to understand the factors responsible for population fl uctuations. Within the Fraser watershed there are 24 biologically-based sockeye salmon Conservation Units (CUs), each of which is genetically and/or ecologically distinct (DFO 2005; Holtby and Ciruna 2007; Grant et al. 2011) . Seventeen of these CUs have lengthy time series of escapement and return estimates, allowing the stock recruit analyses in this paper. In a companion paper (Akenhead et al. 2016 ) we demonstrate how a detailed examination of historical information for one population (Chilko Lake sockeye salmon, where survival can be partitioned into pre-and postsmolt) improved our understanding of mechanisms underlying variability in survival.
Our objective here is to identify general patterns of total survival for Fraser sockeye, for which we examine a series of stock-recruit models for 17 Fraser sockeye CUs (Fig. 1 , Table 1 ). Time series of survival from spawning stock (E, eff ective female spawners, Schubert and Fanos 1997; Grant et al. 2011 ) to adult returns (R, pre-fi shery abundance) were available for these 17 CUs. We evaluate diff erences in survival rates, log(R/E), among CUs and years, and the importance of density-dependence on survival estimates. To better understand variability among CUs, we examine the degree of synchronicity in total survival ("shared survival") using principal components analysis (PCA) and a non-parametric approach. We test whether unresolved scatter in a stock-recruit plot can, by chance, produce a biased or spurious indication of density-dependence in the Ricker stock recruit model (Walters and Ludwig 1981; McKinnell 2008) . We also apply the Beverton and Holt (1957) ("B&H") model to characterize estimates of capacity for each CU and then attempt to improve these estimates by applying (a) a multi-level model for productivity among CUs and (b) a multi-level model for a virtual habitat factor that aff ects productivity by year. We then fi t (c) the annual habitat factor to capacity as well as productivity, and (d) a variance factor that described the relative precision of return estimates as a function of the proportion that each CU contributes to a "run" of adults in co-migrating CUs. Based on these analyses, we provide recommendations to fi shery managers and stock assessment analysts.
MATERIALS AND METHODS

Fraser Sockeye Life History and CUs Studied
The life history of Fraser sockeye was described by Grant et al. (2011) and DFO (2014) and detailed analyses of the Chilko sockeye salmon are provided by Irvine and Akenhead (2013) and Akenhead et al. (2016) . Mature Fraser sockeye are counted at more than 150 locations in rivers and lakes, with some locations used by more than one CU within a year. Their progeny subsequently rear in at least 24 lakes and several rivers (Grant et al. 2011 ; Table 1 ). Two CUs at Chilko Lake were combined in our data because it was not possible to separate the historical time series of escapements. Although mature fi sh for all extant CUs are currently monitored, fi ve CUs (Chilliwack, Harrison (downstream) , Nahatlatch, Taseko, and Widgeon) do not have historical recruitment data available and were excluded from our analysis. We also excluded the Cultus Lake CU because it is now largely maintained by a hatchery and the Harrison River CU because it has an unusual life history strategy for sockeye ("river-type," without lacustrine parr). We note that Harrison River sockeye salmon have abundance trends that diff er greatly from other Fraser sockeye, with a great increase in productivity and abundance since 2004 (Grant et al. 2011; Beamish et al. 2013; DFO 2014) . We did not consider kokanee which are non-anadromous sockeye salmon that co-occur in Fraser sockeye nursery lakes.
Data Sources
Our dataset was the most current used for stock assessments and pre-season forecasts of Fraser sockeye (S. Grant, DFO, unpublished data) . Ten of the 17 CUs examined had continuous records for brood (spawning) years 1948-2006 (59 years) and the remaining six had shorter time series but none began later than 1980 (27 years, Table 1 ). For descriptions of how data quality and consistency have been maintained for over 60 years, see Gable and Cox-Rogers (1993) , Schubert and Fanos (1997) , Grant et al. (2011) , Macdonald and Grant (2012) , and DFO (2014) . The values R are for age 1.2 returns, after one winter in fresh water (post-fry emergence) and two winters in the ocean. The mean proportion of Fraser sockeye returning at age 1.2 is 87% (SD = 8%), so other age classes in the fi sheries data are typically a small fraction of the total returns from a given year's spawning, but there are exceptions: 37% (SD = 14) for the Pitt CU and 66% (SD = 15) for the Birkenhead CU. If we assume the age composition of adults in a CU like Pitt or Birkenhead does not change among brood years, using only age-1.2 returns is a calibration problem (bias). However, variability among brood years in age composition will add unexplained scatter with unpredictable eff ects on parameter estimates for stock-recruit models.
Metadata, Factors, and Eff ect
We applied two factors derived from metadata to stock-recruit models. Metadata are "data about the data" that can be used to reconstruct habitat, fi sheries, and methodological changes that might aff ect a time series of stock and recruit estimates. Metadata can be converted to nominal, ordinal, and continuous regression "factors" (Zuur et al. 2009 ) and applied to improve stock-recruit models (Scheuerell et al. 2006; Mantua et al. 2009; Akenhead et al. 2016) . For each factor in our models there was a fi tted parameter, γ, to calibrate and control the eff ect of that factor.
The fi rst factor was a simple covariate, a fi xed eff ect, simply the "years eff ect." A stock-recruit model applied to a single CU would have a year eff ect for each data point, although this could be treated as a smoothly changing function such as from a Kalman fi lter (Peterman et al. 2003; Holt and Peterman 2004 ). In a model that considers many CUs, a "virtual habitat factor" that acts across all CUs in each year can be extracted. We applied such a virtual habitat eff ect to productivity estimates and then, by using a fi tted parameter, γ H , to capacity estimates.
The other example was a "variance factor" (Zuur et al. 2009 ) that described data quality. The precision of estimates of returns, R, is thought to be related to the proportion of each CU in its run, because allocation to a CU contributing a small proportion of total (mixed) catch is thought to be less precise than to one contributing a large proportion Table 1 . Conservation Units (CUs) for Fraser River sockeye salmon examined in this paper. The starting year of each time series varied but all were contiguous and the last available observation in all CUs was from brood year 2006. Run timing groups are CUs that migrate together. There are escapement data but not return data for CUs rearing in Chilliwack Lake, Harrison Lake (downstream), Nahatlatch Lake, Taseko Lake, and Widgeon River. More detail is available in Grant et al. (2011 (Gable and Cox-Rogers 1993; Ricker 1997, his Appendix 2) . This variance factor, W tj , was the proportion of spawners, E tj from year t and CU j, of the total abundance of co-migrating spawners within a run timing group (Table 1) . This estimate of W tj assumed that fi shing mortality was the same among CUs within a run, so the proportion of adult salmon that escape fi sheries to become spawners is the same as the proportion, before fi shing, of adult salmon that returned. Proportion by run was treated as an uncalibrated, ordinal variance factor, W tj , which described the relative precision of estimates for R tj . Fitting a variance factor provides a weighted regression when the true weights (true precisions) are not known. Imprecision for an estimate of R tj (i.e., low W tj ) means a larger standard deviation for the distribution of possible residuals around the predicted value of R tj . An outlier that can be determined to be imprecise will have less eff ect on the fi tted curve (lower leverage). A fi tted parameter γ W controlled how W tj aff ected the standard deviation for a residual.
Analysis
log(R) versus log(E)
In our initial analysis, we examined scatter-plots of log(R) versus log(E) for each CU and for all 17 CUs pooled. To aid interpretation, we calculated 95% confidence limit ellipses for each scatter plot, using PCA and assuming bivariate normal distributions. As the simplest stock-recruit model, we calculated one line, with slope = 1, on a log-log plot of R versus E pooled over all 17 CUs. The intercept for this line was an estimate of the overall survival rate. This is not a trivial model because it explicitly assumes that (a) across all CUs, productivity does not change, and (b) abundance is so low that density-dependence is not important. A categorical factor with a level for each CU was introduced to compare this simplest model to (a) one line with fi tted slope and intercept; (b) 17 parallel lines with slope = 1 where intercepts varied by CU; (c) 17 parallel lines all with the same slope; and (d) 17 lines with varying intercepts and slopes (34 parameters).
The utility of a domed function for density-dependent survival, as in the Ricker model, was examined by adding a log(E) 2 term for a total of 51 parameters. A log-log quadratic regression, log(R) = a + b log(E) + c log(E) 2 fi ts a parabola to log(R) versus log(E) and a normal curve to R versus E (when b is positive and c is negative). This model was applied to all CUs pooled (three parameters) and to each of the 17 CUs (51 parameters).
These seven regressions were compared by r 2 and AIC without considering autocorrelation. AIC is the Akaike Information Criterion, the log likelihood corrected for overfi tting by adding the number of parameters. To compare j diff erent regressions we calculated ΔAIC j = AIC j -min(AIC) and then the Akaike weights (Burnham and Anderson 2004; McElreath 2016) 
where ωAIC expresses AIC in terms of the relative probability, among the models compared, of making the best predictions with similar new data.
Shared Survival Signal
In the absence of density dependence, the stock-recruit relationship is a straight line with slope = 1 on a log-log plot of R versus E. Scatter about that line is mainly due to environmental and observational variance, but see Walters (1985) and Myers and Barrowman (1995) for analyses of the "time series eff ect" due to R from one brood aff ecting E for a subsequent brood. We used PCA to extract the annual signal in log(R/E) that was "shared" across the eleven CUs that had complete data for brood years (Table 1) . PCA was also applied to 17 CUs with complete data for 27 years but four CUs were deleted (leaving 13 CUs for the PCA) after using cluster analysis to identify and delete CUs that were dissimilar from the others. We also applied a non-parametric approach based on survival rate, log(R/E), ranked within CUs. For each year we counted the number of CUs with a survival rate in the highest 10%, highest 20%, lowest 20%, and lowest 10%, to indicate years when extremes in survival were synchronous across CUs.
Ricker Fits Compared to Straight Line and Parabolic Fits
Ricker stock-recruit parameters were calculated using ordinary linear regression based on the log transform of the Ricker model, (Ricker 1997) . To evaluate fi t, rather than using r 2 from the regression based on Equation 1, we calculated r 2 by comparing each observed R to the corresponding prediction,
where ̅ j is the mean of observed R tj for CU j and ̂t j is the predicted value from the back-transformed curve,
where σ is the standard deviation of residuals from Equation 1 and the term σ 2 /2 (in the exponent) corrects what would otherwise be predictions of the median for returns at E j to predictions of the mean (Ricker 1997) . Note that r 2 can be negative when the sum of squared residuals from fi tting a Ricker curve are greater than from fi tting a mean. We compared Ricker curves to straight lines through the origin, essentially to test the assumption of density-dependent mortality for each stock. We did not report a comparison of Ricker curves to lines with a fi tted intercept (i.e., non-zero) because that violates the biological assumption of "no spawners, no returns." We were interested in the extent to which the Ricker curve with two parameters (not counting σ or the constraint that R = 0 when E = 0) was more eff ective than the linear model with one parameter simply because adding a parameter will always increase r 2 . The next simplest model after a straight line through the origin is a parabolic curve through the origin.
The results from these simple models were compared to the results from the Ricker model by analysis of variance. From Zar (1999, p. 453 
where SS is the sum of squares, residuals 2 are the residuals from the second model, and MS(residuals) = SS(residuals) / degrees of freedom. The number of degrees of freedom in the denominator is the number of cases minus the number of parameters. Fisher's F is the probability distribution of the ratio of two estimates of variance from samples from the same population. In this case we were asking, "What is the probability that the results (as r 2 ) from the fi rst and second model are the same?"
Simulated Returns
We wished to know if noisy stock-recruit data would produce apparently meaningful values of b from fi tting a Ricker model (Equation 1) when in fact there was no eff ect of density on survival and the true value of b was zero. To answer this question, we simulated observations of R in the hypothetical situation of no density dependence. The prediction model had two parts,
where
The fi rst part, in square brackets, predicted the mean for log(R) at each observed log(E) by adding a constant, a, to each observed value of log(E). The constant was the mean over all observations of the diff erence between each log(R) and the corresponding log(E), i.e., the mean productivity rate. This assumed there were no diff erences in productivity between CUs and no eff ect from capacity limitations. The second part simulated a normal distribution of possible observations, centered around each predicted log(R). We examined the residuals from regressions of log(R) on log(E) to see if their standard deviation increased with log(E), i.e., heteroscedasticity, by a second regression of the absolute value of those residuals on log(E) for each CU. The slope of that regression would be zero for homogenous residuals, apart from statistical uncertainty in the estimated slope. We drew random samples from a normal distribution (with the same standard deviation, σ, across all CUs) to simulate values of log(R) at each observed value of log(E). For the observed times series of data from each CU, we created 1,000 simulated replicates of that time series, each with the observed values of log(E) but diff erent simulated values of log(R). Applying Equation 1 to the simulated data produced 1,000 estimates of a and b for each CU. We then determined the fraction of simulated estimates of b that were larger than the observed value of b. That fraction indicates the probability of the observed b being due to chance when the true value of b was zero, assuming our simulation model approximated reality.
Multi-level Bayesian Stock-recruit Models
We used the B&H stock-recruit model for more complicated regressions because we wanted to add habitat factors to productivity (P defi ned as R/E as E → 0, i.e., density-independent survival) and capacity (C, defi ned as R as E → ∞ in this model) following the examples of Walters and Korman (1999) , Scheuerell et al. (2006) , and Mantua et al. (2009) . We applied variants of this non-linear model to predict adult salmon returns (R) from eff ective female spawners (E) by using a "Bayesian" Monte Carlo method to determine the joint probability distribution for fi tted parameters, given the data and the model. The models included prior knowledge about the parameters, e.g., a priori distribution, positivity, and multi-level eff ects. With non-linear models and real-world data, parameter distributions cannot be assumed to be multivariate normal; moreover we were interested in knowing about covariance and skew in the probability distributions of fi tted and derived parameters. We used a specialized computer language, Stan, that implements full Bayesian statistical inference via Monte Carlo sampling (Stan Development Team 2015) . Specifi cally, we used the No-U-Turn Sampler, a variant of Hamiltonian Monte Carlo (HMC) via the "rstan" package within the R language for data analysis (R Core Team 2016) . HMC operated in two steps after each of our statistical models was compiled: "warm-up" iterations that are used to optimize the step-size and orbital parameters for the HMC algorithm, and then "sampling" iterations based on those parameters. Typically, we used four HMC sampling chains, each of 2,000 samples, and then checked the quality and adequacy of sampling by using the "split-chain potential scale reduction statistic" (Gelman and Rubin 1992) . The resulting samples of the posterior joint probability distribution of parameters were the basis for describing the marginal dis-tributions of parameters via summary statistics such as mean and standard deviation (or their robust equivalents: median and median absolute diff erence from the median, MAD) and as percentiles. Appendix 1 contains the Stan code for the most complicated model (6A).
Widely Applicable Information Criterion (WAIC)
Although AIC is appropriate for comparing ordinary linear regressions, it is not appropriate for models with non-uniform priors or for non-linear models. The Widely Applicable Information Criteria (WAIC), a generalization of AIC, is applicable to regressions with constraining priors, including multi-level regression models (Gelman et al. 2014 §7.2; McElreath 2016 §6.4) . Regression statistics such as r 2 and negative log likelihood (NLL) deal with the diff erence between an observation and a single fi tted value (a residual), but the fi tted values for parameters have probability distributions (e.g., standard error of the slope in a linear regression) so there is a probability distribution for the residual at each observation. HMC samples of the joint distribution of parameter estimates provided samples of the probability distribution of the prediction at each data point: these were summarized as mean and variance of the log likelihood at each data point. The statistic "log pointwise predictive density" (lppd) refers to the sum, over data points, of those means and is a Bayesian estimate of how precisely the model predicts the observed data. The number of eff ective parameters (p WA-IC ) is the sum of those variances. Constraints outside of the data (e.g., non-uniform priors, constraints such as positivity, and multi-level eff ects) reduce those variances (Watanabe 2010; Gelman et al. 2013; Gelman et al. 2014 §7.2; Vehtari and Gelman 2014) . The WAIC uses p WAIC to correct lppd for the eff ect of over-fi tting and is an estimate of predictive accuracy for unobserved but similar data, i.e., for out-ofsample prediction. Because stock-recruit models for Fraser sockeye are used for predictions of unobserved returns from known spawners, WAIC is appropriate for comparing models intended for those predictions.
Model 0. The Null Model
The simplest model (model 0) assumed a single value for productivity, P, invariant across CUs and years, and no eff ect of capacity on survival. This is a one-parameter regression to predict R tj , the estimate of returns for year = t and CU = j, from E tj , the eff ective female spawners,
where N refers to the normal distribution and σ is a fi tted standard deviation. For all models, we assumed lognormal residuals (Peterman 1978) to avoid predicting R tj < 0. The prior distribution for P was N(8, 2), mildly informative based on results from the preceding log-log regressions. The prior distribution for σ was gamma(2, 1) to constrain σ > 0 and the mode at σ = 1 refl ected information from the preceding log-log regressions (Table 2 ). This log-normal error structure implies that the predicted value is the median, not the mean, for R at a specifi c E tj , but the mean for R is available by multiplying by 2 2 / as in Equation 3.
Model 1. Productivity by CU without Capacity
We assumed productivity, P j , varied by CU for the regressions,
Priors for all P j were N(8, 2) as in Model 0.
Model 2. Multi-level Productivity by CU without Capacity
Ordinary regression models involve either complete pooling or no pooling, but when the groups have shared attributes, as true for CUs of Fraser sockeye, a better approach is partial pooling via multi-level regression (Gelman and Hill 2007) . A heuristic explanation of multi-level modeling is that an among-groups model provides prior information for estimating within-group models, such that if the within-group data are insuffi cient to accurately estimate some parameter then that within-group estimate will tend to be similar to the across-groups estimate (Gelman and Hill 2007; Methot and Taylor 2011) . This eff ect, called "shrinkage," tends to prevent unrealistic parameter estimates. We did not explicitly consider an among-CUs eff ect for capacity in any model.
We constrained productivity by CU (Equation 7) by using an among-groups (partial pooling) model that assumed the productivity for a CU could be modeled as a draw, P j , from a normal distribution of productivity among CUs (Fraser-wide). This required fi tting a mean, μ P , and standard deviation, σ P , for that Fraser-wide distribution, = ( , ) . (8) The multi-level regression model from combining Equation 7 and 8 will shrink extreme but imprecise estimates of P j toward μ P . The prior distribution for μ P was N(8, 2) and the prior for σ P was gamma(2, 1), as previously.
Model 3. Multi-level Productivity by Year without Capacity
Based on the preceding log-log regressions and the examination of how productivity across CUs changed among years (shared survival), we assumed a single value, P max , could represent maximum productivity of all CUs in some "best possible year." P max was modifi ed by a virtual habitat factor H t each year, with 0 < H t < 1. The productivity each year was then = .
To avoid H t = 0 and to require that all CUs exhibit synchronously high or low survival in order to estimate H t → 0 or H t → 1, the prior we used for H t was
a dome between 0 and 1 with a fi tted mode at H t = 1 / B H . This is an among-years model that will shrink poorly defi ned estimates of H t toward the mode. The prior for the fi tted parameter was B H = Uniform(1, 3) and HMC sampling was constrained B H > 1. The regression model was multi-level, combining Equation 9 with
Model 4. Multi-level Productivity by CU and Capacity by CU
Fitted estimates for a capacity eff ect for each CU were then introduced, based on the B&H model,
where P j was from the preceding multi-level model to estimate productivity by CU (model 2, Equations 7 and 8), and C j estimates capacity by CU. To constrain unrealistically large estimates of capacity, the prior for each C j was Cauchy(0, 3) with HMC sampling constrained C j ≥ 0. This Cauchy distribution was equivalent to Student's t distribution with 1 degree of freedom, mean = zero, and standard deviation = 3. Table 2 . Results from log-log regressions of returns (R) and eff ective female spawners (E). Rather than display many similar parameters (e.g., 17 intercepts), they are summarized by their mean and CV (SD/mean, as percent). σ is the standard deviation of residuals. AIC is the Akaike Information Criterion; ΔAIC compares each AIC to the smallest AIC, and ωAIC expresses AIC in terms of the relative probability, among these models, of making the best predictions with similar new data. All available data were used (Table 1) . Curvature refers to the regression coeffi cient fi tted to log(E) 2 when describing a fi tted parabola. 
Model
Model 5. Multi-level Productivity by Years but Capacity by CU
The next model was similar to the previous one, except that productivity varied by year (Equation 9) instead of by CU (Equation 7),
In this model, a table of observations of R tj (with t rows for years and j columns for CUs) was estimated from a similar table of E tj by a function that used a fi tted parameter H t for each row and a fi tted parameter C j for each column, but with no parameter specifi c to a single cell in the table. Each cell in the table was predicted from estimates at the margins of the table. Consistent diff erences in productivity among CUs were not estimated and contribute to the residual variance.
To include CU-specifi c productivity would require another 17 parameters and we had previously determined that the range in productivity among CUs was small compared to the range in productivity among years.
Model 6. Multi-level Productivity and Capacity by Years
The fi nal model introduced the potential for a linear effect from H t on the capacity estimate for each CU so that the capacity for each CU varied by year,
A fi tted parameter, γ H , with 0 ≤ γ H ≤ 1, controlled the eff ect of the virtual habitat factor H t on C j . If there is no advantage from fi tting annually varying capacity, γ H → 0 and C tj = C j . Alternatively, γ H → 1 would be evidence that capacity varies in response to the same habitat changes that make productivity vary by year. At an intermediate value, e.g., γ H = 0.5, then C tj would vary from C j , the fi tted maximum capacity, when H t = 1, to 0.5 C j in a year when H t = 0. If γ H = 1 then 0 < C tj < C j corresponding to 0 < H t < 1. The regression model, from combining Equations 12 and 13, was
The prior for γ H was beta (0.5, 0.5), an inverse dome ("U shaped") that added a tendency to fi t a value near 1 or near 0 without precluding intermediate values.
Variance Factors for Precision of Returns
We explored a variance factor W tj , where 0 ≤ W tj ≤ 1, related to the relative accuracy of returns estimates by CU by year. A fi tted parameter, γ W , was used to determine regression weights from this uncalibrated variance factor (Zuur et al. 2009 ). The standard deviation of lognormal residuals, σ, was increased by a factor − for year = t and CU = j (Gelman et al. 2013 §14.7 ). The variance model for residuals (Equation 6) was changed to
Using * = − to represent the increased standard deviation for a case, if γ W = 0 then σ* = σ and the variance factor is ineff ective and all observations are treated as equally precise. For small values of γ W , only small values of W tj (cases indicated as highly likely to be highly imprecise) are eff ective to increase σ*. When γ W = 1, σ* = σ/W which is ordinary weighted regression.
Variance factors essentially change the data used in a regression, compromising comparisons of regressions, e.g., W jt = 0 eliminates a case. We calculated the eff ective number of cases as ∑W tj γ (note change of sign and that 0 ≤ W tj ≤ 1). To compare diff erent models that include a variance factor, it is necessary to use the same W tj , and the same γ W (previously fi tted) for each model otherwise the data will be diff erent and comparisons will be invalid (Zuur et al. 2009 ). In this regression, the probability for an outlier can change quickly as the fi tted value of γ W changes because γ W acts exponentially on the standard deviation, which in turn acts exponentially through the lognormal distribution for residuals (Equation 15) . To clarify what happened when the weight for a specifi c case changed because of the variance factor, we calculated the probability of the observed estimate of returns, given the fi tted value and the weighted lognormal SD for that case. Then we used the not-weighted SD, associated with precise observations, to calculate an imaginary return with the same probability but from a best-precision observation. For imprecise outliers that imaginary observation will be closer to the fi tted curve than the observed data point. We indicated selected points by an arrow on a stock-recruit plot to indicate cases with a large eff ect from down-weighting R tj .
RESULTS
log(R) versus log(E)
Assuming and fi tting a bivariate normal distribution for log(R) and log(E) resulted in individual ellipses for 17 CUs (Fig. 2) . Typically, more than 5% of the points were outside of the 95% confi dence limit ellipse, indicating fat tails. For comparison, the pooled data are presented as a scatterplot (Fig. 3A) and a bivariate normal ellipse (Fig. 3B) . When all 17 ellipses were compared in a single plot (Fig. 3C) , their centroids fell close to a straight line (Fig. 3D) . Despite a great range in the lengths of the ellipses, refl ecting variation in the range of E within CUs (the range is large in CUs with cyclic dominance such as Quesnel and Late Shuswap), the ellipse widths were similar, implying similarity among CUs Table 2 . A. Scatter plot for all CUs and all years pooled. The line has slope = 1 and describes Fraser sockeye survival almost as well as 17 straight or curved lines, one for each CU (Table 2) . Estimates of log(R) at the lowest estimates of log(E) are higher than expected, possibly because estimates of R from the allocation of mixed catches to CUs at low returns abundance is biased high, or because estimates of E from (typically) visual surveys at low spawner abundance are biased low, or both. B. An ellipse for the 95% confi dence limit of a bivariate normal distribution fi tted by principal components analysis to data in plot A. The line is the fi t for one parabola (Table 2 ) and exhibits slope = 1 above the means (the dot). C. Ellipses for each of the 17 Fraser sockeye CUs, from Fig. 2 . The similar width of ellipses indicates the variance in log(R) that is not accounted for by log(E) is similar among CUs. D. Centroids from the ellipses shown in plot C, with CUs identifi ed as in Table 1 . The centroids are aligned, indicating the production rate, log(R/E), is similar across all CUs. Note diff ering ranges of axes.
in the observation variance for R and E and similarity in the eff ect of changes in habitats on survival rates. Considering the 17 Fraser sockeye CUs pooled, with mean(log(E)) = -2.54 (SE = 0.068) and mean(log(R)) = 4.69 (0.072), the overall production rate was the diff erence, 2.15 (SD = 1.05, n = 881 pairs). The ellipses in Fig. 2 and Fig. 3C showed this to be a reasonable description of Fraser sockeye because the trend and residual variance were similar among CUs. The mean production (not logged) can then be estimated as e (2.15+1.05^2/2) = 14.9 R/E. Pooling all CUs, so that each observation of R from E was assumed to be representative of Fraser sockeye as a whole, presented a near-linear pattern on a log-log plot (Fig. 3A) . One straight line explains r 2 = 76% of the variation in the Fraser sockeye returns ( Table 2 ). The regression slope was < 1 and (back-transformed) R = 3.76 E 0.82 , but this apparent curvature does not allow the conclusion of density-dependent productivity because the slope of a linear regression is necessarily < 1 when r 2 < 1 (Peterman 1978) . Using one parabola to describe the scatter plot of pooled data for log(R) versus log(E) (Fig. 3B) , estimates of log(R) at the lowest values of log(E) were above a line with slope = 1 that goes through the means of log(R) and log(E), i.e., the curvature occurred at the lowest abundances. For mid-range and high E, the curve is linear with slope = 1, indicating no capacity eff ect at the highest abundances. This single curved line was not a useful improvement over a straight line (Table  2) although curvature was present (comparison of regressions by ANOVA, p(F 1,877 > 10.6) = 0.0012).
After fi tting four models with parameters for each CU, the best model, based on AIC, was 17 lines (34 parameters, r 2 = 81%). The mean slope was 0.64 (SD = 0.23) because log(E) accounted for little of the variation in log(R) within four CUs (Pitt 2%, Birkenhead 9%, Weaver 12%, Stellako 13%), and consequently these CUs had a low slope (< 0.42). These were specifi c cases with a low ability to account for log(R) from a CU-by-CU approach, but this is generally true: the mean r 2 among CUs was 50% (SD = 0.27). The exceptions were Quesnel (r 2 = 90%) and Late Shuswap (89%); both were CUs with cyclic dominance, which creates a large range in log(E) (Fig. 2) . The model with 17 lines (34 parameters, r 2 = 81%) was a small improvement over the model with 17 parallel lines (17 parameters, r 2 = 79%). The model with curved lines for each CU (51 parameters, r 2 = 81%) was not an improvement over a straight line for each CU (Table  2) . Only the Chilko CU was improved by a convex parabola, but in that CU potential production from high escapements was confounded by a deleterious spawning channel for many years (Akenhead et al. 2016) .
These log-log regressions (Table 2 ) and the ellipses (Fig. 2) showed that the diff erence in production among CUs was small: 17 parallel lines with slope = 1 instead of one line with slope = 1 improved r 2 by 3%. Moving from a one-parameter model that assumed no diff erence among CUs in productivity and no density eff ect to a model with 34 or even 51 parameters that allowed productivity and density eff ects to vary between CUs, improved r 2 by 11% (from 73% to 81%) and improved the SD of residuals by 13% (from 1.05 to 0.91). This improvement involved substantial overfi tting and is smaller than the residual variance in log(R) (1 -r 2 = 27% with one parameter, 19% with 34 parameters) that is due to diff erences among years within CUs and to imprecision for estimates of R and E. In summary, log(R) was 2.1 (SE = 0.04) times log(E) with small improvements from considering CUs and density-dependence. The corresponding estimate for median production is e 2.1 = 8.2 R/E.
Ricker Model Fits
Fitting a straight line through the origin as a model of returns from eff ective female spawners (EFS) assumes there is no eff ect from density-dependent survival within the observed range of EFS. Comparing fi ts from the Ricker model
to fi ts from a straight line through the origin (Table 3) quantifi ed the obvious: unexplained scatter in the Fraser sockeye stock-recruit data frequently overwhelmed evidence of density-dependent survival. The r 2 values for Ricker model fi ts, calculated using Equation 2, were low: worse than a simple mean in two of 17 CUs, Late Stuart and Pitt (r 2 < 0), and > 50% for only three CUs (Early Stuart, Quesnel, and Late Shuswap). A line through the origin was a "substantial improvement" (defi ned as: r 2 is increased, r 2 ≥ 25%, and ≤ 5% probability that the diff erence in r 2 values was due to chance) in four of 17 CUs: Late Stuart, Weaver, Scotch, and Gates. The Ricker model was a substantial improvement over a line through the origin for only four CUs: Quesnel, Chilko, Seymour and Nadina. The results in Table 3 corroborated the issue identifi ed by McKinnell (2008) : high values for Ricker model parameters a (productivity) and b (related to capacity) tend to be associated with low r 2 values (Fig. 4) . In order to determine the eff ect of adding another parameter to a model, as opposed to benefi ts from the specifi c shape of the Ricker model, we fi t a parabola to predict R from E. The Y-axis intercept for the parabola was constrained to be zero, similar to the Ricker model. A parabola was a substantial improvement on the Ricker model for 10 CUs, but two results were concave ("U" shaped) not convex (domed), leaving eight: Early Stuart, Late Stuart, Bowron, Raft, Late Shuswap, Portage, Weaver, and Fennel. The Ricker model was not a substantial improvement over a parabola for any of the 17 CUs. Thus, a parabola was as good as, and frequently better than, the Ricker model to describe the available stock-recruit data for Fraser sockeye. This is a statistical observation and does not consider prediction of negative returns at high values of E (never the case within these data).
In three cases, Raft, Birkenhead, and Pitt, the probability of a zero intercept for an unconstrained parabola was small (calculations not shown), suggesting that more information than just E is required to account for the returns from those three CUs, or that the range of E is too small to be a useful predictor (Fig. 2) .
Fitting the Ricker Model to Simulated Returns from Observed EFS
Simulation of values of log(R) at observed estimates of log(E) required an estimate of σ, the standard deviation of residuals from a straight-line fi t to that log-log regression with slope = 1, i.e., no density dependence (Equation 5). In this case only the intercept is determined, equivalent to the Table 3 . Comparison of regression statistics for three models: 1. The Ricker model, 2. A line that goes through the origin, and 3. A parabola that goes through the origin. The time series are the same as in Table 2 overall mean for log(R) -log(E). Based on all 881 observations pooled, that mean was 2.145 with standard deviation σ = 1.053. To confi rm that σ was constant as opposed to increasing at high values of log(E), we determined the residuals from ordinary linear regression of log(R) versus log(E) for each CU, and then regressed the absolute value of those residuals against log(E) ( Table 4 ). There were two CUs with weak evidence that σ might have increased with log(E), Birkenhead had slope = 15% with 8% chance that the slope was zero, and Weaver had slope = 14% with 17% chance. The mean slope, among 17 CUs, was low (1.4%, SD = 7) with all r 2 ≤ 5%. We used this result, in conjunction with our conclusions from Table 2 and Fig. 3 , as suffi cient evidence to proceed with the assumption that σ did not change with log(E). For all CUs, we drew simulated values of log(R tj ) from N(2.145 log(E tj ), 1.053).
When we used 1,000 time-series of simulated log(R) in the Ricker regression, 11 of the 17 CUs had observed estimates for Ricker's b that were greater than the 95 th percentile of simulated results (Table 5 , last column). Within the assumptions of our simulation, it is unlikely these observed values of b could have been the result of chance, and highly unlikely that 11/17 would be so extreme by chance. For six were calculated using the prediction of returns (R) from eff ective female spawners (E) (Equation 2). A negative value for r 2 means the model accounts for less of the variance in R than does the mean for R. B. Large estimates for the b parameter may indicate small habitat capacity but estimates will be unreliable when the Ricker model does not account for the returns (low or negative r 2 ). Note negative estimate for the CU marked as "E" (Scotch). Table 4 . A test for the variance in residuals increasing with log(E). The summary statistics for regressions of log(R) versus log(E) for 17 CUs are the same as in Table 2 ("17 lines"). The residuals from this regression were used in a second regression of the absolute value of residuals against log(E). The low slopes, low r 2 values, and high probabilities that the slopes are zero are the basis for concluding homogenous variance of residuals with respect to log(E). Homogenous variance was assumed when simulating residuals to investigate fi ts to the Ricker model. CUs, the observed estimate for b was > 10% likely to have arisen by chance when the true value was zero, but the fi ts for these CUs are clearly unreliable based on conventional regression statistics, e.g., the standard error (SE) for b being > b/2. As constructed, this simulation test for a spurious conclusion of density dependence provided no additional information: the same CUs were fl agged as unreliable by the F test for linear regression (Table 5 , "Pr( > F)"). CUs with unreliable estimates for b include Scotch, where the fi tted value of b had the wrong sign, and fi ve others: Early Stuart, Seymour, Late Shuswap, Gates, and Nadina.
CU
Number of years
Shared Survival
The preceding results supported the assumption that using log(R/S) as the indicator of total survival was valid because (a) the log transformation corrected the skewed distribution arising from the ratio of two variables measured with observation error, (b) total survival from a series of independent random survival events would be expected to have a lognormal distribution (Peterman 1978) , and (c) density-dependent eff ects within CUs were measured and shown to be a small fraction of the total variance (Table 2, r 2 = 81% for "17 lines"; r 2 = 75% for "17 parallel lines, slope = 1"). On this basis, we examined synchrony among CUs in high and low survival years using a parametric approach (PCA) and a non-parametric approach (ranked years within CUs) (Fig. 5) . The non-parametric analysis showed important events such as high survival for many CUs in brood year 1955 followed by low survival for many CUs in brood years 1957 and 1958; low survival for some CUs in brood years 1979 and 1991, and extremely low survival for all CUs in brood years 2003 and 2005 (Fig. 5A ). Brood year 2006, our fi nal value, was the fi rst year when no CU had poor survival (less than 10 th percentile) since brood year 1990 (16 years). These events were fl uctuations within a trend toward poor survivals that may have started in the 1980s. The parametric analysis quantifi ed this pattern: "shared survival," based on the annual values for PC-1 of log(R/E) (Fig. 5B) accounted for 46% of the variance in log(R/E). The long-term trend (curved line in Fig. 5B , a loess smoother) accounted for 51% of the variance in PC-1, so that trend was 0.51 × 0.46 = 23% of the total variance. Most of the short-term variability in shared survival was due to six "low survival events" that involved seven years out of 57: brood years 1957-1958 (one event), 1976, 1979, 1991, 2003, and 2005 . A similar analysis used complete time series for all 17 CUs, brood years 1980-2006 (27 years) . After a cluster analysis of the time Table 5 . Fitted values and statistics for the Ricker model by CU and a comparison to estimates of b from simulated data with b = 0 (see text). Pr( > F) and r 2 refer to the linear regression used to fi t the Ricker model (Equation 1). Time series are the same as in series for survival rates, Bowron, Raft, Late Shuswap, and Weaver were excluded. The result (Fig. 5C ) repeated the shared survival pattern but added brood 1997 as a low survival event (corroborated by the non-parametric approach) and de-emphasized the changes for broods 1988 and 1989.
Beverton and Holt Models in Bayesian Regressions
Seven B&H models were applied to predict R from E by estimating productivity and capacity in diff erent ways, all with the assumption of lognormal residuals. None of our models invoked an among-CUs eff ect for capacity.
The Null Model
We started with the simplest stock-recruit model (Equation 6). The "null model" had just two parameters, a line through the origin, representing productivity across all CUs after assuming capacity = ∞, and σ to describe residuals. We anticipated that the estimates for σ, NLL, lppd, and WAIC would improve in subsequent models. What actually happened is that σ and NLL, which measure how well the model fi ts the data, were improved by subsequent models, but precision of fi t, lppd, did not improve and so, because the number of eff ective parameters increased, WAIC was always larger than for this null model and WAIC increased greatly for the most complicated models (Table 6) . By this criterion, the null model was the best model. The estimate for productivity was 6.5 R/E (95% range 5.9-7.2), comparable to 6.9 R/E (SD = 3.0) from the among-CUs mean slope of a line through the origin (Table 3 , "Linear").
Model 1. Productivity by CU without Capacity
Adding another 16 parameters (Equation 7, model 1 in Table 6 ), so that there was a line through the origin to predict R within each CU separately, resulted in p WAIC = 13 The fi rst principal component for 11 CUs across 57 years accounts for 46% of the total variance. The solid thick line is a loess curve that accounts for 51% of PC-1 (so 23% of the total variance). C. For 13 stocks identifi ed as similar by cluster analysis across 27 years, PC-1 explains 51% of the variance. Bowron, Raft, Late Shuswap, and Weaver were excluded.
eff ective parameters. There were fewer eff ective parameters than fi tted parameters because the lines are constrained to pass through the origin and to have positive slope, i.e., prior knowledge was included in the model and competed with the data. There was a small change in σ but NLL decreased, indicating a better fi t to the data from the additional parameters. In contrast, lppd increased between model 0 and model 1, and the p WAIC increased by 11, so WAIC increased from 436 to 450 (Table 6) .
Model 2. Multi-level Productivity by CU without Capacity
Adding Equation 8 (two new parameters) to the preceding model added a weak constraint: the 17 slopes are from one normal distribution, the among-CUs distribution. That description of Fraser-wide productivity had a fi tted mean of 6.7 R/E (95% range 5.8-7.7) and standard deviation of 1.3 (0.6-2.5). The result was a shrinking of the extreme estimates of productivity by CU from model 1 towards the among-CUs mean (Table 7 , Fig. 6A ). The largest changes between these two models were mainly associated with small CUs: Weaver -17%, Portage -13%, Late Stuart -12%, Gates -12%, Pitt +7% (Fig. 6A) . Shrinkage (change in median productivity estimate) should be a larger eff ect for CUs where productivity is less well estimated, and that was verifi ed in this example: shrinkage was correlated (r 2 = 58%) with the 95% ranges in model 1 (Fig. 6B ).
But was model 2, with constrained estimates, better than model 1? For both models, σ was the same (Table 7) . NLL for model 2 was larger, indicating a worse fi t because prior knowledge was added that competed with the data (the P j were described as normally distributed). This competition was measured by the decrease in eff ective parameters (p WAIC ) from 13 to 11 despite the increase in fi tted parameters from 18 to 20. In contrast to NLL (based on a single value for each fi tted parameter), lppd (based on the distribution of pa-
Count of Extremes of log(R/E) PC-1 log(R/E)
Brood Year Brood Year Brood Year PC-1 log(R/E) rameter estimates) did not increase appreciably because the posterior joint distribution was less variable: the 95% ranges for model 2 were smaller than for model 1 (Table 7) (median = -16%, MAD = 3, calculations not shown). In terms of predictive accuracy, the change in eff ective parameters resulted in WAIC for model 2 being slightly smaller than for model 1. In summary, the within-data fi t (σ and lppd) was nearly the same for both models, but the predictive accuracy (WAIC) was better for model 2, by a small amount, because we added a small amount of knowledge.
Model 3. Multi-level Productivity by Year without Capacity
Because productivity varied by a small amount among CUs in comparison to how much it varied among years (Figs.
2, 3, especially 5, and 7), we modeled productivity by years instead of by CUs (Equations 9 and 10). That increased the number of fi tted parameters to 30, which decreased σ and NLL, but a large increase in lppd (overall less precision for fi t) resulted in greatly reduced predictive accuracy (WAIC) from productivity by years compared to productivity by CUs. The estimated productivity in the best year was 13.9 R/E (95% range = 11-18), but was modifi ed in each year by the virtual habitat factor, H t , that ranged from 0.08 (brood year 2005) to 0.81 (brood year 1989). The habitat factors were constrained between 0 and 1 by imposing a beta distribution with a fi tted mode at 0.56 (50% range = 0.45-0.70), so the modal (most common) productivity was 0.56 × 13.9 = 7.8 R/E. The mean productivity was slightly lower, 7.4 R/E. Table 6 . Statistics of fi t for a series of Beverton and Holt models. The data are for brood years 1980-2006 with complete information for all CUs. Model 0, the null model, estimates σ and one parameter: slope through the origin. Models 0-3 assume no capacity limitation. Model 2 is a multi-level model for productivity. Models 4-6 estimate a capacity for each CU. Models 3, 5, and 6 fi t a "virtual habitat factor" by years (with an among-years multi-level eff ect) that aff ects a single value of "maximum possible productivity" applied to all CUs. Model 4 fi ts productivity by CU and capacity by CU with an among-CUs model for productivity. Model 6 allows the virtual habitat factor to aff ect capacity in all CUs by year. Models 1A-6A repeat the previous models but add a parameter γ W that controls the eff ect of a variance factor for the relative precision of estimates of returns. "Eff ective cases" indicates there is less information when some cases are treated as imprecise. The statistics lppd (log pointwise predictive density) and p WAIC (number of eff ective parameters) sum to WAIC. 
Model
Model 4. Multi-level Productivity by CU and Capacity by CU
Estimating the initial productivity and asymptotic capacity for each CU based on Equation 7 required 37 parameters and produced a set of conventional B&H stock-recruit curves that are nearly independent, apart from the amongCUs multi-level eff ect on productivity (Table 8 ). Compared to model 2 (capacity = ∞ ), NLL and σ declined with 17 additional parameters, but the eff ective number of parameters, p WAIC , only increased by 6, suggesting that adding prior knowledge about capacity estimates (a half-Cauchy(0, 3) prior distribution) constrained both capacity and productivity estimates. Productivity estimates were higher (median = 136%, MAD = 48) with the introduction of a capacity parameter (Table 8 , Fig. 7) , and less precise (increase in 50% range: median = 47%, MAD = 40; increase in 95% range: 155%, MAD = 107). This imprecision in the estimates contributed to lppd, which increased from 438 in model 2 to 457 in model 4. With less precision to the fi t and yet more effective parameters, WAIC increased greatly when capacities were included in the model (Table 6 ).
The median estimates by CU for capacity (Table 8 ) ranged from 0.09 million returns for Pitt (95% range = 0.05-0.29) to 13 for Late . The distributions for the capacity estimates were wide: the 50% range was 170% of the median among CUs (MAD = 95), and skewed, with the 97.5 th percentile more than 20 times the median estimate (median = 23.5, MAD = 17.9, max = 79 for Fennel). Because of the extreme skew in the distributions for capacity estimates, the mean and standard deviation were inadequate descriptions: susceptible to extreme samples and much greater than the median and MAD. In comparison to capacity estimates, productivity estimates were uniform, symmetric, and well-determined. The Fraser-wide mean productivity (at the among-CUs level), μ P , was 8.3 R/E (95% range = 7.2-9.9), and the Fraser-wide standard deviation, σ P , was 1.6 (0.39-3.2), a CV of 19%, but MAD/median for the 17 individual median estimates of productivity was 0.828/8.4 (Table 8) , so the observed and robust CV for productivity across CUs was 9%, only half as large. Productivity estimates by CU ranged from 6.7 R/E for Early Stuart (95% range = 4.2-9.6) to 10 for Weaver (7.7-14) . Based on this model, accepting a single productivity value to represent the productivity of every CU would, on average, be accurate to between 9% and 19% as the estimate for a CU.
Model 5. Multi-level Productivity by Years but Capacity by CU
This model implemented productivity by year from model 3, while still estimating capacity separately for each CU as in model 4. Model 5 extracted a time series for a virtual habitat factor, H t , distributed as beta(2, 1/B H ). The frequency distribution for H t was domed at a higher mode, B H = 0.65 (50% range = 0.53-0.78). Compared to model 4, this approach to productivity estimates added 10 more parameters and produced a substantial improvement in σ (from 1.02 to 0.86) and NLL (from 227 to 212) but at the continued cost of deteriorating precision of fi t and predictive accuracy: lppd increased from 457 to 532 and WAIC increased from 474 to 561 (Table  6 ). Our interpretation was that model 5 represented severe over-fi tting compared to models 1-4 that already had less predictive accuracy than the null model. On the other hand, the shared survival (Fig. 5B ) indicated H t would capture roughly half of the variance in log(R/E), and in fact shared survival was highly correlated with H t (r 2 = 89%, n = 27, n eff ective = 10, Pr(t 8 > 14.5) < 0.001). One reason for the increase in lppd was that this model ignored the fact that some CUs deviate from the pattern indicated by H t . The estimate for Fraser-wide productivity in a theoretical best year was 16 R/E (95% range = 13-20) and median estimates for H t ranged by a factor of ten, from < 0.08 (brood years 2003 and 2005) to 0.84 (brood year 1989), so productivity in the best observed year was 13.6, close to P max . The most frequent productivity is P max / B H = 10.3 R/E, higher than the preceding models because model 5 identifi ed an eff ect from years with poor habitat.
Capacity estimates reacted weakly (Fig. 8) to the change from productivity by CU to productivity by year, increasing slightly overall but results were variable (median 16%, MAD = 47) and the capacity estimates were highly correlated with those of model 2 (r 2 = 92%, or, excluding Late Shuswap which had the largest capacity estimates, 78%). The 95% range for capacity estimates changed erratically by 50% (median change = 3%, MAD =53). Table 7 . A comparison of productivity estimates for 17 CUs of Fraser sockeye calculated with and without a multi-level regression model (see Figure 6 ). These are models 1 and 2 in Table 6 (Equations 7 and 8). NLL (negative log likelihood) and σ (standard deviation of log-normal residuals) are measures of fi t at one point in parameter space (the best fi t). The statistic lppd is a measure of precision of fi t over the joint probability distribution of parameter estimates (not just at the "best fi t" estimate of parameters). Prior constraints including multi-level eff ects reduce the number of eff ective parameters, measured as p WAIC . WAIC is an estimate of predictive accuracy that considers overfi tting (lppd + p WAIC ). 
Comparison
Model 6. Multi-level Productivity and Capacity by Years
The last model in this series is similar to model 5, but allowed H t to aff ect capacity, so the eff ective capacity changed each year in parallel with changes in productivity. The regression was set up so that the eff ect of H t on capacity could be weak or strong according to a fi tted parameter γ H . Upon fi tting, the estimate for γ H indicated the strongest possible eff ect (γ H = 0.985, 95% range = 0.66-1.00). The capacity estimates in model 6 ( Fig. 8 ; see similar estimates from model 6A in Table 9 ) were, therefore, a theoretical maximum capacity for each CU, given the data applied, similar to the theoretical maximum productivity in models 3 and 5. Capacities in model 6 were only slightly higher (median= 8%, MAD = 0.15) than capacities in model 5, but that was accompanied by a change in B H so that the mode for H t was 0.84 instead of 0.65 (less diff erence between the best years and the typical years). Model 6 optimized H t for the annual capacities (within a maximum for each CU) as well as the annual productivities (within one maximum for all CUs), and the result was a linear increase in H t between the model 6 and model 5 (r 2 =0.99, median = 16%, MAD = 6), implying there was little information about H t from capacity that was not previously obtained from productivity. Despite these interesting diff erences, model 6 did not fi t the data better than model 5, and predictive accuracy was worse (Table 6) .
Eff ect of a Variance Factor for Precision of Returns
Comparing the regression statistics of models 0-6 to models 0A-6A (Table 6) showed that the eff ect of variance factor W tj was larger in models where the residual variance (NLL and σ) was lower, with an increase from γ W = 0.018 (only values of W tj < 0.002 would increase σ by > 10%) to γ W = 0.054 (W tj < 0.17 had > 10% eff ect). This indicates that precision of the data becomes more important as the overall precision of fi t improves. For model 6A, 25% of the observations were down-weighted by more than 20%. The number of eff ective cases changed by 55 (from 459 in model 6 to 404 in model 6A), a 12% loss of presumed information. Down-weighting estimates of returns always reduced σ, up to 13% (models 6 and 6A) because σ now represents the most precise cases. The changes to productivity estimates between models 0 and 0A, and between models 1 and lA, were negligible. The typically small parameter changes from applying W tj to the more complicated but over-fi tted models (Table 9) were diffi cult to distinguish from yet more over-fi tting. Precision of fi t, lppd, was similar between pairs of models with and without the variance factor (e.g., Table 6 models 4 and 4A, 5 and 5A). Table 6 ; statistics of fi t are in Table 7 . A. Dots are the median estimates for productivity. Horizontal and vertical lines are the 95% ranges. The diagonal line is 1:1. B. The diff erence in median estimates of productivity, "shrinkage," was greater for relatively imprecise productivity estimates, as indicated by the width of 95% range (horizontal lines in plot A). The median change in productivity was -6.1% (MAD = 4.7), with the large changes for Weaver (-16%), Portage (-13%), Gates (-12%), and Late Stuart (-11%); Pitt increased (+8%). The 95% ranges for productivity also decreased (median = -15.5%, MAD = 3.6).
Multi-Level Productivity Shrinkage
Productivity by CU 95% Range, Model 0
Stock-recruit Diagrams
Because the productivity and capacity parameters varied by year, and because some cases were down-weighted, graphical presentation of the information from our models (e.g., Table 9 ) required stock-recruit diagrams that displayed more than the data and a curve for the average year (Fig. 9) . Each fi tted value was based on a Fraser-wide estimate of maximum productivity that varied each year (a virtual habitat eff ect), plus a CU-specifi c estimate of capacity that also varied each year (Equation 9). There is a separate stock-recruit curve for each year and CU in our model, but rather than show 27 curves for each CU, in Fig. 9 we made the association explicit between pairs of observed and predicted values, and displayed only the curves for the highest, lowest, and median values of productivity and capacity. These high, median, and low values are the eff ect of the estimated annual values for the virtual habitat factor, H t . Points that were strongly down-weighted (that moved more than 5% of the range in R j ) were indicated by arrows that showed the change from the observed but imprecise residual to an imaginary residual with the same probability but observed with the best precision.
DISCUSSION
Various analytical approaches were applied to predict adult returns from spawner abundance in 17 CUs of Fraser sockeye. Temporal patterns in survival rate, log(R/E), were similar among CUs with nearly half of the variance in survival rate accounted for by the fi rst (linear) principal component (Fig. 5B) . The strength of this "shared survival" eff ect is remarkable given the wide variety of freshwater habitats, large diff erences in freshwater migratory distances, and variation in migration timing of CUs entering the Strait of Georgia (J. Tadey, Joe.Tadey@dfo-mpo.gc.ca, pers. comm.), leaving the Strait of Georgia (C. Neville, Chrys.Neville@ dfo.mpo.gc.ca, pers. comm.), and traversing the continental shelf (Tucker et al. 2009 ). A few "low survival events" account for much of the synchrony across CUs, giving strength to the shared survival signal. With only six such events in nearly six decades of data, searching for an infrequent but consistent oceanographic or climatic phenomenon behind these events seems warranted. Alternatively, these low survival events may represent desperate failures from various causes among various habitats.
Estimates of log(R) from log(E) were described well (r 2 = 73%) by a single value for productivity applied to all CUs with no consideration of density-dependent survival ( Fig. 3A , Table 2 ). Allowing productivity to diff er by CUs, without density dependence, yielded little improvement (see small scatter in Fig. 3D ). The r 2 increased to 75% (Table  2 , model "17 parallel lines, slope = 1"). Adding 33 more parameters, or even 50, so productivity and capacity both varied by CU, increased r 2 to 81% and produced the best AIC value, but at the expense of implausible stock-recruit curves for several CUs (over-fi tting). Overall, the evidence of capacity limitation was weak, similar to the conclusion of Adkison et al. (1996) .
For the pooled data (all CUs combined), deviation from a line with slope = 1 (no eff ect of density on total survival) appeared only at extremely low spawner abundances when returns were higher than expected (Fig. 3B) , and not at high spawner abundances. This curvature at the lowest values of E could be the result of: (1) overestimates of R at low R due to sampling limitations and errors in CU identifi cation (Millar 1987; Wood et al. 1987; Mulligan et al. 1988; Brodsiak et al. 1992; Gable and Cox-Rogers 1993; Waldman and Fabrizio 1994; Ricker 1997; Fabrizio 2005) ; (2) underestimates of E at low E, possibly associated with inadequate visual counts when spawners are uncommon, the result of focusing spawner enumeration eff ort on large abundant CUs (Grant et al. 2011); and/or (3) a compensatory increase in productivity per spawner at extremely low spawner abundance. Given the limitations of compositional analysis faced with small proportions (< 1%), we do not believe this is a compensatory eff ect. In general, the abundance of Fraser sockeye has little apparent eff ect on their survival and/or is largely obscured by scatter from environmental and measurement variance. To a large extent, ignoring temporal patterns, the stock-recruit relationship for Fraser sockeye is a single number, 8.7 adult (age 4) returns per eff ective female spawner, based on nothing more than log(R/E).
Simulated values of log(R) at observed values of log(E) generally did not exceed the large estimates for the Ricker model parameter b observed when the Ricker model was fi tted to each CU. As previously noted by McKinnell (2008) , some large values for a and b were associated with small r 2 values when predicting R from E (Fig. 4) . The Ricker model outperformed a linear-through-origin model for only four CUs (Quesnel, Seymour, Raft, and Nadina). Examining the proportion of variance explained by these Ricker fi ts (Tables 3 and 5) indicated that attempts to manage Fraser sockeye Fig. 7 . Productivity estimates from models 1-6 (no variance factor) and 1A-6A (variance factor) ( Table 6 ). Dots are the median estimate; the dark grey, inner regions contain 50% of HMC posterior samples; the light grey, outer regions contain 95%. The 17 conservation units (CUs) are ordered as in Table 1 . For models 1, 2, and 4, productivity is fi tted by CU. For models 3, 5, 6, 3A, 5A, and 6A, productivity is fi tted as a "habitat eff ect" for each year (Ht, between 0 and 1) that modifi es a maximum productivity, Pmax, that is the same for all CUs.
by using separately fi tted Ricker curves for each CU will, in general, face the combined eff ect of low explanatory power and bias. This simulation test for spurious estimates of b might be improved by future work that considers: (1) a more complete description of the variance in both returns and EFS, including autocorrelation and lagged covariance, (2) evidence that productivity varies by CUs (the CV for Ricker model productivity is 39%, Table 5), (3) further eff orts to down-weight imprecise returns, which leads to (4) the eff ect of implausibly high values for R/E at very low E ( Fig. 3A; Ricker 1997), i.e., rejecting our assumption of homogenous variance.
We pursued estimates of capacity for each CU, despite evidence that productivity is nearly constant between high and low values of spawner abundance (Table 2, Fig. 3) , and despite observing that a Ricker curve was substantially better than ordinary linear regression in only 4/17 cases (Table  3) . We did this partly because 11/17 observed estimates for Ricker's b exceeded 95% of the simulated estimates for b in our test for spurious values of b (Table 5 ), but also because we hoped that more defi nitive evidence for density dependence (capacity) would emerge from a more sophisticated treatment of the data: multi-level productivity, an explicit formula for capacity, annual habitat eff ects, and weights for precision of returns.
We tested seven Bayesian regression models that predicted R from E by estimating productivity and capacity in diff erent ways (Table 6 ). Three levels of pooling were applied to the productivity estimates for 17 CUs of Fraser sockeye: (1) complete pooling, where CUs were ignored and each data point was treated as an independent observation from a Fraser-wide system (Equation 6, model 0); (2) no pooling, where each CU was treated independently (Equation 7, model 1); and (3) partial pooling, using a multi-level model that estimated productivity among CUs and within each CU simultaneously (Equations 7 and 8, model 2).
The simplest model, model 0, with only two parameters (σ and the slope for a line through the origin) had the best predictive accuracy (lowest WAIC). More complicated models fi t the data better (NLL, σ), but models with as many as 20 parameters did not increase the precision of fi t (lppd) and the correction for overfi tting (pWAIC) reduced the predictive accuracy. Models with 30 or more parameters (but substantially fewer eff ective parameters) suff ered from decreased precision of fi t as well as potential over-fi tting. Model 3 estimated productivity by years in a multi-level model instead of by CUs, and while σ and NLL improved, the precision of fi t was much worse (lppd increased) which, with another 11 eff ective parameters, greatly increased WAIC. Model 4 was similar to a conventional B&H model for each CU and produced median estimates for capacity that were often much larger than maximum observations for R in each CU, suggesting that many CUs are producing fewer returns than possible. Our interpretation of these results (e.g., Fig. 9 ) is that the capacity parameter for Fraser sockeye is typically indeterminate, as opposed to limiting. This result corresponds to the log-log regressions where curvature was not helpful, indicating little or no feedback from capacity, and corresponds to the typically low r 2 values for Ricker curves where several estimates for b could not be distinguished from zero.
To accumulate enough observations of returns from high levels of spawners to change this pattern would require decades, but there is another approach that assumes rearing lakes are the habitat that limits capacity. Thus Bodtker et al. (2007) and Grant et al. (2011) used data from Fraser sockeye rearing lakes (Hume et al. 1996; Shortreed et al. 2001 ) to provide informative priors for capacity estimates. The concept of capacity, for specifi c habitats encountered by Fraser sockeye throughout their life history, can be extended from rearing lakes to spawning and ocean habitats (Kaeriyama et al. 2009; Ruggerone and Connors 2015) .
The area and/or quality of any Fraser sockeye habitat will diff er among years, making it harder to discern density-dependent eff ects from density-independent eff ects (productivity) based solely on survival data. We explored annual eff ects in models 3, 5 and 6 (Table 6 ). Model 5 estimat- Table 6 , showing the 50% range of estimates (dark grey) and the 95% range (light grey) without and with variance factors. The 17 conservation units (CUs) are ordered as in Table 1. ed productivity by year and capacity by CU. Compared to model 4 (productivity by CU), adding ten parameters improved σ and NLL but the precision of fi t (lppd) was much worse and with 47 parameters, despite constraints that resulted in 29 eff ective parameters (p WAIC ), WAIC increased by a large amount. Model 6 explored the idea that capacity and productivity could vary in parallel among years. The parameter that controlled this eff ect (γ H , Equation 13) had a fi tted value that was close to 1.0. This provided support for the idea that capacity varies with productivity, however this was introduced in models where over-fi tting was evident and this modifi cation did not improve the regression statistics compared to model 5. The idea behind model 6 stems from the original "simplest hypothesis" for population dynamics, when Verhulst (1838) determined
where a is the density-independent mortality rate ("productivity" for negative mortality rates), b is the density-dependent mortality rate, and N 0 is the initial population abundance or density. As t → ∞ then N t → a/b so capacity Table 9 . Parameter estimates from a Beverton-Holt model with a capacity estimate C j for each of 17 CUs and a single estimate of maximum productivity, P max , applied to all CUs. A virtual habitat time series, H t , aff ects productivity and capacity in each of 27 years. A fi tted variance factor, γ W downweights return estimates suspected to be imprecise. This is model 6A in Table 6 ; see parameters in Table 9 ). Black dots are R/S data, circles are what the model fi tted. Each year has a diff erent stock-recruit curve so data (dots) and fi tted values (circles) in each year are joined by a grey line. The curves are the highest, median, and lowest years for productivity and capacity. The down-weighting eff ect from considering relative precision of returns estimates (using proportion of spawners by run) is indicated by an arrow for cases where that eff ect was large, > 5% of the maximum return. The arrowhead represents where an observed but down-weighted return would be if measured with the best precision and with the higher probability assigned by down-weighting; it would therefore be closer to the fi tted value (i.e., not down-weighted but same leverage).
(Verhulst's "la limite supériere de la population") is a linear function of productivity. From the 20 th century rediscoveries of Verhulst's model (Lotka 1925; Volterra 1926 ),
where r is productivity and K is capacity, the parameter b is equivalent to r/K so K = a/b and again capacity is a function of productivity. Capacity for a stock-recruit curve is a function of productivity in the derivations by Beverton and Holt (1957, p. 32) and Walters and Korman (1999, their Equation11 ):
Because capacity is not a strong eff ect in these data, we could not examine the utility of model 6 in a satisfactory manner. The relationship of smolts to spawners in the Chilko CU does show a clear eff ect from capacity after accounting for the eff ect of a spawning channel, and provides further empirical evidence that capacity and productivity are not independent (Akenhead et al. 2016) .
Variance Factor
Due to varying sample sizes and observation methods among years, not all data in a stock-recruit time series will have been estimated with the same precision (Ogden et al. 2015) . We should heed the warning by Ricker (1997, his Appendix 2) regarding errors in catch allocation when returns to a CU are a small fraction of a run timing group, "When a Ricker curve is fi tted by [log(R/E) vs. E] the value of b… can be estimated as at least 5-50 times its true value, so that both the maximum number of recruits … and the parent stock that produces them … will be grossly underestimated. ... all the estimates of a and b for small lines returns compared, if made by this method, are of little value." In this quote, "small lines" refers to non-dominant year returns within the four-year cyclic abundance that characterizes some Fraser sockeye CUs. To pursue this idea, we assumed that the precision of estimates for R was smaller than usual when the proportion of spawners in a run (W tj ) was small, and that the expected scatter of residuals in imprecise cases would be larger than for more precise cases. In our B&H models, the residuals are lognormally distributed because R cannot be a negative number. The nature and strength of the eff ect of W tj on σ was estimated by the parameter γ W . When γ W is close to zero, only values of W tj that are close to zero have an eff ect. Our fi nal value of γ W = 0.054 increased σ by more than 29% for 10% of the cases and by more than 47% for 1% of the cases. The eff ect of weighting on a regression depends on the leverage of each point that is down-weighted. Only a few cases were both strongly down-weighted and outliers; these are indicated by arrows in Fig. 9 . Many cases that were not outliers were down-weighted, for example in the Scotch CU, 17 out of 27 years were down-weighted by more than 33%. Because only a few cases with large values of E control the capacity estimates for each CU (see Figs. 2 and 9), down-weighting a single case can have a large eff ect. When E is relatively close to zero, down-weighting has a small eff ect because the fi tted curve must go through (0, 0).
The WAIC ranking of models was the same with and without the variance factor (models 0, 2, 1, 4, 3, 5, 6; Δ WAIC, Table 6 ). Overall, the variance factor did not improve the results to an useful extent (Table 6 ), possibly because: (a) our variance factor was an overly-simplifi ed description of the relative precision of returns; (b) there was suffi cient observation error at low estimates of EFS that the proportion of EFS in a run was a poor indicator of proportion of returns in a run; (c) the fi ts before applying a variance factor were so imprecise that small changes to the probability of specifi c residuals had little eff ect (for a lognormal distribution of residuals with σ = 0.91 (Table 6 , model 3) and μ = log(1), the 50% range is 0.54-1.8 and the 95% range is 0.17-6.0); and (d) few of the points that were down-weighted were important outliers with a large eff ect on parameter estimates (Fig. 9) , refl ecting that data points where E is relatively small have little eff ect in a stock-recruit curve.
For a similar model applied to just the Chilko CU (Akenhead et al. 2016), the variance factor based on proportion of spawners had a stronger eff ect γ W = 0.26 (50% range = 0.20-0.32), nearly fi ve times the Fraser-wide estimate in this study, γ W = 0.054 (50% range = 0.039-0.069; Table 6, model 6A). As in this study, they noted how a variance factor was more eff ective when the residual variance was reduced by other means such as separation of life stages or including covariates. One possible explanation for the diff erence in γ W is that the Chilko CU was unique in having large estimates of returns in years when the Chilko CU contributed a small fraction of its run of co-migrating CUs. That means that the variance factor aff ected high-leverage points in the Chilko case, but that was generally not the case for the other Fraser sockeye CUs, so the fi tted value for γ W in this study was lower. Alternatively, there are so many cases, among all CUs, where the returns were a small fraction of a run that a low value for γ W was suffi cient to aff ect many cases. Not including Early Stuart (the only CU in the Early Stuart run), 11% of EFS observations were < 1% of their run and, σ, the lognormal standard deviation was increased by > 28% of all of those cases. In seven cases, fraction of run was < 0.1% and σ increased by > 45%. The 1989 brood year was an extreme outlier for the Chilko CU and a small proportion of the 1989 summer run, 3.2% (Akenhead et al. 2016) . For this case (Chilko CU, brood 1989), σ was increased by 0.032 -0.054 = 20% in our Fraser-wide study, but σ was increased by 0.032 -0.26 = 144% in the Chilko-only study. Our approach to the relative precision of estimates of returns showed that data quality can be addressed within a stock-recruit model, but our results were inconclusive be-cause the variance factor was only important when WAIC indicated overfi tting. We believe this approach can be improved with factors that describe the relative precision of returns better, and by including factors that describe the relative precision of estimates of spawners, catch, and the age compositions of returns as recently estimated for sockeye, pink, and chum salmon in BC (Ogden et al. 2015) . Diff erent enumeration methods for spawners were used among Fraser sockeye CUs, and among years within CUs, e.g., visual surveys, mark-recapture surveys, and hydroacoustic approaches. Because methods have diff ered among spawning sites within a year for some Fraser sockeye CUs (Grant et al. 2011) , determining a variance factor for spawners will often not be simple.
Capacity
In some CUs, spawner abundances appear to be far below capacity, while in other cases capacity eff ects may be hidden. Based on model 4 (parameter estimates in Table  8 , fi t statistics in Table 6 ) for six CUs, the upper 50% range for capacity was more than 10 times the maximum return (Nadina, Portage, Fennel, Raft, Gates, Bowron), and without more information we conclude that these CUs are probably below levels of E where capacity had a strong eff ect. Late Shuswap has the largest returns of sockeye salmon in the Fraser River watershed. For brood 2006 of Late Shuswap, R = 17.5×10
6 from E = 1.2×10 6 . The median capacity estimate for Late Shuswap was 13.5×10 6 returns (50% range = 8.2-25.8), but the 95% range of HMC samples extends to an implausible 176 ×10 6 returns. On the other hand, model 4 illustrated that the upper 95% range for the capacity estimate was less than fi ve times the maximum return for fi ve CUs (Table 8 : Quesnel, Birkenhead, Pitt, Chilko, and Late Stuart). Pronounced curvature for these CUs (Fig. 9 ) supported the conclusion that an eff ect from capacity had been reliably determined for these CUs, despite imprecise estimates of that capacity. The Scotch CU has little evidence of density dependence in our dataset, and consequently an unrealistic estimate of capacity (the upper 95% range for HMC samples of the estimate was > 101 million, Table 8 ). Scotch may eventually be limited by the area of suitable spawning in Scotch Creek rather than by the pre-smolt capacity of Shuswap Lake (Grant et al. 2011) . Further work-with updated information, more covariates, more variance factors, and better models-is clearly required.
To address the productivity and capacity of a sequence of habitats encountered by sockeye salmon will require, as a minimum, estimates of smolt abundance by CU to separate freshwater from marine eff ects (as available for Chilko sockeye), and would benefi t from estimates of marine abundance to separate the eff ects of coastal habitats from the eff ects of high-seas ocean climate and inter-species competition. Indices of high-seas biomass of salmon are promising correlates for sockeye survival based on smolt survival and high-seas salmon abundance (Irvine and Akenhead 2013; Irvine and Ruggerone 2016) . The infl uence of marine conditions on Fraser sockeye survival is widely recognized (Mantua et al. 1997; Peterman et al. 2010; Peterman and Dorner 2012; McKinnell et al. 2014 ) but studies examining growth versus salmon abundance (Bigler et al. 1996; Pyper and Peterman 1999; Jeff rey et al. 2016) suggest there may also be a limitation to high-seas capacity for salmon. Friedland (1998) concluded that a signifi cant proportion of variation in North American Atlantic salmon recruitment is driven by marine winter habitat area infl uencing intraspecifi c competition for space and food resources and on predation of post-smolts.
More attention to marine (Chen and Irvine 2001; Beamish et al. 2004 ) and freshwater (Akenhead et al. 2016) , habitat indicators is warranted-absence of evidence is not evidence of absence when discussing habitat eff ects on salmon survival. The examination of habitat quality indicators for freshwater and marine habitats requires a search for covariates within stock-recruit models that improve outof-data prediction accuracy (e.g., WAIC) using models that consider lags, interactions, optima, and thresholds, and that consider the precision of each data point. Insight into the nature of environmental covariates was provided by Ye et al. (2015) , wherein, for the Seymour CU of Fraser sockeye, "ocean temperatures have a stronger eff ect on recruitment when spawner abundance is low," an indication that interaction terms are important. Fishery biologists would benefi t from discovering the mechanisms whereby such interactions cause poor survival, such as (high sockeye abundance) × (low food production) or (low sockeye abundance) × (high predator abundance) instead of parameterizing these interactions as heterogeneous variance or as lognormal residuals. Explaining why variability in returns increases at high spawner abundance is more valuable than describing it as a lognormal variance model because that down-weights scarce and important cases of high escapement that strongly aff ect estimates for habitat capacity as opposed to opening possibilities to predict those important events.
CONCLUSIONS
Shared survival (PC-1) accounted for nearly half of the variance in log(R/E) among CUs. A trend or shift to low survival starting at about 1990 accounted for about half of the shared survival. Most of the short-term variability in shared survival was due to six "low survival events" that involved seven years in the period .
Based on log-log regressions of adult returns (R) versus eff ective female spawners (E), there is little evidence of habitat capacity limitation (i.e., density-dependent survival) for most CUs of Fraser sockeye. For CUs where capacity might be limiting, capacity estimates are poorly determined.
Ricker models generally provided poor fi ts for Fraser sockeye (r 2 values were low) indicating that attempts to manage and/or assess Fraser sockeye using Ricker curves fi tted to individual CUs will, in general, face low explana-tory power. The results were worse than a simple mean in two of the 17 CUs and accounted for more than 50% of the variance in R for only three CUs. The Ricker model was "substantially better" than a straight line through the origin (no eff ect of density on survival) for only four CUs and a parabola that goes through the origin was as good as, and frequently better than, the Ricker model.
Many estimates of returns are from years when the return was a small proportion of a run and therefore likely to be an imprecise estimate, suggesting a low signal-to-noise ratio for some small stocks that are typically a small proportion of a run.
• Until the residuals from observation variance and environmental eff ects are greatly reduced, estimates of capacity (density-dependent survival) will be imprecise, with ramifi cations for stock status assessment and fi sheries management.
We were able to demonstrate that reducing residuals is possible by (a) developing multi-level models to take advantage of similar productivity across CUs; (b) extracting an annual "virtual habitat factor" that changed productivity by years (this was similar to shared survival); and (c) applying a variance factor, based on proportion of spawners for each CU in a run of co-migrating CUs, to down-weight imprecise observations (at the cost of accepting fewer eff ective cases). It should be possible to link changes in capacity to changes in productivity so that capacity also varies by years.
• In a suite of progressively more complicated B&H models, improvements in fi t (σ, NLL) came with deterioration of accuracy of fi t (lppd) and predictive accuracy (WAIC), resulting in the simplest model having the best predictive accuracy (Table 6 ). This simple model did not include a capacity eff ect and all CUs had the same productivity (median = 6.5 R/E, 95% range 5.9-7.2). More complicated models indicated higher productivity (Model 4, Table 8 : mean among CUs = 8.3 R/E, SD among CUs = 1.6; Model 6A, Table 9 : P max /B H = 15.7/1.43 = 11 R/E).
• Headway on clarifying the sources of productivity changes and improving the precision of habitat capacity estimates will require mobilizing biological knowledge about each CU (e.g., precision of observations) and assembling multi-stage survival data with accompanying freshwater and marine habitat indicators (e.g., area and quality of spawning grounds and nursery lakes, biomass of potential competitors in marine habitats).
• Researchers analyzing stock recruitment data for these as well as other populations and species are strongly encouraged to pay attention to factors aff ecting the various data in their models, i.e., examine associated metadata.
