The implementation and verification of real-fluid effects towards the high-fidelity large eddy simulation of rocket combustors is reported. The non-ideal fluid behavior is modeled using a cubic Peng-Robinson equation of state; a thermodynamically consistent approach is used to convert conserved into primitive variables. The viscosity is estimated by Chung et al.'s method 1, 2 in the supercritical gas phase. In the transcritical liquid phase, a simple, accurate and efficient method to estimate the viscosity as a function of temperature and pressure is proposed. The highly non-linear coupling of the primitive thermodynamic variables requires special consideration in regions of high-density gradients to avoid spurious numerical oscillations. The characterization of the non-linearity of the equation of state identifies the regions of high sensitivity. In these regions, small relative changes in the pressure lead to significant changes in density and/or temperature, therefore, numerical instabilities tend to be amplified in these regions. To avoid non-physical oscillations, a first-order and second-order essentially non-oscillatory (ENO) schemes are locally applied to the flux computation on the faces identified with a dual-threshold relative density sensor. The evaluation of the sensor and capabilities of the non-oscillatory schemes on canonical test cases are presented. Finally, these schemes are used to model two canonical cases.
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I. Introduction
Rocket combustors are characterized by the concurrent importance of a multiplicity of complex, highlycoupled physical phenomena. The strong coupling poses one of the great challenges in understanding and improving the design of modern rocket engines. The current design cycle of the rocket combustor rests on an expensive trial-and-error approach; computational fluid dynamics is often only used as an ad hoc verification. An increased use and dependability of numerical tools in the design process can only be achieved through a better understanding of the strong coupling between the fluid dynamics, chemical kinetics, heat transfer and acoustic. Towards this objective, we report on the development of a high-fidelity, large eddy simulation framework for rocket modeling. This simulation software is developed to model complex geometry combustors, and eventually the predictive assessment of thermo-acoustic coupling. In the present work, we discuss the implementation, both from a numerical and physical perspective, and present simulation results validated with experimental data.
New challenges arise for the study of supercritical, reacting flows occurring in rocket engines. From an experimental perspective, many of the ambient pressure measurement techniques are inapplicable; in addition, the experimental rig must be able to withstand significant pressure forces. From a numerical perspective, the complexity stems from the non-linearity of the non-ideal equation of state and, consequently, the large gradients in the thermodynamic properties. For these reasons, many of the exploratory works in supercritical combustion have focused on canonical setups. These simple reacting and non-reacting flows have garnered much interest, especially since the early 1990s. The high-pressure, non-reacting jet is one of simplest -although still physically relevant -setups to study the behavior of trans-and supercritical flow. An experimental setup, designed at the Deutsches Zentrum für Luft-und Raumfahrt (DLR), was investigated by Mayer et al. 3 to study the atomization and breakup of non-reacting sub-and supercritical cryogenic propellant injection. Oschwald and Schlik 4 further assessed the applicability and reproducibility of the results using the Raman scattering technique in a supercritical environments. Similar non-reactive experiments were conducted at the Air Force Research Laboratory (AFRL) 5 in 2002 and by the Office National d'Études et de Recherches Aérospatiales 6 (ONERA) in 2006. All these groups noted the stark change in atomization and mixing which occurs near the critical point for single-and multi-species injection. They noted that in the supercritical regime, the propellant does not atomize since the surface tension becomes negligible. Instead, the propellant and oxidizer undergo a complex fluid/fluid mixing which is very sensitive to pressure and temperature perturbations. The issue of the disintegration of a supercritical jet in a subcritical environment has recently been investigated by Roy et al.
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The combustion in supercritical flows have also been experimentally addressed. Mayer et al., 8 on the DLR rig, showed a visualization of the supercritical combustion of LOX/GH2. Candel et al. 9 investigated the reacting case of a high-pressure shear coaxial injector jet flame. Other cryogenic fuels, such as CH 4 , have also recently been studied.
10, 11
The pioneering numerical work in supercritical mixing and combustion can be attributed to Oefelein and Yang.
12 Bellan's group 13, 14 conducted a direct numerical simulation of a temporally evolving mixing layer of a heptane and a nitrogen stream. Resting on the foundations of previous work, 15 they defined simple mixing rules, derived a clear set of thermodynamically consistent fluid properties, investigated Dufour and Soret effects in supercritical flows, 13 addressed the handling of characteristic boundary conditions 16 and the sub-grid scale modeling 17 in the supercritical environment. The stability of the non-reacting mixing layer was also investigated by Okong'o et al. 18 Other groups have studied transcritical nitrogen injection using large eddy simulation 19 and two-dimensional direct numerical simulations. 20, 21 Recent work by Lacaze and Oefelein 22 have shown the appropriateness of the flamelet approach for the modeling of cryogenic rocket combustors.
Here, we report on the implementation and validation of a numerical framework towards the study of trans-and supercritical combustion in rocket engines. First, the implementation of the non-ideal equation of state is presented and a sensitivity map of the ratio of the relative change in volume and pressure is discussed. A model for the estimation of viscosity is proposed in which a different model is used for temperatures above or below the pseudo-boiling point. Afterwards, the numerical implementation of these models is discussed. A particular emphasis is placed on capturing large density gradients without spurious oscillation through the analysis of different idealized problems. Finally, we present a comparative assessment of our model based on experimental test cases.
II. Physical Model

A. Non-Ideal Equation of State
Very high-pressure fluid cannot be modeled with the ideal gas law as the intermolecular repulsion forces modify the relation between pressure, density and temperature. Many equations of state (EOS), with varying degrees of complexity, can be used to model the fluid in trans-and supercritical regimes, see references 23-25. For numerical efficiency, the equation of state should be simple enough to allow for a rapid computation of the thermodynamic variables while simultaneously accounting for the full complexity of the non-linear relationship between these same variables. Cubic equations of state offer a good compromise between these two conflicting requirements. A comparison of various equations of states can be found in Congiunti et al.
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For the present work, the Peng-Robinson 26 cubic equation of state is selected as it is accurate, particularly close to the critical point. 13 The Peng-Robinson equation of state takes the form:
The coefficients A m and B m are evaluated based on the critical properties (and the local temperature in the case of A m ):
where:
The critical properties of mixtures are determined following mixing rules presented in Miller et al. 13 Thermodynamically consistent departure functions are evaluated by partially deriving the above equation of state. 
Sensitivity analysis of the equation of state
In order to obtain a smooth solution over the entire computational domain, it is insightful to understand the sensitivity of the equation of state to infinitesimal pressure perturbations. The knowledge of the sensitivity of the EOS is important for numerical stability (discussed in the following section) as spurious numerical oscillations (in the transported variables) caused by large local gradients may result in even greater, nonphysical thermodynamic oscillations. These oscillations are particularly problematic in cryogenic simulations.
Here, we characterize the relative change of volume δv/v for a relative change in pressure δp/p at a given temperature T and composition. The ratio, taken in the infinitesimal limit, can be derived from the equation of state. Using the equation (1), we obtain:
where Z = RT /pv is the compressibility. The derivation of other cubic equations of state lead to slightly different formulations, although the final results are similar. Naturally, this quantity is negative since a relative increase in pressure results in a reduction in volume. Figure 2 shows the sensitivity of nitrogen to infinitesimal pressure perturbations over the entire state-space. Near the supercritical region, the ratio reaches nearly 10. As a result, a 1% change in pressure causes a 10% change in molar volume. In these regions of high sensitivity, particular attention needs to be paid to avoid any spurious numerical oscillations. 
B. Estimating Transport Properties
The estimation of transport properties for high-pressure, low-temperature fluids presents a particular challenge in the transcritical regime as some of the transport properties are non-monotonic around the critical point. The modeling of viscosity is of specific interest in the present section.
The classical viscosity models for gases (e.g. Sutherland's law) are no longer applicable in the trans-and supercritical regions. If both the temperature and pressure are over the critical values, the viscosity increases with temperature (as a gas). In the present simulation framework, the Chung et al. model 1, 2, 24 is used to estimate the viscosity and conductivity in the supercritical regime. Alternatively, when the temperature drops below the critical point (outside the vapour dome p > p c ) the relationship is inverted and the viscosity decreases with temperature (as a liquid). Therefore, in the transcritical regime, a liquid viscosity model is used in the present framework. The delineation between the dense-liquid and gas states is determined based on the pseudo-boiling point of the fluid.
Viscosity in the gas phase
The method by Chung et al.
1, 2, 24 is used to evaluated the dynamic viscosity of the mixture in the gaseous state. There are two formulations of the Chung et al. model depending on the pressure of the system; both are derived from the Chapman-Enskog equation which account for the intermolecular forces. In the implementation of these models, attention should be paid to the non-standard units used for determining the coefficients of the model. Here, for brevity, only the low-pressure formulation is presented; the high-pressure correction to this equation can by found in reference 2.
The low-pressure viscosity µ (in units of µP) is computed as:
and
where 
The combination rules are:
2. Viscosity in the dense liquid phase
The estimation of viscosity for transcritical simulations is essential for two reasons. First, the higher viscosity of the dense liquid is a physical reality and should be accounted for in the numerical model. Secondly, the higher viscosity is beneficial for the numerical stability of the simulation and can, in some situation, reduce the need for localized artificial dissipation.
Few models provide a robust and accurate estimate of the viscosity in the dense-liquid state, moreover, the relative error of the existing models in the liquid phase is significantly greater than in the gaseous phase.
24 Some approaches with varying levels of complexity have been proposed (see the review in Poling et al. 24 ), although few models are very well suited for cryogenic rocket injection. Here, the Andrade model 27 is implemented to describe the functional dependance of viscosity on temperature:
The coefficients A 1 and A 2 , which depend on temperature and pressure, must be determined a priori. In order to determine the coefficients, the viscosity and temperature at two points must be known. In order to cover the full state-space of pressure and temperature, we determine a simple polynomial function between the viscosity and pressure at two isothermal points in the liquid phase. Here, the viscosity is evaluated at 80K and 120K:
The coefficients B 1 , B 2 and B 3 are determined a priori by curve fitting the National Institute of Standards and Technology (NIST) data at two reference temperatures (e.g. ref. 28) . The polynomial fit is determined by minimizing the L2 norm over the entire pressure space at each isotherm. Figure 3 (left) shows the relation between viscosity and pressure for oxygen and nitrogen. For each species in the flow, the reference viscosity (at T = 80K and 120K) is a polynomial which is only a function of pressure. At run-time, these two viscosities are computed (at the local pressure) and are used to determine the coefficients A 1 and A 2 from equation (18) . The accuracy of the viscosity estimate is shown in figure 3 (right) for oxygen and nitrogen. Over the range from T = [70, T c ] K, the maximum relative error is only 1.83% and 8.05% respectively for oxygen and nitrogen (at p =6 MPa). Compared to the order of magnitude error when using a Sutherland viscosity model, the proposed model offers great improvement at a marginal computational cost. For multi-species mixtures, this model can be extended by using a molar fraction-based mixing rule. 
III. Numerical Implementation
A. Overview of Numerical Methods
The real fluid models described above have been integrated into CharlesX, an in-house large eddy simulation code developed at Stanford University. The finite-volume code solves the spatially filtered (implicit filtering), compressible Navier-Stokes equations in fully conservative form. The inviscid flux is computed using a left-and right-face biased polynomial reconstruction. In regions of low grid quality, an upwind-Riemann solver is used for numerical stability. The time is advanced using an explicit third-order Runge-Kutta scheme.
B. Computing the Primitive from the Transported Variables
As mentioned above, the Navier-Stokes equations are solved in fully conservative form. The solution vector is of the form: Φ = [ρ, ρu i , ρE, ρY 1 ...ρY n ] where i spans the three spatial dimensions and n corresponds to all of the species. The total energy, E, represents the sum of the internal and kinetic energy. From these conservative variables, the thermodynamic variables must be computed. In the calorically perfect gas case, the internal energy is easily computed as it is only a function of temperature for a given composition. Knowing temperature and density, the pressure is found from the ideal gas law. For non-ideal fluids, the energy is a function of two thermodynamic variables for a given composition. For convenience we consider the internal energy to be a function of the molar volume and temperature for a given composition. The pressure is then computed from the non-linear equation of state from temperature and density. To obtain the thermodynamic variables from the conservative variables, an iterative algorithm is developed, see details in figure 4 .
From the transported variables at a given composition, the internal energy and molar volume are computed. To initiate the algorithm, an estimate of temperature must be provided. An estimate based on the ideal gas law is acceptable, although the initial error can be significant near the critical point. In the present implementation, a fixed value of temperature is used as an initial guess. Given the estimated temperature, T 0 , the thermodynamic derivatives (e.g. dp/dT ) and constants (A m and B m ) can be computed. These quantities are used to calculate the estimated pressure, p n , from equation (1). The specific heats at constant pressure, c p , and volume, c v can then be estimated. The definition of all the thermodynamic variables allows for the computation of the internal energy. The difference between the transported and estimated internal energy is used to determine if the algorithm is converged. If the relative difference between the transported and estimated internal energy is below a user-defined threshold (default threshold of 10 −6 ), the pressure and temperature are found. Otherwise, the temperature is corrected. A Newton solver is used for the computational efficiency of the code. For the temperature correction, we use the definition of specific heat at constant volume to improve the efficiency and accuracy of our code:
. Using the corrected temperature and transported molar volume, we restart the algorithm until convergence. If the convergence is not achieved after 500 iterations or if the temperature departs from a reasonable range (T = [50, 4000] K), the algorithm is re-initialized, and a bissection method is used for robustness.
C. Capturing Transcritical Gradients Without Spurious Oscillations
Near the critical point, very small changes in density lead to significant variations in pressure and temperature. This aspect was clearly illustrated in section 1. Therefore, spurious numerical oscillations occurring near sharp density gradients are problematic given the concomitant effects on the thermodynamic quantities. The treatment of these single-and multi-species gradients are considered in this section.
Dissipation is the key to controlling numerical oscillations. The dissipation can originate either from the addition of localized artificial viscosity or from higher dissipative numerics (as a result of low-order schemes, for example). Terashima et al. 20, 21 proposed a user-adjusted, artificial viscosity term to limit the spurious oscillations in regions of large density gradients. Similarly, Schmitt et al. 29 used a sensor to identify the locations of large gradients and applied localized artificial viscosity. In the present work, a different philosophy is followed. Instead of adjusting the level of local viscosity needed to stabilize the simulation, the current approach rests on the use of two sensors to identify relative density change each using a different threshold level. These sensors activate a lower-order, non-oscillatory numerical scheme. The higher dissipation of the lower-order schemes stabilizes the numerics, while the sensor-based approach maintains the higher-order polynomial reconstruction elsewhere in the domain.
At each finite volume, a sensor evaluates the maximum relative difference between the density at the cell center and the face center.
where RS is a user-defined threshold. If the sensor is activated, the inviscid fluxes are computed using a non-oscillatory method (either first-order or ENO) instead of the usual centered polynomial reconstruction. In order to maintain the highest possible order of accuracy, two sensors are used. For small relative density variations (RS = 0.02 in the RCM-2 case discussed below), a second-order, essentially non-oscillatory (ENO) scheme is used. For the higher relative density variations (RS = 0.05 in the RCM-2), a first-order scheme is applied. The high dissipation of the first-order scheme is then only localized in regions with the largest density gradients. Figure 5 shows the locations of the lower-order flux reconstructions at a given snapshot in the simulation. Figure 5 . Locations of sensor activation at a sample time step. The inviscid flux in the white regions are computed with a polynomial reconstruction at the faces. In the grey regions, a second-order ENO reconstruction is used, while in the black regions, a first-order scheme is used. The corresponding scalar concentration is shown on the right.
To better understand the effects of these reduced-order schemes, we consider different idealized problems in the following:
Propagating hot spot
The first case corresponds to the propagation of a one-dimensional hot spot. The nitrogen at 5.0 MPa is initialized with the following temperature distribution:
The flow has a uniform velocity of 50 m/s. The one-dimensional periodic domain, which is 1 m in length, is discretized with 51 control volumes. A high-resolution case (501 control volumes) is simulated for comparison. The simulation is conducted until t = 0.02 s and the CFL number is set at 0.5. The results are shown in figure  6 . If the first-order or ENO schemes are applied over all the domain, the results are overly dissipative and the pressure trace, although constant (see figure 6 (right) ), increases from the baseline pressure. Through careful adjustment of the sensor threshold, the oscillations can be completely removed while greatly limiting the numerical dissipation. It should be noted that this problem is numerically unstable without the use of a stabilization scheme. 
Modified Shu-Osher problem
The Shu-Osher problem 30 is one of the most stringent test cases to evaluate numerical methods. The setup consists of a moving shock wave traversing a sinusoidally varying temperature and density field at constant pressure. The domain is discretized using 201 equally spaced control volumes. The classical Shu-Osher problem was modified by Terashima et al. Figure 7 shows the results of the lower-order schemes on the resolution of the Shu-Osher problem. When the low-order scheme is applied throughout the entire domain, the grid point oscillations are reduced although we still note slight overshoot in the post-shock region. The use of a first-order scheme (not shown) completely eliminates these oscillations, although the shock is smeared over about 5 grid points. Naturally, when the flow is better resolved we note, for example with 501 points, the results are greatly improved. 
IV. Results
Two test cases are investigated to assess the validity of our real fluid model implementation. The first case consists of a non-reacting, supercritical nitrogen jet. The second case considers the injection of a coaxial hydrogen/oxygen stream into a pressure vessel at 6.0MPa.
A. Transcritical nitrogen mixing
A transcritical nitrogen mixing case, based on the experiment by Branam and Mayer, 31 is investigated. This setup was previously numerically studied by other groups. 20, 29, 32 A jet injector of 2.2 mm diameter injects nitrogen into a large pressurized vessel at 4.0 MPa. The temperature of the injected nitrogen is 126.9 K, while the temperature of the fluid within the vessel is 298 K. We recall that the critical properties of pure nitrogen are p c = 3.398 MPa and T c = 126.19 K. Figure 8 shows the relative change in volume for a given relative change in pressure (in absolute value) at the base pressure of the setup. In addition, the compressibility of the fluid at this base pressure is shown. A clear spike in sensitivity is noted between temperatures of 130K and 140K, reaching a maximum of about 5.5. This peak implies that a very small change in pressure will result in a significant variation in the density.
The two-dimensional simulations are conducted at two levels of grid refinement. The coarse mesh contains 66,000 and the regular mesh 225,000 control volumes. This corresponds to 225 points (clustered towards the injector) in the streamwise direction and 50 points within the injector; the maximum spacing in the injector is 0.044 m. Another 250 points are used to discretize the domain above and below of the injector. The domain size, based on Terashima et al., 20 is 100D by 400D where, D is the diameter of the injector. Attention is paid to assure that the shear layers are well resolved. The walls are adiabatic and characteristic inflow and outflow conditions are used. The nitrogen is injected at a constant velocity of 5.04 m/s.
The results are shown in figure 9 . The instantaneous snapshot of density (figure 9 (left)) shows the transition of the jet via Kelvin-Helmholtz instabilities. The reader should bear in mind that the twodimensionality of the simulations modifies the path to turbulence compared to the three-dimensional case. By time-averaging the density ( figure 9 (right) ), a good agreement is obtained with the experimental data. The departure from the ideal gas law is particularly instructive in this case. Given the inlet temperature and pressure, the inlet density would be 105.4 kg/m 3 if the ideal gas law were used. This is over four times lower compared to the density computed from the non-ideal equation of state.
B. Multi-species coaxial injector
The Mascotte combustion chamber was developed by ONERA for the combustion of liquid oxygen (LOX) and gaseous hydrogen (GH2) in the early 1990s. 6 This setup was used as the basis for a test case as part of the rocket combustion modeling workshop in 2006. The Mascotte test case presents a canonical setup of a coaxial injector in a high pressure chamber. The central oxygen jet has a diameter of 3.6 mm, the outer diameter of the hydrogen injector is 5.6 mm. The chamber pressure is set to 6.0 MPa. The mass flux is 100 g/s and 70 g/s, respectively, for oxygen and hydrogen. The corresponding injection temperature is 275K and 83 K. For this test case, the temperature of the oxygen stream was increased to 150 K to assure a gas/gas mixture. The critical properties of both the hydrogen and oxygen are listed in table 1. Based on the geometry of the injector, the inlet velocity is 8.27 m/s and 254.9 m/s for oxygen and hydrogen. Two 
V. Conclusion
The implementation and validation of a real fluid model for the high-fidelity simulation of rocket combustors is presented. The Peng-Robinson equation of state is used to model the relationship between the pressure, density and temperature. All derived quantities are computed following a thermodynamically consistent approach based on the equation of state. The sensitivity of the equation to small pressure perturbations is investigated and provides a metric to quantify the non-linearity of the equation. The transport properties are presented with a particular emphasis to accurately capture the viscosity of the fluid. A twopronged approach is used. If the temperature of the fluid mixture is above the pseudo-boiling point, an empirically derived viscosity 1, 2 model for gas is used. If the temperature is below the pseudo-boiling point, the Andrade equation is used to determine the functional form of viscosity with respect to temperature. A characterization of the effects of pressure on the isothermal viscosity are pre-computed at two temperatures. At run-time, the two viscosity data points provide sufficient information to fully determine the coefficients of the Andrade equation and the maximum error in the subcritical temperature regime is acceptably small. The numerical implementation of the physical models are presented in section III. The ability to capture large density gradients without numerical oscillations was investigated using low-order numerical methods. Finally, the numerical framework was applied to existing test cases, namely a supercritical nitrogen mixing case and two-species coaxial jet case.
