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Abstract 
The formulation of the problem of obtaining a unique integral function approximation 
to a real-valued locally analytic function is given. The integral function in this case is 
derived from an inhomogeneous, linear differential equation. A careful distinction is made 
between the approximation of the integral form which defines the polynomial coefficients 
of the differential equation which defines the integral function, and the approximation by 
the integral function itself. This formulation enables us to obtain results for existence, 
uniqueness and order of approximation in both normal and non-normal cases. 
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§ 1. Introduction. 
This paper considers the problem of approximating a real-valued, l~ally analytic function 
by an integral function which is derived from a linear inhomogeneous ordinary differential 
equation. The approximations are determined by sufficient derivative information about the 
given function at the origin. The objective of the paper is to investigate these approximations 
in the same way that approximations by algebraic functions [9,11], and approximations by 
integral functions derived from homogeneous equations [10], have been previously studied. 
The main results are that a clear formulation of the problem leads to the existence and 
uniqueness of an approximating integral form which determines the polynomial coefficients 
of the linear inhomogeneous ordinary differential equation for the integral function, and 
the · existence and uniqueness of a distinguished integral function which is a solution of 
this differential equation. In addition the order of approximation of the integral function is 
quantified in a variety of circumstances. 
The class of integral fu:p.ctions of degree p consists of those functions which are 
solutions of a linear inhomogeneous ordinary differential equation of order p with polynomial 
coefficients. The name of integral approximants in this context appears to have been 
introduced by Hunter and Baker [7]. There is some confusion with this nomenclature since the 
original G3 J approximants [l], as well as [14,11] define integral function approximations 
in terms of linear homogeneous ordinary differential equations, while [7 ,3,2] define the 
approximations in terms of linear inhomogeneous equations. The latter option is being taken 
in this paper even though it may seem more appropriate to consider this case as part of a 
more general structure. 
The class of integral functions includes polynomials, algebraic functions and the usual 
elementary functions. However, apart from equations with constant coefficients, the general 
linear equation of order p cannot be explicitly integrated in terms of elementary functions. As 
a general rule, the equations which arise from problems in applied mathematics and which 
cannot be transformed into equations with constant coefficients, have solutions which are 
transcendental functions. Since the linear homogeneous ordinary differential equation is a 
particular case of the inhomogeneous equation, the class of integral functions includes the 
well-known transcendental functions like the Bessel functions, but does not include functions 
like the Riemann-Zeta function which does not satisfy an ordinary differential equation of 
finite order [8]. 
As has been noted by Baker and Graves-Morris [1,2] and Baker and Lubinsky [3] and the 
references contained therein, these approximants have been applied to various calculations 
in mathematical physics. Approximants chosen from this class can be viewed as a particular 
case of the variety of generalizations of the Taylor polynomial approximation and the Pade 
rational approximation. These generalizations are often called Hermite-Pade approximants 
[3,4,6,12,14]. A number of recent papers [2,3,6,10,14] have considered a variety of theoretical 
aspects of integral function approximations, but few have clearly formulated the problem. 
This paper clarifies the formulation of integral function approximations and obtains explicit 
results for ·the order of approximation. 
Since there are obvious analogies with approximation by ~gebraic functions (another 
particular case of the general class of Hermite-Pade approximants), the basic formulation 
. follows that first set out in [9] and [11] for the algebraic function case, and in [ 10] for the case 
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of integral functions defined il).. terms of the homogeneous equation. The important feature 
is that a careful distinction is made between the approximation of the integral form which 
determines the polynomial coefficients of the differential equation for the integral function, 
and the approximating properties of the integral function itself. The distinction between these 
two concepts leads to a separation of the degenerate cases arising from different sources, and 
consequently a clear treatment of the effects of each type of degenerate case. Since these 
two concepts overlap in case of Pade rational approximations, the differences have tended 
to be obscured in previous generalizations. As was the case in [9,10,11],· this formulation 
leads to the definition of the surplus in the case of the integral form, and the definition of 
deficiency in the case of the approximation by integral functions. 
In Section 2 the problem of the approximation of the integral form which determines the 
coefficient polynomials is considered. The existence of a unique integral form is established 
and the concept of the surplus in the approximation of the integral form is introduced. 
In Section 3 the approximating properties of the integral function are investigated. The 
concept of a normal integral form is introduced and the deficiency of a non-normal integral 
form is defined. The existence of a unique integral function is established and the order of 
approximation by this integral function is quantified. Section 4 contains a series of illustrative 
examples to demonstrate the results of the previous sections in particular cases. 
§ 2. The Integral Form. 
To formulate the problem, the class of integral functions from which we seek an 
approximation is first defined. 
Definition 1 (Integral Function). 
Let n = (n-1, no, n1, ... , np), where ni, i = -l(l)p, ni ~ -1, are integers and 
p > 0. 
An n integral junction of degree· p is a function Q( x) which satisfies 
p 
Pn,p(Q,x) = a_1(x) + Lai(x)Q(i)(x) = 0 
i=O 
(1) 
where the ai(x) are algebraic polynomials with degree ai(x) ::;; ni for i = -l(l)p, with 
ai(x) ¢. 0 for at least one value of i for i = O(l)p, and Q(i)(x) is the ith formal derivative 
of Q(x). D 
By convention, a polynomial of degree -1 is identically zero. Generally the subscripts 
n,p on P will be dropped when the context makes them obvious. 
The integral function Q( x) is the solution of a linear, nonhomogeneous ordinary differ-
ential equation (1) of order p. It is well-known that in general the solutions to the differential 
equation ( 1) form a linear space of dimension p. A unique solution may be determined by 
given initial conditions which will be imposed when considering the approximation by an 
integral function. Note that the integral function will be regarded as being defined by the 
polynomial coefficients ai(x ), in analogy with the way that the algebraic function is also 
regarded as being defined by its polynomial coefficients [9,11). 
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Now consider the problem of approximating a real-valued, locally analytic function 
f ( x) by an integral function Q( x ). We may suppose that the function f ( x) is analytic in the 
neighbourhood of the origin and thus that a sufficient number of derivative values of f ( x) 
at the origin are available. The given information is used to determine the integral form 
which is the best approximation to the equation (1) in an appropriate sense. That is the given 
information used to determine appropriate polynomial coefficients for equation (1). 
Definition 2 (Integral Form). 
Let f ( x) be a real-valued function, locally analytic at the origin. 
Let p ~ 0, and n = (n-1, no, n1, ... , np) where ni ~ -1 are integers for i = -l(l)p. 
The function 
p 
Pn,p(f,x) = a-1(x) + I:a;(x)j<i)(x) = o(xN) 
i=O 
(2) 
will be called an n integral form of degree p, where uie a;(x) are algebraic polynqmials of 
degree a;(x):::; ni for i = -l(l)p, with a;(x) ¢ 0 for at least one value of i for i = O(l)p, 
-N + 1 = I:f=_1(ni + 1), and j(i)(x) is the ith formal derivative of f(x). D 
Note that P(f,x) may also be written as a formal power series, r(x) = I::orixi, and 
that conditions (2) are equivalent to the requirement that the linear functionals Dk satisfy 
Dk(P(f,x)) = Dkr(x) = r(k)(o)/k! = O fork= O(l)N - 1. 
As noted in [3], -if p = 0 in this form the problem reduces to the usual Pade approximation 
problem. If p = 1, n-1 = -1 the problem reduces to Baker's D-log approximant [1], and 
if p = 2 the problem reduces to the generalized form of the G3 J approximants [1]. 
The existence of the polynomial coefficients a;( x) in (2) is essentially given in [3], but 
the theorem is included· here for completeness. 
Theorem 3 (Existence). 
There always exists an n integral form of degree p for a given real-valued function f ( x) 
which is locally analytic at the origin. 
Proof: 
The integral form is defined by the coefficient polynomials a;( x ). The existence of the 
ai ( x) follows, since the application of the linear functionals Dk, k = 0( 1 )N - 1, ( where 
Dkr(x) = r(k)(O)/k!) to equation (2) leads to a system of N homogeneous linear equations 
for the N + 1 unknown coefficients of the ai ( x ). Hence a non-trivial solution, with the a;( x) 
not all identically zero, exists. 
Further, if the a;(x) = 0 for i = O(l)p, then a-1(x) = 0, and hence for a non-trivial 
solution a(x) = (ao(x),a1(x), ... ,ap(x)) ¢ 0. D 
As in the case of algebraic functions [9,11], the uniqueness of this integral form requires 
a more careful argument. The matrix form of the system of linear equations represented by 
(2) has the coefficient matrix 
(3) 
6 
where 
and 
for k = 0(1 )p, where f ( x) = I::o fixi, and the constants dk+i in the submatrix Fn1: are 
given by dk+i = (k + j)!/ j! with the convention that O! = 1. 
Note that the coefficients Ji, i = 0(1 )N +p-1 will be needed to define the integral form. 
The matrix F has dimension N x ( N + 1) and hence the solutiol) space has dimension 
at least 1. If the rank of the matrix F is N (and hence the solution space has dimension 
exactly 1), then any constant multiple of the coefficient polynomials { ai( x) lf=-l will also 
be a solution. These solutions may be called essentially unique [3]. A unique representative 
of this class of solutions may be defined by choosing any suitable normalization of the non-
trivial coefficients a( x ). Thus if a represents the vector of coefficients of the non-trivial 
vector a( x), then II a II = 1 for some convenient norm may be used. The use of the £00 norm 
on this vector is in fact the normalization suggested by Baker and Lubinsky [3]. However, 
the implied normalization of a~1\o) = 1 used in [1] for the G3 J approximants (an integral 
form for p = 2) is not a suitable normalization in general since there is no requirement that 
a~
1)(0) -:j:. 0 in the general case for p = 2. 
A more serious problem however, is the case when the solution space is multi-
dimensional. This may occur when the matrix has rank < N. If the rank of F is N + 1 - k, 
then the solution space of the integral form has dimension k > 1. The corresponding case 
for algebraic forms was first set out in [9,4,11]. 
Definition 4 (Order of the integral form). 
The order of the n integral form of degree p is defined to be 
R = Ord(P(f,x)) if P(f,x) = o(xR),# o(xR+l) as x-+ 0. 
If the solution space of equations (2) is multi-dimensional, then the order of the integral form 
is to be interpreted as the minimum of the orders of the multiple solutions. D 
Remarks: 
(i) Note that by the nature of the order relation it makes sense to define the order of a set 
of solutions to be the minimum of the orders of the elements of that set 
(ii) If P(f, x) = 0 in Definition 4, then f( x) is in fact an integral function and we may 
regard the order R = oo in this case. 
(iii) It may be observed that if Pn,p(f, x) = 0 then for any non-negative integer k it follows 
that Dk Pn,if, x) = 0, which may also be expressed as Pm,p+kU, x) = 0 for a suitable 
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m (with m 11+k = n 11 ). Hence if f(x) is an integral function, the most appropria~ integral 
form Pn,11(!, x) may be the minimum value of p for which this form vanishes. But in 
general, for a fixed degree p, we seek the order R as large as possible since this will 
give a better approximation. 
If the dimension of the solution space is k > 1, then to obtain a unique representative 
we seek a one-dimensional subspace whose elements satisfy P(f, x) = O(xR) where the 
order R is maximal over the space of n integral fonns of degree p. For example let P(f, x) 
have order R and a(i)(x) = ( a~i(x ), abi\x ), a1i\x ), · .. , a~i)(x )), i = 1, 2, be two linearly 
independent solutions to equations (2). (Note that the superscript ( i) merely represen~s an 
index in this context and not a derivative as previously). Then by taking a suitable linear 
combination, cia<1)(x) + c2a<2)(x ), of these solutions, the tenn (cir~)+ c2r~))xR may be 
eliminated and an n integral fonn of order at least R + 1 is obtained, with the dimension of 
the solution space decreased by 1. 
Theorem 5 (Uniqueness). 
There always exists an essentially unique n integral fonn · of degree p, which is of 
maximal order R ~ N, and which may be chosen uniquely by a suitable nonnalization 
of the vector of.coefficients of the non-trivial vector of coefficient polynomials a( x ). This 
unique representative will be denoted by P*(f, x ). 
Proof: 
If the coefficient matrix F (equation (3)), has rank N then the solution space has 
dimension 1 and the result is trivial. 
If the matrix F has· rank N + 1 - k for k > 1, then the solution space has dimension 
k. Suppose P(f,x) has order R such that N :5 R, and let a(i}(x), i = l(l)k represent a 
basis for this solution space. 
Then :z:::::=l Cia(i)(x) represents an n integral fonn of order at least R + k - l, where 
the constants Ci are defined by the linear system 
k L Cir~~j = 0, j = O(l)k - 2, (4) 
i=l 
and where the r R+j are the coefficients of xR+j of the fonnal power series associated with 
P(f,x) = r(x), i.e. P(f,x) = r(x) = :z:::::orixi. 
If the matrix of the linear system (4) has rank k - 1, then there exists an essentially 
unique solution. However, if this matrix has rank < k - l, then we must iterate this process 
since there are still linearly independent solutions. Since the rank reduces by at least one at 
each step, the number of iterations must be finite, noting of course, that if we obtain a zero 
matrix or a zero value for the integral fonn then R = oo and the exact integral fonn, and 
hence the exact integral function, has been obtained. 
A unique representative of this essentially unique solution lying in a one-dimensional 
space, may be obtained by a suitable nonnalization of the coefficients. That is, if a represents 
the vector of coefficients of the non-trivial vector a(x), then llall = 1 for some convenient 
norm may be used. D 
Note that if the orders of the linearly independent solutions are all different, then by 
taking zero multiples of all solutions except that of maximum order, we identify the unique 
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solu~0n of maximal orde!, However it is not sufficient to merely identify that particular 
solution of maximal order in the set as is shown by the example below. 
Example 6. 
Let p = 1 and f(x) = exp(x 6). Thus the (1, 1, 1) integral form has N = 5 and 
the following four linearly independent solutions of equations (2) are all integral forms for 
f(x). 
p(l)(f,x) = -1 + J(x) = O(x5) = x6 + O(x12) 
p(2)(f,x) = -x + xf(x) = O(x5) = x7 + O(x13) 
p(3\J, x) = j(1)(x) = O(x5) = 6x5 + O(x11) 
p(4)(f,x) = xj(1)(x) = O(x5) = 6x6 + O(x12). 
Note that the particular solution of maximal order is p(2}(f, x) ~ -x + xf(x) = O(x7 ), but 
that if the algorithm of Theorem 5 is applied then the linear system ( 4) is 
[ ~ ~ ~ ~ 1 I :~ I -0 0100 ::-· 
These equations have the solution 
ci- = -6, c2 = 0, c3 = 0, c4 = 1 , 
and hence 
P*(f,x) = 6 - 6f(x) + xj(1)(x) = O(x12) 
is the (1, 1, 1) integral form of maximal order. A unique representative of this essentially 
unique integral form may be obtained by a suitable normalization of the coefficients. D 
Example 7. 
For a less trivial example consider f(x) = exp(cos(x)-1) with p = 2. The (2, 2, -1, 0) 
integral form has N = 6 and the following two linearly independent solutions of equations 
(2) are both integral forms of this type for f ( x ). 
3 p(l)(f, x) = -6 + x2 + (6 + 2x2)J(x) = O(x6) = 40 x
6 + O(x8) 
37 
p(2)(f,x) = -54 + 15x2 + 62f(x) + sl2\x) = O(x6) = 24 x
6 + O(x8). 
The algorithm of Theorem 5 then implies that 
P*(f,x) = !(1s5p(l)(f,x)- gp(2)(!,x)) 
= 312 - 25x2 - (276 + 185x2)J(x) + 36l2\x) = O(x8) 
is the (2, 2, -1, 0) integral form of maximal order. 
Remarks: 
D 
(i) Theorem 5 establishes a unique integral form in all cases. This should be compared 
to Stahl [14] who remarks that integral approxirnants are not unique, and Baker and 
Lubinsky [3] who obtain a unique integral form only in special cases. 
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(ii) The concept of the minimal integral form is introduced by Baker and Graves-Morris_[2]. 
This concept identifies that solution of equations (2} which has minimal degree of the 
coefficient polynomiaj. ai( x) where i is the largest index of a non-vanishing coefficient 
polynomial. Thus in both Example 6 and Example 7, p(l)(j, x) would be the minimal 
solution. Although the concept enables the authors to identify an essentially unfque 
integral form, there seems to be little other advantage since the essentially unique integral 
form of maximal order is clearly a better approximation to the differential equation 
defining the integral function and, as will be shown later, defines an integral function 
which also has a better order of approximation. 
(iii) Example 6 is in contrast to the assertion by Baker and Graves-Morris [2] that there are 
at most p + 1 linearly independent solutions. An examination of the coefficient matrix F 
(equation (3)) shows that F must have rank n-1 + 1, even if Ji = 0 for i = 0(1 )N + p-1 
· and hence Fnk = [OJ for k = O(l)p. Hence the solution space of n integral forms of 
degree p has dimension at most N -f l-(n-1 + 1) = N -n-1, If nk = 0 fork= O(l)p, 
or more-. generally, if I:%=o nk = 0, then N - n-1 = p + 1, but if I:%=o nk > 0 then 
N - n-1 > p+ 1. 
Corollary 8. 
(i) There are at most N - n-1 linearly independent n integral forms of degree p. 
(ii) Further, if j(k)(o) = k!fk #- 0 for some particular value of k in the range [O,pJ, then 
there are at most N - max(n-1, nk) linearly independent n integral forms of degree p. 
Proof: 
(i) The submatrix Fn_ 1 of the coefficient matrix F (3) contains the identity matrix of 
order n_1 + 1. Hence F must have at least rank n_1 + 1, even if Fnk = [OJ for 
k = O(l)p. Hence the solution space of n integral forms of degree p has dimension at 
most N + 1 - (n-1 - 1) = N - n-1· 
(ii) Again considering the coefficient matrix F (3), we note that if fk -:/:- 0 for some k then 
the submatrix Fnk has the leading principal diagonal of nk + 1 non-zero elements. Hence 
there exist at least max(n-1, nk) + 1 linearly independent columns of F and hence rank 
(F) is at least max(n-1, nk) + 1. As before, the solution space of n integral forms of 
degree p thus has dimension at most 
N + 1 - {max (n-1, nk) + 1} = N - max (n-1, nk). 
That is there are at most N -max(n-1, nk) linearly independent integral forms of degree 
P· D 
An example of the situation when the process in the proof of Theorem 5 is necessary 
was given in [9,11] for the case of an algebraic form. It was noted that if f ( x) is an even 
function, the nk are all even, and p = 2, 4, then an examination of the coefficient matrix 
F reveals that the matrix has rank of at most N. - l, and hence the solution space has 
dimension of at least 2. 
In fact the situation is more general and applies to both algebraic and integral forms since 
the basic structure of the coefficient matrix F is similar under certain circumstances. If f ( x) 
is an even function then odd derivatives of f ( x) are odd, but even derivatives of f( x) are 
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even. Hence by considering integral forms P(f, x) in which the "basis" ~ctions are even 
derivatives of f ( x ), the coefficient matrix F for the integral form of an even function has 
a similar structure to that of the algebraic form for f ( x) an even function: Although more 
general theorems have been obtained, the following theorem is illustrative. of the possibility 
of multiple solutions. 
Theorem 9 (Multiple solutions). 
Let f ( x) be an even function and let the (even) n integral form of degree 2p (with 
a "basis" of even derivatives) have nk all even for the non-null "basis" functions (i.e. nk 
even for k = 0(2)2p). 
Then the dimension of the solution space and the rank of the coefficient matrix F for 
this (even) integral form satisfy the following conditions: 
(i) If pis even th~n rank(fi') is at most N - p/2 and hence the solution space has dimension 
at least p/2 + 1. 
(ii) If p is odd then there are two cases: 
(a) If n-1 is even then rank(F) is at most N - (p + 1)/2 and hence the solution space 
has dimension at least (p + 1) / 2 + 1. 
(b) If n_1 is odd then rank(F) is at most N - (p - 1)/2 and hence the solution space 
has dimension at least (p - 1) / 2 + 1. 
Proof: 
The coefficienr matrix F has its N + 1 columns partitioned into p + 2 non-null blocks 
as given by (3) since Fni., k = 1(2)2p- l, are all null. 
Since the first block, Fn_i, has the identity matrix in the first n-1 + 1 rows, it is 
sufficient to consider the submatrix F of F which excludes the first n-1 + 1 rows and first 
n-1 + 1 columns. Subsequent references to the block Fnk will mean that part of the block 
Fnk lying in this submatrix. In this connection, the number of rows in the submatrix F is 
N = N - (n-1 + 1). 
Let the columns of F be rearranged into blocks of up to p + 1 columns, in the 
following way. The first block consists of the first columns from each of the non-null 
blocks Fnk, k = 0(2)2p. The second block of up to p + 1 columns consists of the third 
columns from each of the non-null blocks Fn1c, k = 0(2)2p. If any block Fnk does not 
have a third column then this null column is ignored and the block in the rearranged matrix 
will have less than p + 1 columns. Continuing in this manner, when all the odd numbered 
columns of the non-null blocks Fnk have been dealt with, the procedure is repeated for the 
even numbered columns of the non-null blocks Fnk. 
The (1, 1) element of the transformed matrix F will be zero if n_1 is even and can be 
non-zero if n-1 is odd. Now if p is even, .the rows of the transformed matrix F are now 
interchanged so that, since N is even in this case: 
-(a) If n_1 is even, the even numbered rows are collected into the first N /2 rows and the 
odd numbered rows are collected into the final N /2 rows. 
(b) If n-1 is odd, the odd numbered rows are collected into the first N /2 rows and the even 
numbered rows are collected into the final N /2 rows. 
11 
If pis odd (and hence N is odd), the same procedure is carried out except in this case there 
are (N - 1)/2 even numbered rows and (N + 1)/2 odd numbered rows in each case. 
Thus the matrix F is now transformed into the form [: ; l .(5) 
where 
(i) if p is even then A, B both have N /2 rows, and 
(ii) if pis odd, then if n_1 is even A has (N -1)/2 rows and B has (N + 1)/2 rows, while 
if n_1 is odd A has (N + 1)/2 rows and B has (N - 1)/2 rows. 
The one exception to this arrangement is the case where nk = O, k = 0(2)2p, when the 
matrix Bis null. In this case N = p, and if pis even then A has p/2 rows of zeros, while if 
pis odd then A has (p + 1)/2 or (p - 1)/2 rows of zeros according to whether n-1 is even 
or odd respectively. Hence the matrix (5) has rank at most p/2 = .N - p/2 if p is even, and 
if pis odd has rank at most N - (p + 1)/2 or N - (p - 1)/2 according as to whether n-1 
is even or odd respectively. Thus the conclusion of the theorem follows in this case. 
In the more general case if nk > 0 for atleast one value of k then the . .corresponding 
block Fni. in (3) has one more odd numbered column than even numbered column, since 
nk is even and Fnk has nk + 1 columns. Hence A has p + 1 more columns than B. By 
considering a Laplacian expansion of the determinant of an arbitrary N x N submatrix of 
(5), in terms of the first N /2 rows, in the case p is even, it is clear that each cofactor has at 
least p/2 columns of zeros. Hence the rank of (5) is at most N - p/2, and hence that of F 
is at most N - p/2, in the case pis even. In the case pis odd and n-1 is even, we consider 
a Laplacian expansion in terms of the first (N -1)/2 rows. Since the sum of the columns of 
A and B is N + 1 and A has p + 1 more columns than B, then each cofactor in the expansion 
has at least (p+ 1)/2 columns of zeros. Hence the rank of (5) is at most N -(p+ 1)/2, and 
hence the rank of Fis at most N -(p+ 1)/2. In the case pis odd and n-1 is odd, a similar 
Laplacian expansion in terms of the first (N + 1)/2 rows has cofactors with at least (p-1)/2 
columns of zeros and hence leads to the result that the rank of Fis at most N - (p - 1)/2. 
The rank of F may in fact be even less than these values if the ranks of A or B are not 
~ D 
This theorem is illustrated by Example 7 where the even function has an integral form 
of degree p = 2 with a basis of even derivatives (i.e. the coefficient of j(1)(x) is required 
to be null). This corresponds to p = l in the notation of Theorem 9 and since n_1 = 2 
is even, case (ii)(a) applies, which states that the solution space has dimension at least 
(p + 1)/2 + 1 = (1 + 1)/2 + 1 = 2, and two linearly independent solutions were obtained 
as expected. 
The theorem is further illustrated by the following example. 
Example 10. 
Let f ( x) = exp( cos( x) - 1) and consider the (even) integral form of degree 6 of the 
type (0,0,-1,0,-1,0,-l,O). For this example N = 4. 
This example satisfies Theorem 9 with p = 3. Case (ii)(a) applies and hence the solution 
space has dimension (p + 1)/2 + 1 = (3 + 1)/2 + 1 = 3. Hence 3 linearly independent 
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solutions are expected, which are 
p(l)(j,x) = -3 + 4f(x) + j(2)(x) 
p(2)(j,x)= 27-31f(x)+ j(4)(x) 
p(3)(f,x) = -348 + 379f(x)+ j(6)(x) 
The algorithm of Theorem 5 then implies that the linear system ( 4) is 
[ 
5 
-8 
17 
:m 
These equations have the solution 
85 
8 
373 
--;nr 
-210] [~!] = 0. 
385 co T •l 
c3 = 1, c2 = 42, c1 = 378, 
and hence 
= O(x4) 
= O(x4) 
. O(x4). 
P*(f, x) = -348 + 589f(x) + 378j<2)(x) + 42j<4)(x) .± [<6)(x) = O(x8) 
is the (0, O, -1, 0, -1, 0, -1, 0) integral form of maximal order.· 
§ 2.1 Degeneracies in the integral form 
D 
In the integral form defined by equation (2) it is possible that some of the coefficient 
polynomials are not of full degree, i.e. deg( ai( x)) < ni for some i. Except when all the 
coefficient polynomials are not of full degree, this is of no particular consequence. It may 
be compared to the occurrence in the algebraic function case when the Taylor polynomial 
approximation of degree 1 to the function f(x) = 1 + x2 is given by p1(x) = 1, i.e. there 
is a zero coefficient of the term in x. 
Of greater importance is the fact that a particular set of coefficient polynomials which 
solves (2), may in fact eliminate more of the coefficients of r( x) than just the first N. A 
simple example for p = lis the ( 0, 0, 0) type approximation to f ( x) = ( x + 2 )3 -3( x + 1 )2 + 2. 
In this case N = 2, but the integral form is 
1 - l.j(x) + l.J(l\x) = O(x3). 
In [9,11] the term "surplus" was introduced to describe this phenomenon for approximation 
by algebraic functions. 
Definition 11 (Surplus of integral form). 
The surplus, S(n), of then integral form of degree p, P*(j,x) is defined by 
S(n) = Ord(P*(f,x)) - N 
where the order of the integral form is defined in Definition 4. D 
The surplus, S(n) = S 2: 0, is the amount of extra matching obtained from P*(f, x ). 
This may be achieved by serendipity for a particular function (as in the simple example 
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above), or by the process of obtain~g a unique solution as outlined in the proof of Theorem 
5. It is clear that in general we would like the surplus to be as large as possible since if 
S = oo then the integral form represents an integral function exactly. 
In [9,11], the surplus was use4 to define an S-table of the algebraic forms. It was 
indicated that in the rational case (p = 1 ), this table illustrates the block structure of the 
Pade table in a somewhat easier fashion than the traditional C-table [1]. In the case of 
integral forms of degree p, the S-table of the integral forms would be a (p + 1 )-dimensional 
table. The structure of this table could be expected to lead to the structure of the table for 
then integral forms of degree pin an analogous way. An analogous theorem for basic block 
structure can also be given for the integral forms. 
Theorem 12 (Basic block structure). 
If the n integral form of degree p, P;_(f, x ), has surplus S(n) = S > 0, then 
r = O(l)(S/(p + 1)) 
is an m integral form with a surplus of S(m)·~ S(n) - (p + l)r - I:~=-l i,., where 
Proof: 
m = (m-1, mo, m1, ... , mp) with 
mk = nk + r + ik, ik ~ 0 fork= -l(l)p, 
p 
satisfies L ik :::; S - (p + l)r. 
k=-1 
Since Ord(Pii(f,x)) = N + S, then 
Ord( x r P~ (f, x)) = N + S + r . 
Hence xr P~(f, x) will be an n + ro (where o = (1, 1, ... , 1 )) integral form of degree p 
provided (p+l)r :::; S. The surplus of this integral form, Pn+roU, x ), is S-(p+l)r. Further, 
this integral form is also an integral form of the type m where m = (m-1, mo, m1, ... , mp) 
and mk = nk + r + ik, ik ~ 0, for k = -l(l)p, satisfies I:~=-l ik :::; S - (p + l)r. 
This follows since Pm(f,x) = O(xM+S(m)) with M + 1 = I:~=-l(mk + 1). Hence 
Ord(Pm(f, x )) ~ M + S(m) = N + S + r (from above). Substituting for M and N, and 
using the relation between mk and nk gives 
p p 
L mk + p + 1 + S(m) = L nk + p + 1 + S + r. 
k=-1 k=-1 
HenGe I:~=-l ik + (p + l)r + S(m) = S, and S(m) ~ 0 gives the required relation. D 
This type of basic structure was first identified in the case of algebraic functions in [9,4]. 
The same structure was noted for integral functions in [10]. Some remarks along these lines 
about the structure of the set of solutions have also been made in [2]. The full determination 
of the structure is complicated by the occurence of overlapping structures and will be deferred 
to future reports. However a few basic observations on the result of Theorem 12 can be 
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made. 
Remarks: 
(i) It should be emphasized that Pm(!, x) in Theorem 12 is an integral form of type m, but 
is not necessarily the m integral form of maximal order. This is particularly true in the 
obvious case if P;;,(J,x) has ai(x) = 0 for some value of i, i = -l(l)p. 
(ii) If there is another structure of this type which overlaps the structure of Theorem 12, then 
for some of these values of m there will be additionally linearly independent solutions. 
Theorem 5 will need to be applied to find P:X.(J, x ), which will come from the set of 
additional solutions since these have greater order. However, if there is no overlapping 
I 
structure, then for those m such that i,.· = 0 for at least one value of k, Pm(!, x) has 
maximal order. This follows since the polynomial coefficient corresponding to this value 
of k has full degree and hence no additional factors of x may be multiplied through in 
equation (2) to raise the nominal order. Thus, if there is no overlapping structure and m 
is such that i,. = 0 for at least one value of k then Pm(f, x) = P:X.(f, x ). 
(iii) Note also that it may be assumed that the n integral form P;;_(f, x) does not have 
polynomial coefficients with a common polynomial factor b( x ), b(O) =/:- 0. This follows 
since if Pn(f, x) (with order R) has polynomial coefficients. with such a common factor 
then the solution space is multi-dimensional since there exists an integral form of the 
same type n with a higher order. Hence Pri(f, x) (with maximal order) has the form 
xqPn-qo(J, x) (where o = (1, 1 ... , 1)) with order R+q. In this argument it is assumed 
further that n is a type which does not belong to an overlapping structure, so that it may 
be asserted that this Pn(J, x) has maximal order (compare Remark (ii) above). If n is 
a type that does belong to an overlapping structure then the argument is unchanged but 
PriU, x) may have an even higher order (compare Remark (ii)). These remarks will be 
amplified in a forthcoming repon. 
Some simple examples of the basic structure can be given. 
Example 13. 
Let p = 1 and f(x) = (x + 2)3 - 3(x + 1)2 + 2. The (0, O, 0) integral form is 
1- f(x) + f(l)(x) = O(x3). 
Since N = 2, this integral form has surplus S = 1. Since p = l, Theorem 12 implies that 
this is also an integral form of the types (1, 0, 0), (0, 1, 0), (0, 0, 1) with S = 0. D 
Example 14. 
Consider again Example 6. The (1, 1, 1) integral form of degree 1 for f( x) = exp( x6) is 
P*(J,x) = 6 -6/(x) + x/1)(x) = O(x12). 
Since N = 5, this integral form has surplus S = 7. 
Using Theorem 12 this is also an integral form. of types (2, 1, 1), (1, 2, 1), (1, 1, 2) with 
S=6 and of types (2, 2, 1), (2, 1, 2), (1, 2, 2) with S = 5. Also by Theorem 12, the (2, 2, 2) 
integral form is xP*(J, x) with N = 8 and S = 5. Also the (3, 3, 3) integral form is 
x2P*(J,x) with N = 11 and S = 3, and the (4,4,4) integral form is x3P*(J,x) with 
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N = 14 and S = 1. The intermediate members of the "lattice" may be fitted in in the 
same was as before. 
Finally we observe that x3 P*(f, x) is also an integral form of types (5, 4, 4), ( 4, 5, 4) and· 
(4,4,5) with N = 15 and S = 0. However the integral form x4P*(J,x) is also a (4,4,5) 
integral form of order 16 and will thus be the form of maximal order for the type ( 4, 4, 5). 
This is an example of the overlapping structure noted above. 
Also there is another solution for the form of type ( 4, 5, 4). This is the ~tegral form 
which has S = oo and implies that f ( x) is an integral function of this type as expected. D 
§ 3. The Integral Approximation 
Once the unique n integral form of degree p, P*(J, x ), satisfying equation (2) has been 
obtained, it is clear that-we---can define an n integral function of degree p, Q( x ), which 
satisfies the equation · 
p 
P*(Q,x) = a_1(x) + Lai(x)Q(i)(x) = 0. (6) 
i=O 
Since the coefficients ai( x) are determined by the given function f ( x ), this function, 
Q(x), represents an approximation to J(x). Recall that f(x) is assumed given in the sense 
that a sufficient number of derivative values at the origin are known. 
It is important to note that if we are considering approximations to f ( x) then the 
differential equation (6) must be that derived from equations (2). Thus although an arbitrary 
differential equation may be constructed to show anomalous behaviour, this is irrelevant 
unless the differential equation is one corresponding to an integral form derived from a 
locally analytic function f ( x). 
From the general theory of linear ordinary differential equations [8], it is known that 
equation (6) normally has p linearly independent analytic solutions at the origin. To keep 
the notation consistent with that introduced for algebraic functions in [9,11], we will call 
this normal behaviour. This normal behaviour follows provided that ap(O) -:j:. 0 [8]. In fact 
some authors [13] call the equation (6) "normal on I" if ap(x) is never zero on the interval 
I. However, if a1i(O) = 0 then the origin is a singular point of the differential equation and 
possible solutions will have a different character. 
Definition 15 (Normal form). 
Given a real-valued, locally analytic function f ( x ), the corresponding n integral form 
of degree p, P*(J, x ), is called normal if 
8P*(J,x)/8f(P)lx=O =f. 0 [or ap(O) =f. OJ. 
D 
16 
If p = 1 this condition becomes a1(0) # 0 which corresponds to the requirement for 
the D-log approximation in this case. The condition also corresponds to the condition in 
[3] that the approximation to a meromorphic function be "pole-matching", i.e., that a11 ( x) 
vanishes only at the poles -of f(z) in lzl < R. However this definition of normality does 
not correspond to that ·used in [12] where the given condition corresponds more closely to 
the condition that the surplus S = O. This confusion probably arises from the fact that the 
notions of surplus and normality tend to overlap in the case p = 1, as noted previously [9,11]. 
Since the solution space of equation (6) has dimension pit will be necessary to impose p 
linearly independent conditions in order to distinguish a unique solution Q* ( x) in this space. 
The usual conditions used to distinguish a unique solution are 
Q*(i)(o) = f(i)(o), i = 0(1)p - 1. 
We may consider the approximation properties of this unique solution as an approximation . 
io f(x). 
Theorem 16 (Order of approximation). 
Let P*(f,-x) be the normal n integral form of degre~ p defined by equation (2), and 
satisfying P*(f, x) = O(xN+s) where S ~ 0 is the surplus. 
The unique n integral function of degree p, Q* ( x ), defined by the equation 
P*(Q*,x) = O, 
subject to the initial conditions 
is an approximation to f ( x) satisfying 
Q*(x) = f(x) + 0( xN+S+p). 
Proof: 
Let N + S = R. Since we have 
P*(f,x) = o(xR), P*(Q",x) = 0, 
then 
d~iP*(f,x)lx=O = 0 = ~iP*(Q*,x)l:z;=O, 
For i = 0 in (8) 
P*(f,x)l:z;=O = P*(Q*,x)l:z;=O· 
The initial conditions (7) imply this equation becomes 
and some P* is normal, a 11 (0) -:j:. O, and hence 
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i = O(l)R- 1. 
(7) 
(8) 
(9) 
For i = 1 in (8) 
Again using the initial conditions (7) and also (9), this equation reduces to 
which implies since ap(O) # 0, 
In general 
where 
Fo = O =Go, 
F1 = 8P*(f,x)/8x = F1(x,f(x),j<1)(x), ... ,j<P)(x)), 
G1 = oP*( Q*, x )/ ox = F1 ( x, Q*(x ), Q*(l\x ), ... , Q*(P)(x)) , 
and 
Fi = oP* (J<i-l)(x ), x) /ox+ dFi-i/dx = Fi ( x, f( x ), j< 1\x ), ... , j<P+i-l)(x)) , 
Gi = 8P* ( Q*(i-l)(x ), x) /ox+ dFi-i/ dx = Fi ( x, Q*(x ), Q*(l)(x ), ... , Q*(P+i-l)(x )) , 
for i = l(l)R - 1. 
The induction step implies that since 
Q*U)(o) = j<i)(o), j....: o(l)p + i - 1, 
then Filx=O = Gilx=O and hence, since P* is normal, equation (10) implies that 
It follows that 
Q*(i)(o) = J(i\o), i = 0(1)R + p - 1, 
and hence 
Q*(x) = f(x) + O(xR+P). D 
Hence, in the case that P* (f, x) is a normal form, a unique integral function of degree 
p is obtained from the unique corresponding integral form of order R = N + S, and this 
unique function, Q* ( x ), approximates f ( x) in the neighbourhood of the origin with order of 
approximation N + S + p. This improves the result in [2, eqn. (5.10)]. 
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§ 3.1 The Non-Normal Case._. 
Differential equations in which the corresponding integral· fonn is not nonnal are not 
uncommon. A simple example for the special case of homogeneous differential equations is 
Bessel's equation, whose solutions are the well-known Bessel functions. A further example 
occurs when the integral fonn has a factor of xr, r > 0, as was obtained in Theorem 12. This 
situation leads to an approximation whose order is less than that expected in the nonnal case. 
This concept has been previously identified (but not fonnalized) in the case of quadratic 
algebraic functions in [5]. · 
In [9,10,11] a deficiency index was defined to measure the amount by which the 
approximation falls short of the expected order. An analogous concept is appropriate in 
this case for integral functions. 
Definition 17 (Deficiency). 
The deficiency, D(n) = D 2;: 0, of then integral function of degree p, Q*(x), which 
satisfies P*'( Q, x) = 0, is defined in tenns of t:4e corresponding integral fonn by 
-
8
-[dk P*(f, x )] = 0 (xD-k) for k = O(l)D, as x-+ O, 
8j(P) dxk 
and =j:. 0 ( xD-k+l) for at least one value of k. 
D 
This condition c"an also be expressed alternatively in tenns of the coefficients of P*(j, x ). 
Thus for k = 0 we obtain a;(x) = O(xD). Fork = 1 we obtain a;_1(x) + a;(1\x) = 
O(xD-l), which implies a;_1(x) = O(xD-1). Fork= 2, a;_2(x)+2a;~f(x)+a;(2)(x) = 
O(xD-2), which may be written as a;_2(x) = O(xD-2) using the previous results. 
Thus, in general, the conditions for the deficiency, D, become 
a;_k(x) = o(xD-"k) fork= O(l)D, as x-+ 0 
=j:. O (xD-k+l) for at least one value of k. 
Note that if D = 0, the integral form is normal. It will be shown that the deficiency, D, 
is the amount by which the order of approximation falls short of the expected order. 
Firstly we consider the case where the integral form has a factor of xr, r > 0 an integer. 
Lemma 18 (Common factor). 
If P~(J, x) = xr P:U(f, x ), where P:U(J, x) has polynomial coefficients with no common 
factor of x (i.e. I:f=_1 lat(O)I =/=- 0), then 
D=D(n)=D(m)+r. 
Proof: 
(11) 
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If the polynomial coefficients of P! (!, x) are at( x ), i = -1(1 )p, then the coefficients 
of P~(J,x) are xrat(x). Applying the operator 8/f)f(P) to equation (11), the right side 
becomes 
k (k) di L . d j [xra;_k+j(x)] . 
. 0 J x J= 
If k < r. then this expression will still have a factor of x, and if k = r then the term k ! a; ( x) 
is the only term without an explicit factor of x. Provided a;(o) -:f 0, then by Definition 17, 
the integral form P:U, x) has deficiency r. However if a;(o) = 0, there will be a further 
factor of x. In fact if a;(l\o) = 0 = a;_1(0) there will be another additional factor of x. 
Continuing in this way, we are simply restating the conditions for the deficiency of P:'n(J, x ). 
That is the total deficiency of P~(J, x) will be r plus the deficiency of P:'n(f, x ). D 
Theorem 19. 
If P~(J, x) = xr P!(f, x ), where P:'n(J, x) is the normal integral form satisfying 
P:n_(J,x) = O(xM+S(m)) 
where S(m) is the surplus and M + 1 = I:f=_1(mi + 1), then the n integral function, 
Q* ( x ), defined by the equation 
P~(Q*,x) = 0 
subject to the initial conditions 
i = O(l)p - 1, 
is an approximation to f ( x) satisfying 
Q*(x) = f(x) + 0(xN+S+p-D)' 
where D = D(n);?:: 0 is the deficiency of P:(J,x), 
and S = S ( n) ~ 0 is the surplus of P: (f, x). 
Proof: 
By Lemma 18, D = D(n) = D(m) + r. Since P:'n(J,x) is normal, D(m) = 0 and 
hence D = r. 
Now P~ ( Q, x) = xr P:'n ( Q, x) = 0, and hence the n integral function of degree p defined 
by P~ ( Q, x) = 0 is in fact the same as the m algebraic function of degree p defined by 
P:'n(Q,x) = O. Hence by Theorem 16 we have 
Q*(x) = f(x) + 0(xM+S(m)+P). 
By Theorem 12, we have N = M + (p + 2)r and S(n) = B(m) - (p + l)r. Hence 
lvl + S(m) + p = N + S(n) + p - r. D 
As with the case of algebraic functions [9,11], additional complications can arise beyond 
the basic definition of the deficiency. As in those previous papers, we illustrate the basic 
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process involved and avoid the additional complications by making the further assumption 
that in fact each a;_k ( x) does not have further zeros than that needed for the deficiency. 
That is we assume that - · 
Ord( 0:;(~~k~)) = Ord(a;_k(x)) = D - k for k = O(l)D. 
If the ~ntegral form P~ (f, x) has deficiency D > 0 then a;_k ( 0) = 0 for k = 0( 1 )D - 1. 
Hence for i = O in equation (8) in Theorem 16, we need the initial conditions Q*(i)(o) = 
f(i)(o) only for i = O(l)p - 1 - D in order to deduce Q*(p-D)(o) = j(P-D)(o). (If 
p- 1 - D < 0 then the equation is automatically satisfied). However these initial conditions 
still leave a D-dimensional solution space for the differential equation. Thus we need 
another D conditions in order to identify a unique solution. These auxiliary conditions 
are provided by the D roots of ~e auxiliary equation I:f=o (;) a;_D+/0) = 0, which is a 
polynomial of degree Din the variable i. Since we seek a solution of the differential equation 
which is locally analytic at the origin, non-analytic solutions to the differential equation will 
automatically be eliminated by the requirement that we consider only integral solutions to 
the auxiliary equation which lie in the interval [1, R - 1). .. 
Suppose now that P~(f, x) is an integral form whose polynomial coefficients have no 
common factor of x and that Q( x) defined by P~ ( Q, x) = 0 has deficiency D > 0. (The 
subscript n will be dropped as being understood for the remainder of this section). 
Theorem 20 (Order of approximation). 
Let S be the surplus of the n integral form of degree p, P*(f, x ), and let D be the 
deficiency of the corresponding n integral function defined by P* ( Q, x) = 0. 
If P*(J, x) satisfies 
p 
(i) [ I: ia:(x)I] l:z:=O -:f- 0, 
i=-1 
(ii) Ord(oP*(f,x)) = D - k for k = O(l)D, 
aj(p-k) , 
then the associated n integral function of degree p, Q* ( x ), defined by the equation 
P*(Q*,x) = 0 
subject to the initial conditions 
i = O(l)(p - 1 - D), 
and the auxiliary conditions 
-
where i E { 1, 2, ... , R - 1} satisfies the auxiliary equation 
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(12) 
(13) 
(14) 
is an approximation to f ( x) satisfying 
Q*(x) = f(x) + 0(xN+S+p-D). 
Proof: 
Firstly note that the auxiliary equation (14) is a polynomial of degree D in the variable i, 
with all the constant coefficients being non-zero on account of condition (ii) on the integral 
form P*(f, x ). We are concerned only with integer solutions in the interval [l, R- l] and it 
is clear that there can be at most D such solutions, and hence at most D auxiliary conditions 
(13). 
Let N + S = R. Following a similar argument to the proof of Theorem 16 we have 
P*(Q*,x)=O, (15) 
and 
oP*/f,~) = 0(xD-k)' oP*(~*,~) = 0(xD-k)' k = O(l)D. 
· of p- oQ* p-k (16) 
From equations (15) 
di. P*(f, x)lx=O = 0 = dai. P*(Q*, x)lx=O, i = O(l)R- 1, x' x' 
and hence 
i (i.) oiP*(f(i-;.·)(x),x) __ i (i.) oiP*(Q*(i-.i)(x),x) ' 
"°""" I "°""" I i = O(l)R-1. ~ J oxJ x=O ~ J oxJ x=O 
;=0 3=0 
(17) 
From equations (16) 
di (oP*(f,x)) I dj (oP*(Q*,x)) I 
dxj c)j(p-k) x=O = O = dxi oQ*(p-k) x=O' (18) 
k = O(l)D, j = O(l)D - k - 1 
and 
dD-k (oP*(f,x)) I dD-k (oP*(Q*,x)) I 
dxD-k oj(P-k) x=O = dxD-k oQ*(p-k) x=O=j; 0, k = O(l)D. (19) 
(This notation is a little redundant, but has been written this way to be consistent with that 
in [9,11]) 
(a) Consider the case D = 1. 
For i = 0 in equation (17) 
P*(f,x)lx=O = P*(Q*,x)lx=O · 
Using the initial conditions (12) and equation (18) this reduces to 
a;_l (0) (lp-l)(o) - Q*(p-l)(o)) = 0, 
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which implies, using (19), 
Q*(p-1)(0) = j<p-1)(0). 
For i = 1 in equation (17) 
[P*(j<l)(x),x) + aP*(f,x)] I = [P*(Q*(l)(x),x) + aP*(Q,x)] I . ax x=O aQ x=O 
Using the initial conditions (12), the previous result from i = 0, and equation (18), this 
reduces to 
( a;_1 (0) + a;(l)(O)) (J<P)(O) - Q*(·P)(Q)) = 0, 
which implies, using (19) or the auxiliary condition (13) if i = 1 satisfies the auxiliary 
equation (14), · 
Q*(P\o) = J<P)(o). 
Proceeding now as in the proof of Theorem 16, we obtain in general from equation 
(17) 
[P' (!Ul(x), x) + G) 8P' (f(;~l(x), x) + F;] l,=O 
[ 
· ( ') aP*( Q*(i-l)(x) x) ] I 
= P*, ( Q*(i)(x),x) + ~ ax ' + Gi x=o' i = 2(1)R-1 
(20) 
where Fi= Fi(x, f(x), J(l)(x), ... , j(P+i-2)(x)) 
Gi = Fi(x, Q*(x), Q*(1)(x), ... , Q*(P+i-2)(x)) for i = 2(1)R- 1. 
As before, the term a; ( x) f (p+i) ( x) in P* (f ( i) , x) vanishes at x = 0 by (18), and the 
induction step implies that since 
Q*U)(o) = JU)(o), j = 0(1)(p + i - 2), 
equation (20) reduces to 
( a;_l (0) + ia;(l)(O)) (J(P+i-l\o) - Q*(P+i-l)(o)) = O, 
which implies, using (19) or the auxiliary condition (13) if this value of i satisfies the 
auxiliary equation (14), 
Q*(P+i-l)(o) = j(P+i-l)(o) for i = l(l)R - 1. 
It follows that 
Q*(j)(o) = 1U)(o) , j = O(l)R + p - 2, 
and hence 
Q*(x) = f(x) + O(xR+p-l) = f(x) + O(xR+p-D). 
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(b) Let D = 2. 
For i = 0 in equation (17) 
P*(J, X )lx=O = P*( Q*, X )lx=O, 
Using the initial conditions (12) and equations _(18), this reduces to 
a;_2(0) (J'P-2)(0) - Q*(P-2)(0)) = 0, 
which implies, using (19), 
For i = 1 in equation (17), using this result; the initial conditions (12) and equations 
(18), we obtain 
( a;_2(0) + a;~{(O)) (J'p-l)(o) - Q*(P-1\o)) = o. 
By (19), a;_2(0) =f 0, a;_1 (0) =f 0, and so the first term. in this product is non-zero 
unless a;_2(0) + a;~f (O) = 0. But this latter possibility corresponds to the solution 
i = 1 in the auxiliary equation (14). Hence, either from the above equation, or from 
the auxiliary condition (13) we have 
Q*(p-1)(0) = j(p-1)(0). 
In general we obtain from equation (17) 
[ 
· &P*(J(i-l)(x) x) 
P*(fi)(x),x) + (~) &x ' 
(
i)&2p*(j(i-2)(x),x) ·] I _ 
+ 2 a2 +F, -0 
x x=O 
and 
[ 
. (')&P*(Q*(i-l)(x),x) 
P*(Q*(')(x),x) + ~ &x 
(
i)&2p*(Q•(i-2)(x),x) ·] I _ 
+ 9 & 2 + G, - 0 
- x x=O 
for i = 2(1)R-1, 
where Fi= Fi(x,f(x),j( 1)(x), ... ,f(P+i-3)(x)), 
and ·ai = Fi(x,Q*(x),Q*( 1)(x), ... ,Q*(P+i-3)(x)). . 
The coefficients of j(P+i)( x) and j(P+i-1)( x) vanish by (18), and hence, 
induction step implies that since 
Q*U)(o) = JU)(o) for j = O(l)(p + i-:-- 3), 
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since the 
these equations imply 
( a;_2(0) + ia;~{(O) + i(i; l) a;(2\o)) (lp+i-2)(0) - Qk(p+i-2)(o)) = 0, 
for i = 2(1)R-1. 
Either this value of i satisfies the auxiliary equation (14) (in which case we use the 
auxiliary condition (13)) or else the expression in the first backet is non-zero. In either 
case we deduce 
Q*(P+i-2)(0) = lp+i-2\o) ' i = 2(1)R - 1. 
It follows that 
Q*U)(o) = JU\o) , j = O(l)R + p - 3, 
and hence 
Q*(x) = f(x) + O(xR+p-2) = f(x) + O(xR+p-D). 
( c) The general case follows in a similar fashion. 
For i = 0 in equation (17) 
P*(f, x )lx=O·= P*( Q*, x )lx=O · 
Using the initial conditions (12) and equations (18), this reduces to 
a;_n(O) (lp-D)(o) - Q*(p-D)(o)) = o, 
which implies, using (19) 
Also from equation (17) 
[t(~)&iP'(J(i-;l(x),x)] 1 = [t(~)fjp•(Q•(i~il(x),x)] I j=O J ox x=O j=O J OX x=O 
for i = 1(1 )D - 1 . 
Using the result for i = 0, the initial conditions (12) and equations (18), this reduces to [t (;) a;~b+.<o)] (Jl•+•-Dl(o)- Q'(,+i-Dl(o)) = o, i = l(l)D - 1. 
If the first term of this product is zero for say i = k, then this. corresponds to a solution 
i = k in the auxiliary equation (14). Hence, either because the first term is non-zero, or 
by using the auxiliary condition for i = k, we obtain 
Q*(P+i-D)(o) = J(p+i-D)(o) , .for i = O(l)D - 1. 
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In general, we obtain from equation (17) 
[ 
i (i){JJ°P*(J<i-j)(x),x) ·] I _ [ i (i)EYP*(Q*(i-j)(x),x) ·] I L . J. + F, - L . j + G, j=O J OX :c=O j=O J OX :c=O 
for i = D( 1 )R - 1 , 
where Fi = Fi(x, f(x ), j<1)(x ), ... , j(P+i-D-l)(x )), 
and Gi = Fi(x, Q*(x ), Q*(1)(x ), ... , Q*(P+i-D-1)(x )). 
The coefficients of j(P+k)(x), k = (i - D + l)(l)i, vanish by (18) and hence the 
induction step implies that since 
Q*U)(o) = 1U)(o) , j = 0(1)(p + i - D - 1), 
these equations imply 
[t (~) a;~1+/0)l (J<p+i-D)(o) - Q*(P+i-D\o)) = 0' i = D(l)R - 1. ;=0 J • . 
Either this value of i satisfies the auxiliary equation (14) (in which case we use the 
auxiliary condition (13)), 01: else the expression in the first term of this product is non-
zero. In either case we deduce 
Q*(P+i-D)(o) = j<P+i-D)(o), i = D(l)R - 1. 
It follows that 
Q*U>(o) = JU\o) , j = O(l)(R - p - D - 1), 
and hence 
Q*(x) = f(x) + O(xR+p-D). 
D 
A similar result was achieved by an entirely different method in [2, eqn. (5.14)] even 
though equations (5.12) and (5.13) appear to be in error. 
Corollary 21. 
For an integral form satisfying the conditions of Theorem 20, the deficiency, D, satisfies 
D =:; p, and the order of approximation by an integral function will always be at least R. 
That is, at worst, Q* ( x) satisfies 
Q*(x) = f(x) + O(xR). 
Proof: 
The integral form P*(f, x) satisfies [z.:f=-l lai(x)l ]l:c=O ¥= 0. The hypotheses of the 
theorem include 
Ord( oP*(J,x)) = D - k ( ) k) ' k = 0 1 D. f)j(P-
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For D = p this means that 
Ord ( ap]f' x)) = 0 for k = D . 
That is ao(x) = 0(1) and ao(x) =I- O(x). Thus ao(O) #, 0. 
If D > p then ao(x) would have a factor of x (and hence a-1(0) = 0 since 
P*(f,x)lx=O = 0), which contradicts the condition above that not all coefficients ak(x) 
vanish at the origin. If there were a common factor of xr, r > 0, for all coefficients, then 
Theorem 19 would apply. 0 
The techniques used in the above proofs have been modelled after the approach in 
[9, 11] for algebraic functions. However, viewed as a method for the solution of differential 
equations, the approach used is similar to the method of Frobenius [8] for the series solution 
of linear homogeneous differential equations. Thus the integral form is normal if the origin 
is an ordinary point of the associated integral function. The deficiency of the solution 
corresponds to the origin being a regular singular point. However it is relevant to note 
that we are not concerned with finding all solutions of the differential equation, but only 
with choosing from the solution space that solution which approximates the given locally 
analytic function. Hence we seek only analytic solutions even though other solutions may 
have singularities -at the origin. The auxiliary equation (14) is clearly closely related to the 
indicial equation [8,13]. 
There may be other singular points away from the origin as was the case for algebraic 
functions. For quadratic algebraic functions, a preliminary analysis of the behaviour at such 
points has been undertaken and more details will be given in forthcoming reports. 
The fundamental process for the order of approximation of a non-normal integral function 
may be summarized by the following theorem. 
Theorem 22. 
Let S be the surplus and D be the deficiency of the n integral form of degree p, p:i_ (f, x). 
Let P~(J,x) = xr P:n(f,x), r a non-negative integer, where P:n(J,x) has polynomial 
coefficients at ( x) which satisfy 
(i) [itl iat(x)i] lx=O=/:- 0' 
(ii) Orct( 8P~(f,x)) =D -k for k=O(l)D1, whereD(m)=D1. 8J(p-k) 1 
Then the associated n integral function of degree p, Q* ( x ), defined by the equation 
P~(Q*, x) = 0 
subject to the initial conditions 
and the auxiliary conditions 
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where i E { 1, 2., ... , R - 1} satisfies the auxiliary equation 
D1 ( ') I: i. a*u) (o) = o. 
j=O J 
is an approximation to f ( x) satisfying 
Q*(x) = f(x) + 0(xN+S+p-D). 
Proof: 
By Lemma 18, D = D(m) + r = Di + r. By combining the results of Theorems 19 
and 20 the result is obtained. D 
This section has developed theorems for the basic behaviour of the order of approximation 
by an n integral function of degree p, determined by collocation at the single node x = 0. A 
simple change of variable to x - xo will gener~ze these results to collocation at an arbitrary 
node {xo}. It is interesting to observy the close analogy of these results wi~ the case of 
approximation by algebraic functions [9,11]. For algebraic functions it was found that the 
order of approximation was determined by the expression N + S - D, while for the case of 
integral functions of degree p it has been shown that the order of approximation is determined 
by the expression N + S + p - D. It is conjectured that these basic results will also hold 
true for the cases of more general deficiencies than the basic case that was considered in this 
paper. These details will be considered in a future repon. 
§ 4. Examples 
This section contains some examples which illustrate the results of the previous sections. 
Example 23. 
This is the same as Example 13. 
The (0,0,0) integral form for f(x) = (x + 2)3 -3(x + 1)2 + 2 is 
1 - f(x) + j(l)(x) = O(x3). 
This form hasp= 1, N = 2, S = 1. The integral form is normal since 
fJP*(j, x) / fJ j(l) lx=O = 1 -:f. 0. 
The corresponding ( 0, 0, 0) integral function Q* ( x) is defined by 
1 - Q*(x) + Q*(1)(x) = 0, 
subject to the initial condition 
Q*(O) = f(O) = 7. 
The solution to this initial value problem is 
Q*(x) = 1 + 6ex = 7 + 6x + 3x2 + x 3 + O(x4) 
= f(x) + O(x4) 
= f(x) + 0(xN+S+p)' 
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which illustrates Theorem 16. 
Note that Q* ( x) is also the integral function approximation of types 
(1, O, 0), (0, 1, 0), (0, 0, 1) since N increases by 1 and S decreases by 1 in these three cases. 
Example 24. 
This is the same as Example 14 in Section 2. 
(a) The (1, 1, 1) integral form of degree 1 for f(x) = exp(x6) is 
P*(f, x) = 6 - 6f(x) + xj(l)(x) = O(x12). 
N. = 5 for this form and hence S = 7. In this case 8P*(f,x)/8J(1) = x and 
8P*(f,x)/8f = -6, so that the hypotheses of Theorem 20 are satisfied with D = 1. 
The auxiliary equation (14) is 
-6+ i = 0, 
which has the integer·solution in [l,11] of i = 6. Thus we have the auxiliary condition 
(13) for i = 6, and since p = D = 1 there are no initial conditions in this case. 
The ( 1, 1, 1) integral function satisfies 
6 - 6Q*(x) + xQ*(l)(x) = 0 
subject to the auxiliary condition 
Q*<6)(o) = j(6)(o) = 6! 
Thus Q*(x) = 1 + x6 
= f(x) + O(x12) 
= f(x) + O(xN+S+p-D) 
which illustrates Theorem 20. 
(b) As in Example 14, the (2, 2, 2) integral form of degree p = 1 is 
6x - 6xf(x) + 6x 2 f(l)(x) = O(x 13), 
with N = 8 and S = 5. In this case Theorem 22 applies with r = 1 and D1 = D(m) = 
1. The auxiliary equation is again 
-6 + i = 0 
and .the (2, 2, 2) integral function Q*(x) satisfies 
6 - 6Q*(x) + xQ*<1)(x) = 0 
subject to the auxiliary condition 
Thus Q*.(x) = 1 + x6 
= f(x) + O(x12) 
= f(x) + O(xN+S+p-D) 
since D = D1 + r = 1 + 1 = 2. 
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The results for the other types mentioned in Example 14 follow similarly. 
Example 25. [2, p361] 
Let p = 1 and f(x) = (2/x)(l -v'l=x) + x5 • The (0, 1,2) integral form is 
2 + (-2 + x)f(x) + (-2x + 2x2)j{1)(x) = O(x5). 
Thus N = 5 and S = 0 for this integral form. 
Now 8P*(j,x)/8j(1)1z~O = 0 so the form is not normal. The coefficient polynomials 
do not have a common factor of x and since 
*( ) *(1)( ) a1 0 = 0 , a 1 0 = -2 , 
ao(O) = -2, 
the hypotheses of Theorem 20 are satisfied with D = 1. The auxiliary equation (14) is thus 
-2- 2i = 0 
, 
which has the root i = -1 (/. [1,4]. 
The (0, 1, 2) integral function which is analytic at the origin satisfies 
2 + (-2 + x)Q*(x) + (-2x + 2x2)Q*(1)(x) = 0 
which has the series solution 
- 1 1 5 7 21 Q*(x) = 1 + - x + - x2 + - x3 + -x4 + -x5 + O(x6) 4 8 64 128 512 
= f(x) + O(x5) 
= f(x) + 0(xN+S+p-D)' 
which agrees with Theorem 20. The fact that another solution to the differential equation 
has a singularity at the origin is irrelevant to our objective of seeking an approximation to a 
function which is locally analytic at the origin. D 
Example 26. 
This continues Example 7 in Section 2. 
The (2, 2, -1, 0) integral form for f(x) = exp( cos(x) - 1) is 
312 - 25x2 - (276 + 185x2)J(x) + 36j(2)(x) = O(x-8) 
with N = 6, p = 2 and S = 2. 
Since 8P*(f, x )/ 8 j(2) lz=O = 36 ¥- 0, the integral form is normal and D = 0. 
The (2, 2, -1, 0) integral function satisfies 
312 - 25x2 - (276 + 185x2)Q*(x) + 36Q*(2)(x) = O 
subject to the initial conditions 
Q*(O) = f(O) = 1, 
Q*(1\o) = j( 1)(0) = o. 
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i 
i' 
I 
Thus the unique ( 2, 2, -1, 0) integral function is 
Q*(x) = 1 - !x2 !x4 - ~ 6 ~ x8 - 54139 xlO O(xl2) 2 + 6 720 x + 40320 32659200 + 
= f(x) + O(xl·O) 
= j(x) + 0(xN+S+p-D) 
in agreement wjth Theorem 16. 
This is also the (3, 2, -1, 0), (2, 3, -1, 0), (2, 2, 0, 0) and (2, 2, -1, 1) integral func-
tion approximation to J( x) since N increases by 1 and S decreases by 1 in these 
cases. According to Theorem 12, it is also the integral function approximation of the 
types (3, 3, -1, 0), (3, 2, 0, 0), (3, 2, -1, 1 ), (2, 3, 0, 0), (2, 3, -1, 1) and (2, 2, 0, 1) since N = 
8, S = 0 for these cases. However, as noted in the remarks after Theorem 12, the integral 
form of the type ( 4, 2, -1, 0) will have an overlapping structure and hence another linearly 
independent solution to (2). Consequently there will be a different integral function approx-
imation of higher order for this type. · D 
Example 27. 
This continues Example 10 in Section 2. 
The (0, 0, -1, 0, -1, O, -1, 0) integral form for J(x) = exp(cos(x) - 1) is 
-348 + 589f(x) + 378j(2)(x) + 42j(4)(x) + j(6)(x) = O(x8), 
with N = 4,p = 6 and S = 4. 
Since 8P*(J,x)/8j(6)1z=O = 1 #- 0, this integral form is normal and D = 0. 
The (0, 0, -1, 0, -1, 0, -1, 0) integral function satisfies 
-348 + 589Q"(x) + 378Q"(2>(x) + 42Q"(4\x) + Q*(6)(x) = 0 
subject to the initial conditions 
Q"(O) = f(O) = 1, 
Q"(1)(o) = j(1)(o) = o, 
Q"(2)(o) = j(2)(o) = -1, 
Q*(3)(o) = j(3)(o) = o, 
Q*(4)(o) = / 4)(o) = 4, 
Q"(5)(0) = l 5)(o) = o. 
Thus the unique (0, 0, -1, 0, -1, 0, -1, 0) integral function is 
Q*(x) = 1 _ !x2 !x4- ~x6 ~xR _ 1639 10 2 + 6 720 + 40320 907200 x 
150349 12 4059721 14 
+ 4 79001600 x - 87178291200 x + ... 
= f(x) + O(x14) 
= f(x) + 0(xN+S+p-D) 
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in agre-ement with Theorem 16. 
Following Theorem 12, t~s function is also the integral function of degree 6 ap-
proximation of a large number of additional types. Examples of these types are 
(1, 1, -1, 1, -1, 1, -1, 0), (0, 0, 0, O, O, 0, 0 1), and (0, O, -1, 0, 0, 1, 0 1) .. However there are 
also a number of overlapping structures in this example and additional analysis would be 
needed for these cases. D 
Example 28. [2, p368] 
In the example in [2] there was no function f ( x) given to approximate. Let 
12 1 4 1 6 1 8 10 f(x) = l - 16 x - 384 x - 9216 x - 147456 x + x + .. · ·. 
Let p = 2 and consider the (1, 1, 0, 1) integral form. Since N = 6 and the coefficients off 
up to f N +p- l = h are required to determine the integral form, the portion of the series for 
f( x) given above will be sufficient to determine an integral form of this type. 
P*(f, x) = -2x + xf(x) - 9j<1)(x) + xfC2)(x) = O(x9) . 
Hence S = 3. In this case 8P*(f,x)/8j(2) = x and 8P*(f,x)/8J(1) = -9 so that the 
hypotheses of Theorem 20 are satisfied with D = 1. The auxiliary equation (14) is 
-9 + i = 0 
which has the solution i = 9 (/. [1, 8]. Hence there are no auxiliary conditions and since 
p = 2, D = 1, there is just one initial condition. 
Thus the ( 1, 1, 0, 1) integral function satisfies 
-2x + xQ*(x) - 9Q*(1\x) + xQ*( 2)(x) = 0 
subject to the initial condition 
Q*(O) = f(O) = 1. 
The series solution is 
* x - 1 - ~ x2 - _1_ 4 - _1 _ 6 - 1 8 ( 10) Q ( ) - 16 384 x 9216 x 147456 x + O x 
= f(x) + O(x 10) 
= f(x) + 0(xN+S+p-D)' 
in agreement with Theorem 20. Note that the other solution to the differential equation has 
a logarithmic singularity and so we are not concerned with that solution when seeking an 
analytic approximation. D 
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§ 5. Conclusion 
This paper has· considered the problem of approximating a real-valued, locally analytic 
function, f(x ), by an integral function, Q(x ), which is derived from an inhomogeneous 
differential equation. Following the analogous procedure in [9, 11] for algebraic functions, a 
careful distinction was made between the approximating properties of the integral form, by 
which the polynomial coefficients of the integral form are defined, and the approximating 
properties of the integral function itself. 
By using an elimination procedure when the space of solutions for the integral form 
has dimension greater than 1, a unique integral form of maximal order w~s identified in all 
cases. This form may well have an order greater than N and the concept of the surplus was 
defined to measure this additional order. A basic block structure within the table of integral 
forms was identified, but the global nature of such a table is complicated by the possibility 
of overlapping structures. 
A normal integral form of degree p (which corresponds to the differential equation having 
the origin as an ordinary point) has deficiency D = 0, and by imposing the appropriate initial 
conditions a unique element in the solution space of the corresponding inhomogeneous linear 
differential equation may be identified with specified approximating properties. For a non-
normal integral form of degree p (with deficiency D > 0) it was shown that a unique 
element in the solution space of the differential equation may still be determined with order 
of approximation given by the expression N + S + p - D. This may be compared to the 
case of algebraic functions [9,11] where it was shown that the order of approximation is 
determined by the expression N + S - D. 
Although these results have been obtained for a function locally analytic at the origin, it 
is clear that a simple change of variable to x - xo will generalize the results for a function 
which is locally analytic at an arbitrary point xo, 
The important feature of this paper is that a clear formulation of the problem in this 
way leads to the existence and uniqueness of an approximating integral form of maximal 
order, and to the existence and uniqueness of a distinguished integral function (solution of 
the inhomogeneous differential equation) which is an approximation to the given function 
with a specified order. 
The results obtained have been illustrated by some simple examples in Section 4. Further 
examples in the case of integral functions derived from a homogeneous differential equation 
are given in [10]. 
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