With the aid of the EM (Encoding Machine) Compiler Tool Kit, a preliminary version of a scalar C compiler was implemented on the Cyber 205 in-a relatively short period of time. This C compiler emphasizes functionality more than efficiency. Several benchmark programs were used to measure the performance and to compare it with an equivalent C compiler for VAXlUNIX* system. In order to make i.t a production-quality C compiler, further enhancements will be necessary. This paper presents some motivating factors, imple-.mentation details, and proposes further work on developing the Cyber 205 C compiler. KEY WORDS C Compiler tool kit Cyber 205 EM intermediate code October 6, 1983 t Thil work WII5 IRlpporlcd ia pan by lbe Purdue Uaivemly Computing Cealer (PUce).
There are at least three approaches to the design of high level languages for vcctor (or parallel) computers:
1.
VectoriZalion: an automatic optimizer (e.g., [KKPL81]) which can detect inherent parallelism in a sequential program and generate code for the vector computer, 2.
Explicit, veClor-oriented syn/tu added to an u:i:rzing language: syntactic and semantic enhancements to an existing (scalar) language which allow users to directly specify vector data types and vector operations, or 3. New vector (or parallel) programming language: design a new programming language tailored to vector (or parallel) processing; implement a compiler for this language.
We elected to pursue the second allcrnative for several reasons:
Various surveys [Weth8D} [PeSt81aJ [PeSt8~b] have shown that vectorization alone is usually less salisfactory and less efficient for designing and constructing programs; many users of vector or parallel computers prefer languages with vector or parallel syntax,
2.
The vector FORTRAN compiler provided by CDC already ha5 an elaborate vectorizer, so programmers wishing to use this approach have a means of doing so, 3 .
We feel the need for a structured language with vector constructs will be an csscnlial tool to support research into vector algorithms,
4.
By extending an existing (familiar) language, users will not need to make an extensive invcstment in learning a new language; Ihey can build on existing knowledge, and 5. By starting from an existing compiler. a reliable compiler for the extended language could be constructed more economically (than a brand new compiler).
The programming language C (KeRi78] has become popular as a system implementation and application language. For many of the reasons eited above we decided to implement C with veclOr~xt~lUion.J for the Cyber 205. · 3 • Before extending the language C, it was essential to have the existing (scalar) C implemented on the Cybcr 205, so that upward compatibility could be achieved. With the aid of tbe Amsterdam EM (Encoding Machine) Compiler Kit [TSKS81] , II. scalar C compiler was implemented on the Cyber 205. The current version of this C compiler emphasizes funcrionality more than efficiency. Better performance can be achieved by later refinements, as is demon· strated in this paper.
This paper describes the implementation of tbis preliminary version of CC205 (C compiler for the Cyber 205). In the following sections, the EM Tool Kit, the Cyber 205 system, and the programming language C are brieRy described. Then, the implementation, problems and performance issues are presented and discussed. wilh some restriclions.
The idea of UNCOL is that, for N languages and M machines, it should be necessary to build only N+M language processors, instead of N·M processors. In olher words, only N Front-Ends and M Back-Ends are needed (see Figure 1 ). In Figure I , the Front-Ends accept source languages and generate intermediate code which is input to the Back-End, and then targel object programs are generated. However, this idea is probably too ambitious, 60 some restricli.ons are necessary. The restriction of the EM compiler kit is that only algebraic lansuagu for byte-addressable machines are considered [TSKS81] . End for a new language is normally sufficient for implementing that language on several machines; similarly, writing a Back-End for one machine is normally sufficient for having it be used by several other languages aD that machine. However, this did not benefit us, since our intention was to implement onc language aD one machine. Yet, using this Tool Kit did save us a lot of time and effort, when compared to developing a compiler "from scratch",
The possible problems we imagined at the beginning of this project were:
1.
Incompatibility betwun the EM and the target machi~: some EM codes may be mapped onto expensive target codes, and some target eodes may not be mapped at all. As an example, the scalar instruetions of Ihe Cyber 20S are register-oriented, which are very different from the stack-oriented EM instructions. and 2.
lnefficiency d~to the introduction of imermedia/e code: the compilation process is slowed down because the generation of objecl codes is indirect, i.e. involves Iwo dislinet steps (EM code and assembly language). 3 . The The Cyber 205 is considered to be the fastest machine in the world, because it has a maximum processing rate of 400 MFLOPS (Million FLoaling.pollll Operalions Per Second) for 64-bit operations or 800 MFLOPS for 32-bit operations; these asymptotic rates are based on processing vector data using four arithmetic pipelines and linked triadic operations. 3 Therefore, a sequence of N loads can be executed in (N+14) cycles, wh~reas a stream of N stores can be executed in 2N+8 cycles. These times assume no memory conflicts or rcgistcrbusy condi.tions. Five minor· cycles may be required to release a register, and a minimum of four minor cycles to resolve a memory conBict.
The scalar process also has a shorl-slop feature which is the mechanism by which a result from any arithmetic unit may be used directly as the input to any arithmetic unit. This occurs in parallel with the storing of the result into the register file (see the timing analysis in Section 6.22). The time saved by short-stop (avoiding the store of the result into the regisler file and the retrieve of it back. to the next arithmetic unit) is three minor cycles. Utilizing this benefit is not trivial as the timing constraints are critical. For example, instruclion A, issuing at time T. generates a result which is to be used by instruction B; instruction B must be issued no later than T +SS , where SS is the short·stop time; if missed, instruction B can only access the result from the register file.
The Cyber 205 has a V;rluaJ memory mechanism whose page table is the combination of 16 associative registers and a space table which resides in a restricted area of central memory.
The virtual memory mechanism performs high speed address mappings from the logically contiguous addresses to the physically noncontiguous storage system. The virtual address space is 4 trillion words (addressed by 48 bits); half of the address space is available~or each user; the other half is reserved for system usc. Memory can be addressed in full-word, half-word (32 bits). byle (8 bits) and bit units. In the Purdue configuration, the size of physical memory is one million 64-bit words, which could be extended to two or four million words; the page sizes are 2048 words (small pages) and 65536 words (large pages). 
The C programming language
The language C (KeRi781 was created by Dennis Ritchie and developed at Bell Laboratories at Murray Hill, New Jersey, in 1972 . It was used in rewriting the assembly language vcrsion of the UNIX operating system on the DEC PDp-ll (except for a few very low level routines) so that transporting UNIX to another computer became mainly a matter of writing a C compiler for the target machinc {MiIl78] [MiTa82]. In spite of its intimate relationship with UNIX, C has earned a repulation as a good systems programming language and has even been called a high levd assembly language. It is also a powerful application programming language (FeGe82); e.g., it has been uscd in movie production (the computer graphics animation in the nS tar Trek. II~and nReturn of the Jedi-were written in C [Robe83D· Anolher important characteristic of C is its higb degree of portability. This 15 duo to fact that its data types and control structurcs are supported directly by most existing computers, Efficient manipulation of bits is vital to systems programming. C has this capability which exists in only a few other high level programming languages. Furthermore, most hardware instructions deal with machine addresses directly, and C has pointers (which correspond to machine address) and the capability of doing pointer arithmetic. By virtue of these capabilities, C is capable of generating efficient code for critical segments and for constructing and manipulating efficient data structures.
Argument passing in C is call-by-value; call-hy-referellCe can be achieved by passing the pointers (or tbe addresses) of data items. C is a typed, but not a strongly-typed, language; this will be helpful later when implementing the proposed vector extensions [PeCM83]. 5 . The design and Implementation of CC20S
PlannlnK
The task of implementing a (scalar) C compiler (designated CC205) on the Cyber 2D5 using the EM Tool Kit was broken into five major stages:
1.
Imtalllhe EM Tool Kit on our VAX/UNIX rysum: The EM Tool Kit, written in the V7 C language. was developed on the pop-uno under the Version 7 UNIX operating system. At our site the C compiler executes on a VAX-l1/780 running the Berkery 4.1bsd UNIX.
This phase of the project required us to become acquainted with the EM Tool Kit (the EM package is. unfortunately, not well documented) and to tackle some of the machine dependent problems.
Design Q1ld build the Bade-End instrUClion rrJQpping table:
This phase of work required knowledge of the Cyber 205 architecture and its META assembly language. As mentioned before, EM is a stack machine and may assume that the target machine has a hardware stack.
[n contrast. the Cyber 205 is register-oriented machine, and it docs not have a h.ardware stack mechanism (i.e., hardware instructions for automatic manipulation of the stack pointer); therefore, a :software stack is necessary.
3.
Design a C :start·up rOlltine and install the C run-time library: A start-up routine was needed for interfacing the run-lime C program and the Cyber 205 system. The C runlime library is a set of modules which is divided into three sub-libraries:
gen -general functions, e.g., 'malloc', a memory allocation funclion, stdio -standard 110 functions, e.g., 'dopmt', a printing formator, and 
5.
OptimiZalioll: A straightforward mapping of instructions resulted in a great deal of redundant code; further optimizations were needed. 5 .1. The address Iipac:e and C run-tIme stact
The Cyber 205 has a dynamic space, really a virtual space, lying between the code-data sections and the public library [CDC81b] ; this could be used as the run-time stack required by procedure calls. A procedure call is expensive for a register-oriented machine. It may be even more expensive on the Cyber 205 because it may involve a vector instruction (swap) to swap the caller's environment registers and working registers (see Figure 5 for the register file) at its prologu,?; similar costs arc incurred on procedure exit (in (he epilogue), and the start-up time of the vector instruction 'swap' is nontrivial (either 28 or 56 minor cycles).
However, because the EM Tool Kit does not use any general registers, the procedure-call mechanism in our current C Compiler is different from the conventional one used in the Cyber 205. On procedure entry the prologue performs the following four actions (see Figure   6 ):
1.
Save the return address,
2.
Save the local base (LB),
3.
Update LB. and
4.
Allocate the space for local variables, and the epilogue does the revcrse actions, namely, restore LB and return to the caller. These aclions mean that we must have a C ron-time stack. in the address space. 
The size speclncalloo& of data types and potenUai portablUty problemll
The sizes of fundamental data types are parameterized in the EM Tool Kit. Table 1 shows the specifications employed in our first version of CCZ05. With these specifications, several potcntial portability problems (for existing C programs) may be expected, since in our current environment (VAXlUNIX C). a C program has the specifications shown in Table 2 . size-de{Undem problems: As shown in Table I , 'short' is 64 bits, not 16 bil8 as defined in containing OxFFFF in hex (65535 in decimal) is interpreted as -1 in the 16-bit short mode (i.e., the current VAX C environment) but as 65535 in 64-bit short mode.
Code-Data Segments

2.
machint:.dep~nden/ problems: The full-word integer in the Cyber 205 is 48 bits, (not 64 bits as given in the specification); this forms a '1l01e 8 (the lefl most 16 bits of a word) in memory, which is not expected by the EM and the olher C programs. The bit position is increased from Ish (least significant bit) to msb (most significant bit) in EM, wbile in the Cyber 205 it is in reverse order.
The first problem can be solved by modifying the programs to do signoUunsion explicitly, and the second problem may be significant only when tbe existing C programs doing bitwise At program termination, the routine exir is called to "Bush out-the VA buffers; control is then returned to VSOS.
The System Inlerface Language (SIL) ICDC81b] of the Cyber 205 is a set of subroutine calls which allow a task to exchange information with the operating system and to perform file At the completion of this phase. we bad a cross compiler available at the VAX site, i.e., C programs can be compiled on the VAX machine, and then the generated META programs can be uploaded to the Cyber 205 for assembly. loading, and execution.
Bootstrapping CC20S
The process of bootstrapping [AhUI77] is shown in Figure 8 , where the notation Tl°m eans a translator T. written in language S. translates language J into language O. In the first stage, CC20S& II (written in C, accepts C code and translates it into META code) goes through ccf v on VAX (CC in VAX machine code accepts C code and produces VAX machine code) produces a cross compiler (CC205f .11' ). Then, in the second stage. as indicated by the dotted line, CC20S&.II' goes through the cross compiler CC2055 H and produces CC205~/fl. That is, the whole EM Tool Kit is processed as i.nput ro the cross compiler, a META version of CC205 is generated, and then it is assembled and link-loaded as a conlrollee file rCDC81bl (an execulable file) on the Cyber 205. This completes the bootstrapping process, and a scalar C compiler is available on the Cyber 205 together with the C run-time library (CCLIB) and other libraries (e.g., LIBM -math library) and urilities (e.g., EXPAND -expands tabs inlo spaces).
The second stage 
Remove reduManJ code:
Because of the instruction mapping, the object program generated by CC205 contains many redundant instructions. For example, a ....alue (in a register) is pushed (stored)
onto the stack in one EM instruction. and the next EM instruction pops (loads) it out to the same register. This is a very common phenomenon in the current scbeme of codemapping. and, unfortunately. load/store takes much more time to execute than the other scalar instructions.
Keep lOp portion of stack in tM r~gisterfil~:
Keeping the top portion of the stack in the register file could improve performance significantly. However, META (really the 20S instruction set) does not allow dynamic addressing of registers (i.e., a register cannot point to another register); it only allows static addressing of registers (from s.ssembled instruclions). To "build· instructions to simulate dynamic addressing capability for registers might be possible, but it would probably be expensive. Also, tbis might incur considerable overhead in tbe Back-End, to implement a mechanism which manages the portion of the stack efficiently so that when tbe stack in Ibe register file is full. part of the stack would be swapped into memory;
also when referencing a variable, we need to know whetber it is in the register file or in the memory.
Another plausible approach is as follows: when a procedure call occurs, swap the current stack in the register file into memory, then do the "prologue' operations and, at the end of the procedure, do the reverse operations. In this case, the top portion of the slack (evalul1lion stack) in a procedure is always kept in the register file, and the improvement over the current method should be significant. The problem here is.that the growth of the stack in the register file is unpredictable. More precisely, keeping track of the size of the stack at assembly time or in the Back-End is sometimes impossible, because for some EM instructions (e.g., LOS, STS, BLS, ASS ,and DUS), the growth or shrinkage of the stack is runtime dependent. (According to the statistics gathered from 104 CCLm function modules and the entire EM Tool Kit, these five EM instructions were never generated; also, the data in Table 6 on the maximum depth of the register stack shows that excessive register growth is probably unlikely).
Maintain all scalar global variables in the register file:
In order to further improve performance, a possible approach is to have all global variables (scalar variables and pointers to arrays or strings) reside in the register file. In other words, the preferred programming style would be changed so as 10 favor having many variables as global variables. This approach has some limitations: first, due to the limited capacity of the register file, only the first, say 200, global variables can be located in the registcr file; second, all source files must include a common set of global variable definitions. However, considering the potential improved performance, this may be worlhwhile.
Force local scalar variables 10 the regisur file:
This approach, though it suffers from the argument that notable overhead may be incurred during procedure calls [Haik82] [BaBK76] , may be able to achicva good performance most of the time. This approach may require significant modifications of the EM · 25· Tool Kit. where the window size is defined as the length of the longest target pattern. Pattern matching is done by several finite automata which perform instruction-matching and then operandmatching. Matched inslruclions are replaced with a replacement pattern and the whole process is repeated until no more instructions are matched.
The current META oplimizer removes smaU parts of redundant code; more redundant code could be removed by adding more target patterns. Pattern matching docs incur heavy overhead for the whole compilation process, (see lhe compile time data in Table 7 ). 6 
1.
Issued: the time (in terms of minor cycles) when the instruction is issued,
Z.
Slacked: the inslruclion stacked in front of the Floating-Point unit; at most one instructioo at a time can be stacked,
3.
s1wrt-SIQp~the time when the result is available at the short-stop register,
4.
regisur: the time when the result is available at the register file. and s. menwry: the time when the result is available in memory.
According to these ti.ming analyses. result a is available in memory in 120 minor cycles for the Vcrsiori 0.0 generated instructions and in 32 minor cycles for the Version 0.1 generated insfructions. Hence, the executioD time of this statement for the Vernon 0.1 Compiler is roughly a factor of four shorter than that of Version 0.0 compiler.
The overhead associated with the procedure call is limited in this approach. because the s:~ralch registers need to be saved only when there is a procedure-call argument, e.g., in a pro- Obviously, another achievement of this optimization is that a significant amount of program space is saved (see for example Table 3 ). 
Another size speclncatloD
In order to make CC20S more compatible with existing C programs, another set of size specifications of data types as given in Table 9 was tried. However, this version of CC20S turned out to be about twice as slow as the previous one. because it caused more instructions to be generated. To see this, when accessing a local 'int' variable using the previous size specifications, only one EM instruction is generated (e,g,. LOL -8. load local variable), but using the later specifications, two EM instructions are produced (e.g., LAL -4 and LOI 4, i.e., load address of the local variable then load indirect of four bytes). Table 9 : Alternative size specifications.
The later version (with specifications from Table 9 ) has advantages for space-saving and • 32 • portability. but its disadvantage is poor performance. Since space is not a critical issue on the Cyber 205, and, based on the experience of bootstrapping CC20S, portability is not a serious problem (see Section 532), we have retained the previous size specificatioD.
Summary and Futore Work
The EM Tool Kit has allowed us to construct a C compiler for a new machine (the Cyber 205) in a relatively short period of time (about four man months). The cost of using this approach lies in the (relatively) inefficient compiler and compiled code. Our initial experience indicates that application of successive optimization steps can lead to acceptable performance.
The project has several research goals, which will be pursued as the scalar C compiler becomes stable. One goal is the development of instrumentation in the compiler and in the generatcd code. Tbis instrumentation will be used to assess tbe effects of tbe various attempts at performance improvements.
Tbe otber major goal is the introduction of extensions to the C language which can allow programmers exploit the vector features of the Cyber 205. The supeNpeeds of the Cyber 205 are realized only when problems can be formulated in terms of vectors and vector processing. We feel tbat C is especially well-suited to the introdu.ction of vector (and subvector) data types and vector operations.
Our plan tben can be summarized in tbree steps:
1.
Implement stable scalar version of the CC205 compiler,
2.
Modify tbe compiler to provide inslrumentation for measuring performance of the compiler and the compiled code, Bnd
3.
Extend the CC205 compiler to add vector data types and veclor operations.
Once the instrumented compiler with vector extension becomes available, a variety of research questions can be addressed. Among these, we include:
