Abstract. We provide two Mayer-Vietoris-like spectral sequences related to the localization over the complement of a closed subvariety of an algebraic variety by using techniques from D-modules and homological algebra. We also give, as an application of the previous, a method to calculate the cohomology of the complement of any arrangement of hyperplanes over an algebraically closed field of characteristic zero.
Introduction
Local cohomology and localization of sheaves of abelian groups have been of interest since the sixties, when Grothendieck introduced them in a seminar at Harvard ( [Ha2] ). Since then, they have become a common tool when working in algebraic geometry or commutative algebra, for they appear naturally when studying sheaf cohomology, D-modules, depth or cohomological dimension.
An algebraic variety, or just variety, will mean for us an equidimensional separated finite type scheme, reducible or not, over an algebraically closed field of characteristic zero. In this note we give two Mayer-Vietoris spectral sequences of the localization of certain This way of dividing Y and taking the spectral sequence is completely analogous to hoẁ Alvarez Montaner, García López and Zarzuela Armengou acted with local cohomology of modules (with support in certain ideals) in [AGZ] , work which was generalized by Lyubeznik in [Ly] . As the title says, there is another spectral sequence provided in theorem 4.5, very related to the one written above, but in a relative version. To achieve that, we work with D Xmodules, by using the direct image functor in the derived category of coherent D-modules associated with a morphism f : X → Z, denoted by f + . The spectral sequence takes a complex of D X -modules M ∈ D b c (D X ) and deals with complexes of D Z -modules like this:
Date: May 2014. 2010 Mathematics Subject Classification. Primary 14B15, 14F05, 14F10, 18G40. The author is supported by FQM218, MTM2010-19298 and P12-FQM-2696. Despite the abundant presence of Mayer-Vietoris-like spectral sequences in the literature, we only found an analogue of the second one when f is a projection over a point in [SGA 4 1/2, Sommes trig. 2.6.2*], but using ℓ-adic cohomology with compact support.
The relative spectral sequence allows us to compute in a purely algebraic way the global algebraic de Rham cohomology of the complement of an (affine or projective) arrangement of hyperplanes over any algebraically closed field of characteristic zero. In the case it were C, by [Gr, Theorem 1'] we know that the global algebraic de Rham cohomology of that complement is the same as its singular cohomology, giving in particular a proof of the well known result of Orlik and Solomon [OS, 5.3] , whose original proof requires more background on the combinatorics of the intersection poset of the arrangement and its characteristic and Poincaré polynomials.
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Basics on spectral sequences
In this section we will recall some facts about spectral sequences that will be useful in the following. We will only work with cohomological spectral sequences, so that adjective will be omitted. 
r } be a spectral sequence such that for every r ≥ r(p, q), it holds that E p,q r = E p,q r(p,q) . We define the limit term of E as E p,q ∞ := E p,q r(p,q) , and we say that E abuts to E ∞ .
The limit term of a spectral sequence is what gives us the desired information. There are some cases in which it exists and is easy to compute: Remark 2.3. Let E be a spectral sequence. If there exists a r 0 ≥ 0 such that d r = 0 for every r ≥ r 0 , then E r 0 = E ∞ , for E r+1 = H(E r ) = E r . In that case we say that E degenerates at r 0 . Now suppose that there exists an r 0 ≥ 2 such that E r 0 is concentrated in a single row or column. Then we have that every differential d p,q r departs from or arrives at the zero object, so the spectral sequence degenerates at the r 0 -th page. In this special case of degeneration we say that the spectral sequence collapses at the r 0 -th sheet.
Definition 2.4. Let E be a spectral sequence. It is said to converge if there exists a graded object H • , with a finite filtration F • H • , such that the limit term of E is the graded complex associated to F • , that is,
We denote this by E p,q r ⇒ p H p+q . This is what spectral sequences are for; they usually allow us to calculate an approximation by means of a filtration of an interesting filtrated object hard to deal with, by computing some other objects in a simpler way.
For instance, if E is a spectral sequence collapsing at the s-th page, it converges to H • , where H n is the only E p,q s = 0 such that p + q = n. We are going to introduce a special kind of spectral sequences that will be of help in the following: the spectral sequences of a double complex. Recall that a double complex in A is a bigraded complex C •,• with differentials d
• we can associate a bicomplex in an obvious way just by taking as vertical differentials those of C and horizontal differentials the ones of C multiplied by (−1) q in the q-th row.
Definition 2.6. Let C •,• be a double complex. Its total complex, Tot(C) • , is the complex given by
It can be endowed with two filtrations, the horizontal and vertical ones, given respectively by
Proposition 2.7. Let C •,• be a double complex. Then, there exist two spectral sequences, called usual, I E and II E, given by
If the bicomplex C •,• can be translated to occupy either the first or the third quadrant, both spectral sequences converge to the cohomology of the total complex, that is,
Proof. Take into account that if we translate to the first or third quadrant our complex, we do not change the structure of its associated usual spectral sequences, so we can assume that it lies directly on one of those quadrants and then apply [Ro, 11.17] .
A complex having a finite number of nonvanishing and left or right bounded rows or columns fulfills the condition of the proposition. Note that although both spectral sequences have a grading of the total complex as limit term, they do not need to be the same, since the filtrations that induce them are different.
Spectral sequences arising from double complexes appear very frequently, but this is not the only way to obtain a spectral sequence. Two further constructions are the spectral sequences associated with an exact couple or a filtered complex. See, for example, [Ro, § 11] for more information.
Mayer-Vietoris spectral sequence
For any variety Z, we will denote by π Z the projection from Z to a point. In what follows, X will denote a smooth algebraic variety, and Y ⊆ X will be a closed subvariety of X defined by the ideal J Y . Whenever we talk about a complex of O X -or D X -modules, we will understand them as objects of the corresponding derived category of bounded complexes, which will be clear from the context.
After [Gr, Remark 5] , we can define the functor
is an exact functor for every q, the complex Hom O X (J k Y , I • ) will be acyclic for every k, and so will be I( * Y ) because direct limits commute with cohomology as long as it is an exact functor. Therefore, by [Ha1, I.5 .1], the functor •( * Y ) is left exact and can be right derived to provide a functor
Remark 3.2. Let j : X − Y ֒→ X denote the open immersion from the complement of Y into X, and let us define (cf. [Me, I.6 .1]) the algebraic local cohomology of an
Because of the same reason as above, Γ [Y ] is a left exact functor. From the exact sequence 
where the first and fourth objects of the top and the bottom row are, respectively, the first two local cohomology modules of M over Y and their algebraic counterparts (cf. [Ha2] ). From now on, let us assume that Y can be decomposed as the union of r different closed subvarieties Y i ⊆ X, i = 1, . . . , r. For each I ⊆ {1, . . . , r}, we will write 
.
It is straightforward to see that these morphisms make MV {Y i } (M) into a complex. Any morphism between two O X -modules M and N gives rise to a morphism between M( * T ) and N ( * T ) for every closed subvariety T ⊂ X, just by applying the corresponding hom functor and taking direct limits. Thus the image by MV {Y i } of a morphism M → N is just the chain map consisting of the direct sum of their associated morphisms at every degree.
Proposition 3.4. Let I be an injective O X -module. Then the complex MV {Y i } (I) is exact except in degree zero, in which its cohomology is I( * Y ).
Proof. To prove this statement we will introduce two complexes. Let us define Γ [{Y i }] (M) to be the complex defined by
with morphisms given by
as chain maps, ρ L I,I j being the morphisms associated with the canonical inclusions η J,I : J Y J ֒→ J Y I for J ⊆ I. As with MV {Y i } , it can easily be proved that it is a complex.
The other complex that we will provide, denoted by Cha(M), mimics this behaviour of Γ [{Y i }] (•) and MV {Y i } (•), but taking as objects just copies of M. Namely,
The chain maps are just alternating sums of identity morphisms as with the other two complexes. Now for every injective O X -module I, we can form an exact sequence
where, at each index, we take the exact sequence induced by applying direct sums, direct limits and the exact functor (since I is injective) [Ly, 2 .1] we know that, for every x ∈ X, Γ [{Y i }] (I) x is exact except at degree zero, in which its cohomology is Γ [Y ] (I) x . On the other hand, Cha(I) x is just the simplicial complex of cohomology associated with the standard (r−1)-simplex ∆ r−1 with coefficients in the abelian group I x . Consequently, its p-th cohomology will vanish but for p = 0, being I x at that point.
Thus if we take stalks at x on our exact sequence of complexes and form its long exact sequence of cohomology, we can deduce that at every x ∈ X the cohomology of MV {Y i } (I) x vanishes everywhere except in zero degree, being there
Having the same for every stalk, we can go upstairs to X thanks to [Iv, 2.6 ] and obtain what we wanted to prove.
Once we have settled that important fact that we will use in the following, we can state our main result in this section. Since C •,• occupies the first quadrant (and r nonzero columns), its usual spectral sequences will converge to the cohomology of the total complex, H n (Tot (C •,• ) ).
The first sheet of the first of those usual spectral sequences is, by proposition 3.4,
Now, since the second page of this spectral sequence is the vertical cohomology of the first one and the latter is concentrated in one column, we have that
On the other hand, the first page of the other usual spectral sequence is given by II E p,q 1 = H q (C p,• ). In our context, we have by definition that II E p,q
, we obtain what we wanted to prove. Note that when r = 1 the spectral sequence is trivial and gives no additional information. When r = 2 we have several short exact sequences of the form
∞ −→ 0, so in this case we already obtain a different (and more detailed) information than by using the Mayer-Vietoris long exact sequence [Me, I.6 .2].
Relative Mayer-Vietoris spectral sequence
In this section we will present a relative version of the above mentioned spectral sequence, but for D X -modules, by using the direct image functor for them. 
called the transfer D-module for the direct image of f . In the formula, ω X is the right D X -module of top differential forms on X.
M is nothing but a shifting by dim Y places to the left of the relative de Rham complex of M
. When Z is a point, the functor Rf * is just the derived global sections functor RΓ(X, •), and in that special case the functor f + is just a shifting of global de Rham cohomology. 
called the transfer D-module for the inverse image of f .
Remark 4.4. Just by substituting the expression of D X→Y into the formula for f + we see that the inverse image of D X -modules coincides with the derived inverse image of O Xmodules, 
Proof. First take into account that every morphism can be decomposed as a closed immersion into its graph followed by the canonical projection over the second component, so if we prove that for any closed immersion i :
, we will only need to prove the statement of the theorem in the case in which f = π : X = T × Z −→ Z is a projection. Indeed, consider the cartesian diagram given by
By the smooth base change theorem [HTT, 1.7.3] , [HTT, 1.5.21] . As a consequence,
Now take into account that D
The analogous result holds for
because of π being a projection. DR π (M) does not belong to the category of complexes of quasi-coherent O X -modules because its chain maps are just linear over our field of definition; however, it is a complex in the category of sheaves of abelian groups whose objects are quasi-coherent O X -modules. This slight difference allows us to take an injective Cartan-Eilenberg resolution of it in the category of sheaves of abelian groups, but having injective quasi-coherent O X -module as objects. To see this, just note that in the dual of the proof of [We, 5.7 .2] every (classical) injective resolution that we form can be taken within the category of quasi-coherent O X -modules. The problem appears when one has to lift linear maps, since it cannot provide a morphism of O X -modules. Nevertheless, this drawback can be controlled because chain morphisms do not affect the properties of the objects, and taking the total complex of that Cartan-Eilenberg resolution, we turn out to have an injective resolution I • of DR π (M)[codim X Z] in the category of sheaves of abelian groups whose objects are much more than that, since they are quasi-coherent O X -modules.
Consequently, let us build the bicomplex C •,• with objects
where the last equality holds because of our careful choice of I • , being the vertical and horizontal differentials the image by π * of those from MV
and the differentials of MV
• {Y i } (I q ) multiplied by (−1) q , respectively. As in the proof of theorem 3.5, we will take the usual spectral sequences for that double complex, which has r bounded below nonvanishing columns. Then those spectral sequences will converge to the cohomology of the total complex associated with C •,• .
Since π * is a left exact functor and the I q ( * Y I ) are acyclic, the first usual spectral sequence has as first page
This is because we were working with horizontal differentials, which are O X -linear. Therefore the second sheet of this spectral sequence will be
As it happened in the proof of theorem 3.5, this spectral sequence collapses, and in consequence
Note that the last isomorphism is just a consequence of having the isomorphism
with complexes of quasi-coherent O X -modules as objects.
Let us see what expression the other usual spectral sequence has. Its first page is the vertical cohomology of the double complex, that is to say,
There is no objection to that; what we only needed were kernels and cokernels, and they are the same in both senses.
In conclusion,
as desired.
Arrangements of hyperplanes
Now we will exemplify the usefulness of theorem 4.5 with the calculation of the global de Rham cohomology of the complement of an arrangement of hyperplanes A over an algebraically closed field k of characteristic zero. As we will see, it is much influenced by the combinatorics of its intersection poset. We will need a special kind of global Künneth formula, stated as following:
Lemma 5.1. For any two smooth varieties X and Y , we have that
Proof. Let us consider the following cartesian diagram:
so by the smooth base change theorem we have that
where the last isomorphism is given by the projection formula [HTT, 1.7.5 ].
Let us return to arrangements. Even though the arrangement is projective, its complement is still affine, since we can consider one of the hyperplanes as the one at infinity, so we will formulate the result just for affine arrangements. Thus let X = A n and Y be the subvariety of A n given by the union of the hyperplanes of A, which we will rename to Y 1 , . . . , Y r . Let M = O A n . Denote by π Z the projection to a point from a variety Z. We have the spectral sequence
If A is not essential, let us denote its rank by r < n and the variety formed by the essential arrangement associated with A by Y ′ . Then A n − Y ∼ = (A r − Y ′ ) × A n−r , so by the global Künneth formula we know that
In order to use the spectral sequence, we must know all of the π A n ,+ RO A n ( * Y I ), for which we need to do a little work. Recall that for every closed subvariety T ⊂ X and every
← T , and if T is smooth we can replace [HTT, 1.7 .1]).
Proposition 5.2. Let Y be the variety formed by the union of the hyperplanes Y i , with i = 1, . . . , r, of an essential affine arrangement over an algebraically closed field of characteristic zero k.
For any pair of integers (p, q), let
and let p q,0 and p q,1 be, for a fixed q = −n, the least and greatest p, if any, such that d p,q = 0, respectively. Then, for any i = −n + 1, . . . , 0 there exists a unique integer q such that q + p q,1 = i, and
Proof. Note that the last statement follows from the fact that π A n ,+ is nothing but taking global de Rham cohomology, shifted n places to the left, and we are dealing with affine varieties and quasi-coherent O-modules. For every I ⊂ {1, . . . , r} let r I = dim Y I . We have that A n − Y I ∼ = (A n−r I − {0}) × A r I , so we only need, by virtue of the global Künneth formula above, to compute the global de Rham cohomology of the affine space A m minus one point for every m. In order to do that we can use the excision triangle as above with T = {0}, namely
Applying the direct image functor associated with the projection π A m we get another triangle of graded k-vector spaces
Thus for every I ⊂ {1, . . . , r} we have that
By definition, the first page of our relative Mayer-Vietoris spectral sequence is
. . , 0 , q = −n k dp,= −n and d p,q = 0 0 otherwise . For a fixed q, the differentials between the E p,q 1 terms are induced by the differentials in MV {Y i } (I) for an injective O A n -module I, whose cohomologies vanished except in degree zero, and so will happen with E , and for no r we can go from one point of the form (p, n + 2k − 1) neither to another (p ′ , n + 2k ′ − 1) nor to (0, −n), for any couple of integers k and k ′ , so E p,q 2 = E p,q ∞ = 0. Furthermore, note that p q,1 = (1 − q − n)/2, because it is one minus the least amount of distinct hyperplanes which suffice to intersect in a variety of dimension r = (n − q − 1)/2, which is n − r (we are using here that the arrangement is essential), so for each integer i = −n, . . . , 0 there is at most just one pair (p, q) satisfying p = p q,1 (when it can be defined) and p + q = i. Summing up, our spectral sequence degenerates at the second page and [OS, 5.3] , when A is affine and central. Although we can reduce to this case for other kind of arrangements, our result gives a more direct proof of the general case.
