The mapping defined by inter-nucleotide distances (InD) provides a reversible numerical representation of the primary structure of DNA. If nucleotides were independently placed along the genome, a finite mixture model of four geometric distributions could be fitted to the InD where the four marginal distributions would be the expected distributions of the four nucleotide types. We analyze a finite mixture model of geometric distributions (f 2 ), with marginals not explicitly addressed to the nucleotide types, as an approximation to the InD. We use BIC in the composite likelihood framework for choosing the number of components of the mixture and the EM algorithm for estimating the model parameters. Based on divergence profiles, an experimental study was carried out on the complete genomes of 45 species to evaluate f 2 . Although the proposed model is not suited to the InD, our analysis shows that divergence profiles involving the empirical distribution of the InD are also exhibited by profiles involving f 2 . It suggests that statistical regularities of the InD can be described by the model f 2 . Some characteristics of the DNA sequences captured by the model f 2 are illustrated. In particular, clusterings of subgroups of eukaryotes (primates, mammalians, animals and plants) are detected.
Introduction
From the perspective of molecular evolution, DNA sequences can reflect both random mutation and selective evolution ([17] ). In a simple way, DNA sequences are non-numerical sequences of the four-letter alphabet, A, C, G and T , which stands for the four nucleotides: Adenine, Cytosine, Guanine, and Thymine. Various transformations of DNA sequences into numerical data have been proposed in order to take advantage of methodologies available for quantitative data ( [2, 9, 15, 16, 3, 18, 1] ). Free-alignment algorithms have been applied to build distance trees aimed at visualizing historical evolutionary relationships among species (e.g., [21, 23] ).
Numerical transformations that can capture useful information about mathematical properties discriminative and sensitive enough of variations in DNA composition and, at the same time, highlight important structural features of DNA sequences are desirable. Several numerical transformations of DNA sequences have been used to perform multiple organism comparisons. Basically, observed DNA sequences and randomly ordered sequences (random background) are compared using different procedures and discrepancy measures based either on genomic symbol frequencies (e.g., [22, 14, 13, 20] ) or on genomic symbol distance frequencies (e.g., [1] ). This type of residual analysis can highlight the contribution of DNA selective evolution of each species ( [17] ). In general, the random background behavior has a simple description in terms of probability distribution. For example, the random background for InD can be described using geometric distributions (e.g., [5, 1, 12] ).
Usually, the random background of each species is translated by a independence model where each genomic symbol (e.g., nucleotide, dinucleotide) in the DNA sequences is assumed to be generated independently of the others, with occurrence probability estimated by its corresponding observed frequency. Using discrepancy-based methods, all studies mentioned above have shown that comparisons between the empirical distribution and the random background can be useful in detecting features (i.e., statistical patterns) of DNA sequences, as well as in obtaining (genomic) profiles for the differentiation of species. Nevertheless, discrepancy values have not been investigated from the estimation point of view. We extend the comparison-based approach such that divergence patterns can be estimated using a theoretical distribution.
In the present study, we describe three approximation models of the empirical distribution of the inter-nucleotide distances (InD) based on hypothetical evolutive arguments and independence assumption. The InD transforms any DNA sequence into a unique numerical sequence with the same length, such that each number represents the distance of a nucleotide to the next occurrence of the same nucleotide. If we assume that nucleotides are independently placed along a DNA sequence, then the InD can be fitted by a 4-component geometric mixture 10 A. FREITAS, V. AFREIXO AND S. ESCUDEIRO distribution for which the occurrence probability of each nucleotide type may be estimated by its corresponding observed frequency (random background). Furthermore, if the four nucleotides were identically distributed along the genome, the InD could be fitted by a geometric distribution with parameter p = 1/4 (baseline). Otherwise, and still under independence assumption, if a greater structural complexity of the InD in DNA sequences (e.g., different statistical features of the nucleotides associated to different regions of DNA) is intended for modelling, a g-component geometric mixture distribution could be suggested to reflect such complexity, with g to be determined.
Since the InD provides a reversible representation of DNA sequences, a probabilistic model fitted to the InD should reflect both the complexity, in terms of the species evolution, and the correlation structure of the nucleotides in the DNA sequences. The basic idea of taking mixture models of geometric distributions is to find a simple model suited to some structural complexity contained in InD data sets, under the independence assumption of the placement of nucleotides along the DNA sequences, and to investigate whether (divergence) patterns observed in the InD can also be established using such theoretical model.
In order to analyze the three approximations mentioned above, an experimental study is carried out using the DNA sequences of 45 different species. We analyze discrepancy values obtained when the estimated mixture, the random background, the baseline and the empirical distribution are compared for each species. Two different expressions for quantifying divergence between two distributions are considered separately. Our results show that, though the proposed mixture model does not fit to the InD, it may predict genome-wide characteristics based on discrepancy patterns. It is not surprising that independence-based models for InD do not fit all DNA structures, which are very complex systems.
The main contributions of this paper are: (i) the definition of a simple probabilistic model for each species, which contains information about statistical characteristics of the InD and allows the identification of biologically expectable clusterings of organisms and (ii) the exploitation of a divergence-based procedure to assess the fitting of probabilistic models to data sets.
The rest of this paper is organized as follows. In Section 2, besides formally defining the InD, we explain our motivation for investigating finite mixture models of geometric distributions for the InD and report a geometric mixture model to the InD according to the bayesian information criteria (BIC). The methodology used to investigate the ability of the proposed mixture model to capture information about the DNA sequences is described in Section 3. Section 4 presents the results of the experimental study involving the complete genomes of 45 species. Finally, in Section 5, we summarize the procedure used and the conclusions obtained.
Inter-nucleotide distance

Definition
Consider the alphabet A = {A, C, G, T } and let V i = {1, 2, . . . , i} be the set of the first i positive integers. Taking the definition considered by [1] , the InD is a mapping that transforms a nucleotide sequence of length L,
For instance, for sequence ATGATCGG, the InD sequence is (3, 3, 4, 5, 5, 8, 1, 3) . Equation (1) assumes every linear DNA sequence as circular. Hence, for each nucleotide type, four artificial distances (from the last to the first nucleotide) are included in the mapping of each DNA sequence. It implies that the following properties are satisfied, in opposition to the definition of InD proposed by [15] : 
where s i (N ) depends on S i−1 and is defined recursively by
Geometric finite mixture
Let D be the InD of a nucleotide in a certain position in the DNA sequence. Let P N denote the (unknown) proportion of the nucleotide N in the DNA sequence ( ∑ N ∈A P N = 1), and let µ N denote the mean distance between two consecutive N -type nucleotides, N ∈ A. By the total probability law, D is modeled by a 4-component mixture distribution in the following manner 
If the nucleotide sequences were generated by serially independent random variables, then the distance between two consecutive N -type nucleotides could be modeled by a geometric distribution with parameter p N = 1/µ N and, consequently, D would follow a 4-component geometric mixture distribution defined by
where the four marginal distributions are the corresponding expected distributions of the four nucleotide types. In model (4) it is implicitly assumed that when looking for N -type only nucleotides along the DNA sequences, the success probability p N is the same for every position of the genome. In case different success probabilities can be taken into account (this is biologically acceptable, for instance, when µ N can vary for different regions of DNA sequences), the distances between two consecutive Ntype nucleotides would be defined by a g N -component geometric mixture model with probability distribution Thus, under the independence assumption of the nucleotides in the DNA sequences, from (3) and (5), the probability distribution of D could be defined by a mixture of four finite mixtures of geometric distributions involving a total number of 2G − 1 one-dimensional parameters, where G = ∑ N ∈A g N . Additionally, if the four nucleotide types are identically distributed (parameter vector Ψ N is the same for all N ∈ A, say
, a similar probability distribution for D, now with a lower total number of parameters (2g − 1), would be provided:
From a mathematical point of view, (6) could be interpreted as a general simple distribution probability which contains model (4) and model (3) satisfying (5).
On the other hand, from a biological point of view, (6) can be interpreted as a general expected theoretical model of the InD under the assumption that all nucleotides are independently placed along the DNA sequences, such that its marginal distributions are now not explicitly addressed to the nucleotide types. Motivated by these two interpretations, in this work we analyze the approximation defined by (6) to the InD.
Estimation
We investigate the g-component geometric mixture model (6) as an approximation to the empirical distribution of the InD, where the parameter vector ψ g will be estimated from the observed numerical sequences of InD resultant from a given genome. Remark that, after a value d in any numerical InD sequence, the value d − 1 can not be found since if a nucleotide N is observed at position x and the next occurrence of the same nucleotide N is observed at position x + d, then the next occurrence of the nucleotide observed at position x + 1 cannot be also found at position x + d in the numerical sequence (for instance, in the sequence N XXXN X, where N represents one nucleotide and X represents a nucleotide that is different from N , the first InD is 4 but the second InD can never be 3 since X ̸ = N ). In other words, the successive elements of the InD sequence obtained from the genetic sequences are not independent. Hence, the parameter vector ψ g will be estimated using the composite likelihood framework ( [10] ). The methodology of composite likelihood reduces the dimension of the likelihood function using low-dimensional likelihood objects defined over subsets of data.
denote the observed numerical sequence of InD from the DNA sequences of a given species. To form the composite likelihood, we rewrited taking into account the distances between the same nucleotide N -type,
, N ∈ A, denote the vector of observations sampled independently from the set of distances between N -type nucleotides and d Thus, according to [10] , the composite likelihood function will be defined as is fixed. Thus,
and, consequently, from (6),
To find the maximum composite likelihood estimate ψ g , we apply the EM algorithm ( [6, 11] ) using 10 −5 as the tolerance value for the logarithm of the composite likelihood function CL(ψ g ;d).
To determine g, we use the BIC approximation in the composite likelihood framework derived by [8] from the usual BIC method defined by [19] . BIC allows the selection of the number of mixture components needed to provide the best approximation to the density, penalizing the number of parameters in the model. Hence, g is the lowest positive integer that minimizes the function
where ν = 2g − 1 is the number of free parameters of the model (6).
Methodology
Several collections of sequenced genomes are currently available in public databases (e.g., Ensembl, NCBI). Usually, only one complete sequenced genome per sequenced species or sequenced strain is provided. DNA sequences available in public databases are assumed to be genome representatives of the sequenced species or strain ( [7] ). All the intrinsic properties of the DNA sequences associated to individuals belonging to a certain species are assumed to be contained in the DNA sequence, (S 1 , S 2 , . . . , S L ). Supposing that the corresponding InD sequence
represents a sample of D, statistical inference (confidence intervals and hypothesis testings) could be done to assess the fit of D by the model (6) . We pay attention on three particular models by species:
All the four nucleotides are supposed to be uniformly distributed in the DNA sequence. Under this model, DNA primary structure features of all organisms are assumed to be invariantly described by the same probability law; it will be denoted as the baseline model.
, are estimated by the relative frequencies of each of the four nucleotides in the DNA sequence. This model is similar to f 0 but takes into account the quantity of each nucleotide needed to describe each organism. It is the baseline specific of the DNA selective evolution of the species and represents the background random of the DNA sequence. Remark that f 1 coincides with (4) when p N is replaced by its maximum likelihood estimate.
It is expected that this model contains information about the structural complexity of the InD and so represents an approximation to the InD empirical distribution provided by an extension of the mixture model f 1 .
Herein, we do not intend to conduct any statistical test. Our proposal is the construction of profiles based on divergences between the empirical distribution of the InD and each of the three models mentioned above. To measure the divergence between two probability functions f k ′ and f k , at a point d, we use the score
and the relative error
The score (7) is motivated by the well-known test statistic used to test the null hypothesis H 0 :
The relative error (8) is motivated by [1] .
In that paper, the authors compared the empirical distribution of the InD with the random background and created a genomic signature of a species, given by the Unlike the score (7), the relative error (8) does not depend on the genome length L, and is related with (7) by the following equation:
Both statistics (7) and (8) reflect a non-symmetrical measure of the divergence between f k and f k ′ and can be used to construct profiles. Several symmetrical measures defined by commutative operations of (7) and (8) 
Independently of what is the formula that we fix, (7) or (8), the divergence measure value, at a point d, will be denoted by
Thus, for each species, we define a divergence profile given by the vector
Given the sequenced genome of n different organisms, we construct the divergence profile matrices
for the species i. These matrices are useful for analyzing differences between any two distributions among n species. Fixing two generic distributions h 1 and h 2 , a comparison between the divergence profile matrices D h1,f k and D h2,f k allows the identification of similar divergence patterns for the two distributions h 1 and h 2 among the n species. An analogous reasoning can be made using D f k ,h1 and D f k ,h2 . Obviously, since non-symmetrical measures of divergence are here considered, the divergence profile matrices D f k ,h1 and D h2,f k are not comparable. When the divergence profiles between the empirical distribution (f obs ) and the baseline model (f 0 ), or the random background (f 1 ), are considered, relations among species in terms of evolutionary pattern (i.e., clustering with close phylogenetic relationships) can be highlighted. Graphically, both traditional hierarchical clustering techniques and principal component analysis can provide useful tools for visualizing those divergence similarities among the n species. By using the former, dendrograms can be constructed that resemble a kind of distance trees. By using the latter, projections of the divergence profiles on a two-dimensional space defined by the first two principal components can be displayed, providing another different manner to visually explore divergence 
patterns involving f obs and the theoretical models f 0 , f 1 and f 2 . If f 2 is an approximation acceptable to f obs , then the marginal distributions can be associated to (homogeneous) classes underlying to the empirical distribution of the InD and the number of the mixture components can be useful as an initial number on methods for identifying clusters ( [4] ). In order to evaluate the approximation f 2 to f obs we propose assessing the similarity of divergence patterns drawn by two comparable divergence profiles involving the distributions f obs , f 2 , f 1 and f 0 . In order to measure the similarities, we suggest obtaining the matrix (n × n) of the euclidean distances between each pair of rows (species) for each divergence profile matrix, transform each one into a n 2 -dimensional vector and calculate the Kendall coefficient of concordance between the two n 2 -dimensional vectors obtained. The Kendall coefficient value is an estimate of the overall agreement between the two euclidean distance matrices, regardless of the exact values of the euclidean distance between divergence profiles. An higher level of concordance implies an higher similarity between the two euclidean distance matrices, and so an higher similarity between the two correspondent dendrograms constructed using any linkage criteria based on order statistics (e.g., single and complete linkages). Following this divergence-based approach, the levels of concordance between the ten euclidean distance matrices obtained from matrices Table 1 , are aimed at quantifying divergence between the empirical distribution f obs and the approximation f 2 .
Results
Based on the methodology described above, we evaluated whether the proposed mixture model f 2 contains information about f obs and thus reveals important features of the DNA sequences. To perform this evaluation, the assembled DNA sequences of a set of 45 species were collected from several public databases: 42 from the National Center for Biotechnology Information (NCBI, ftp://ftp.ncbi.nih.gov/genomes/); 1 from the Joint Genome Institute (http://genome.jgi-psf.org/), 1 from Xenbase (http://www.xenbase.org/); and other from Genome Project (http://www.fugu-sg.org/). All symbols in each of the collected sequences that did not correspond to one of the four nucleotides were removed before further processing. The names of the species considered are listed in Appendix ( Table 6 ).
The species under analysis are 5 archaea, 13 bacteria and 27 eukaryotes. Among the eukaryotes, 4 protozoa, 3 fungi, 4 plants and 16 animals are considered. Analyzing the genome size of each species, differentiation among groups is highlighted: prokaryotes and fungi present a shorter genome size than that of protozoa, which, in turn, is shorter than that of plants and animals (data not shown).
Taking into account the observed InD sequences, the finite mixture models f 0 , f 1 and f 2 were estimated for each species, as mentioned in Section 3 (the estimated parameter vector Ψ g is not shown). Figure 1 illustrates the model f 2 estimated for the species Streptococcus pneumoniae (St). Figure 2 depicts the choice made for the number g of components associated to the model f 2 and based on BIC (see Table 5 , in Appendix, for more detailed results). While organisms with a shorter genome size are associated to lower complexity models (g ≤ 4), organisms with a larger genome size (e.g., mammals) are associated to higher complexity models (g ≥ 4, except for one species: Oryza sativa). Concretely, the estimated mixture models with a lower number of components arise more tendentiously associated to the prokaryotes than to the eukaryotes, suggesting that the genome of prokaryotes may be characterized by a lower number of homogeneous classes than that of eukaryotes. Also, a flat shape of the BIC is observed in Figure 2 , for all species. This means that an higher number of marginal geometric distributions could be incorporated in the model f 2 without greatly affecting the balance established by BIC between the likelihood model and its complexity. From a biological perspective, this fact suggests that there may be additional classes governing the InD sequences in genomes, but the identification of those potentially new classes is probably outside the reach of our model f 2 .
A preliminary analysis of the maximum likelihood estimates Ψ g obtained for the 45 species was carried out. A summary description of all the estimates p m , m = 1, · · · , g, is presented in Table 2 . The estimates p m associated to the geometric distribution with the highest mixture weight in the mixture model f 2 are highlighted in Figure 3 . Two interesting features of the model f 2 were observed. The first one is that the estimates for the parameter of the geometric distribution with the highest mixture weight are close to the value 0.25 for several species (Figure 3) . These values may indicate that a large weight of the model 
Model f2
Values f 2 is associated to randomness of the four nucleotides in the DNA sequence and, consequently, the ability of model f 2 to explain some important features of the DNA sequences can be questioned. This fact was already expected (e.g., the correlation structure of the data was not explicitly considered in the mixture model (6)). The second interesting feature is that for various species, the estimates yielded by the EM algorithm led to p m = 1, for some m (Table 3 ). This fact highlights the importance of the existence of pairs of equal nucleotides in the DNA sequences provided by model f 2 for several species. Among the 45 species under study, the lowest observed value of the InD with null frequency was d = 55 (exhibited by the species Chlamydia trachomatis). Hence, following the methodology described in Section 3, for each divergence Table 2 . Mean and standard deviation of the parameters of the geometric distributions sorted by the weight in the mixture model f 2 . Here p (i) represents the estimate of parameter of the geometric distribution related with the i-th lower weight in the mixture model f 2 for each species. p (6) 0.28±0.01 (7) and (8), we drew the ten euclidean distance matrices depicted in Table 1 with M = 54 and n = 45. By applying hierarchical clustering techniques with complete and single linkage and euclidean distance as similarity index to various divergence profile matrices, D f k ′ ,f k , and divergence profile matrices based on symmetrical statistics (e.g.,
, several dendrograms as distance trees of the 45 species were obtained. In all of these dendrograms, some scientifically accepted evolutionary relationships between living organisms were partially detected. For instance, the separation of prokaryotes, fungi and protozoa from plants and animals. Also, a mammalian cluster and a primate cluster were detected in accordance with the scientifically accepted phylogeny (e.g., [20] ).
Principal component analysis for 2n × 54 augmented divergence profile
with n = 45 (all the species), n = 18 (restricted to the 18 prokaryotes) and n = 27 (restricted to the 27 eukaryotes) aimed at facilitating graphical comparisons 22 A. FREITAS, V. AFREIXO AND S. ESCUDEIRO between divergence profiles r f obs ,f k and r f2,f k , for k = 0, 1, through their projections on the same reduced two-dimensional space of the two first principal components, were performed. Let's focus on these projections. In Figure 4 the projections for the prokaryotes and the eukaryotes are separately displayed. Plots very similar to the graphs (c) and (d) in Figure 4 , with all the prokaryotes projected over the fungi group, were obtained when the 45 species was displayed (graphs not shown). Most projections of r f2,f k are not overlapped with the corresponding projections of r f obs ,f k , k = 0, 1, particularly in the case of the prokaryotes. Although this fact shows that f obs and f 2 are different, they share several interesting features: i) in terms of divergence with f 1 , the ratio of the difference between the first principal component of the projection of r f obs ,f1 and that of r f2,f1 to the difference between the second principal component of the projection of r f obs ,f1 and that of r f2,f1 seems very similar for all prokaryotic organisms (parallel lines joining red and blue points in Figure 4 To assess the unfitting of the empirical distribution f obs to f 2 , we applied the procedure described in Section 3 with the notation introduced in Table 1 . Concretely, we calculated the Kendall coefficient of concordance between the euclidean distance matrices a 0 , a 1 and a 2 (c 0 , c 1 and c 2 , resp.) associated to D f k ,f obs (D f obs ,f k , resp.) and the euclidean distance matrices A 0 and A 1 (C 0 and C 1 , resp.) associated to D f k ,f2 (D f2,f k , resp.). Table 4 summarizes some of the results obtained. The levels of concordance were calculated considering not only the whole set of n = 45 species under study but also subsets of n = 10, 20, 30 species randomly sampled without replacement from those 45 species. Independently of the value n and the divergence formula considered, (7) and (8), the results clearly show higher levels of concordance between euclidean distance Figure 5 . Similiar plots as depicted in Figure 4 for the 2n × 54 augmented divergence profile matrices [
] ′ for all species -(a)-and restricted to 27 eukaryotes -(b)-. Here the detected clusterings are highlighted. 
These results show that possible relations among the species in terms of divergence profiles from random and baseline models can still be captured by the model f 2 .
Conclusions
There are different ways of investigating properties of DNA sequences. Herein, we considered the InD, a reversible numerical representation of DNA sequences, and explored its fitting by finite geometric mixture models. Based on the DNA sequences of 45 species, we analyzed divergence between the InD empirical distribution and the three mixture models: (i) f 0 , which represents a probable starting model where all organisms are invariantly described by this same probability law; (ii) f 1 , which represents the background random model of the DNA sequence in its selective evolution; and (iii) f 2 , which represents a simple likelihood model suited to some structural complexity contained in the InD, under independence assumption of the nucleotides in the DNA sequences, where the number of parameters was selected in accordance with a composite likelihood version of the BIC and the parameters were estimated by the EM algorithm.
Using two formulas to quantify the divergence between two probability functions f k ′ and f k , (7) and (8), we defined different divergence profile matrices for n = 45 species. Each profile depends on a function pair f k ′ , f k ∈ {f obs , f 0 , f 1 , f 2 }, with k ̸ = k ′ . The observation of the divergence profile matrix D f obs ,f2 allowed us to check the unfitting of the empirical distribution f obs to the model f 2 .
Although the proposed mixture model f 2 is still not adequate for modeling the InD, our experimental analysis, based on divergence patterns from the models f 0 and f 1 , indicts the existence of various common features between the empirical distribution of InD and the model f 2 , namely, i) similar relations between projections of divergence profiles on a reduced two-dimensional space, and ii) similar clusterings ( Figure 4 and Table 4 ). For the 45 species considered and from a biological point of view, the model f2 is able
• to predict a discrimination of the eukaryotes organisms for mammalian and non-mammalian groups when divergence profiles of these organisms are represented in a two-dimensional reduced space ( Figure 5(b) ).
• to predict the separation of plants and animals from other species when divergence profiles of all the species are represented in a two-dimensional reduced space (see Figure 5 (a)) • to highlight an additional weight for the occurrence of dinucleotides with equal nucleotides in the DNA sequences, for several species (for an example, see Figure 1 ).
All these facts lead us to conclude that the model f 2 is able to capture information from DNA sequences. In addition, regarding the mixture model f 2 estimated for each species, its number of mixture components and the identification of its corresponding marginal distributions may provide useful insights on biological mechanisms, unveiling the existence and the probabilistic structure of homogeneous classes underlying the DNA sequences. In particular, there is a tendency for the number of mixture components of the model f 2 to be greater in eukaryotes than in prokaryotes.
Using the InD, we explored the idea of comparing the proposed mixture model f 2 with the empirical distribution f obs after removing the random background (f 1 ) and the baseline (f 0 ) from both of these distributions, in order to evaluate the ability of the model f 2 for capturing information of DNA sequences. A similar procedure could be extended to other theoretical models and mappings of DNA sequences. Table 5 . Identification of the number of components g of the mixture model f 2 determined by BIC for each of the 45 species in study.
