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a b s t r a c t
There are two distinct strengthening methods for disjunctive cuts with some integer vari-
ables; they differ in the way they modularize the coefficients. In this paper, we introduce
a new variant of one of these methods, the monoidal cut strengthening procedure, based
on the paradox that sometimes weakening a disjunction helps the strengthening proce-
dure and results in sharper cuts. We first derive a general result that applies to cuts from
disjunctions with any number of terms. It defines the coefficients of the cut in a way that
takes advantage of the option of adding new terms to the disjunction. We then specialize
this result to the case of split cuts for mixed integer programs with some binary variables,
in particular Gomory mixed integer cuts, and to intersection cuts from multiple rows of a
simplex tableau. In both instanceswe specify the conditions underwhich the newcuts have
smaller coefficients than the cuts obtained by either of the two currently known strength-
ening procedures.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the q-term disjunction
i∈Q

j∈J
aijxj ≥ ai0

, (1)
where xj ≥ 0, j ∈ J, ai0 > 0, i ∈ Q , and |Q | = q. It is well known [1] that (1) yields a disjunctive cut of the form βx ≥ 1,
with
βj = max
i∈Q

aij
ai0

. (2)
If xj ∈ Z, j ∈ J1 ⊆ J , then (2) can be strengthened. There exist two distinct strengthening procedures for disjunctive
cuts. The first is based on the standard modularization of the coefficients aij and is used in [2] among others; in the rest of
this paper, we refer to this technique as ‘‘standard strengthening’’. The second is the monoidal strengthening of Balas and
Jeroslow [3]. In the literature [4,2,5], monoidal cut strengthening is treated as equivalent to ‘‘standard strengthening’’, and
indeed if one uses the set of integer points as themonoid in Theorem 1 of [3] the strengthened coefficients are the same. But
monoidal cut strengthening is more general, as changing the monoid adopted results in different cut strengthenings. In this
paper, we introduce a variation of [3] that yields different cuts, which sometimes dominate the cuts resulting from both of
the above procedures.
Monoidal cut strengthening for disjunctive cuts can be outlined as follows. If valid lower bounds bi ≥ 0 for the quantities
j∈J aijxj, i ∈ Q , are known, then monoidal cut strengthening can be applied to obtain a stronger cut β¯x ≥ 1, with
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β¯j :=
minmj∈M maxi∈Q

aij + (ai0 − bi)mij
ai0

j ∈ J1
βj j ∈ J \ J1
(3)
where M is the monoid M := {m ∈ Zq : i∈Q mi ≥ 0}, and where mij is the i-th component of mj ∈ M . The validity of
β¯x ≥ 1 follows from the following.
Proposition 1.1. Any x satisfying xj ≥ 0, j ∈ J, xj ∈ Z, j ∈ J1, and (1) such that j∈J aijxj ≥ bi, i ∈ Q , also satisfies the
disjunction

i∈Q

j∈J1

aij + (ai0 − bi)mij

xj +

j∈J\J1
aijxj ≥ ai0

(4)
for any mj ∈ M.
(For a proof, see [1, Section 7].)
Applying formula (2) to disjunction (4) substituted for (1) yields β¯x ≥ 1, with coefficients (3). A glance at expression
(3) suggests that the role of the integers mij, i ∈ Q , in strengthening β¯j consists in reducing the value of the largest
term in brackets ‘‘at the cost’’ of increasing the values of several smaller terms, this limit being enforced by the condition
i∈Q m
i
j ≥ 0. The more terms there are, the smaller the amount by which the value of each term has to be increased
in order to offset a given decrease in the value of the largest term. This suggests that, from the point of view of monoidal
strengthening, theremay be an advantage inweakening a disjunction by adding extra terms to it.While aweaker disjunction
can only yield a weaker (unstrengthened) cut, applying the monoidal strengthening procedure to such a cut may result in a
stronger cut than the one obtained by applying the same strengthening procedure to the cut from the original disjunction.
In this paper, we characterize the family of cuts obtainable through this technique (Section 2). We then apply the results
to the special case of simple split disjunctions (Section 3), and to a class of intersection cuts from two rows of the simplex
tableau (Section 4). In both instances we specify conditions under which the new cuts have smaller coefficients than the
cuts obtained by both the standard and the monoidal strengthening procedures. In Section 5, we briefly discuss the case of
cuts obtained by strictly weakening a disjunction.
2. The main result
The next theorem introduces a new class of valid cuts derived from disjunctions equivalent to (1), but with additional
redundant terms.
Theorem 2.1. Let Q , q, and aij be as in (1), and let M := {m ∈ Zq : i∈Q mi ≥ 0}. For each k ∈ Q , the cut β˜kx ≥ 1 is valid,
with
β˜kj :=
min

akj + ak0 − bk
ak0
, min
mj∈M
max
i∈Q

aij + (ai0 − bi)mij
ai0

j ∈ J1
βj j ∈ J \ J1.
(5)
Proof. Consider the disjunction

i∈Q

j∈J
aijxj ≥ ai0

∨

j∈J
akjxj ≥ ak0

∨ · · · ∨

j∈J
akjxj ≥ ak0

  
r terms
. (6)
(6) contains (q + r) terms, of which (r + 1) are copies of the k-th term of (1). Adding new terms to a given disjunction in
general weakens (relaxes) the latter, and hence is a legitimate operation. If the new terms are just replicas of an existing
term, then the operation leaves the solution set of the disjunction unchanged. The number r of replicated terms does not
affect this reasoning, and will be specified later. By monoidal strengthening applied to (6), according to Proposition 1.1, a
cut γ kx ≥ 1 with coefficients
γ kj (mj) :=

max

max
i∈Q

aij + (ai0 − bi)mij
ai0

,
akj + (ak0 − bk)mq+1j
ak0
, . . . ,
akj + (ak0 − bk)mq+rj
ak0

j ∈ J1
βj j ∈ J \ J1
(7)
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is valid for any mj ∈ M ′ = {m ∈ Zq+r : q+ri=1 mi ≥ 0}, j ∈ J1. Note that for j ∈ J \ J1 the coefficients γ kj = β˜kj = βj for
j ∈ J \ J1 are not affected by the strengthening. For j ∈ J1 we will show that there existsmj ∈ M ′ such that γ kj (mj) = β˜kj . We
consider two elements of the monoidM ′, each of which defines valid cut coefficients. Let
mi1j :=
t ij = max

t ∈ Z : aij + (ai0 − bi)t
ai0
≤ akj + ak0 − bk
ak0

i ∈ Q \ {k}
1 i ∈ {k} ∪ {q+ 1, . . . , q+ r}.
If we replace the values mj with m1j in (7), all the ratios corresponding to the terms different from k are reduced to a value
less than or equal to akj+ak0−bkak0 ; therefore,
γ kj (m1j) =
akj + ak0 − bk
ak0
.
The monoidal condition
q+r
i=1 m
i
1j =
q
i=1,i≠k t
i
j + r + 1 ≥ 0 is satisfied if we choose r to be r = maxj∈J1

i∈Q\{k}(−t ij )− 1.
Now, let m2j be the vector inM ′ that minimizes the expression γ kj (mj) for j ∈ J1 in (7) according to the general formula
(3); i.e.,
γ kj (m2j) = min
mj∈M ′
max

aij + (ai0 − bi)mij
ai0
: i ∈ {1, . . . , q+ r}

.
Since both m1j and m2j yield valid cut coefficients for (7), we can choose γ kj (mj) = min{γ kj (m1j), γ kj (m2j)} to obtain a
valid cut γ x ≥ 1 for (7). Such a cut, however, may not be valid for the original disjunction (1), since any choice of mj ∈ M ′
in whichmkj < 0, and which is optimal for (1), may not be valid for (7), wheremj ∈ M ′ requires

i∈Q\{k}m
i
j ≥ r(−mkj ). On
the other hand, restricting the choices tomkj ≥ 0 makes optimal choices for (1) also valid for (7). Hence the definition of βkj
in the theorem. 
Theorem2.1 can also be proved using Remark 3.1 of [3], which states that Proposition 1.1 remains valid if we usemonoids
having the more general form M(µ) = m ∈ Zq :i∈Q µimi ≥ 0, where µi > 0, i ∈ Q . It can be shown that cut (5) can
be obtained by applying the general monoidal cut strengthening to (1) using the monoidM(µ¯), where µ¯ is
µ¯i :=

1 i ∈ Q \ {k}
r + 1 i = k (8)
and r is defined as before. To our knowledge, this is the first use of the monoidM(µ) in place ofM . Its effectiveness suggests
the need to investigate other potential uses of the flexibility provided by the presence of the coefficients µj, which we plan
to do in the near future.
We call β˜kx ≥ 1 the k-th lopsided cut associated with disjunction (1). The upshot of Theorem 2.1 is that, given a q-term
disjunction (1) where each term is unique, there exist q lopsided cuts β˜kx ≥ 1, k ∈ Q that are in general different from
β¯x ≥ 1.
To compute the coefficients (5), we need to determine
min
mj∈M
mkj ≥0
max
i∈Q

aij + (ai0 − bi)mij
ai0

. (9)
We can solve (9) using Algorithm 1 of [3], with the expression λr(αr +mr) = maxi∈Q λi(αi +mi) replaced by
λr(αr +mr) =

max
i∈Q
λi(αi +mi) ifmk ≥ 1
max
i∈Q
i≠k
λi(αi +mi) otherwise. (10)
Expression (10) guarantees thatmk ≥ 0, since r ∈ Q is the index of the component ofm that is decremented by 1 unit in the
current iteration of the algorithm. The proof of correctness of the modified algorithm remains essentially unchanged. The
algorithm is linear in

i∈Q |mi|, i.e., it is quite inexpensive.
Corollary 2.2. If β˜kj < β¯j, then β˜
k
j = akj+ak0−bkak0 for j ∈ J1.
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Proof. Notice that
β˜kj < β¯j = minmj∈M maxi∈Q

aij + (ai0 − bi)mij
ai0

≤ min
mj∈M
mkj ≥0
max
i∈Q

aij + (ai0 − bi)mij
ai0

. (11)
From (5) and (11), we have β˜kj = akj+ak0−bkak0 . 
The next corollary gives a weaker version of lopsided cuts that does not require optimizing over a monoid.
Corollary 2.3. For each k ∈ Q , the cut δkx ≥ 1, with
δkj :=
min

akj + ak0 − bk
ak0
,max
i∈Q

aij
ai0

j ∈ J1
βj j ∈ J \ J1,
(12)
is valid.
3. Simple split disjunction
Now, consider a mixed integer program with some 0–1 variables, and let
y = a0 −

j∈J
ajxj
xj ≥ 0, j ∈ J
xj ∈ Z, j ∈ J1 ⊆ J
y ∈ {0, 1}
(13)
be a row of the simplex tableau associated with a basic solution to its linear relaxation, where 0 < a0 < 1. The Gomory
mixed integer (GMI) cut from (13) can be derived as a disjunctive cut from (y ≤ 0) ∨ (y ≥ 1), or
j∈J
ajxj ≥ a0

∨

j∈J
(−aj)xj ≥ 1− a0

(14)
as αx ≥ 1, with
αj := max

aj
a0
,
−aj
1− a0

, j ∈ J, (15)
which can be strengthened to α¯x ≥ 1 by using the integrality of xj, j ∈ J1, with
α¯j :=
min

aj − ⌊aj⌋
a0
,
−aj + ⌈aj⌉
1− a0

j ∈ J1
αj j ∈ J \ J1.
(16)
As (14) and (15) are special cases of (1) and (2), the coefficients α¯j of (16) can be obtained by monoidal cut strengthening.
Indeed, as in this case b1 = a0 − 1, b2 = −a0, we have a0 − b1 = 1, 1− a0 − b2 = 1, and (16) becomes (17)
β¯j :=
 min(m1j ,m2j )∈M max

aj +m1j
a0
,
−aj +m2j
1− a0

j ∈ J1
αj j ∈ J \ J1,
(17)
which is a special case of (3). It is not hard to see that the minimum in the expression for β¯j, j ∈ J1, is attained for the smaller
of aj−⌊aj⌋a0 and
−aj+⌈aj⌉
1−a0 .
Theorem 3.1. α+x ≥ 1 and α−x ≥ 1 are valid cuts for (13), with
α+j :=

−aj + 1
1− a0 j ∈ J
+
1 := {j ∈ J1 : aj > 1}
min

aj − ⌊aj⌋
a0
,
−aj + ⌈aj⌉
1− a0

j ∈ J>1 := {j ∈ J1 : a0 − 1 ≤ aj ≤ 1}
max

aj
a0
,
−aj
1− a0

j ∈ (J \ J1) ∪

j ∈ J1 : aj < a0 − 1
 (18)
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and
α−j :=

aj + 1
a0
j ∈ J−1 := {j ∈ J1 : aj < −1}
min

aj − ⌊aj⌋
a0
,
−aj + ⌈aj⌉
1− a0

j ∈ J<1 := {j ∈ J1 : −1 ≤ aj ≤ a0}
max

aj
a0
,
−aj
1− a0

j ∈ (J \ J1) ∪

j ∈ J1 : aj > a0

.
(19)
Proof. We give a proof of the validity of the cut α+x ≥ 1, which corresponds to k = 2. The proof of validity of α−x ≥ 1,
which corresponds to k = 1, is analogous. Applying Theorem 2.1 to (14) with k = 2, we get β˜2j = α+j for j ∈ J \ J1 and
β˜2j = min {A, B} for j ∈ J1, where
A = −aj + 1
1− a0
B = min
mj∈M
m2j ≥0
max

aj +m1j
a0
,
−aj +m2j
1− a0

= min
m2j ∈Z
m2j ≥0
max

aj −m2j
a0
,
−aj +m2j
1− a0

.
• If aj > 1, then A < 0, B ≥ 0 and β˜2j = A = α+j .
• If a0 ≤ aj ≤ 1, then β˜2j = A = B = −aj+⌈aj⌉1−a0 = α+j .
• If 0 ≤ aj < a0, then A > 1, B ≤ 1 and β˜2j = B = aj−⌊aj⌋a0 = α+j .
• If aj < 0, then A > B = −aj1−a0 ; therefore β˜2j = max

aj
a0
,
−aj
1−a0

= α+j . 
Corollary 3.2. If aj ≥ a0−1, j ∈ J1, and J+1 ≠ ∅, the cut α+x ≥ 1 strictly dominates the GMI cut. If aj ≤ a0, j ∈ J1, and J−1 ≠ ∅,
the cut α−x ≥ 1 strictly dominates the GMI cut.
Example. Consider the following row of a simplex tableau,
y = 0.2− 1.5x1 + 0.3x2 + 0.4x3 + 0.6x4 − 4.3x5 − 0.1x6, (20)
subject to the additional constraints y ∈ {0, 1} and xj ∈ Z, j ∈ J1 = {1, . . . , 6}. The point y¯ = 0; x¯1 = x¯2 = x¯3 = x¯4 =
1; x¯5 = x¯6 = 0 is a feasible integer solution. The GMI cut obtained from this row is
0.625x1 + 0.375x2 + 0.5x3 + 0.75x4 + 0.875x5 + 0.5x6 ≥ 1. (21)
Applying Theorem 3.1, we obtain a cut α+x ≥ 1 that strictly dominates (21). For (20), the index sets J+1 , J>1 are,
respectively, J+1 = {1, 5} and J>1 = {2, 3, 4, 6}. Therefore, we have α+1 = −aj+11−a0 = −0.50.8 = −0.625 and α+5 =
−aj+1
1−a0 =−3.3
0.8 = −4.125, and the remaining coefficients α+j for j ∈ J+1 are the same as in (21). The cut α+x ≥ 1 is then
− 0.625x1 + 0.375x2 + 0.5x3 + 0.75x4 − 4.125x5 + 0.5x6 ≥ 1. (22)
Note that (22) is tight for the solution (y¯, x¯1, . . . , x¯6), while the GMI cut (21) has a slack of 1.25.
In Fig. 1, we illustrate graphically the value of the cut coefficients for the GMI cut and the two lopsided cuts given in (16),
(18) and (19) for an arbitrary tableau row with a0 = 0.3. The cut coefficients are shown on the vertical axis as a function of
the tableau row coefficient values (−aj) shown on the horizontal axis.
As the GMI cut can be derived in different ways [6,3], the same holds also for the two cuts in Theorem 3.1. Indeed, it can
be shown that the cut α+x ≥ 1 can be obtained by dividing the source row in (13) by a large number and then deriving
a GMI cut, and a similar procedure yields the cut α−x ≥ 1. However, in the case of a more general disjunction, we do not
know of any alternative method for deriving the cut of Theorem 2.1 or Corollary 2.3.
We ran some computational tests. While the lopsided cuts just by themselves perform poorly in comparison with the
more balanced GMI cuts, when applied in conjunction with the latter they produce some improvement. In Table 1, we
compare on a number of MIPLIB 2003 instances the GMI relaxation (denoted by G) and the relaxation where both GMI cuts
and lopsided cuts are generated (denoted by G+ L). In both cases, the cuts were applied for only one round. To measure the
strength of the relaxations, we consider the duality gap closed, which is computed as
Gap = 100 Copt − LPopt
IPopt − LPopt , (23)
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Fig. 1. Coefficient values for the GMI and the lopsided cuts for the case a0 = 0.3.
Table 1
Computational results with lopsided cuts on the simple split disjunction.
Instance G# G% G+ L# G+ L% imp%
aflow40b 27 10.60 79 10.76 1.51
air04 156 8.44 582 8.53 1.07
blend2 5 15.98 11 16.17 1.19
dcmulti 45 47.69 53 48.36 1.40
gesa2 52 25.10 66 26.25 4.58
harp2 27 22.05 72 22.56 2.31
l152lav 9 12.80 119 15.18 18.59
mas76 9 6.36 25 6.53 2.67
mkc 126 1.83 330 4.25 132.24
modglob 16 13.32 29 14.05 5.48
vpm2 21 10.79 36 11.25 4.26
where IPopt, LPopt, and Copt are, respectively, the value of the optimal integer solution, the value of the linear relaxation, and
the value of the relaxation currently analyzed. The columns G# and G + L# indicate the numbers of cuts generated, and G%
and G+ L% indicate the gaps computed according to formula (23). The column imp% indicates the percentage improvement
produced by adding the lopsided cuts on top of the GMI relaxation. Table 1 shows only those instances for which the
percentage improvement given by the lopsided cuts exceeds 1%.
Although in many instances the lopsided cuts produce no improvement, in some cases their impact is substantial.
4. Multiple term disjunctions
We now consider intersection cuts derived from two rows of the simplex tableau associated with a basic solution of a
mixed integer linear program. Let
y1 = a10 −

j∈J
a1jxj
y2 = a20 −

j∈J
a2jxj
xj ≥ 0, j ∈ J
xj ∈ Z, j ∈ J1 ⊆ J
y1, y2 ∈ {0, 1}
(24)
be two rows of the simplex tableau associated with a basic solution to a linear relaxation of a mixed integer program, where
the xj, j ∈ J , are nonbasic variables, and y1, y2 are basic variables with 0 < ah0 < 1, h ∈ {1, 2}.
Given a closed convex set S that contains the point (a10, a20, 0, . . . , 0) in its interior but no feasible integer point, we can
generate the intersection cut [7–9] αicx ≥ 1 with coefficients
αicj := inf
µ>0

1
µ
: (a10, a20)+ µ(−a1j,−a2j) ∈ S

(25)
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for j ∈ J . When J1 ≠ ∅, the standard strengthening used, for instance, in [2] yields a stronger cut αstrx ≥ 1, where
αstrj := inf
µ>0
p1j,p2j∈Z

1
µ
: (a10, a20)+ µ(−a1j + p1j,−a2j + p2j) ∈ S

. (26)
If S is polyhedral, i.e., its representation in terms of the basic variables is
S = {(y1, y2) ∈ R2 : d1iy1 + d2iy2 ≤ gi, i ∈ Q } (27)
with |Q | ≤ 4, then the cut αicx ≥ 1 is a disjunctive cut derived from the disjunction ∨i∈Q (d1iy1 + d2iy2 ≥ gi), or
i∈Q

j∈J
(−d1ia1j − d2ia2j)xj ≥ gi − d1ia10 − d2ia20

. (28)
Furthermore, if lower bounds are known for the left-hand sides of the terms of (28), then monoidal strengthening [3] can
be used to obtain another strengthened cut β¯x ≥ 1, generally different from (26).
We now consider the lopsided cuts derived from Theorem 2.1 applied to disjunction (28).Wewill show that the lopsided
cuts are different from the cut αstrx ≥ 1 and the monoidal strengthened cut β¯x ≥ 1. If certain conditions hold, the lopsided
cuts are stronger than both. In the rest of this section, we fix S to be the lattice-free trianglewith vertices (0, 2); (2, 0); (0, 0),
i.e.,
S = (y1, y2) ∈ R2 : y1 ≥ 0; y2 ≥ 0; y1 + y2 ≤ 2 . (29)
The point (a10, a20) is in the interior of S, and S does not contain in its interior any feasible integer point. The intersection
cut αicx ≥ 1 from S can be derived from the disjunction
j∈J
a1jxj ≥ a10

∨

j∈J
a2jxj ≥ a20

∨

j∈J
(−a1j − a2j)xj ≥ 2− a10 − a20

. (30)
The cut αicx ≥ 1 has coefficients
αicj = max

a1j
a10
,
a2j
a20
,
−a1j − a2j
2− a10 − a20

, j ∈ J, (31)
and for αstrx ≥ 1 we have
αstrj :=
 minp1j,p2j∈Zmax

a1j + p1j
a10
,
a2j + p2j
a20
,
−a1j − a2j − p1j − p2j
2− a10 − a20

j ∈ J1
αicj j ∈ J \ J1.
(32)
The values b1 = a10 − 1, b2 = a20 − 1, b3 = −a10 − a20 are valid lower bounds for the left-hand sides of the three terms of
(30). Therefore, the monoidal strengthened cut β¯jx ≥ 1 has coefficients
β¯j :=
minmj∈M max

a1j +m1j
a10
,
a2j +m2j
a20
,
−a1j − a2j + 2m3j
2− a10 − a20

j ∈ J1
αicj j ∈ J \ J1,
(33)
whereM = {m ∈ Z3 :3i=1 mi ≥ 0}. Theorem 2.1 yields the cuts β˜kx ≥ 1, k ∈ {1, 2, 3}, where
β˜kj :=

min
a1j + 1a10 , minmj∈M
m1≥0
max

a1j +m1j
a10
,
a2j +m2j
a20
,
−a1j − a2j + 2m3j
2− a10 − a20
 k = 1, j ∈ J1
min
a2j + 1a20 , minmj∈M
m2≥0
max

a1j +m1j
a10
,
a2j +m2j
a20
,
−a1j − a2j + 2m3j
2− a10 − a20
 k = 2, j ∈ J1
min
−a1j − a2j + 12− a10 − a20 , minmj∈M
m3≥0
max

a1j +m1j
a10
,
a2j +m2j
a20
,
−a1j − a2j + 2m3j
2− a10 − a20
 k = 3, j ∈ J1
αicj j ∈ J \ J1.
(34)
The next three propositions give sufficient conditions for a coefficient β˜kj , k ∈ {1, 2, 3} to be strictly less than β¯j, j ∈ J1.
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Proposition 4.1. If a1j + a2j ≥ 2 for some j ∈ J1, then β˜3j ≤ 0 < β¯j for j ∈ J1.
Proof. Since a1j + a2j ≥ 2, we have that β˜3j ≤ −a1j−a2j+22−a10−a20 ≤ 0. Now, assume by contradiction that β¯j ≤ 0. This implies that
the following conditions hold:
a1j +m1j ≤ 0
a2j +m2j ≤ 0
−a1j − a2j + 2m3j ≤ 0
m1j +m2j +m3j ≥ 0
a1j + a2j ≥ 2
mij ∈ Z, i ∈ {1, 2, 3}

. (35)
The set defined as {z = (a1j, a2j,m1j ,m2j ,m3j ) ∈ R5 : Az ≤ b}, where A and b are
A =

1 0 1 0 0
0 1 0 1 0
−1 −1 0 0 2
0 0 −1 −1 −1
−1 −1 0 0 0
 b =

0
0
0
0
−2
 , (36)
is a relaxation of (35). Let c = (2, 2, 1, 2, 1). Since cA = 0, c ≥ 0, cb = −2 < 0 by Farkas’ lemma (36) is infeasible. Thus
(35) is also infeasible, and we have reached a contradiction; therefore β¯j > 0. 
Proposition 4.2. If (2+ a20)a1j − a10a2j < −2− a10 − a20, then β˜1j < β¯j for j ∈ J1.
Proof. Assume by contradiction that β˜1j ≥ β¯j. Then the following conditions must be satisfied:
a1j +m1j
a10
≤ a1j + 1
a10
a2j +m2j
a20
≤ a1j + 1
a10
−a1j − a2j + 2m3j
2− a10 − a20 ≤
a1j + 1
a10
m1j +m2j +m3j ≥ 0
(2+ a20)a1j − a10a2j < −2− a10 − a20
mij ∈ Z, i ∈ {1, 2, 3}

, (37)
since β˜1j ≤ a1j+1a10 . The set defined as {z = (a1j, a2j,m1j ,m2j ,m3j ) ∈ R5 : Az ≤ b}, where A and b are
A =

0 0
1
a10
0 0
− 1
a10
1
a20
0
1
a20
0
a20 − 2
a10(2− a10 − a20) −
1
2− a10 − a20 0 0
2
2− a10 − a20
0 0 −1 −1 −1
(2+ a20) −a10 0 0 0

b =

1
a10
1
a10
1
a10
0
−2− a10 − a20 − ε

, (38)
is a relaxation of (37) for any ε > 0. Let c = (2a210(2−a20), 2a10a20(2−a20), a10(2−a20)(2−a10−a20), 2a10(2−a20), 2−a20).
Since cA = 0, c ≥ 0, cb = −ε(2−a20) < 0, by Farkas lemma (38) is infeasible. Thus, (37) is infeasible, and we have reached
a contradiction; therefore β˜1j < β¯j. 
Proposition 4.3. If −a20a1j + (2+ a10)a2j < −2− a10 − a20, then β˜2j < β¯j for j ∈ J1.
Proof. Analogous to the proof of Proposition 4.2. 
Similarly, we can derive some simple sufficient conditions for β˜kj to strictly dominate the coefficient α
str
j that follow
immediately from the definition of the lopsided cuts. Noting that αstrj ≥ 0, j ∈ J1, we have the following.
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Proposition 4.4. If (k = 1 ∧ a1j < −1) or (k = 2 ∧ a2j < −1) or (k = 3 ∧−a1j − a2j < −2), then β˜kj < 0 ≤ αstrj .
In the next example, we show that applying monoidal cut strengthening to a disjunction with redundant terms can yield
a stronger cut than the cut derived using the standard strengthening or the monoidal strengthening.
Example. Consider the 2-row relaxation
P = {(y, x) ∈ R8 : y1 = 0.25 −0.15x1 +0.6x2 −0.4x3 −1.2x4 −2.9x5 +0.8x6
y2 = 0.5 +1.15x1 −0.1x2 −0.2x3 −1.6x4 +0.5x5 −2.5x6
xj ≥ 0, j ∈ J = {1, . . . , 6}
xj ∈ Z, j ∈ J1 = {4, 5, 6}
yk ∈ {0, 1}, k ∈ {1, 2}}.
(39)
The current basic solution to relaxation (39) is (y¯1, y¯2, x¯) = (0.25, 0.5, 0¯), and it violates the integrality conditions on y1, y2.
We can derive an intersection cut αicx ≥ 1 from S defined in (29), since (y¯1, y¯2) is in the interior of S. The coefficients αicj
are
αicj = min
µ>0

1
µ
: a10 + µ(−a1j) ≥ 0; a20 + µ(−a2j) ≥ 0; a10 + a20 + µ(a1j + a2j) ≤ 2

. (40)
Applying (40) to instance (39), we get the intersection cut
0.8x1 + 0.4x2 + 1.6x3 + 4.8x4 + 11.6x5 + 5x6 ≥ 1. (41)
By standard strengthening, we can get the cut
0.8x1 + 0.4x2 + 1.6x3 + 0.8x4 + 0.48x5 + 0.8x6 ≥ 1. (42)
Monoidal strengthening applied to (30) yields
0.8x1 + 0.4x2 + 1.6x3 + 1.2x4 + 1.28x5 + x6 ≥ 1, (43)
which in this case is weaker than (42).
If we apply Theorem 2.1 to disjunction (30) with k = 3, we obtain the lopsided cut β˜3x ≥ 1, where
β˜3j :=

min

−a1j − a2j + 2
2− a10 − a20 , minmj∈M
m3j ≥0
max

a1j +m1j
a10
,
a2j +m2j
a20
,
−a1j − a2j + 2m3j
2− a10 − a20
 j ∈ J1
αicj j ∈ J \ J1.
(44)
Computing these coefficients for instance (39), we get
β˜34 = min
−1.2− 1.6+ 2× 1
2− 0.25− 0.5 ,max

1.2− 1
0.25
,
1.6− 1
0.5
,
−1.2− 1.6+ 2× 2
2− 0.25− 0.5

= −0.64
β˜35 = min
−2.9+ 0.5+ 2× 1
2− 0.25− 0.5 ,max

2.9− 3
0.25
,
−0.5+ 1
0.5
,
−2.9+ 0.5+ 2× 2
2− 0.25− 0.5

= −0.32
β˜36 = min

0.8− 2.5+ 2× 1
2− 0.25− 0.5 ,max
−0.8+ 1
0.25
,
2.5− 2
0.5
,
0.8− 2.5+ 2× 1
2− 0.25− 0.5

= 0.24.
Therefore the cut β˜3x ≥ 1 is
0.8x1 + 0.4x2 + 1.6x3 − 0.64x4 − 0.32x5 + 0.24x6 ≥ 1. (45)
The lopsided cut (45) strictly dominates both the standard strengthened cut (42) and the monoidal strengthened cut (43).
5. Strictly weaker disjunctions
So far, we have only considered cuts derived from disjunctions with redundant terms. The next example shows that
stronger cuts can also be obtained from disjunctions that are strictly weaker.
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Example. Consider the 2-row relaxation
P = {(y, x) ∈ R9 : y1 = 0.25 +0.58x1 +0.1x2 −0.48x3 +0.5x4 −1.5x5 +2.5x6 −7.2x7
y2 = 0.5 +0.29x1 −0.6x2 +0.32x3 +5.8x4 −0.1x5 +3.6x6 +2.6x7
xj ≥ 0, j ∈ J = {1, . . . , 7}
xj ∈ Z, j ∈ J1 = {4, . . . , 7}
yk ∈ {0, 1}, k ∈ {1, 2}}.
(46)
The point (y¯1, y¯2, x¯) = (0.25, 0.5, 0¯) satisfies the two equations in P but does not satisfy the integrality conditions. We
generate an intersection cut αicx ≥ 1 from the set S, where
S = (y1, y2) ∈ R2 : 2y1 + y2 ≥ 0; 4y1 − y2 ≤ 4; y2 ≤ 1 .
The set S is a triangle with vertices q1 = (− 12 , 1); q2 = ( 54 , 1); q3 = ( 23 ,− 43 ). The intersection cut αicx ≥ 1 is
0.58x1 + 0.4x2 + 0.64x3 + 11.6x4 + 3.1x5 + 7.2x6 + 11.8x7 ≥ 1. (47)
The standard strengthened cut αstrx ≥ 1 is
0.58x1 + 0.4x2 + 0.64x3 + 0.6286x4 + 0.6x5 + 0.6857x6 + 0.8x7 ≥ 1. (48)
Cut (47) can be obtained from the disjunction
(2y1 + y2 ≤ 0) ∨ (4y1 − y2 ≥ 4) ∨ (y2 ≥ 1) . (49)
Applying monoidal strengthening to (47), we get the cut β¯x ≥ 1:
0.58x1 + 0.4x2 + 0.64x3 + 2.2x4 + 0.1x5 + 1.8286x6 + 1.0286x7 ≥ 1. (50)
Consider now the disjunction
(−2y1 − y2 ≥ 0) ∨ (4y1 − y2 ≥ 4) ∨ (y2 ≥ 1) ∨ (−y2 ≥ 1) (51)
obtained from (49) by adding the term (y2 ≤ −1). Disjunction (51) is strictly weaker than (49), since (y1, y2) = (0.7,−1)
does not satisfy (49) but satisfies (51).
Applying monoidal cut strengthening to (51), we derive the cut
0.58x1 + 0.4x2 + 0.64x3 + 0.3429x4 + 0.1x5 + 0.4x6 − 0.2x7 ≥ 1, (52)
which strictly dominates both cuts (48) and (50). Moreover, it can be shown that (52) is not dominated by any combination
of cuts (48), (50), the two GMI cuts derived from (46) and the three lopsided cuts derived from disjunction (49).
An earlier version of Sections 1–3 was circulated under [10].
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