We present two new methods to stabilize column-generation algorithms for the Temporal Knapsack Problem (TKP). Caprara et al. [Caprara A, Furini F, and Malaguti E (2013) Uncommon Dantzig-Wolfe Reformulation for the Temporal Knapsack Problem. INFORMS J. on Comp. 25(3):560-571] were the first to suggest the use of branch-and-price algorithms for Dantzig-Wolfe reformulations of the TKP. Herein, the respective pricing problems are smaller-sized TKP that can be solved with a general-purpose MIP solver or by dynamic programming. Our stabilization methods are tailored to the TKP as they use (deep) dual-optimal inequalities, that is, inequalities known to be fulfilled by all (at least some) optimal dual solutions to the linear relaxation.
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Introduction
The temporal knapsack problem (TKP) is a generalization of the binary knapsack problem. It is defined by a set of items I and a discrete time horizon T . Each item has an associated profit p i , a weight w i , and the item is active at times T i ⊆ T . Often TKP instances are defined by specifying a time window for each item, however, this assumption is not needed in the following. Conversely, let I t be the set of the items active at time t ∈ T , i.e., I t = {i ∈ I : t ∈ T i }. Moreover, a capacity C is given. The TKP asks for a profit-maximizing subset of items such that at any time the weight of the selected active items does not exceed the capacity. A straightforward integer programming formulation for the TKP uses binary variables x i , one for each item i ∈ I, to indicate that i is selected. It reads:
s.t. i∈It w i x i ≤ C ∀ t ∈ T (1b)
As in (Caprara et al., 2013) we assume that all coefficients are non-negative integers and that the time horizon T is already reduced so that only non-dominated constraints remain in (1b). The TKP has appeared in the literature under different names: The name temporal knapsack problem was coined by Bartlett et al. (2005) , who report applications in resource allocation problems which arise when bidding for a sparse resource such as for CPU time, communication bandwidth, computer memory, or disk space. They present solution algorithms combining techniques from constraint programming, artificial intelligence, and operations research. Caprara et al. motivate the TKP as a subproblem in a railway application (Caprara et al., 2011) , where a train that travels along the stations T = {1, 2, . . . , m} can carry several railcars simultaneously if their total weight does not exceed C. One has to select among transportation requests, where the ith request consists of railcars of weight w i to be transported from stations o i to station d i , i.e, along T i = {o i , o i + 1, . . . , d i − 1, d i } ⊆ T , providing a revenue of p i if accepted. For additional references about applications in resource allocation, bandwidth allocation, and unsplittable flow on a line, we refer to (Caprara et al., 2013, p. 560) .
The basic idea of Caprara et al. (2013) was to partition the time horizon T into smaller so-called blocks and herewith to partition the constraints (1b) for the Dantzig-Wolfe reformulation of model (1). Typically, these blocks are time intervals of identical length. For example, if T = {0, 1, 2, . . . , |T | − 1}, then the partitioning suggested is T = q∈Q T q with disjoint blocks of a chosen block size S given by T q = {qS, qS +1, . . . , (q +1)S −1}, where the indices q are taken from Q = {0, 1, . . . , |T |/S −1}. Obviously, the last block is smaller than S whenever |T | is no multiple of S. In order to simplify the notation, we define the items active in the block T q as I q = t∈Tq I t . Moreover, for each q ∈ Q, let
be the convex hull of the solutions of the smaller TKP for the qth block. This polyhedron is bounded so that every point in P q can be represented as a convex combination of the extreme points E q of P q . Now, the Dantzig-Wolfe reformulation of Caprara et al. (2013) results from the grouping of the constraints (1b) according to the block partitioning:
We refer to this formulation as the integer master program (IMP). The original variables x i remain in IMP.
Their function is to model the objective (2a) and to ensure that selected solutions v = (v i ) i∈Iq from different blocks are compatible, which is ensured by the coupling constraints (2b). The convexity constraints (2c) guarantee that exactly one solution is selected for each block. The variable domains are stated in (2d) and (2e). The contribution of the paper at hand is to derive two new types of column-generation stabilization methods and to empirically validate their efficacy using some large-scale benchmark sets for the TKP. Both methods proposed here are based on (deep) dual-optimal inequalities, i.e., sets of inequalities known to hold for at least one dual optimal solution of the linear relaxation of the column-generation master program. This stabilization technique was originally proposed and tested by Ben Amor et al. (2006) for cutting stock and bin packing problems.
The remainder of the paper is structured as follows: The next section focuses on solving the reformulation of the TKP via branch-and-price and discusses the techniques to stabilized the underlying column-generation process. Section 3 presents and discusses the computational results before final conclusions are drawn in Section 4.
Stabilized Column Generation
We start with a brief summary on how column generation works for the TKP as suggested by Caprara et al. (2013) before we explain the new stabilization methods. We assume that the reader is familiar with 2 integer column-generation techniques as, e.g., discussed in (Lübbecke and Desrosiers, 2005) and (Desaulniers et al., 2005) .
2.1. Column Generation for TKP as suggested by Caprara et al. (2013) The number of extreme points of the polyhedra P q , q ∈ Q is generally huge so that the Dantzig-Wolfe formulation (2) cannot be solved directly. Instead, one starts with a proper subset of the variables and solves the linear relaxation known as the restricted master program (RMP). The task of the pricing problems, there is one for each block, is to generate one or several variables λ q v with (smallest) negative reduced cost, or to prove that no such variable exists. Let π = (π qi ) q∈Q,i∈Iq be the dual variables to the coupling constraints (2b) and µ = (µ q ) q∈Q be the dual variables to the convexity constraints (2c). In the following, we will distinguish between these dual variables and their values, which are denoted byπ andμ, respectively.
Given the dual values (π,μ), the reduced cost of a variable λ q v is rdc(λ q v ) = − i∈Iqπ qi v i +μ q . The pricing problem for the qth block is therefore of the form
This is indeed a smaller-sized TKP, in which only the subset I q of items is considered and the original profits are replaced by block-specific profitsπ qi . In principle, this problem can either be solved with a general-purpose MIP solver, with a tailored combinatorial algorithm such as dynamic programming (DP), or recursively with branch-and-price. Caprara et al. (2013) studied the first two options and found that for larger block sizes S the MIP solver (CPLEX) performed best. However, dynamic programming becomes a faster alternative for smaller block sizes S. In the extreme case of S = 1, the pricing problem is a binary knapsack problem, for which DP-based methods are certainly the state of the art (Kellerer et al., 2004) . In any case, the generated variables are added to the RMP, which is then re-optimized, and the process is repeated until no more variables with negative reduced cost exist. The solution of the RMP constitutes an optimal solution to the linear relaxation of (2). If it is fractional, branching on the original x i variables finally yields integer solutions.
The general tradeoff in the branch-and-price approach exploited by Caprara et al. is the following: the larger the block size, the smaller the integrality gap and the branch-and-bound search tree, but the larger and therewith harder and more time consuming the individual pricing problems. However, a larger block size means a smaller number of pricing problems, less column-generation iterations are needed, and overall less columns are priced out. In their experiments, Caprara et al. had chosen block sizes that are powers of two and found out that 32, 64, and 128 are reasonable block sizes for the tested benchmark set, see Section 3.
Stabilization by Dual-Optimal Inequalities
Column-generation approaches in practice may suffer from instability problems. The values of the dual variables may oscillate heavily before they finally converge to some optimal values. In many applications the master program solution consists of only a few dense columns so that a primal basis must include several other variables that are then at value zero meaning that the primal model can be highly degenerated. This often leads to rather small and non-improving LP pivots, known as the tailing-off effect (Gilmore and Gomory, 1961; Vanderbeck, 2005) : Over many iterations, the generated columns produce nearly no improvement in the LP objective. In order to explicitly stabilize the dual values, algorithmic techniques like the box step method (Marsten et al., 1975) , bundle methods (Hiriart-Urruty and Lemaréchal, 1993), and tailored stabilization approaches have been proposed (du Merle et al., 1999; Rousseau et al., 2007; Lee and Park, 2011) . Furthermore, some recently proposed techniques can help overcome or even benefit from primal degeneracy when solving huge LPs Desrosiers et al., 2014) .
Another stabilization technique was originally suggested for the cutting stock and bin packing problem by Valério de Carvalho (2005) and Ben Amor et al. (2006) . Valid inequalities known to hold for optimal dual solutions can be added as additional variables to the corresponding primal column-generation formulation. The restriction of the dual space leads to less possible intermediate values for the dual multipliers so that in many cases an optimal dual solution is computed faster. The recent paper (Gschwind and Irnich, 2014) 3 extends the results of Ben Amor et al. (2006) with respect to theory, applications, algorithms, and computational results. Its main focus is, however, on column-generation models with unit (or equal) costs for all columns. The paper at hand can therefore be seen as a companion paper proving that also formulations with non-unit costs or profits benefit from this kind of stabilization. Following Ben Amor et al. (2006), any inequality which is fulfilled by every optimal dual solution is called dual-optimal inequality (DOI). Moreover, a set of inequalities is called deep dual-optimal inequalities (DDOIs) if at least one optimal dual solution satisfies all inequalities. Hence, DOIs are always DDOIs. Conversely, two sets of DDOIs together may not form DDOIs, since they may cut off the entire dual space. In (Gschwind and Irnich, 2014) , we were able to fully characterize in which situations the original dual and primal formulations are equivalent to their extended versions, i.e., those to which dual inequalities or additional columns are added: Equivalence is given if and only if the dual inequalities are DDOIs. For details we refer to Proposition 1 in (Gschwind and Irnich, 2014) .
We now turn our attention to the TKP case. As already mentioned by Caprara et al. (2013, p. 564) , the 'solution times of the LP relaxation are greatly reduced by replacing the "=" by "≤" in constraints' (2b). The formulations are equivalent because 'the set of TKP solutions forms an independence system', i.e., given any feasible subset of items, every subset of it is also feasible. From a dual point of view, the solution space is restricted to non-negative values for π.
We can add that also the equalities (2c) can be replaced by "≤" inequalities. Hence, every optimal dual solution fulfills
i.e., they are DOIs.
Deep Dual-Optimal Inequalities for Profits. Another property results when interpreting the dual variables π. The valueπ qi is the marginal profit that results from adding the item i to the solution of the qth block. It is natural to suspect that the summation of these dual values over all blocks is identical to the real profit p i of item i. Indeed, the equalities q∈Q:i∈Iq
form a system of DDOIs, i.e., there exists at least one optimal solution to the dual formulation of (2) that satisfies all these equalities. Due to the RHS equal to the profit we call them DDOIs for profits in the following. Note that we keep the term DDOIs even for the equalities because any equality can be re-written by two inequalities. The DDOI property can be seen as follows: The linear relaxation of the IMP (2) replaces integrality by 0 ≤ x i ≤ 1. However, these bounds are already enforced by the coupling constraints (2b). Hence, the RMP can be reformulated with unrestricted continuous variables x i ∈ R, i ∈ I. These variables have a corresponding dual constraint of the form (4). The implementation of the DDOIs into the column-generation model is therefore trivial because on must simply alter the x i variables into unconstrained variables. Since any optimal solution (x i ) to the linear relaxation of this extended formulation is also optimal to the linear relaxation of (2), the DDOI property follows from the equivalence stated in Proposition 1 in (Gschwind and Irnich, 2014) .
The impact of the DDOIs on the dual space is significant in cases, where only relatively few items belong to more than one block. Clearly, each of the |I| DDOIs reduces the dual space by one dimension, while the dimension of the π space is q∈Q |I q |. If only relatively few items belong to more than one block, the second number is approximately |I|. Caprara et al. (2013) noted that it would be possible to reformulate the IMP (2) without any x i variables for i ∈ I. In this case, the column-generation variables λ q v must replace the objective (2a), e.g., using the term v∈Eq p i v i λ q v for any chosen q ∈ Q (or any convex combination of these terms for all q ∈ Q). Moreover, the coupling constraints (2b) would have to be substituted by constraints that enforce compatible solutions between pairs of blocks. Caprara et al. (2013, p. 563) mentioned that the formulation with the x i variables, the so-called explicit master, worked better (see also Poggi de Aragao and Uchoa, 2003). Our explanation is that keeping x i ≥ 0 (as done by the authors) is beneficial as it partially stabilizes the dual variables using inequalities q∈Q:i∈Iq π qi ≥ p i for all i ∈ I instead of equalities (4).
Deep Dual-Optimal Inequalities for Item Pairs. A second type of DDOIs results from comparing the dual values of two items h, k ∈ I q for the coupling constraints (2b) of the qth block. Recall thatπ qh andπ qk are the marginal profits of including the items h and k in the qth block. One would suspect thatπ qh ≥π qk holds for optimal dual solutions (π,μ) if h is 'harder' to include than item k. Thereby, hardness should refer to both the weights, i.e., w h ≥ w k , and the points in time when the items are active relative to the block
For q ∈ Q, we define pairs of items for a replacement as
The last condition is hard to motivate, but it will turn out to be essential for the proof that the inequalities
are DDOIs. The formal proof can be found in Section Appendix A of the Appendix. In the following, the DDOIs (5) are denoted as DDOIs for item pairs.
The resulting primal column-generation formulation will include additional variables y q hk for each q ∈ Q, (h, k) ∈ R q . Its linear relaxation is:
Compared to the IMP (2), the difference is in the coupling constraints (6b), in which the new non-negative variables y q hk occur (nonnegativity is ensured by (6f)). These variables have a rather intuitive interpretation: Imagine a solution with only one y variable in a block positive, say y q hk = 1, and the block solution v given by λ q v = 1. It means that in the solution of the qth block, the item h is replaced by item k. Surely, constraint (6b) for i = h requires v h = 1 and x h = 0. In addition, the constraint (6b) for i = k then imposes v k = 0 and x k = 1. Hence, the block solution v h = 1, v k = 0 is flipped to x h = 0, x k = 1. This interpretation of the DDOI variables is very similar to the what happens in the cutting stock and bin packing problem, where a positive stabilization variable in the extended column-generation formulation is also a replacement of one item by another item in a chosen bin, see (Ben Amor et al., 2006) .
Even if both (4) and (5) are DDOIs as individual set of inequalities, their union does not provide DDOIs. If the bounds (6d) would be relaxed (which happens when unconstrained primal variables x i are introduced due to (4)), simultaneous replacements of the form y hk = y h k = 1 with h = h would become possible. Conversely, simultaneous replacements y hk = y hk = 1 with k = k would allow that two items are created out of the single item h. Both is not valid. Therefore, DDOIs (4) and (5) cannot be used together.
Computational Results
In this section, we summarize the computational experiments that we have conducted to compare the performance of the different column-generation algorithms to the TKP. We compare the otherwise identical branch-and-price algorithms that use different formulations as linear relaxations:
• Base: The linear relaxation of formulation (2), in which the DOIs (3) are implemented as "≤" inequalities in (2b) and (2c).
• DDOIs Profits: The linear relaxation Base supplemented by the DDOIs for profits (3).
• DDOIs Pairs: The linear relaxation (6) using DDOIs for item pairs, in which the DOIs (3) are implemented as in Base in (6b) and (6c).
Moreover, we compare with the branch-and-price algorithm of Caprara et al. (2013) whenever the information is available from their paper:
• Caprara et al.:
The algorithm uses the same linear relaxation as Base except that the convexity constraints (2c) are kept as equalities. (That is at least we read from the article.)
All algorithms were implemented in C++ using CPLEX 12.5 with default settings to solve the MIP subproblems. The experiments were performed on a standard PC with an Intel(R) Core(TM) i7-2600 at 3.4 GHz with 16.0 GB main memory using a single thread only. We base our experiments on the benchmark set introduced by Caprara et al. that consists of two subclasses I and U each comprising 10 groups with 10 instances per group. For details on the generation of the instances and on their characteristics we refer to (Caprara et al., 2013) . Note that by construction no DDOIs for item pairs exist for the U instances because the capacity C is chosen large so that no item pair h, k ∈ I fulfills w h + w k > C. Results for the U instances are, therefore, only presented for the algorithms Base and DDOIs Profits. Moreover, following the findings of Caprara et al. (2013) , we restrict our analysis to block sizes between 32 and 128, which provide the best results for the considered instances. The time limit was set to one hour.
Linear Relaxation Results. Table 1 Note first that the U instances are significantly harder to solve than the I instances. Indeed, neither algorithm was able to reach the LP bound for most instances within the time limit of one hour. For a better comparability of the different algorithms developed in our paper we added linear relaxation results of the U instances with an extended time limit of four hours. A comparison between the two base implementations Caprara et al. and Base is difficult. Table 1 shows that Caprara et al. produces within 1 hour significantly more LP results. Possible explanations are that our code is less efficient or that they used a slightly faster computer, a different numerical tolerance, or included some acceleration techniques that are not present in our implementation. Table 1 reveals that for all tested block sizes S both DDOIs for profits and DDOIs for item pairs stabilize the column-generation process and reduce the number of iterations needed to reach the LP bound. In the case of DDOIs for profits this also leads to a significant reduction of the computation times, especially for the difficult U instances. Moreover, algorithm DDOIs Profits provides LP bounds for many more instances than algorithm Base. In contrast, the stabilization effect of the DDOIs for item pairs does not help to reduce the computation times. Indeed, for block sizes of 64 and 128 algorithm DDOIs Pairs is on average slightly slower than algorithm Base. A more detailed analysis of the computation times is depicted in Figure 1 showing the linear relaxation solution times of the different algorithms relative to algorithm Base. Integer Results. Our integer solution results are summarized in Table 2 . The additional columns report the number of instances that were solved to proven optimality within the time limit of one hour (opt) and the average remaining percentage gap with respect to the best known solution (gap). Note that in preliminary tests, we observed that the block size S = 32 is not competitive with block sizes of 64 and 128 and therefore chose not to include it in our integer solution analysis. Instead, we consider the additional block size S = 96 between 64 and 128. From Table 2 it can be seen that the findings for the linear relaxation are transferable to integer solution results: Algorithm DDOIs Profits is clearly superior to algorithm Base with respect to computation times, number of solved instances, and remaining gap. The stabilization with DDOIs for items pairs, on the other hand, is not beneficial for the performance of the overall algorithm.
In Table 3 , we summarize the comparison of our results with the results of Caprara et al. (2013) . A more detailed, instance-wise comparison can be found in Tables B.4 and B.5 in Section Appendix B of the Appendix. Thereby, Caprara et al. refers to the strongest algorithm of Caprara et al. (2013) for a given instance. G & I has the analog meaning. We report the overall number of solved instances (opt), the number of instances that are solved to optimality only by the respective algorithm (↑ opt), the number of instances for which a stronger upper bound is provided by the algorithm (↑ ub), and the remaining average percentage integrality gap (gap). Table 3 reveals that we are able to solve all I instances including the four instances that were previously unsolved. Regarding the U instances, Caprara et al. proved optimality for 42 instances, while we solve 51 instances. Thereby, we solve ten previously unsolved instances failing only on one of the instances that Caprara et al. solved. We found stronger upper bounds for 54 instances, while their upper bounds are stronger only for four instances. Moreover, our remaining gap of 0.03% is significantly smaller than the 0.14% of Caprara et al..
Conclusions
In this paper we presented two types of column-generation stabilization methods for the temporal knapsack problem (TKP). Both methods are based on deep dual-optimal inequalities (DDOIs), namely, DDOIs 8 for profits and DDOIs for item pairs. The integration of these dual inequalities as additional primal columns in the column-generation formulation reduces the oscillation of the dual values and herewith the number of column-generation iterations. While DDOIs for item pairs are not effective for the overall branch-and-price, the DDOIs for profits are: On average, measured by the geometric mean of runtime ratios, the new formulation with DDOIs for profits reduces the computation time of the branch-and-price by approximately 40% for the easier I instances of Caprara et al. and by approximately 60% for the harder U instances. In summary, using DDOIs for profits is very simple to implement, but effective, since the stabilized branch-and-price solves additional TKP instances to optimality, improves many upper bounds, and reduces the remaining gap for almost all open instances.
The set of additional dual inequalities (DIs) E π ≤ e cuts part of the dual solution space. Thus,D is a restriction of D, whereas the corresponding primal modelP is a relaxation of P . We denote by D * the set of optimal solutions to the model D, i.e., the dual-optimal space.
The following equivalence is stated and proven in (Gschwind and Irnich, 2014 , Proposition 1). Equivalent are:
(i) E π ≤ e are DDOIs.
(ii) There exists a π * ∈ D * which is feasible also forD.
(v) For every feasible primal solution (λ, y) toP there exists a primal feasible solution λ to P with c λ ≤ c λ + e y. (vi) There exists a primal optimal solution (λ * , y * ) toP with Ey * = 0. Also,λ * is an optimal solution to P . (vii) Every optimal dual solution π * toD is optimal for D.
Proof that (5) are DDOIs. We will utilize the implication (v) ⇒ (i). Thus, let P be the linear relaxation of (2), and letP be the extended primal model (6). Note that in the formulations (2) and (6) the primal variables are x i for i ∈ I and λ q v for q ∈ Q, v ∈ E q . In the following, just one type of primal variables λ subsumes the x and λ variables in P andP . Moreover, in order to make the model (6) fit with formulationP , equality constraints can be established by introducing slack and surplus variables into (6d). Also these additional slack and surplus variables are subsumed in the λ variables ofP . Furthermore, the maximization objectives in (2) and (6) can be transformed into a minimization objectives by setting c i = −p i for the variables x i .
The additional dual inequalities E π ≤ e are the dual inequalities (5), here restated as
We see e = 0 in our case. Moreover, every additional primal column, i.e., the coefficients of the variable y q hk for q ∈ Q, (h, k) ∈ R q , has cost zero and exactly two non-zero entries: the entry +1 in the row indexed with q and h, and the entry −1 in the row indexed with q and k. From now on, we will call the pair (h, k) a valid replacement for the qth block (for a more general definition of valid replacements we refer to (Gschwind and Irnich, 2014) ).
Assume now that a feasible primal solution ((x,λ), y) to the extended model (6) is given. We have to show that there exists a primal feasible solution (x, λ) to the linear relaxation of formulation (2) with c x ≤ c x, i.e., property (v). The latter condition is equivalent to p x ≥ p x and we will show equality.
If y = 0 there is nothing to do because (x,λ) is feasible for (2) with identical profit and hence also optimal for (2). Otherwise, there is at least one positive component of y, say y q hk > 0 corresponding to a valid replacement (h, k) for the qth block. A replacement cycle (i 1 , i 2 , . . . , i p , i 1 ) for the qth block (with the additional definition i p+1 := i 1 ) is a cyclic sequence of different items such that (i s , i s+1 ) is a valid replacement and y q isis+1 > 0 for all s = 1, 2, . . . , p. A basic solution to (6) cannot contain any replacement cycles, since the corresponding columns are linear dependent. Consequently, all valid replacements (h, k) form a directed acyclic graph (DAG).
We first show that it is possible to construct, with the help of ((x,λ), y), another feasible solution ((x ,λ ), y ) to the extended model (6) with identical profit and 1 y < 1 y. The latter inequality means that we can reduce the infeasibility w.r.t. formulation (2). Now, choose a longest path P = (h = i 1 , i 2 , . . . , i p = i) in the DAG. Let ε := min{y Note that this new solution has identical cost and 1 y < 1 y holds.
By construction ((x ,λ ), y ) is feasible for the extended model (6). This type of update must be repeated (choosing a longest path in the DAG of a block) as long as y > 0. The iterative updates finally result in y = 0 because the replacement procedure eliminates at least one arc from the DAG for every chosen longest path P . This concludes the proof.
B. Extended Computational Results
Tables B.4 and B.5 present an instance-wise comparison of our results with the results reported in Caprara et al. (2013) . Caprara et al. refers to the strongest algorithm of Caprara et al. (2013) for a given instance. G & I has the analog meaning. We report the name of the instance (inst), the best known solution (lb), the upper bounds (ub), and if the instance is solved to proven optimality (opt).
