Abstract. The numbers of a-points of different classes of meromorphic functions have been widely studied for more than 120 years. As a culmination of similar studies, there arose classical Nevanlinna theory (1920s) and Ahlfors theory (1935). Clearly, further development should touch not only the numbers of a-points but also on their locations. Similar regularities were established nearly 30 years ago: they are the so-called proximity (or closeness) properties of a -points of meromorphic functions which describe mutual locations of a-points and imply simultaneously the key conclusions of Nevanlinna and Ahlfors theories.
Introduction
In what follows, we denote by w(z) a given meromorphic function in the plane. The classical Nevanlinna theory (created in the 1920s, [7] ) and Ahlfors theory (created in the 1935, [1] ) describe, particularly, numbers of a -points of meromorphic functions. The key conclusion of these theories can be expressed qualitatively as follows: for a given set of pairwise different values a 1 , a 2 , . . . , a q , q > 2, the numbers of a 1 , a 2 , . . . , a q -points of w are mainly close to each other for different a i = a j .
The proximity property a-points of w reveals an essentially new phenomenon: not only the numbers of the mentioned points but also their "geometric locations" are close to each other. A remarkable circumstance is that the proximity property implies also the mentioned above key conclusion of the Nevanlinna and Ahlfors theories.
The proximity property was first established in 1978, [2] , (see also [3] and [6] ), as a consequence of some results related to Gamma-lines, then as a further development of Ahlfors' theory (see [4] , 1983 and [5], 1985) . In [4] , the proximity property implies also the first and second fundamental theorems in Ahlfors theory (consequently the second fundamental theorem in Nevanlinna theory) and consequent deficiency relations in both Nevanlinna and Ahlfors theories.
Clearly, any investigation of locations of a-points should attract more instruments for studying than simply investigation of the numbers. And indeed, the versions in [4] and [5] are much more complicated than the key conclusions of Nevanlinna and Ahlfors theories. This complicatedness may become a certain hindrance for further studies related to the locations of a-points in complex analysis.
In this paper, we offer another simplified version of this property which is easy to understand even for the very beginners.
In fact, the new version consists of just one addition to the second fundamental theorem in Ahlfors theory. Accordingly, we should start with this theory.
The key results of Ahlfors theory
Let w(z) be a meromorphic function in C and let a 1 , a 2 
In what follows we denote by E some sets of finite logarithmic measure on the axis, that is, E dt/t < ∞; the sets E are different in different cases.
Theorem A (Ahlfors' second fundamental theorem [1]). For any meromorphic function w(z) in C and distinct complex values
For q > 4 we have
Integration of (*) and (**) gives corresponding key results in Nevanlinna theory, see [1] or [7, Chapter 13].
Simplified version of the proximity property a-points of meromorphic functions
We say that c i , i = 1, 2, . . . , is a set of proper cluster of a 1 , a 2 , . . . , a q -points of w if different c i have no common points, any c i is either empty or consists of a 1 , a 2 , . . . , a q -points and involves each a ν -point for any ν = 1, 2, . . . , q not more that one time; here multiple points are counted only one time. For any cluster c, we denote by n(c) the number of elements in c; here multiple points are counted only one time. Notice that due to the definition, n(c) ≤ q for any c. Denote by d(c) the diameter of c, that is, maximal distance between elements in c. Notation [x] stands for the greatest integer not exceeding x. C a 1 , a 2 
Theorem 1 (Simplified proximity phenomenon). Let w(z) be a meromorphic function in
and for any i = 1, 2, . . . , [A(r)] and r / ∈ E, we have
.
Sharpness.
Notice that in the sum in (1) we count just a part of a 1 , a 2 , . . . , a qpoints so that a ν ) ; consequently, (1) implies ( * ), that is, implies Ahlfors' second fundamental theorem. Since the last theorem is sharp, we conclude that (1) is sharp as well. Sharpness of (2) (up to the multiplier ϕ(r)) can be easily checked for the double periodic functions. A new aspect in distribution of a-points. Notice that Theorem 1 deals with essentially new aspects which were not touched in Nevanlinna and Ahlfors theories. In inequality (1), we deal with the same a 1 , a 2 , . . . , a q -points (as in the classics) but regrouped into some clusters, which have, in average from q − 2 till q different a 1 , a 2 , . . . , a q -points. In addition, inequality (2) shows that all a 1 , a 2 , . . . , a q -points occurring in each cluster should be close to each other. Thus we obtain the proximity (or closeness) phenomenon for meromorphic functions which qualitatively can be expressed as follows: the a 1 , a 2 , . . . , a q -points lie mainly in [A(r)] proper small clusters and a 1 , a 2 , . . . , a q -points in each cluster are close to each other. Notice that for w with lower order greater than 2, the diameters d(c i (r)) of the clusters occurring in D(r) tend to zero when r tend to infinity; recall that ϕ(r) is arbitrary. Respectively, distances between a 1 , a 2 , . . . , a q -points occurring in each of these clusters tend to zero. The larger the characteristic of w, the stronger these distances tend to zero.
Theorem 1 generalizes inequality (*) of Theorem A. The following result generalizes similarly inequality (**) dealing with simple a-points only. C, a 1 , a 2 
Theorem 2 (Simplified proximity phenomenon for simple a-points only). Let w(z) be a meromorphic function in

, . . . , a q ∈C, q > 4, be a set of distinct complex values, ϕ(r) be a monotone function tending to +∞ (as slowly as we please). Then in any D(r) there are [A(r)]proper clusters c
Proof. We prove Theorem 1 using the following Theorem 1 in [4] . C, a 1 , a 2 , . . License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms is a subset of multiple a 1 , a 2 , . . . , a q -points; here, clearly, ∂ means the boundary. II. {Φ(r)/A(r)} → 1, when r → ∞ and r / ∈ E, where E is a set of values r of finite logarithmic measure.
Let w(z) be a meromorphic function in
. , a q ∈C, q > 4, be a set of distinct complex values, ψ(r) be a monotone function tending to +∞ (as slowly as we please). Then for every r there are Φ(r) simply connected domains
III.
where n * (r, a ν ) is the number of a ν -points (without counting of multiplicities) in
One can easily see that due to item I we can consider a 1 , a 2 , . . . , a q -points lying in each E k (r) as a cluster of simple a 1 , a 2 , . . . , a q -points. On the boundaries ∂E k (r), we may have also some multiple points and a given multiple point may occur in different ∂E k (r). By attributing each similar multiple point to one of the mentioned clusters of simple a 1 , a 2 , . . . , a q -points, we obtain a set of clustersć k (r), k = 1, 2, . . . , Φ(r). Then due to II we have
due to III we have
due to IV we have
Denote by Φ * (r) the number of clusters satisfying d(c k (r)) > ψ 2 (r)r/A 1/2 (r) and by Φ * * the difference Φ(r) − Φ * (r). Denote by c * k (r) those clusters we count in Φ * (r) and by c * * k (r) those clusters we count in Φ * * (r). Due to (6) we have 
From the definition and (5)- (9), we obtain To obtain Theorem 1, we take ϕ(r) := ψ 2 (r) and substitute Φ * * (r) by [A(r)]. Notice that for those r for which Φ * * (r) = [A(r)] inequalities (6 ) and (7 ) give respectively inequalities (2) and (1) (6 ) gives (2) and (7 ) gives (1) (since, due to (8), the total number of all a 1 , a 2 , . . . , a q -points in the removed clusters is o (A(r)) ). In the case when Φ * * (r) < [A(r)], we can simply add some [A(r)] − Φ * * (r) empty clusters. Again (2) and (1) follow respectively from (6 ) and (7 ). This completes the proof.
