Heat dissipation and the related thermal-mechanical stress problems are the major obstacles in the development of the three-dimensional integrated circuit (3D IC). Reliability management techniques can be used to alleviate such problems and enhance the reliability of 3D IC. However, it is difficult to obtain the time-varying stress information at runtime, which limits the effectiveness of the reliability management. In this article, we propose a fast stress estimation method for runtime reliability management using artificial neural network (ANN). The new method builds ANN-based stress model by training offline using temperature and stress data. The ANN stress model is then used to estimate the important stress information, such as the maximum stress around each TSV, for reliability management at runtime. Since there are a variety of potential ANN structures to choose from for the ANN stress model, we analyze and test three ANN-based stress models with three major types of ANNs in this work: the normal ANN-based stress model, the ANN stress model with handcrafted feature extraction, and the convolutional neural network-(CNN) based stress model. The structures of each ANN stress model and the functions of these structures in 3D IC stress estimation are demonstrated and explained. The new runtime stress estimation method is tested using the three ANN stress models with different layer configurations. Experiments show that the new method is able to estimate important stress information at extremely fast speed with good accuracy for runtime 3D IC reliability enhancement. Although all three ANN stress models show acceptable capabilities in runtime stress estimation, the CNN-based stress model achieves the best performance considering both stress estimation accuracy and computing overhead. Comparison with traditional method reveals that the new ANN-based stress estimation method is much more accurate with a slightly larger but still very small computing overhead.
TRADITIONAL STRESS ANALYSIS FOR 3D ICS USING FEM-BASED METHOD
In this section, we introduce some preliminaries of FEM-based stress modeling for 3D IC with the appearance of TSVs. The FEM-based method serves as the golden 3D IC stress analysis method. It also provides sampling data for the training process of the new runtime stress estimation method. Different 3D IC chips may have different TSV distributions. For example, the TSVs may distribute uniformly [39] on chip as shown in Figure 1(a) , and they may also form nonuniform distribution [24] as shown in Figure 1 demonstration here, we build a two-layer 3D IC chip structure with uniform TSV distribution in COMSOL as shown in Figure 2 . A popularly used TSV structure [22] with full copper filling and a silicon dioxide liner between copper and silicon applied is shown in Figure 3 .
As a necessary structure in 3D IC, TSVs, however, lead to the thermal induced stress problem, which harms the reliability of the chip. There are two major reasons for the problem. For the first reason, TSV usually has a much higher thermal conductivity than silicon wafers because of the materials it used. As a result, a large temperature gradient may appear in the area close to TSV, which usually leads to large thermal stress. For the second reason, the mismatch in CTE also brings significant stress increase. The CTE of copper is 17e − 6 K −1 , which is nearly seven times larger than that of silicon (2.56e − 6 K −1 ). When temperature increases with the same degree, the copper expansion will be much more significant than silicon, resulting in considerable stress.
The stress in solid in Cartesian coordinate can be expressed as [6] :
where
.
The terms ( f x , f y , f z ) are forces in the x, y, and z directions; (u, v, w ) are displacements in the three directions; E is the elastic modulus; ν is the Poisson ratio; α is the thermal expansion coefficient; T is the temperature; and μ and λ are the Lamé coefficients. From Equation (1), it can be observed that ( f x , f y , f z ) changes with temperature T . As a powerful method for the analysis of thermo-mechanical stress in a complex structure where experimental investigation is quite difficult, FEM method can be used to build the 3D IC stress model based on Equation (1) . We have built a two-layer 3D IC model with 12 × 12 TSVs uniformly placed in the whole chip using the FEM-based software COMSOL. The size of whole chip is 1 cm × 1 cm × 300 µm, and it is divided into 4 × 4 same-sized blocks to represent 16 cores. Both of the two layers are 1 cm × 1 cm × 100 µm as shown in Figure 2 . For the TSV structure, we set the values of r i and r o in Figure 3 as 20 µm and 24 µm, respectively. We also couple the solid heat conduction field and the solid mechanical field. The stress-free temperatures of 3D IC can be set differently according to different manufacturing processes (specifically, the common stress-free temperatures are 300 K [8] , 323 K [20] , and 548 K [15] ). Using the FEM model, temperature and Von Mises stress information can be extracted with different power distributions as model input.
Take the bottom layer as an example. From Reference [23] , it is known that the stress in the Z direction is 0, and as a result, we only need to analyze the stress in the 2D plane. Figure 4 (a) and Figure 4(b) show the temperature and Von Mises stress of bottom surface for a given power distribution with stress-free temperature 300 K [8] , respectively. By observation and comparison of these two figures, it is easy to find out that stress depends not only on temperature but also on TSV positions: There are many places that have higher temperatures but turns out to have smaller stresses than that of some lower temperature places, because the previous places are much further away from TSVs than the latter ones. This is an important observation that means that taking only the temperature as the optimization consideration is insufficient for reliability management methods. 
RUNTIME STRESS ESTIMATION FOR 3D IC USING ARTIFICIAL NEURAL NETWORK
In the previous section, we have shown that stress distribution in 3D IC realtes not only relates to the temperature distribution but also to the TSV distribution. As a result, it is important to take the stress information directly into account in reliability management methods. Unfortunately, the FEM-based stress analysis method is too expensive to be used for reliability management, which requires real-time stress information.
In this section, the new ANN-based runtime stress analysis method will be presented to solve the problem above. We will start with showing the basic idea that leads to the ANN-based runtime stress estimation method in Section 4.1. Then, the general framework of ANN-based stress model is presented in Section 4.2. This framework is compatible with different ANN structures, so we demonstrate three ANN stress models with different ANN structures. To be specific, the normal ANN-based stress model is presented in Section 4.3, where the potential problem of this simple ANN structure is also analyzed. An improved ANN stress model with hand-crafted feature extraction is shown in Section 4.4. Although this structure can be powerful in theory, its performance highly depends on the human experience. Finally, the CNN stress model is demonstrated in Section 4.5. With the automatic feature extraction ability specialized in image processing, the CNN stress model should be powerful in runtime stress analysis.
The Basic Idea of Building the ANN-based Stress Model
In this part, we show the basic idea of using ANN-based stress model for runtime stress estimation of 3D IC. The key observations and thinking that lead to the ultra fast ANN model-based stress analysis are presented.
First, runtime 3D IC stress analysis can be performed for individual TSV instead of the full-chip. As discussed in Section 3, TSV usually has a higher thermal conductivity than silicon wafers. As a result, a large temperature gradient may appear in the area close to TSV, resulting in large stress. In addition, large stress also tends to appear at the positions where different materials attach, that is, near TSV [2, 23] . Because of the reasons above, the largest stress always appears not far away from the TSV center as verified by Figure 4 and much related research [2, 15, 23] . These observations indicate there is no need to build a full-chip stress model as in Section 3. Instead, a stress model for each TSV is preferred to save computing time, especially for runtime usage where speed is preferred over accuracy.
Second, only very few important stress information like the maximum stress around each TSV is needed for runtime reliability management of IC systems. In reliability model, thermal and stress information is always chosen at the worst case, since we need such conservative condition to guarantee the absolute safety of IC systems. For example, in the reliability model considering stress migration effect, the mean time to failure (MTTF) of the IC system is calculated as [1, 32, 33] 
where A 0 , n sm , and E a are material-dependent constants, k b is Boltzmann constant, and T o is operating temperature of the IC system. We can see from Equation (2) that MTT F S M will be smaller with larger stress σ and larger operating temperature T o . In other words, larger stress and temperature lead to a shorter lifetime. As a result, when the reliability model (2) is used for reliability management, σ in Equation (2) should be the maximum stress such that the MTTF is always underestimated to guarantee the absolute safety of the IC system in the management process [33] . In conclusion, runtime reliability management does not require full-chip stress information. Instead, it relies on the important stress information like the maximum stress. Third, ANN is a good candidate in modeling the complex relationship between the temperature input and the important stress output. ANNs are a family of statistical learning models inspired by biological neural networks (the central nervous systems of animals, in particular the brain), they are widely used to estimate or approximate functions that can depend on a large number of inputs. Especially, as a nonlinear model with complex internal connections, ANN shows significant advantages in modeling the nonlinear complex systems. Such advantages have already led to the huge success of applying ANN in computer vision, pattern recognition, speech recognition, language processing, etc. [10] . According to the previous paragraph, the input and output of the stress model are temperatures around each TSV and the important stress information of each TSV, respectively. The relationship between such input and output is not direct and highly nonlinear. As a result, as a nonlinear model specialized in modeling complex systems, ANN is chosen as the compact stress model for runtime stress estimation.
As discussed above, the maximum stress around each TSV is chosen as the output of the compact stress model to save the computing cost as it is the sufficient stress information required by 3D IC reliability management. ANN, which is good at extracting the complex connections between input and output, is used to capture the complex temperature-stress behavior in 3D IC.
The Framework of ANN-based Stress Model
In this part, the framework of the ANN-based stress model will be demonstrated, which works for all ANN structures presented in this article. The new stress model aims at calculating the maximum stress around each TSV on chip at runtime speed by taking the temperature distribution around the TSV as input.
To be specific, an ANN stress model for each TSV is built with the input-output structure as shown in Figure 5 (a). The input of the model is the temperature around the TSV, written as {T 1 ,T 2 , . . . ,T n д }, where n д is the temperature grid number around each TSV. Because the largest stress always appears not far away from the TSV center as discussed in Section 4.1, taking all temperature data around one TSV as inputs introduces a lot of redundancy, which harms the stress estimation speed and accuracy. As a result, we simply ignore the temperature information for the grid elements that are further than a threshold distance, leading to significant redundancy reduction. For runtime usage, the temperature around the TSV can be obtained by runtime thermal estimation method with the help from the on-chip thermal sensors. There are many runtime thermal estimation methods proposed recently. For example, the interpolation-based method estimates the full-chip temperature with negligible computing overhead [21] , and the leakage-aware thermal estimation method provides highly accurate temperature distribution at runtime [36] .
The model output is the maximum stress σ . The ANN stress model is also compatible with multiple outputs, denoted as {σ 1 , σ 2 , . . . , σ n o }, where n o is the output number. But in this work, we focus on the single output case for simplicity, which is sufficient for reliability management at runtime.
Internally, ANNs are generally composed of interconnected "neurons," which send messages to each other. The neurons have the same structure as shown in Figure 5 (b), representing the same function (assume this neuron has n i inputs):
where x i is the ith input, w i is the weight of x i , b is the bias, and y is the output. f is a nonlinear function called the activation function. The common activation functions are tanh, sigmoid, and relu. Their formulas are expressed as follows:
Although all neurons have the same structure, multiple neurons can compose different layers, and multiple different layers compose different complex neural networks.
The ANN stress model must be trained offline before it can be used for runtime stress estimation. To perform training, many input (temperature around the TSV) and output (maximum stress) data pairs (called samples) of the ANN stress model are first obtained (one data pair is obtained from one TSV) by measurements or detailed FEM simulations of the 3D IC with different power/temperature distributions. Then, the ANN stress model is trained using these data pairs (samples). Specifically, training means tuning the network parameters (such as weights) to minimize the difference between the ANN stress model outputs (with the sample input data as input) and the sample output data. After training, the ANN stress model can be used for runtime stress estimation. It will take the temperature data around each TSV as input, and output the maximum stress estimation for the corresponding TSV in a 3D IC. To achieve the best stress estimation accuracy, we recommend collecting the training samples from the same 3D IC on which the runtime stress estimation is performed. Fig. 6 . A normal ANN-based stress model with two hidden layers, n д inputs and 1 output. All the adjacent layers are fully connected in this model. Fig. 7 . The circular shaped temperature grid. Assume the plane around the TSV is divided into k pieces (each piece with an angle θ = 2π /k in the figure) around the full circle by the radial lines and j rings divided by the circles, making a total of n д = k × j temperature inputs. T i (1),T i (2), . . . ,T i (j) represent the j temperatures of the ith piece.
With the same general framework presented above, the ANN stress model can have a variety of structures. They have different model accuracy and compactness due to their different feature extraction abilities. In the following parts, three ANN stress models with different structures will be demonstrated, including the normal ANN-based stress model (Section 4.3), ANN stress model with hand-crafted feature extraction (Section 4.4), and CNN-based stress model (Section 4.5).
The Normal ANN-based Stress Model
In general, the normal ANN-based stress model has a simple structure. It has multiple layers with different numbers of neurons in each layer. The adjacent layers in the normal ANN-based stress model are fully connected, i.e., the output of a neuron in the previous layer is connected to the inputs of all neurons in the next layer.
An example of this normal ANN-based stress model is given in Figure 6 . The first layer is called the input layer and the last layer is called the output layer, forming the same input-output structure as the ANN stress model framework shown in Figure 5 (a). The other layers are called hidden layers.
To generate the input of the stress model, we generate temperature grids in a circular shaped way as shown in Figure 7 . Assume the plane around the TSV is divided into k pieces (each piece with an angle θ = 2π /k in the figure) around the full circle by the radial lines, and j rings divided by the circles, making a total of n д = k × j temperature inputs. As discussed in Section 4.2, only the temperatures of the grid elements close enough to the center are selected as inputs of the ANN.
The normal ANN stress model can be trained offline using the standard backpropagation (BP) method in conjunction with an optimization method such as gradient descent. Since this training process is standard and does not introduce runtime overhead, interested readers are referred to Reference [10] for details.
The normal ANN-based stress model has a drawback: Its input temperatures have redundancies, resulting in a less compact stress model. To be specific, the TSV and the areas around it have a rotational symmetry property due to its round structure: Two different thermal/stress maps can be exactly the same after a certain amount of rotation. This clearly indicates redundancy if we take these two thermal/stress maps as different samples. We will show next that such redundancy can be reduced by using the ANN stress model with hand-crafted feature extraction.
The ANN Stress Model with Hand-crafted Feature Extraction
As discussed previously, the normal ANN-based stress model presented in Section 4.3 has a problem: It has large input redundancy due to the rotational symmetry property of the TSV structure. Such large input redundancy may lead to a large-sized ANN stress model with large computing overhead or an ANN stress model with large stress estimation error.
To solve this problem, we introduce the second ANN stress model in this section. This model has the same ANN structure as the previous one, but we add a hand-crafted feature extraction procedure to the input data to reduce the redundancy in the original input.
The proposed hand-crafted feature extraction scheme is demonstrated in Figure 7 . We first generate temperature grids in the same way as the normal ANN stress model presented in Section 4.3. Assuming the plane around the TSV is divided into k pieces and j rings, we can calculate the total temperature value of all sections in each piece. For example, there is M i = T i (1) + T i (2) + · · · + T i (j) for the ith piece. Then, we find the largest total temperature value and record the corresponding piece's angle, with respect to a reference line. Finally, we are able to rotate the largest total temperature piece back to the reference line for all samples and solve the rotational symmetry problem.
The remaining procedures (such as the training process) of the ANN stress model with handcrafted feature extraction are the same as the normal ANN stress model, because they basically share the same internal network structure.
The CNN-based Stress Model

Motivation of Using CNN for Automatic Feature Extraction in Runtime Stress Estimation.
In the previous part, we have shown an improved ANN stress model with hand-crafted feature extraction scheme. However, building such a model requires human observation and experience in finding the redundancies inside the input to extract the key features. Since there can be a variety of redundancies and features, it is extremely difficult to design an efficient feature extraction scheme based on human experience. Taking the hand-crafted feature extraction scheme in Section 4.4 as an example, it still has two drawbacks.
First, the temperature data are reshaped and flattened as a vector, which is then fed to the ANN stress model as the input. However, the temperature information around each TSV clearly has spatial correlations in the two-dimensional space on the horizontal plane. Within the plane, there are correlation and gradient related features in the temperature data, but flattening these temperature data into a vector makes extracting these spatial features even more difficult. Second, the hand-crafted feature extraction procedure could be much more complex than exploiting the rotational symmetry property. Although we know considering the rotational symmetry only is insufficient to unleash the full potential of the ANN stress model, designing a more advanced feature extraction scheme by observation is too difficult for human.
Based on the reasons above, we further analyze the performance of the ANN stress model with automatic feature extraction. Specifically, we introduce the CNN [18] to perform the automatic feature extraction at the input stage of the ANN stress model. With the CNN structure, the twodimensional features can be extracted, leading to a more accurate stress estimation.
CNN is specialized in handling data with a gridlike pattern, because it can process data in the plane by extracting the distribution and gradient related features automatically [10] . Because of this, CNN has been tremendously successful in applications such as image processing and pattern recognition.
Similarly to image processing, stress estimation also deals with gridlike data input, since the temperature grids around each TSV are just like a picture. We can even convert the temperature data into a picture by replacing the temperature values with standard gray-scale values. As a result, CNN model, which specializes in extracting features from two-dimensional gridlike data, can be applied to our fast stress estimation problem at the input feature extraction stage.
The General Structure of the CNN-based Stress
Model. CNN is defined as the neural network that implements convolution operation in at least one of its layers. The structure of CNN used for runtime stress estimation in this work is shown in Figure 8 , with the following data processing flow. First, we import the same input temperature data as in the ANN stress model framework into the CNN stress model. Second, the convolutional layer and pooling layer will process the input temperature data and extract its key features as the output data matrices called feature maps. Note that there are multiple convolution/pooling operations working in parallel in each convolutional/pooling layer. We can also repeat these two steps by adding multiple convolutional and pooling layers. Third, a flatten layer will flatten the feature maps in matrix form into vector form, which is then fed into a fully connected neural network. Finally, the maximum stress around the TSV is obtained as the output of the fully connected neural network. Next, we will look into each layer of the CNN-based stress model and specially focus on the two important layers: the convolutional layer and the pooling layer. The functional details of each layer in the stress estimation process will be illustrated. Figure 8 , temperature distribution data at n д positions around the TSV is directly input as a n d × n d temperature matrix (with n д = n 2 d ). This is because the CNN operates directly on the two-dimensional matrix data (or high-dimensional tensors in general), unlike the normal ANN, which operates on vector data. The element value in the input temperature matrix is the temperature value at the corresponding spatial position around the TSV, which is similar to the gray-scale value of a picture. Figure 8 performs convolution operation, which is one of the key operations in the CNN stress model. The main purpose of performing convolution in stress estimation is to eliminate the redundancies in the input matrix and storing only the important information into a smaller output matrix called feature map. The convolution operation can be expressed as the following equation:
The Input Layer of the CNN Stress Model. First, at the input layer shown in
The Convolutional Layer and Its Properties. The convolutional layer in
where C is the output feature map matrix with C (i, j) as its element at the ith row and jth column (we also use the same representation in other matrices like K). K ∈ R n k ×n k is the convolution kernel matrix, with kernel size n k × n k . D is the input matrix of convolution operation. 1 To extract different features of the input data, usually there are multiple convolution operations with different convolution kernels working in parallel on the input data, as shown in Figure 8 . The convolution process is demonstrated in Figure 9 . From this figure, it is clear that the convolution process, usually represented in matrix form (as in Figure 8 ), is also composed of the basic neuron structure shown in Figure 5 normal ANN is fully connected. For example, D(1, 1) in the convolutional layer is only connected to C (1, 1). Second, there are weight shares for different connections in the convolutional layer, while the weights of different connections are generally different for normal ANN. This also means convolutional layer usually has much fewer weights than a normal ANN layer. To be specific, as defined in Equatoin (4), the weights in convolution are actually the convolution kernel matrix elements. For the example shown in Figure 9 , there are only four weights (K (1, 1), K (1, 2), K (2, 1), and K (2, 2)) in the convolutional layer, and weight
The two properties presented above lead to several advantages of the CNN stress model in fast stress estimation. First, stress estimation using CNN is faster than using a normal ANN structure, due to the sparse connectivity property in CNN. Equivalently, it also means we can build a larger and deeper network using CNN than using normal ANN, with the same runtime overhead. In addition, the weight sharing property means the storage requirement is smaller for CNN with the same size.
More importantly, the two properties lead to the fact that convolution is very efficient in extracting the features of the input temperature data, especially in detecting the shape of the large spatial gradients (which is also called detecting the edge features) [10] . Since stress is caused by large temperature gradient as discussed in Section 3, large stress tends to appear in places with large temperature gradients, or in other words, with obvious edge features. These edge features can be extracted by convolution efficiently. Now, we employ a specific example in Figure 10 to show the convolution process in edge feature extraction. The temperature data map around a TSV is presented in Figure 10 (a), which is equivalent to a gray-scale image shown in Figure 10 (b). Subsequently, the convolution operation is performed on the original temperature data map with a trained convolution kernel. The feature map after convolution is given in Figure 10 (c), with edge features clearly visible.
After convolution, activation is applied to the output matrix in the convolutional layer. This is a standard operation to enable the nonlinear modeling ability of neural network as presented before in Section 4.2.
The Pooling Layer and Its
Properties. Now we present the pooling layer, which always appears after the convolutional layer as shown in Figure 8 .
The pooling layer further shrinks the size of its input feature map (which is also the output feature map of the convolutional layer). This process is done by outputting only one single statistic for several adjacent data elements in the input feature map. Specifically, each output element of the pooling layer is computed from n p × n p adjacent elements of a local square within the input feature map, by using a function such as taking the average (called the average pooling) or taking the maximum (called the max pooling) of these adjacent input elements, where n p × n p is called the pooling window size. The input elements for different output elements do not overlap. So the output feature map of the pooling layer is n 2 p times smaller than its input feature map. The main purpose of using pooling operation in stress estimation is to make the features invariant to small position changes in the input feature map, such that the exact position information is dropped as redundant information. In stress estimation, we usually care much more about the presence of the features than the exact positions of these features. For example, the maximum stress around the TSV, which is the final output of the stress model, is determined by a local temperature pattern feature rather than such feature's exact location. Thus, the exact feature position information can be dropped by using the pooling operation without effecting the final output accuracy, leading to a much smaller output feature map after pooling. More importantly, the max pooling operation makes the CNN structure immune to the rotational symmetry problem in the The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column; 300K, 323K, and 548K denote the stress-free temperatures. The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column; 300K, 323K, and 548K denote the stress-free temperatures.
TSV structure presented previously in Section 4.3, because it has been proved that max pooling over spatial positions is naturally invariant to translation [11] . Now, we continue to use the example in Figure 10 to illustrate the effect of the pooling operation on stress estimation. We process the input feature map shown in Figure 10 (c) using max pooling operation (with pooling window size 2 × 2), and then the output feature map after pooling is shown in Figure 10(d) . The two feature maps (before and after pooling) look very similar to each other, meaning the pooling operation successfully preserved the important features of the input feature map. Furthermore, the output feature map in Figure 10(d) is four times smaller (with 28 × 28 data elements) than the input feature map in Figure 10 (c) (with 56 × 56 data elements). This is because the pooling operation reduces the redundancies in the input feature map by dropping the exact feature position information. This example proves the benefits of pooling: The feature map size is reduced while the key features in the original feature map are well preserved. Figure 8 , after pooling, the flatten layer will transform the two-dimensional feature maps into a data vector. The data vector will be further processed by a fully connected ANN. Finally, the maximum stress will be outputted by the fully connected ANN, which completes the whole stress estimation process using the CNNbased stress model.
The Rest of the Layers after the Pooling Layer. As shown in
EXPERIMENTAL RESULTS
In this section, we present the experimental results to show the performance of the fast stress estimation method for 3D IC using ANN-based stress models. The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column; 300K, 323K, and 548K denote the stress-free temperatures.
Experimental Settings
The training and validation procedures of all ANN stress models are performed using the open source deep learning toolbox Apache MXNet framework [5] on a laptop PC with 2.50GHz dualcore four-thread CPU and 8GB memory. The stress-free temperature of 3D IC can be different depending on different manufacturing processes. In this experiment, we set three common stress-free temperatures as 300K [8] , 323K [20] , and 548K [15] .
The temperature and stress data for training and validation in this experiment are obtained from 3D IC models built in COMSOL 5.0. To be specific, the training data are generated from 3D IC with 144 uniformly distributed TSVs (see Figure 2 ) as presented previously in Section 3. The validation data are obtained from three 3D ICs: the first one with the same structure as the one used to generate training data (see Figure 2 ), the second 3D IC model with a common nonuniformly TSV distribution containing 64 TSVs [24] (see Figure 11 ), and the third 3D IC model with random TSV distribution containing 50 TSVs (see Figure 12 ). All the 3D ICs share the same TSV structure as shown in Section 3.
The training and validation sample numbers are summarized in Table 1 , where each sample contains the input temperature distribution data and the corresponding stress distribution data around a TSV. As shown in the table, for each stress-free temperature, we get 11, 520 training data samples (with a total data size of 225MB) by simulating the 3D IC model in COMSOL with different power distributions. Specifically, the power distributions for training are created manually (called synthetic power), which should be diverse enough to cover the power range from The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column; 300K, 323K, and 548K denote the stress-free temperatures.
the low power (idle state of core) to the high power (high-performance state of the core) for each core. In this work, we randomly set the power of each core to be between 0 W and 3 W, which leads to a wide temperature range of 293K to 393K (20 • C to 120 • C) to cover the temperature range of everyday use of the chip. We also generate 18,160 data samples (with a total data size of 360MB) for validation. To test the generality of the new ANN stress models, the validation data samples are generated in different ways. First, we generate 2,880 samples using the 3D IC with uniform TSV distribution and synthetic power ("Uniform" TSV distribution and "Synthetic" power in Table 1 ). Second, we generate 2,880 samples using the 3D IC with uniform TSV distribution and SPEC CPU 2000/2006 benchmark power [12, 13] , where the benchmark powers are randomly assigned to cores ("Uniform" TSV distribution and "SPEC" power in Table 1 ). In a similar way, we obtain 3,200 samples using the 3D IC with nonuniform TSV distribution and synthetic power ("Nonuniform" TSV distribution and "Synthetic" power in Table 1 ), 3,200 samples using the 3D IC with nonuniform TSV distribution and SPEC CPU 2000/2006 benchmark power ("Nonuniform" TSV distribution and "SPEC" power in Table 1 ), 3,000 samples using the 3D IC with random TSV distribution and synthetic power ("Random" TSV distribution and "Synthetic" power in Table 1) , and 3,000 samples using the 3D IC with random TSV distribution and SPEC CPU 2000/2006 benchmark power ("Random" TSV distribution and "SPEC" power in Table 1 ).
For each sample, we only take the COMSOL temperature data within 0.14mm to the center of this TSV as explained in Section 4.1. Because COMSOL has different data grid from the input data grids required by our ANN stress models, we use interpolation to solve this problem. All ANN stress models have the same input data size n д = 784. Specifically, the input data grid is formed The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column; 300K, 323K, and 548K denote the stress-free temperatures.
by 16 pieces and 49 rings for the normal ANN stress model and the ANN stress model with handcrafted feature extraction, while the input data grid is 28 × 28 for the CNN stress model. The activation function for all ANN stress models is chosen as tanh, which shows accuracy advantage over the other two popular activation functions sigmoid and relu. The optimization algorithm used for training is gradient descent, which has good convergence speed.
The general hyperparameters used to train and verify the ANN stress models in this experiment are collected in Table 2 . In this table, batch size, learning rate, and training epoch are parameters for gradient descent, which are determined by trial and error.
Accuracy and Computing Overhead Tests of the ANN-based Stress Models
In this part, we will test the three ANN-based stress models and compare their performances in both stress estimation accuracy and computing overhead.
Performance of the Normal ANN-based Stress Model.
We first test the performance of the normal ANN-based stress model, whose structure is presented in Section 4.3. To see the performance of the model with different sizes, we build several models with different hidden layer numbers and different neuron numbers in each hidden layer. Please note all models must have the same number of neurons in the input layer and the output layer.
The stress estimation accuracy results of the normal ANN-based stress models with different sizes are listed in Table 3 , with validation samples generated from the 3D IC with uniform TSV distribution. The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column. It is noted that the best accuracy result is achieved by the The neuron numbers in different hidden layers are separated by semicolon in the "Hidden layer configuration" column; 300K, 323K, and 548K denote the stress-free temperatures. ANN with two hidden layers configured as "55; 15", with average error to be within 7% for all test cases. Further increasing the neuron numbers in the hidden layers or increasing hidden layer number does not necessarily lead to more accurate stress estimation, because of overfitting.
From the table, we also observe that the normal ANN-based stress model shows similar accuracy for synthetic power and SPEC benchmark power, even with the fact that SPEC benchmark power data are not used in the training process. This indicates the trained network using synthetic power data is general enough to work with the SPEC benchmark power.
We also test the normal ANN-based stress model using validation samples generated from 3D ICs with nonuniform and random TSV distributions. The corresponding accuracy test results are shown in Table 4 and Table 5 . By comparing the results in Table 3 , Table 4 , and Table 5 , we see that the errors of testing on 3D ICs with both nonuniform and random TSV distributions are slightly larger than those on 3D IC with uniform TSV distribution. This is because the normal ANN-based stress model is trained using only the samples generated from the 3D IC with uniform The shared configurations of all CNN stress models are given in Table 9 . The configuration parameters in different convolutional layers are separated by semicolon in the "Convolutional layer configuration" column, with "i × i, j" meaning the kernel size is i × i and the convolution number working in parallel is j in the corresponding layer; 300K, 323K, and 548K denote the stress-free temperatures.
TSV distribution. Even so, the accuracy of the normal ANN-based stress model is still good for the 3D ICs with nonuniform and random TSV distributions: The ANN with two hidden layers configured as "55; 15" still achieves an average error that is smaller than 7% for all test cases. This indicates the normal ANN-based stress model even works on other 3D ICs with different TSV distributions, with slightly larger errors. Nevertheless, we still recommend to train the ANN stress model using samples from the exact 3D IC structure to achieve the best accuracy.
The runtime results of the normal ANN-based stress models are collected later in Table 13 together with the other two ANN-based stress models. The computing overhead increases as the ANN model size increases. For the ANN model with the best accuracy (with two hidden layers configured as "55; 15"), the stress estimation only takes 0.17ms, which is extremely fast as a runtime method.
Performance of the ANN Stress Model with Hand-crafted Feature
Extraction. Now we test the ANN stress model with hand-crafted feature extraction, whose structure is demonstrated in Section 4.4.
The stress estimation accuracy results of this ANN stress model on 3D ICs with uniform TSV distribution, nonuniform TSV distribution, and random TSV distribution are collected in Table 6 , Table 7 , and Table 8 , respectively. By comparing the accuracy results in Tables 3, 4, and 5 with  Tables 6, 7 , and 8, we see that the ANN stress model with hand-crafted feature extraction is generally more accurate than the normal ANN-based stress model. Specifically, the ANN stress model with hand-crafted feature extraction reaches its best accuracy with two hidden layers configured The shared configurations of all CNN stress models are given in Table 9 . The configuration parameters in different convolutional layers are separated by semicolon in the "Convolutional layer configuration" column, with "i × i, j" meaning the kernel size is i × i and the convolution number working in parallel is j in the corresponding layer; 300K, 323K, and 548K denote the stress-free temperatures.
as "55; 15." Its average error is within 5% for all test cases, which is much smaller than that of the most accurate normal ANN stress model (also with two hidden layers configured as "55; 15"). This is because the rotational symmetry induced redundancy in the input of the normal ANN stress model is eliminated by using the hand-crafted feature extraction scheme presented in Section 4.4.
The computing time of the ANN stress model with hand-crafted feature extraction is essentially the same as the normal ANN stress model by analyzing the data in Table 13 . This is because the two ANN stress models basically have the same internal fully connected structure.
Performance of the CNN-based Stress Model.
In this part, we test the performance of the CNN-based stress model.
Since the CNN-based stress model has complex structure, it has a large number of configuration combinations. To better demonstrate the accuracy of CNN stress models with different sizes, we first perform a lot of experiments to determine some common configuration settings that work well for all CNN stress models, regardless of the convolutional layer configuration. These common configuration settings are shown in Table 9 , including pooling type, pooling window size, and neuron number in hidden layer of the fully connected ANN.
With the shared configuration settings, we created several CNN stress models by changing the convolution layer number, 2 convolution kernel size, and the convolution number working in parallel in each convolution layer. The accuracy performances of these CNN stress models are given The shared configurations of all CNN stress models are given in Table 9 . The configuration parameters in different convolutional layers are separated by semicolon in the "Convolutional layer configuration" column, with "i × i, j" meaning the kernel size is i × i and the convolution number working in parallel is j in the corresponding layer; 300K, 323K, and 548K denote the stress-free temperatures.
in Table 10 , Table 11, and Table 12 for 3D ICs with uniform TSV distribution, nonuniform TSV distribution, and random TSV distribution, respectively. The configuration parameters in different convolutional layers are separated by semicolon in the "Convolutional layer configuration" column, with "i × i, j" meaning the kernel size is i × i and the parallel convolution number is j in the corresponding layer. Although we have tested many CNN stress models with different convolutional layer configurations, we only show the ones specially chosen to represent both structure diversity and error trends in the table, also with the best one we found included.
By comparing the accuracy results of CNN stress model (Tables 10, 11 , and 12) with those of the normal ANN-based stress model (Tables 3, 4 , and 5) and ANN stress model with hand-crafted feature extraction (Tables 6, 7, and 8), we can see that the CNN stress model outperforms both the normal ANN-based stress model and the ANN stress model with hand-crafted feature extraction in stress estimation accuracy. Specifically, the CNN stress model reaches its best accuracy with the convolutional layer configuration "5 × 5, 10; 5 × 5, 25," which is also the most accurate ANN stress model we have tested in the experiment. It achieves an average error to be within 2.2% for all test cases. This high accuracy is achieved thanks to the excellent feature extraction ability of the CNN structure.
The computing speed of the CNN-based stress model is also very fast according to Table 13 . With the same accuracy, stress estimation using the CNN-based stress model is significantly faster than the other two kinds of ANN stress models. For example, the CNN stress model with configuration "3 × 3, 3" is more accurate than the ANN stress model with hand-crafted feature extraction with configuration "55; 15," but the former stress model has a smaller computing overhead (0.07ms) than the later stress model (0.13ms). This is because the convolution and pooling operation shrinks the network size drastically by removing the redundancies, which greatly improves the computing efficiency without sacrificing accuracy. We also compare the computing speed of the CNN-based stress model with COMSOL FEM. In our experiment, FEM spends around 10s to generate each sample, while the most accurate CNN stress model (with configuration 5 × 5, 10; 5 × 5, 25) uses only 0.38ms. So the CNN stress model gains around 2.6 × 10 4 speed up against FEM.
Comparison of the Three ANN Stress Models
To see a clearer accuracy comparison, we plot the stress estimation results of three ANN stress models in Figure 13 , where each model has the configuration that achieves the best accuracy in the previous accuracy tests for its kind. Although all models are able to provide acceptable stress estimation results, the CNN stress model clearly shows superior results by providing nearly identical maximum stress estimations as the golden COMSOL results.
To take both accuracy and runtime into consideration, we also plot the average error versus runtime comparison results in Figure 14 , by changing the layer sizes and layer numbers for each kind of stress model. We can see that the CNN stress model performs best for all stress-free temperature settings, because it has higher accuracy than the other two models for the same runtime. It is also observed that the ANN stress model with hand-crafted extraction performs better than the normal ANN stress model in this joint accuracy-runtime comparison. Fig. 13 . Stress estimation results comparison of three ANN-based stress models on 25 randomly selected validation samples. The stress-free temperature is 323K.
Comparison with the Traditional Stress Estimation Method
Finally, to show the advantage of the new ANN-based runtime stress estimation method, we compare it with the traditional stress estimation method.
Although FEM are widely used to estimate the stress distribution of 3D ICs at design time [6, 16, 22, 25, 30, 40, 42] , they are computationally too expensive to be used at runtime. Instead, analytical stress estimation methods were proposed for fast stress estimation [2, 23] by computing stress at a uniform temperature distribution. Most of these analytical stress estimation methods are designed to perform corner-based analysis, which estimate the worst-case stress with a fixed uniform temperature distribution (usually use room temperature for the high stress-free temperature case [23] ). In other words, they are not designed to deal with the changing temperature and nonuniform temperature distribution in 3D IC, which can be fully considered in the new ANNbased stress estimation method. Still, we find the method in Reference [23] is at least able to estimate stress with temperature as a variable (but still uniform temperature distribution assumed), so we compare it with the new ANN-based stress estimation method.
For the comparison settings, since the traditional method [23] cannot deal with nonuniform temperature distribution, we use the average temperature around each TSV as its temperature input. For our method, we pick the CNN-based stress model with convolutional layer configuration "5 × 5, 10; 5 × 5, 25" to take part in the comparison. The accuracy comparison results are collected in Table 14 . The CNN-based stress model clearly shows better accuracy in all tests, with around six times smaller average error compared with the traditional method. This is because our new stress model is able to consider temperature distribution/gradient around each TSV. In contrast, the existing method assumes the temperature distribution around each TSV to be uniform, which is okay for the worst-case corner-based analysis but introduces large error for runtime stress estimation.
The accuracy advantage of our ANN-based stress estimation method does not come free. The ANN-based stress estimation method includes neural network computing with temperatures around each TSV as input, meaning it has larger computing overhead (but still very small: only 0.38ms as shown in Table 13 ) compared to the traditional method [23] , which has nearly no computing overhead at all. However, we believe the accuracy advantage of the new method is large enough to overweigh its disadvantage in computing overhead.
CONCLUSION
In this article, we have proposed a runtime stress estimation method for reliability management of 3D IC using the ANN stress model, which estimates the important stress information for reliability management with temperature around TSV as input. Three ANN-based stress models with three major types of ANNs are analyzed for fast stress estimation, including the normal ANN-based stress model, the ANN stress model with hand-crafted feature extraction, and the CNN-based stress model. The structure of each ANN stress model is presented and the principles of the ANN-based stress estimation are analyzed. Experiments with different configurations of ANN stress models show that the new method is able to estimate important stress information at extremely fast speed with good accuracy for runtime 3D IC reliability management usage. Among the three ANN-based stress models, the CNN-based stress model has the best performance considering both stress estimation accuracy and computing overhead. Comparison with traditional method reveals that the new ANN-based stress estimation method is much more accurate with a slightly larger but still very small computing overhead.
