In this chapter, we propose stochastic hybrid systems (SHS) models for performance and reliability analysis of power electronic systems. The state space of an SHS is composed of: i) a discrete state that describes the possible congurations of the system, and ii) a continuous state that captures a physics-based or behavioral model of the system associated with performance metrics of interest. Transitions of the discrete state are random, and occur at rates that can be functions of the continuous state. Similarly, the evolution of the continuous state is discrete-state dependent. Transitions of the discrete state are accompanied by reset maps that determine how the transitions aect the continuous state. The proposed framework expands on conventional reliability models such as Markov models by providing the capability to monitor a dynamical system that captures some notion of performance of the power electronic system. Applications of the framework are demonstrated to model the expected accumulated revenue of a two-inverter residential-scale photovoltaic system.
Introduction
Stochastic hybrid systems (SHS) are a class of stochastic processes with a state space composed of a discrete state and a continuous state. The transitions of the discrete state are random, and the rates at which these transitions occur are, in general, a function of the value of the continuous state. For each value that the discrete state takesreferred subsequently as modes of the systemthe evolution of the continuous state is described by a stochastic dierential equation. The vector elds that govern the evolution of the continuous state in each mode depend on the operational characteristics of the system in that mode. Reset maps associated with mode transitions dene how the discrete and continuous states map into post-transition Email addresses: sdhople@UMN.EDU (Sairaj V. Dhople), krein@ILLINOIS.EDU (Philip T. Krein), aledan@ILLINOIS.EDU (Alejandro D. Domínguez-García) 1 The work of this author was supported in part by the National Science Foundation (NSF) under Award CyberSEES-1442686 2 The work of this author was supported in part by NSF under CAREER Award ECCS-CAR-0954420 evolution of the continuous state). Given the generality oered by the SHS modeling formalism, they have been applied to study a host of systems such as communication networks, nancial systems, air-trac management systems, bulk power systems, and biological systems (e.g., see [7] and references therein).
The goals of this chapter are to provide a concise introduction to SHS (Section 2.1), demonstrate how the moments of the continuous state can be recovered (Section 2.2) and leveraged for dynamic risk assessment (Section 2.4), and establish the links between SHS and Markov reliability models (Section 2.5). As an application example, we demonstrate how the SHS-based approach can be leveraged to model the accumulated revenue in operating a photovoltaic (PV) system under an uncertain environment characterized by failures and repairs in the constituent inverters (Section 3).
Fundamentals of Stochastic Hybrid Systems
This section begins with a brief overview of stochastic hybrid systems (SHS). For a particular class of SHS, leveraging the results in [1, 2] , we demonstrate how to formulate a family of ODEs, the solutions of which can yield the moments of the discrete and continuous states of the SHS.
Evolution of Continuous and Discrete States
In the most general sense, an SHS is a combination of a continuous-time, discrete-state stochastic process Q(t) ∈ Q, coupled with a continuous-time, continuous-state stochastic process
denote the set of all modes that Q(t) can transition to, given that Pr{Q(t) = i} = 1; similarly, let Q − i ⊆ Q denote the set of all modes from which Q(t) can transition to mode i. The evolution of Q(t) and X(t) can be described with the aid of the following functions:
(2) The λ ij 's are the transition rates that govern the times when the system switches from mode i to mode j, and the φ ij 's are the transition reset maps that tell us how the discrete and continuous states change when there is a reset. 3 We now provide an intuitive description of how the discrete and continuous state evolve in an SHS. Without loss of generality, as a particular example consider the SHS system in mode i at time t, i.e., Pr {Q(t) = i} = 1. In a small time interval [t, t + τ ) the probability of a transition out of mode i is given by
and the probability of a particular i → j transition is given by
If the i → j transition occurs, the new values of Q and X (i.e., the initial conditions for the post-transition evolution) are dened to be
where f (t − ) := lim s→t f (s). The probability that no transition out of state i occurs in the time interval [t, t + τ ) is given by
Between transitions, X(t) evolves according to
In general, the evolution of the continuous state can be governed by a stochastic dierential equation. For details of this more general setting, readers are referred to [1, 2] .
The SHS model described above aords exibility and generality to model a variety of stochastic phenomena of interest in power electronic systems. With a particular emphasis on reliability modeling, the elements of the set Q index dierent operational modes, including the nominal (non-faulted) mode and any modes that arise due to faults (and repairs) in the components comprising the power electronic system. Similarly, X(t) denotes the underlying dynamic states of the power electronic system of interest. The states of X(t) could be derived from physics-based models. In this case, they could represent, for instance, inductor currents and capacitor voltages in the power converter model. Based on the desired modeling resolution, the dynamics in (7) could represent an averaged or switching time-scale model of the power converter. Alternately, one could investigate other behavioral models that describe a particular attribute of interest for the power electronic system under study. For example, in Section 3, we provide a numerical case study focused on PV system economics. In this setting, X(t) represents the accumulated revenue of the PV system.
Test Functions, Extended Generator, and Moment Evolution
The evolution of the discrete and continuous states in the general SHS model described in Section 2.1 is tightly coupled. In particular, the vector eld f that governs X(t) (see (7)) is discrete-state dependent. Concurrently, transitions of the discrete state depend on the value of the continuous state, since the transition rates, λ ij in general are functions of the continuous state, X(t) (see (1) ). This tight interplay challenges the analysis of SHS, and indeed, it is intractable to obtain the distribution of the discrete and continuous states in closed form except in some elementary cases. Therefore, we focus instead on computing the moments of 4 the discrete and continuous states; the general procedure for this is described next. Consider the SHS model described in Section 2.1. We dene a test function, ψ(q, x), ψ : Q × R n → R, a linear operator given by
where ∂ψ/∂x ∈ R 1×n denotes the gradient of ψ(q, x) with respect to x, λ ij (x, t) is the transition rate for the i → j transition, and φ ij (q, x) denotes the corresponding reset map for the discrete and continuous states. The denition of the test function and the generator above follows from [1, 2, 8] . The evolution of the expected value of the test function E [ψ(Q(t), X(t))], is governed by Dynkin's formula, which can be stated in dierential form as follows [1, 8] :
(9) Dynkin's formula indicates that the time rate of change of the expected value of a test function evaluated on the stochastic process is given by the expected value of the generator. Given the denition of the generator in (8) , this makes intuitive sense. The rst term in (8) captures the total derivative of the test function with respect to time, and the second term captures the impact of incoming and outgoing transitions on the test function [9] .
By judicious choice of test functions, (9) can be used to obtain ODEs that describe the evolution of relevant conditional moments of interest. From this, the law of total expectation will yield the desired moments of the continuous states. For the SHS model where the discrete state Q(t) takes values in the set Q, we dene the following family of test functions:
where
(11) With this denition in place, note that the mth order conditional moment of the continuous state conditioned on the discrete state being in mode iis given by the expected value of the test function. In particular, we have ∀i ∈ Q: where π i (t) denotes the occupational probability of mode i, i.e.,
2.3. Evolution of the Dynamic-state Moments
Now that various conditional moments are dened, we explain how the law of total expectation is applied to obtain the moments of X(t) from them. We then derive ODEs that govern the evolution of the conditional moments of X(t) [2, 8] .
Suppose we want to compute
. Applying the law of total expectation, it follows that this is given by
Therefore, at each time t, to obtain E[X m (t)], we need to know the conditional moments of X(t), µ
Dynkin's formula (9) then yields ODEs that govern the evolution of µ (t). In particular, the evolution of µ
(15) Simulating a family of relevant ODEs of the form in (15) , and applying (14) yields the desired moment of interest.
Leveraging Continuous-state Moments for Dynamic Risk assessment
While the combined distribution of the discrete and continuous states would completely characterize the SHS, we have already noted how this is intractable to recover. Nonetheless, the moments of the continuous states convey important information about the distribution, and in fact, upper bounds on the probability that the power electronic system dynamic states satisfy certain performance requirements can be obtained with a few lower-order moments.
Suppose performance requirements establish the maximum and minimum values that the continuous state x(t) can take at any time by
In spite of mode transitions (including those triggered by failures and repairs), we are interested in studying whether the continuous state satises the performance requirements, i.e., we are interested in answering whether x(t) ∈ R x , ∀t. This can be accomplished by establishing the following probabilistic notion of risk, ρ x (t), which quanties the probability that the continuous state does not conrm to the performance requirements at time t > 0,
(16) The moments of X(t), i.e., E[X m (t)], m ∈ N + that can be obtained from (14)- (15) can be utilized to establish an upper bound on ρ x (t) using moment inequalities. For example, consider the following Chebyshev-based 6 moment inequality [10] , which yields an upper bound on ρ x (t), that we denote by ρ x (t):
where σ X (t) is the standard deviation of X(t),
(18) Essentially, (17) indicates how upper bounds on the probability that the dynamic states do not meet a priori specied performance specications can be obtained simply from a few lower-order moments, the evolution of which is recovered from the solution of a nonlinear ODE.
One approach to compute ρ x (t) would be based on repeated Monte Carlo simulations. In each simulation, the transition rates would determine when mode transitions are triggered. Repeated simulations would yield the distribution of the continuous state X(t), from which (16) could be numerically computed. This approach is indeed easy to conceptualize and implement; however, it is computationally burdensome and accuracy is directly related to the number of simulations. On the other hand, the SHS-based alternative is analytical and repeated simulations are not required. Also, the bound in (17) is conservative in the sense that the actual probability of violating a performance objective is always lower. More precise estimates of ρ x (t) can be computed if higher-order moments are known.
Recovering Markov Reliability and Reward Models from SHS
A major appeal of SHS is that a wide variety of stochastic modeling frameworks can be recovered as special cases of the most general SHS formalism. In this section, we demonstrate how Markov reliability models and Markov reward models [11, 12] can be recovered as special cases of the most general SHS formalism described in Section 2.
Continuous-time Markov Chains and Markov Reliability Models A continuous-time discrete-state stochastic process Q(t) is called a continuous-time Markov chain (CTMC) if it satises the Markov property:
Pr {Q(t r ) = i|Q(t r−1 ) = j r−1 , . . . , Q(t 1 ) = j 1 } = Pr {Q(t r ) = i|Q(t r−1 ) = j r−1 } , (19) for t 1 < · · · < t r , ∀ i, j 1 , . . . , j r−1 ∈ Q, and for r > 1 [6] . The chain Q is said to be homogeneous if it satises Pr {Q(t) = i|Q(s) = j} = Pr {Q(t − s) = i|Q(0) = j} , ∀i, j ∈ Q, 0 < s < t. (20) With the states of the CTMC, i.e., the entries of the set Q, denoting dierent operational modes of the system of interest, we recover a Markov reliability model. Transitions of the discrete state are triggered by failures and subsequent repair actions that aim to restore functionality [11] . Continuous-time Markov chains 7 are commonly used for system reliability and availability modeling in many application domains. In addition to power and energy systems [13, 14, 15, 16, 17, 18] , these include: computer systems [19] , communication networks [20] , electronic circuits [21, 22] , and phased-mission systems [23, 24] . The problem of interest in Markov reliability models is to determine the distribution of the discrete state, Q(t), at any instant of time t > 0. Recall, from (13) that the occupational probability of mode i is denoted by π i (t). Let us denote the entries of the column vector of occupational probabilities by {π q (t)} q∈Q . The evolution of π(t) is governed by the Chapman-Kolmogorov equations [12] :
where Λ ∈ R |Q|×|Q| is the Markov chain generator matrix that is composed of component failure and repair rates. In particular, let
denote the transition rate for the i → j transition. Then the generator matrix, Λ, is constructed as follows:
The evolution of the ith occupational probability from (21), (23) is therefore given bẏ
Markov reliability and availability models can be readily recovered from the general SHS formulation in Section 2 by ignoring the continuous states, X(t), and the reset maps φ(·). When the continuous states are ignored, the transition rates in (1) are now either constants or functions of time, thus recovering the formulation in (22) . Therefore, using (15) we can recover the Chapman-Kolmogorov dierential equations that govern the occupational probabilities of the CTMC that underlies the Markov reliability model. To this end, choosing m = (0, 0, . . . , 0) in (12) recovers the discrete-state occupational probabilities
(25) Subsequently, the moment ODEs in (15) boil down tȯ (26) which are precisely the Chapman-Kolmogorov dierential equations for the occupational probabilities of the CTMC (24). 
Markov Reward Models
A Markov reward model comprises a Markov chain Q(t) taking values in the set Q (which describes the possible system operational modes) and an accumulated reward X(t), which captures some performance measure of interest. The most commonly studied Markov reward models are rate-reward models (see, e.g., [25, 26] , and the references therein). The accumulated reward in rate-reward models evolves according to
where f : Q → R is the (discrete-state-dependent) reward growth rate. Impulses in the accumulated reward capture one-time eects due to failures or repairs of components in the system. The Markov reward formalism can also be recovered as a special case of the most general SHS formulation; in particular, with the choice f (q, x, t) = f (q) in (7), we recover the Markov reward modeling framework.
Application of SHS to PV System Economics
This case study demonstrates how the SHS framework can be applied to model the accumulated revenue in a residential-scale PV system with multiple inverters. The sample PV system is the Gable Home: a net-zero, solar-powered house built for the U. S. Department of Energy's 2009 Solar Decathlon [27] . The PV electrical system consists of forty 225 W mono-crystalline modules. The dc power sourced by the PV modules is converted to utility-compatible ac power by two 5 kW grid-tied inverters.
The state-transition diagram that illustrates the reliability model for the inverters in the system is depicted in Fig 1. The CTMC that describes the reliability model takes values in the set Q = {0, 1, 2}. In operational mode 2, both inverters are functioning, in operational mode 1, a single inverter is functioning, and in operational mode 0, both inverters have failed. The failure rate, repair rate, and common-cause failure rate are denoted by λ, µ, and λ c , respectively. From the state-transition diagram in Fig. 1 , it follows that the transition rates are
(27) The reward of interest is the accumulated revenue of operating the PV system, denoted by X(t). The constant rate at which the accumulated revenue grows in the i operational mode is denoted by C i $/yr. Additionally, we factor in a degradation rate (that captures natural wear and tear and depreciation) denoted by γ in each operational mode. The dynamical systems that govern the evolution of the accumulated revenue in the three modes are specied by
Transitions due to failures are associated with impulses that model one-time expenses in replacing or repairing the inverters. In particular, the impulse change in accumulated revenue as a result of a failure transition from operational mode i to mode j is denoted by C ij $. 4 The reset maps that describe how the discrete and continuous states are aected by the transitions are given by
(29) The problem of interest is to determine the moments of the accumulated revenue of the PV system, i.e.,
We address this problem with the SHS-based framework. To this end, begin by dening test functions for each state of the CTMC:
From (8), the extended generators are given by
(33) Applying Dynkin's formula in (15) to (31)- (33), we obtain the following set of dierential equations for the conditional moments of mth order,
where π 0 (t), π 1 (t), and π 2 (t) are the occupational probabilities of the dierent modes. The m-order moment of the accumulated revenue is given by
(37) Notice that substituting m = 0 in (34)-(36) recovers the Chapman-Kolmogorov equations:π(t) = Λπ(t), where
, and Λ is given by:
For illustration, we consider the following simulation parameters. The transition rates are assumed to be λ = 0.1 yr , and µ = 30 yr −1 [16] . The impulse costs are assumed to be a fraction, ρ, of the upfront inverter installed cost, C inverter = $2850; with this model we have C 21 = C 10 = ρC inverter , andC 20 = 2ρC inverter . We set the nominal value of ρ to be 6 %. The nominal degradation rate γ, is set to be 0.7% following [28] . The rate at which revenue is accumulated for the two-inverter system, C 2 , is assumed to be 1125 $/yr, and we assume that C 1 = C 2 /2. This is computed using the National Renewable Energy Laboratory PVWatts R Calculator 5 for the location of Springeld, IL, assuming total system losses of 14%, inverter eciency of 96%, and a dc-ac size ratio of 1.1 (given the inverter rating of 5 kW).
We demonstrate the impact of the model parameters on the expected accumulated revenue of the PV system. For comparison, we also model the evolution of the accumulated revenue with an alternate investment of 2C inverter that accrues revenue at a discount rate d. Figure 2 plots the expected accumulated revenue with the PV system and also depicts the accumulated revenue with the alternate revenue for discount rates of d = 1, 3, 5% The intersection of the curves provides an idea of when the PV-inverter investment is expected to be competitive with the alternate investment, i.e., the expected payback time for the inverter cost. Figure 3 plots the expected accumulated revenue with the PV system for degradation rates of γ = 0.1, 5, 10%, and also depicts the accumulated revenue with the alternate investment for a nominal discount rate of d = 1%. For instance, the expected payback time only increases by around 3 yrs for an increase in degradation rate by two orders of magnitude. With the proposed repair model, the expected payback time more than doubles as the fraction of upfront inverter costs expended in repairs varies from 10% to 100%. 
Concluding Remarks

