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Abstract. It is expensive to compute residual diffusivity in chaotic in-
compressible flows by solving advection-diffusion equation due to the
formation of sharp internal layers in the advection dominated regime.
Proper orthogonal decomposition (POD) is a classical method to con-
struct a small number of adaptive orthogonal basis vectors for low cost
computation based on snapshots of fully resolved solutions at a particu-
lar molecular diffusivity D∗0 . The quality of POD basis deteriorates if it
is applied to D0  D∗0 . To improve POD, we adapt a super-resolution
generative adversarial deep neural network (SRGAN) to train a nonlin-
ear mapping based on snapshot data at two values of D∗0 . The mapping
models the sharpening effect on internal layers as D0 becomes smaller.
We show through numerical experiments that after applying such a map-
ping to snapshots, the prediction accuracy of residual diffusivity improves
considerably that of the standard POD.
Keywords: Advection dominated diffusion· residual diffusivity· adap-
tive basis learning· super-resolution deep neural networks.
1 Introduction
Diffusion enhancement in fluid advection has been studied for nearly a century,
since the pioneering work of Taylor [17]. A fundamental problem is to character-
ize and quantify the large scale effective diffusion (denoted by DE) in fluid flows
containing complex and turbulent streamlines. Much progress has been made
based on the passive scalar model [11]:
Tt + (v ·D)T = D0 ∆T, (1.1)
where T is a scalar function (e.g. temperature or concentration), D0 > 0 is a con-
stant (the so called molecular diffusivity), v (x, t) is a prescribed incompressible
velocity field, D and ∆ are the spatial gradient and Laplacian operators.
When the flow is steady, periodic and two dimensional, precise asymptotics
of DE are known. A prototypical example is the steady cellular flow [4,5],
v = (−Hy, Hx), H = sinx sin y, see also [13,19,20] for its application in ef-
fective speeds of front propagation. The asymptotics of the effective diffusion
along any unit direction in the cellular flow obeys the square root law in the
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advection dominated regime: DE = O(
√
D0) D0 as D0 ↓ 0, [5,6]. This is due
to the ordered streamlines of the steady cellular flows where enhanced trans-
port occurs along saddle to saddle connections and a diffusing particle escapes
closed streamlines by hopping from cell to cell. However, if the streamlines are
fully chaotic (well-mixed), the enhancement can follow a very different law. The
simplest such example is the time periodic cellular flow:
v = (cos(y), cos(x)) + θ cos(t) (sin(y), sin(x)), θ ∈ (0, 1]. (1.2)
The first term of (1.2) is a steady cellular flow with a pi/4 rotation, and the
second term is a time periodic perturbation that introduces an increasing amount
of disorder in the flow trajectories as θ becomes larger. At θ = 1, the flow
(1.2) is fully chaotic [21], and has served as a model of chaotic advection for
Rayleigh-Be´nard experiment [3]. Numerical simulations [2,10,18] suggest that at
θ = 1, the effective diffusivity along the x-axis, DE11 = O(1) as D0 ↓ 0, the so
called residual diffusivity phenomenon emerges. As D0 ↓ 0, the solutions develop
sharp gradients, and render accurate computation costly. The effective diffusivity
tensor is given by [1]:
DEij = D0 (δij + 〈Dwi ·Dwj〉) , (1.3)
where w = (w1, w2) is the unique mean zero space-time periodic vector solution
of the cell problem [1]:
wt + (v ·Dw)−D0∆w = −v, (1.4)
and the bracket in (1.3) denotes space-time average over the periods. The second
term of (1.3) is a positive definite correction to D0 δij .
The solution of (1.4) subject to periodic boundary condition in space can
be computed accurately by spectral method in Fourier basis. The drawback is
that the number of Fourier modes grow rapidly as D0 ↓ 0. In [10], adaptive
orthogonal basis vectors are constructed from snapshots of spectral solutions to
handle the near singular solutions of (1.4) at small D0. First, w is computed
by spectral method with cellular flow v represented compactly in Fourier space.
Truncating the Fourier expansion leads to an approximate system of ordinary
differential equations (ODEs). The time periodic solution is constructed as the
unique fixed point of the Poincare´ map of the ODE’s time 2pi flow, bypassing
long time simulation. The snapshots of solutions in the time interval [0, 2pi] are
saved into columns of a matrix W . The adaptive basis vectors are left singular
eigenvectors corresponding to the top singular values of W . This is the training
process for adaptive basis, and is done at a few sampled D0 or θ values. The
equation (1.4) at other D0 or θ ∈ (0, 1] are solved in terms of the adaptive
basis trained at the closest sample D0 or θ value. Then formula (1.3) is used
to calculate DE . The number of adaptive basis functions is found to be much
less than that of Fourier basis by several orders of magnitude. The relative error
of the adaptive solution from a resolved spectral solution is under 6.5 % when
testing at D0 = 10
−5 and training at D0 = 10−4.
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The above procedure to generate adaptive basis vectors by taking snapshots
of solutions and performing singular value decomposition (SVD) is the so called
reduced order modeling [16,14] and known as proper orthogonal decomposition
(POD) in the fluid dynamics literature [9,7]. The residual diffusivity problem
here offers an ideal testing ground for the evaluation of POD. The time period-
icity of v reduces the evolution problem (1.4) to a Poincare´ map problem. Snap-
shots (training data) are directly drawn from the time periodic solution which is
the attractor of (1.4). These steps help the testing accuracy of the reduced order
solutions at the out-of-sample D0 or θ values. However, POD method depends
on collection of good snapshots data. For example when snapshots are collected
at certain D0 and the solutions at a much smaller D1  D0 are to be computed
with reduced basis constructed at D0, the errors can rapidly increase.
In this paper, we study a deep neural network (DNN) approach to alleviate
the accuracy loss of POD and improve the error of reduced basis computation
at D1 based on prediction from snapshots at two values D
1
0 and D
2
0 (both above
D1). The idea is to train a mapping from snapshots (images) at D
1
0 to those at
D20 (D
2
0 < D
1
0). The mapping sharpens the images similar to what happens to
solutions of (1.1) as D0 becomes smaller. The mapping is applied to snapshots
at D20 for improving POD basis construction. As a proof of concept, we select a
super-resolution DNN in the form of a generative adversarial network (SRGAN,
[8]). We show that it serves our purpose well through numerical experiments
where the mapping is constructed (trained) based on snapshots at D10 and D
2
0,
then tested (applied) at D1 < D
2
0.
The paper is organized as follows. In section 2, we describe the POD basis
construction for (1.3), SRGAN architecture and its training objective. In section
3, we present computational results on predicted residual diffusivity from POD
basis with and without SRGAN. Concluding remarks are in section 4.
2 Construction of Adaptive Basis via DNNs
2.1 Learning thinner structures
Consider spectral method for computing the cell problem below for DE11:
wt + (v · ∇)w −D0∆w = −v, (2.1)
where v = (v, v˜), and
v (x, t) = cos (x2) + sin (x2) cos (t) ,
v˜ (x, t) = cos (x1) + sin (x1) cos (t) .
(2.2)
Let wNk be the k-th mode of a (2N + 1)
2 term Fourier approximation of w on
the [0, 2pi]2 periodic domain [10]. Let vk and v˜k be the k-th Fourier modes of
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v and v˜ respectively. In view of (2.2), vk (v˜k) equals zero unless k = (0,±1)
(k = (±1, 0)). The truncated ODE system on wNk is:
dwNk
dt
+D0 |k|2 wNk + i
∑
‖k−j‖≤N
[(k1 − j1) vj (t) + (k2 − j2) v˜j (t)]wNk−j = −vk (t) ,
(2.3)
which reads in vector-matrix form: dw/dt = A (t)w+v (t) . For a time discretiza-
tion with Nt grid points on [0, 2pi], let {wˆ∗n}Ntn=0 be a numerical time periodic
solution to (2.3) for D0 = D
∗
0 , a value where snapshot data are collected. Such a
solution can be obtained by finding the unique fixed point of the Poincare´ map
[10]. Define the solution matrix of size (2N + 1)2 ×Nt:
W =
[
wˆ∗0 wˆ
∗
1 . . . wˆ
∗
Nt
]
, (2.4)
and compute the SVD factorization W = U Σ V T . Then one extracts columns
uj (j = 1, · · · ,m) of the matrix U corresponding to the largest m  O(N2)
singular values, to form the adaptive orthogonal basis vectors and the matrix:
Um = [u1 u2 . . . um]. This is the end of basis training at a sampled value
D∗0 . At D0 6= D∗0 , project w (t) to the span of column vectors of Um or seek a
vector of the form Um a (t), where a(t) ∈ Rm satisfies the ODE system in a much
lower dimension (bar is complex conjugate, T is transpose):
da
dt
= U¯TmA (t)Uma+ U¯
T
mv (t) . (2.5)
Finding the time periodic solution to a time discrete version of (2.5) via Poincare´
map to compute DE by (1.3) in Fourier space, we completed the reduced order
modeling.
The inverse Fourier transform of W gives the snapshot matrix in the physical
domain:
Sp =
[
I∗0 I
∗
1 . . . I
∗
Nt
]
(2.6)
where each column vector (snapshot) is an image after reshaping into a square
matrix. The Sp is convenient for visualization and drawing a connection with
image processing. Figs. 1-2 illustrate that internal layers in the physical domain
snapshots (column vectors of Sp) emerge and get thinner as D0 becomes smaller.
For a better prediction of the nearly singular solutions at D1 much smaller than
D∗0 , it is helpful if the adaptive basis learned at D
∗
0 encodes certain thinner
layered structures. Particularly, given the solution matrix W at D∗0 as (2.4), we
look for a map M such that the physical domain snapshots (inverse Fourier
transform) of M (W ) have sharpened internal layers.
Suppose D10 > D
2
0 are two values ≥ D∗0 , and W i is the Fourier domain
solution matrix at Di0 for i = 1, 2. Let F be column-wise Fourier transform
on matrices, then columns of F−1 (W i) are physical domain snapshots of W i.
When the W i’s are available, we use DNN to train a map T for the following
regression problem:
T : F−1 (W 1)→ F−1 (W 2) . (2.7)
Deep Adaptive Basis Learning 5
D0 = 0.001,      θ = 1,      t = 0
0 1 2 3 4 5 6
x1
0
1
2
3
4
5
6
x
2
-15
-10
-5
0
5
10
15
D0 = 0.001,      θ = 1,      t = 1.5708
0 1 2 3 4 5 6
x1
0
1
2
3
4
5
6
x
2
-15
-10
-5
0
5
10
15
D0 = 0.001,      θ = 1,      t = 3.1416
0 1 2 3 4 5 6
x1
0
1
2
3
4
5
6
x
2
-15
-10
-5
0
5
10
15
D0 = 0.001,      θ = 1,      t = 4.7124
0 1 2 3 4 5 6
x1
0
1
2
3
4
5
6
x
2
-15
-10
-5
0
5
10
15
Fig. 1. Sampled snapshots of (2.1) at D0 = 10
−3 with layered structures.
Since D20 < D
1
0, F−1
(
W 2
)
has thinner layered structures than F−1 (W 1). By
solving the regression problem (2.7) via DNN, our goal is that the T (F−1 (W 1))
inherits the image sharpening capability. Then T can be applied to solution ma-
trixW ∗ atD∗0 ≤ D20 and T
(F−1 (W ∗)) is expected to have thinner structures for
better prediction of residual diffusivity. Finally, the adaptive basis with thinner
structures will be obtained from SVD of
M (W ∗) = F (T (F−1 (W ∗))) .
2.2 Adversarial network
We opt for the super-resolution generative adversarial network (SRGAN) [8] to
train the map T . As a generative adversarial network (GAN), SRGAN consists
of a generator network G and a discriminator network D. The two networks
compete in a way that D is trained to distinguish the real high-resolution (HR)
images and those generated from low-resolution (LR) images, while G is trained
to create fake HR images from LR images to fool D. We train the SRGAN with
F−1 (W 1) as input data and F−1 (W 2) as target data so that the generator
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Fig. 2. Sampled snapshots of (2.1) at D0 = 10
−4, formation of thinner layers.
G learn to generate thinner structures when it is fed with F−1 (W ). In this
approach, we realize T through a trained G.
The network architecture is shown in Figure 3. The generator network G
starts with a convolutional block with kernel size 9×9, followed by a few residual
blocks. Here a convolutional block consists of a convolutional layer and a PReLU
layer, a residual block is a convolutional block with kernel size 3 × 3 followed
by a convolutional layer of the same kernel size and a shortcut from the input
to output. There are two more convolutional layers with kernel size 3 × 3 and
9× 9 after the residual blocks at the end of the network. The number of filters
in all convolutional blocks are the same except for the last one. Note that we
remove the two upscale layers in [8] since the snapshot sizes of F−1 (W 1) and
F−1 (W 2) are the same.
The discriminator network D is defined by the architectural guidelines sum-
marized in [12], see Figure 3. It has eight convolutional blocks with PReLU layers
replaced by LeakyReLU layers with slope parameter α = 0.2. Moreover, there is
a batch normalization layer before each LeakyReLU in the convolutional blocks.
The kernel size is 3 × 3 in all convolutional blocks and the number of filters
is doubled in the 3rd, 5th and 7th block. Those blocks are followed by a fully
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connected layer, a LeakyReLU layer and one more fully connected layer. Finally
the feature map is fed in a sigmoid layer which gives the probability of real HR
image and the reconstructed image.
(a)
(b)
(c) (d)
Fig. 3. Architecture of the generator and discriminator networks. (a) The generator
network. (b) The discriminator network. (c) Residual block in the generator network.
(d) Convolutional block in the discriminator network. We use a simple notation to
indicate the Conv2d layer. For example, k9f64s1 indicates a convolutional layer with
kernel size 9, number of filters 64 and stride 1.
As a binary classifier, the discriminator network is equipped with the cross
entropy loss. Let us focus on the loss function of the generator network. Suppose
F−1 (W 1) and F−1 (W 2) are real matrices of dimension (2N + 1)2×Nt, and the
columns of F−1 (W 1) and F−1 (W 2) are xi and yi, i = 1, 2, . . . , Nt. Following
the formulation in [8], we define the loss function of the generator network as
l (G) = lMSE (G) + 10
−2 lV GG (G) + 10−3 lGen (G) . (2.8)
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In (2.8), lMSE is the pixel-wise MSE loss defined as the sum of the squares of
error at each pixel,
lMSE (G) =
Nt∑
i=1
‖yi −G (xi)‖22 .
The lV GG is the VGG loss based on layers of the pre-trained VGG-19 network
[15]. Let φ be a feature map of VGG-19 and sφ be its size, then the VGG loss is
the average of squares of Euclidean distances between the feature representations
of yi and G (xi)
lV GG (G) = s
−1
φ
Nt∑
i=1
‖φ (yi)− φ (G (xi))‖22 .
The generator network is expected to fool the discriminator network, so (2.8)
contains lGen called generative loss. The lGen is defined based on the cross-
entropy loss of the discriminator network
Nt∑
i=1
log [1−D (G (xi))] , (2.9)
where D (G (xi)) means the binary classification result of the reconstructed HR
image by the generator network G. In practice, we define
lGen (G) =
Nt∑
i=1
− logD (G (xi))
for better gradient behavior.
3 Experimental results of adaptive basis from SRGAN
Let D10 = 10
−2, D20 = 10
−3. We solved for both W 1 and W 2 via spectral method
with N = 50 and Nt = 1500, then train SRGAN with input data F−1
(
W 1
)
and
target data F−1 (W 2). The training of SRGAN includes two stages: 1) We train
the generator G for 50 epochs to get a pretrained model; 2) We train the entire
SRGAN for 200 epochs. Adam and SGD optimizers are applied to training of G
and D respectively. We set batch size to be 32 and learning rate to be 10−4 for
both optimizers. The training was carried out on a desktop with Nvidia graphics
cards GTX 1080 Ti. We set D∗0 = D
2
0 in the following experiments.
Fig. 4 shows two time slices of the input F−1 (W 2) (top) with G (F−1 (W 2))
(bottom) at D = D20. Columnwise, it can be seen that thinner layers are created
by the network G. Due to identical dimension constraint of the input and output
images, the up-scaling layers in SRGAN [8] have been removed. This adaptation
lowers the fidelity of the generated images, as we see in each column of Fig. 4.
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Fig. 4. Input (top) and SRGAN output (bottom) at D20 = 10
−3.
However, the SRGAN generated snapshots are only used to construct reduced
basis. The fact that sharp layers are generated by SRGAN training is more
important for our task of computing residual diffusivity.
Set D10 = 10
−2 and D20 = 10
−3, the comparison of predictions of DE11 by SVD
and SRGAN assisted SVD is shown in Table 1. The number of adaptive basis is
m = 100 for both methods.
D0 5× 10−4 4× 10−4 3× 10−4 2× 10−4 10−4
DˆE11,60 1.3847 1.3940 1.4105 1.4395 1.4951
DˆE,a11,50
SVD 1.5258 1.5597 1.5969 1.6381 1.6854
SRGAN 1.2429 1.2663 1.3056 1.3786 1.5293
relative error
SVD 10.2% 11.9% 13.2% 13.8% 12.7%
SRGAN 10.2% 9.2% 7.4% 4.2% 2.3%
Table 1. Comparison of DˆE,a11,N for flow (2.2) with D
1
0 = 10
−2, D20 = 10
−3.
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When D10 is closer to D
2
0, SRGAN assisted SVD may have even better pre-
dictions at smaller D0. In Table 2, D
1
0 = 5× 10−3, D20 = 10−3 and N = 50 and
we predict the DˆE11,60 at D0 = 3× 10−4, 2× 10−4 and 10−4. For D10 = 5× 10−3,
D20 = 10
−3, singular vectors of F (G (F−1 (W 2))) also have thinner structures
than that of W 2, as shown in right column and left column of Figure 5 re-
spectively. Table 3 summarizes predictions for D0 = 2 × 10−5 and 10−5 from
D10 = 10
−3, D20 = 10
−4 and N = 60.
D0 3× 10−4 2× 10−4 10−4
DˆE11,60 1.4105 1.4395 1.4951
DˆE,a11,50
SVD 1.5969 1.6381 1.6854
SRGAN 1.3111 1.3862 1.5015
relative error
SVD 13.2% 13.8% 12.7%
SRGAN 7.0% 3.7% 0.4%
Table 2. Comparison of DˆE,a11,N for flow (2.2) with D
1
0 = 5× 10−3, D20 = 10−3.
D0 2× 10−5 10−5
DˆE11,60 1.6052 1.6301
DˆE,a11,60
SVD 1.5107 1.5243
SRGAN 1.6234 1.7120
relative error
SVD 5.9% 6.5%
SRGAN 1.1% 5.0%
Table 3. Comparison of DˆE,a11,N for flow (2.2) with D
1
0 = 10
−3, D20 = 10
−4.
4 Conclusions
Based on snapshots at two molecular diffusivity values, we trained an adapted
super-resolution deep neural network (SRGAN) to model the internal layer
sharpening effect of advection-diffusion equation as a nonlinear mapping. The
mapping improves the quality of standard POD basis for low cost computation
of residual diffusivity in chaotic flows. Though no other DNN model is known
to assist POD in our setting, we shall explore how to improve the fidelity of the
generated images in the current model.
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Fig. 5. Singular vectors of W 2 (left col.), F (G (F−1 (W 2))) (right col.).
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