In a recent paper Mohassel and Franklin study the efficiency of secure two-party computation in the presence of malicious behavior. Their aim is to make classical solutions to this problem, such as zero-knowledge compilation, more practical. The authors provide several schemes which are the most efficient to date. We propose a modification to their main scheme using expanders. Our modification asymptotically improves at least one measure of efficiency of all known schemes. We also point out an error, and improve the analysis of one of their schemes.
Introduction
Two parties, Alice with input x and Bob with input y, wish to evaluate a function f (x, y) in such a way that neither learns more information than what can be deduced from the output f (x, y). This problem, known as general two-party secure computation, generalizes many important cryptographic tasks. A celebrated result is Yao's garbled circuit protocol [27, 17] , which provides a solution to this problem for any efficiently computable function f .
Unfortunately, Yao's protocol only provides security in the semi-honest model, that is, a model in which parties must follow the instructions of the protocol, though they may keep message histories in an attempt to learn more than what is prescribed. A more reaslistic security model is the malicious model, in which parties may behave arbitrarily. The textbook solution to achieve security in the malicious model is to perform the zero-knowledge compilation of Golrdreich et al [13, 14, 15 ] to Yao's protocol. In theory this solves the problem, but it is very inefficient in practice.
This motivates alternative methods for protecting Yao's protocol against malicious behavior, as suggested in [19, 21, 23] . These techniques provide a well-defined tradeoff between security and efficiency, and are useful in practice.
These protocols all use the following cut-and-choose technique. Alice creates m independently garbled circuits C 1 , . . . , C m , each computing the same function f . These garbled circuits are transmitted to Bob, along with various commitments. Bob chooses a subset S ⊂ [m] = {1, . . . , m}, and asks Alice to reveal the secrets of all circuits C i (along with their corresponding commitments) with i ∈ S. This gives Bob confidence that Alice correctly formed most of the garbled circuits and commitments. Alice then sends her garbled inputs for the circuts in [m] \ S, and Alice and Bob perform oblivious transfer for Bob to receive his garbled inputs for these circuits. Finally, Bob evaluates the garbled circuits and outputs the majority value.
There are a number of subtleties and complexities within this framework. As pointed out by Mohassel and Franklin in [21] , the Fairplay scheme [19] designed in this framework has a subtle bug allowing one of the parties to cheat undetectably. Moreover, Kiraz and Schoenmakers [16] found an error that occurs in both Mohassel and Franklin's work and Fairlplay. In this paper we also present a minor error in [21] , showing a flaw in their estimated concrete costs.
This framework poses the following problems. How do we ensure Alice provides the same garbled input to most of the circuits in [m] \ S? How do we ensure Bob receives the same garbled input to most of the circuits in [m] \ S? If neither of these conditions hold, Alice can fool Bob into outputting an incorrect value or having to abort the protocol depending on his input.
Let f be a function computable by a Boolean circuit with g gates and I inputs. We want an efficient protocol in the above framework, such that in any given execution of the protocol,
• If both parties are honest, Bob outputs f (x, y).
• The view of any polynomial-time malicious Bob is simulatable given only y and f (x, y).
• With probability at least 1 − ǫ, over the coin tosses of Bob, the view of any polynomial-time malicious Alice is simulatable given only x.
By simulatable, we mean there is a polynomial-time simulator which outputs a distribution computationally indistinguishable to that in a real execution of the protocol. We study the efficiency of protocols in this framework. We measure three quantities: the number of symmetric encryptions, the number of exponentiations, and the communication complexity.
We are aware of three schemes in this framework -Fairplay [19] , Committed-input [21] , and Equality-checker [21] . These schemes differ in the way the set S is chosen, together with their methods of enforcing Alice and Bob to have consistent inputs.
The main result of this paper is a new scheme, Expander-checker, which asymptotically improves at least one measure of efficiency of all known schemes. It results in fewer symmetric encryptions and smaller communication complexity than both Fairplay and Equality-checker, while achieving fewer exponentiations than Committed-input. Our results are summarized by the following table.
Scheme
Symmetric Enc. Exponentiations Communication Complexity Fairplay [19] O(
Our scheme is built off of Equality-checker. In that scheme, S is a random subset of size m/2. With a suitable commitment scheme, Mohassel and Franklin ensure that Bob's garbled inputs to the different circuits correspond to the same ungarbled input in each of the oblivious transfer steps. The more interesting part is how they ensure that Alice's garbled inputs to the different circuits correspond to the same ungarbled input. Their method only assumes a generic commitment scheme and can be implemented without any exponentiations.
Alice commits to tuples (j,
, where K 
If Alice creates enough commitments
then the set S likely contains a pair of circuits C j , C j ′ with this property, and she will be caught when forced to reveal the circuits in S and the commitments between them. On the other hand, suppose most of the commitments
Consider the complete graph G with vertex set [m] \ S, each vertex indexing a circuit not chosen by Bob to reveal. Since every pair of circuits
there is a large connected component C for which for each edge {j, j ′ } ∈ C, for each i and each b, in the commitment (j,
By transitivity, Alice's input is the same to every circuit in C. If C is large enough, then the majority of circuits Bob evaluates (those in [m] \ S) have the same input from Alice, and the protocol will be simulatable.
The drawback of this scheme is the number of commitments computed and transmitted. This is Θ(mg + m 2 I), where I is the number of input wires owned by Alice. To achieve probability of undetected cheating at most ǫ, we need m = Ω(ln( 
, since the corresponding graph G is an expander, it contains a large connected component of such edges. Thus, as before, the majority of circuits Bob evaluates will have the same Alice input, and the protocol will be simulatable.
Mohassel and Franklin [21] evaluated concrete costs for some practical settings of parameters. We point out an error in their analysis for Equality-checker, which is not obvious to us how to fix within their framework. We present a new graph-theoretic framework which fixes this and gives sharper bounds. We show the probability Alice can cheat is at most 2 · 2 − m 4 , whereas it was previously thought this probability was at most 2 · 2 − m 6 . Since the communication and number of symmetric encryptions of Equality-checker are proportional to mg + m 2 I, for a given security level we achieve at least a (1/4)/(1/6) = 3/2 factor efficiency improvement. This implies that Equalitychecker is superior in practice to Fairplay for a wider range of parameters than Tables 2 and 4 of [21] suggest. To provide a good comparison with previous schemes, it is essential that we also lower bound the probability that Alice can cheat. We give a lower bound that is within a factor of 2 of our upper bound on the probability that Alice can cheat.
For Expander-checker we show the probability that Alice can cheat is at most 2
. With the present analysis, for a practical setting of parameters Equality-checker is still superior. We discuss the barriers in derandomization and protocol design that need to be overcome in order to make Expander-checker superior in practice.
Organization: Section 2 reviews secure two-party computation, Yao's garbled circuit protocol, the Equality-checker scheme, and expander graphs. In Section 3 we present Expander-checker, and prove its security. In Section 4 we discuss efficiency, both in theory and in practice.
Preliminaries 2.1 Two-party secure computation
For an excellent treatment of secure two-party computation, the reader is referred to [15] . Here we summarize the model. A two-party computation is a random process mapping pairs of inputs to pairs of outputs. We refer to this process as the desired functionality, denoted f : {0, 1} * ×{0, 1} * → {0, 1} * × {0, 1} * where f = (f 1 , f 2 ). For any two inputs x, y ∈ {0, 1} n , the output (f 1 (x, y), f 2 (x, y)) is a random variable ranging over pairs of strings. The interpretation here is that the first party wants to learn f 1 (x, y) and the second party wants to learn f 2 (x, y).
In this paper we consider the malicious model of security. The formal definitions can be found in [15] . In this model one of the parties can behave in an arbitrary way. We will, however, assume that both parties are computationally bounded (i.e., randomized polynomial-time Turing machines). Security is achieved by comparing the adversaries in the real model with those in an ideal-model in which both parties have a trusted party to interact with. Informally, a two-party protocol is secure if for any admissible pair of parties (A, B) in the real-model, there is an admissible pair of parties (A ′ , B ′ ) in the ideal model where the outputs of the two executions are indistinguishable. A pair is admissible if at least one of the parties in the pair is honest. Thus, intuitively, the protocol is secure if it provides the correct output behavior, and provides privacy to honest parties.
In our protocols we need a specific protocol called oblivious transfer, which has been extensively studied [9, 22, 24] . We only need 1-out-of-2 oblivious transfer. In this case, x = (z 0 , z 1 ), y = σ, f 1 (x, y) = ∅, and f 2 (x, y) = z σ . Efficient oblivious transfer protocols secure in the malicious model exist [22] .
Yao's garbled circuit protocol
Here we review Yao's garbled circuit protocol [27] . Let f be an efficiently-computable function two parties wish to securely compute. Then f can be represented as a polynomial-size circuit. The first party computes a garbled form of this circuit as follows.
For every wire j in the circuit, she chooses two random strings K j,0 and K j,1 . These random strings correspond to a value of 0 and a value of 1 on wire j, respectively. Next, for every gate in the circuit, she computes a garbled truth table as follows. Let E be a symmetric encryption scheme. Then she uses E together with the keys corresponding to the values on the input wires to encrypt the value of the corresponding output wire. For example, if the gate is an AND gate on two input wires j, j ′ with output wire ℓ, then there are four entries
Also, she creates a table which translates the garbled output values to their actual values (0 or 1). She sends the garbled circuit and her garbled inputs to the second party.
The second party learns his garbled inputs through an oblivious transfer step. This ensures that only his garbled inputs are learned, and nothing else, while the first party learns nothing about the second party's inputs. The second party then computes the garbled circuit gate by gate, obtaining his garbled output. Finally, using the translation table, he obtains the actual output of the circuit. See [17] for detail, and a proof of security in the semi-honest model.
It is well-known that Yao's garbled protocol is not secure in the malicious model. The standard way of fixing this is to apply the zero-knowledge compiler of [13, 14] . The first party needs to supply a zero-knowledge proof that her circuit was constructed correctly and computes the desired functionality. The second party needs to supply zero-knowledge proofs that show he correctly evaluated the circuit. These zero-knowledge proofs, though theoretically feasible, are very inefficient and motivate the search for practical solutions.
Equality-checker scheme
The following is the Equality-checker scheme of [21] . Here, z j,j ′ ,i,b is Alice's commitment to the tuple (j, j ′ , i, K In the original paper [21] , a generic oblivious transfer scheme was chosen in step 6, and this was shown to be insecure [16] . One fix is to use a committed oblivious transfer scheme (as stated below), or a committing scheme. See [16] for the details. We note that this does not affect our asymptotic analysis, and only marginally affects our concrete costs, so we ignore this issue.
Equality-checker:
2. Bob chooses a random subset S ⊂ [m] with |S| = m/2 and sends S to Alice.
3. Alice exposes the secrets of the C i for every i ∈ S. She also sends witnesses w j,j ′ ,i,b and w j,i,b for all i, b and all j, j ′ ∈ S. Bob verifies the garbled circuits and commitments are correct. 5. Bob uses the witnesses w j,j ′ ,i,b i to verify that Alice's input to all the circuits is the same.
6. Alice and Bob engage in committed oblivious transfers in order for Bob to receive his garbled input bits. For every input wire i of Bob, Alice uses a single oblivious transfer to give Bob one of two tuples:
, depending on Bob's value for input i.
7. Bob evaluates the m/2 garbled circuits and prints the majority output.
We assume, as in [21] , that computing the commitments z j,j ′ ,i,b and z j,i,b does not require exponentiation, but rather, just a symmetric encryption. Also a single oblivious transfer requires only O(1) exponentiations. 
Expander Properties
Let G = (V, E) be a d-regular graph on n vertices. Let A = (a uv ), u, v ∈ V, be its adjacency-matrix, that is, a uv = 1 if (u, v) ∈ E and a uv = 0 otherwise. Since G is d-regular, the largest eigenvalue of A is d, corresponding to the all 1s eigenvector. Let λ = λ(G) denote the second largest absolute value of an eigenvalue of G. We need the following discrepancy theorem, known as the expander-mixing lemma (see, e.g, [1, 6] , for the proof).
Theorem 2 For any subsets
where e(X, Y ) is the number of edges with one endpoint in X and one endpoint in Y .
In our asymptotic analysis, we use explicit expander graphs known as Ramanujan graphs. The construction we use is essentially due to Lubotzky, Phillips, and Sarnak [18] , and independently discovered by Margulis [20] . However, the form of these graphs [18, 20] is not so convenient to work with. We use a slight variant of these graphs described in section II of [2] .
Let p, q be any distinct primes congruent to 1 modulo 4, with p a quadratic residue modulo q, and q ≥ 2 √ p. Let d = p + 1. Then for every positive integer ℓ, there is an explicit
For fixed p, q as we vary ℓ we get an infinite family of graphs, and there is a positive constant α such that for any integer m, there is a graph in the family with m ′ vertices, where m ′ ≤ m ≤ αm ′ . For a description of how to efficiently compute these graphs, see section II of [2] . We note that one can also obtain Ramanujan graphs by random sampling, and testing with Gaussian elimination. See [11] for how to sample such graphs.
Combinatorial Identities
Fact 4 (see [10, 25] ) For any positive integer n, √ 2πn 
Expander-checker
Alice associates her m garbled circuits with the vertices of a d-regular Ramanujan graph G = (V, E) on m vertices. The difference between our protocol and Equality-checker is that instead of committing to every pair of circuits {j, j ′ }, Alice only commits to the edges of G. Equality-checker is a special case of our protocol, which corresponds to setting d = m − 1. Since G has dm/2 edges, Alice performs dm/2 commitments. We borrow some notation from Equality-checker, as described in Section 2.3. Let z j,i,b , w j,i,b , z j,j ′ ,i,b , and w j,j ′ ,i,b be the commitments and witnesses as defined in that section. Alice only computes z j,j ′ ,i,b and w j,j ′ ,i,b for those {j, j ′ } for which {j, j ′ } is an edge of G.
For a subset S of the vertices V , let G(S) denote the induced subgraph of G on vertex set S.
Expander-checker:
1. Alice creates m garbled circuits C 1 , . . . , C m . For edges {j, j} in G, she sends the C j , (j, j ′ , i, z j,j ′ ,i,b ), and (j, i, b, z j,i,b ) to Bob. The (j, j ′ , i, z j,j ′ ,i,b ) should be sent in a random order so that Alice cannot distinguish z j,j ′ ,i,0 from z j,j ′ ,i,1 .
2. Bob chooses a (uniformly) random subset S ⊆ [m] of size m/2. Bob sends S to Alice.
3. Alice exposes the secrets of the C i for every i ∈ S. She also sends witnesses w j,j ′ ,i,b and w j,i,b for all i, b, all j ∈ S, and all {j, j ′ } ∈ G(S). Bob verifies the garbled circuits and commitments are correct.
4. Renumber the remaining garbled circuits C 1 , . . . , C m/2 . Alice sends the keys K j i,b i and the witnesses w j,j ′ ,i,b i for every j ∈ V \ S, every edge {j, j ′ } ∈ G(V \ S), and every one of her input wires i, where b i is her input for wire i.
5. Bob uses the witnesses w j,j ′ ,i,b i to verify that Alice's input to all the circuits is the same.
6. Alice and Bob engage in committed oblivious transfers in order for Bob to receive his garbled input bits. For every input wire i of Bob, Alice uses a single oblivious transfer to give Bob one of the two tuples (
i,1 , w m/2,i,1 ), depending on Bob's value for input i. 7. Bob evaluates the m/2 garbled circuits and prints the majority output.
If both parties are honest, the above protocol is correct, so we turn to security. We first develop a framework for proving the security of Equality-checker that is more powerful than that given in [21] (leading to better bounds, see Section 1), and which generalizes to Expander-checker.
Security analysis for Equality-checker
We will show that in order for a malicious Alice to cheat with non-negligible probability, the following must be true: Alice does not provide the same input for more than m 4 of the correctlygarbled circuits that Bob will evaluate. If this is not true then Bob will respond with the output corresponding to the majority input of Alice, in which case the protocol will be simulatable in the ideal model by sending the majority input to the trusted third party.
Let F be a family of complete graphs where each G ∈ F has some of its edges labeled bad, and some of its vertices labeled incorrect. We will use the observation above to construct a family F containing all of the (labeled) complete graphs G for which a malicious Alice can cheat with non-negligible probability.
If Alice can cheat by sending a graph G with exactly ǫm incorrect cicuits, then there must be some subset S of m 2 vertices of G which Bob can sample, so that if we remove S from G, Alice can assign her inputs to the remaining vertices so that no more than m 4 of the remaining vertices are assigned the same input. Partition the set of remaining vertices into groups B, C 1 , C 2 , . . . , C r , where B denotes the set of incorrect circuits (here, |B| = ǫm), and for each C i , all vertices in C i are assigned the same input. Then, all of the edges connecting C i to C j , for any i = j, must be bad edges, as otherwise Alice will get caught. Moreover, by the observation above, |C i | ≤ m 4 for all i. For a given G, there may be more than one choice of S, each giving rise to different sets B, C 1 , C 2 , . . . , C r with the above properties. For our purposes, what matters is that there is at least one such S, B, C 1 , C 2 , . . . , C r for the graph G. Let F be the family of all such graphs G. Proof: Fix any G ∈ F, and let S, B, C 1 , C 2 , . . . , C r be a partition of the vertices of G with the properties described above. We compute the probability that Alice does not get caught. Note that |S| = m 2 and |B| = ǫm. For all i, let c i = |C i | ≤ m 4 . As observed above, all of the edges between C i and C j for i = j are bad, and therefore in order for Alice not to get caught, Bob can sample vertices from at most one C i . Since B contains only incorrect circuits, Bob's samples must all be drawn from S and at most one C i . Define an elusive set E to be a set of vertices of G not containing any incorrect vertices and such that no two endpoints of a bad edge lie in E. For Alice not to get caught, Bob must sample an elusive set. The number of elusive sets is at most . This follows from the identity:
. For the remainder of the proof, assume r ≥ 2.
We now use the identity for a ≥ b:
for all i, we may inductively apply the identity so that r = 2, c 1 = , there are more than m 4 correctly-garbled circuits that Bob evaluates for which Alice will provide the same input, or Alice will get caught.
Proof: If Alice does not use the same input for more than m 4 of the correctly-garbled circuits that Bob will evaluate, she will be caught unless she sends some graph G ∈ F. But then, by the previous lemma, she will get caught with probability at least 1 − 2 Proof: By the previous corollary, with probability at least 1 − 2
, the majority of inputs to the correctly-garbled circuits that Bob evaluates have the same input, or Alice will get caught, and thus Bob will output the value outputted by the circuits on this input.
The rest of the proof (i.e., the construction of the simulator) is the same as that for Equalitychecker, as given in Claim 3 of [21] . We list the main steps of their proof here. The idea is that if Bob doesn't abort the protocol before step 6, then he will respond with the majority output f (x maj , x b ), where x b is Bob's input and x maj is the input given by Alice to the majority of the correctly-garbled circuits. Alice's view of the protocol consists of the OTs and output, and so she can simulate her view with some simulator S.
In the ideal model the adversary A ′ sends the input x maj to the trusted third party and retrieves f (x maj , x b ). She can use S to simulate the real Alice's view, and emulate her strategy step-by-step. Thus, the views in the real and ideal model are indistinguishable.
Theorem 8 Equality-checker is secure when Bob (circuit-evaluator) is malicious.
Proof: This proof is the same as that for Equality-checker, as given in Claim 4 of [21] .
Theorem 9
In Equality-checker, Alice can cheat with probability at least Proof: Alice will send the following labeled graph G ∈ F to Bob. She will not create any incorrect circuits. She will partition the vertices into two groups V 1 , V 2 , with |V 1 | = Assume the circuit being evaluated has only one bit of input from Alice. Suppose E occurs. Alice may then assign all remaining vertices in V 1 the input 0 and all vertices in V 2 the input 1. If the function being evaluated differs on its output (for a given Bob input) when Alice's input is a 0 or a 1, then there is no majority output of Bob's evaluations (there are two outputs, and each one occurs for exactly half of the circuits). Thus, Bob will have to abort (and this behavior cannot be hidden from Alice), and this may reveal information to Alice about Bob's input. For instance, there may be another possible input of Bob which is insensitive to the input of Alice, in which case all circuits will have the same output, and Bob will not abort.
In Appendix 5, we present a counterexample to Lemma 3 in [21] , from which their Table 4 , which analyzes the performance of Equality-checker for different security levels, is constructed.
Security analysis for Expander-checker
We generalize the analysis of the previous section. The difficulty is that now the family F of graphs for which Alice can cheat with non-negligible probability is more complex. The graphs are no longer labeled complete graphs, but rather labeled expander graphs. We bound the new probability that Alice gets caught if she chooses a graph G ∈ F to send to Bob.
As before, for Alice to cheat, she cannot provide the same input for more than m 4 of the correctlygarbled cicuits that Bob will evaluate. Corollary 6, Theorem 7, and Theorem 8 are unchanged, except for the probability that Alice does not get caught, which will increase. We prove the new version of Lemma 5 in Theorem 10 below.
In Expander-checker, if Alice can cheat by sending a graph G, then as before, we can find a vertex partition S, B, C 1 , C 2 , . . . , C r with |S| = m 2 , |B| = ǫm for some ǫ where B denotes the set of incorrect circuits, all edges in the expander connecting C i to C j for i = j are bad, and
for all i. Let F be the family of all such labeled graphs G.
We assume the expander graph satisfies λ ≤ 2 √ d.
Theorem 10 Let G be a d-regular Ramanujan graph for a sufficiently large constant d. If Alice chooses any graph G ∈ F, she will get caught when Bob samples m 2 vertices of G with probability at least
log(
) .
Remark 11
Recall that our bound on the probability of undetected cheating by Alice for Equalitychecker was 2·2 The difference between this proof and the previous is that now Bob can actually sample vertices from more than one C i without Alice getting caught. This is because the graph G is not complete, so there may not be any edges connecting Bob's samples in the different C i . However, using the expander-mixing lemma, we will show that if Bob samples too many vertices from different C i , there will be bad edges connecting some of them, and Alice will get caught.
Define an elusive set as in the proof of Lemma 5. In order for Alice not to get caught, Bob must sample an elusive set, i.e., his vertices must come from S ∪ C 1 ∪ C 2 ∪ · · · ∪ C r and there must be no edge between any of his samples lying in different C i . We seek an upper bound on the number of elusive sets in G.
If . For the remainder of the proof, r ≥ 2.
We consider a labeled graph G ′ which has at least as many elusive sets as G. It will be easier to upper bound the number of elusive sets of G ′ . We want G ′ to have the property that its vertices can be partitioned into sets . It follows that r has decreased by 1. If r is still more than 3, repeat this process on G ′ . We eventually end up with the desired labeled graph G ′ . We will assume that r = 3. If actually r = 2, we may just set D 2 = ∅. We introduce some notation. The number of elusive sets in G ′ , and thus in G, is at most
We will choose d 0 , 
The following is the only place where we use the fact that G is an expander.
Claim 13
For fixed harmonious i 0 , i 1 , i 2 with i 0 + i 1 + i 2 = j and i 0 ≥ i 1 , i 2 , we have,
where the subscripts should be understood modulo 3. At this point, our task is to maximize expression 2 subject to i d i = 
Then, since there are at most j + 1 pairs (i r+1 , i r+2 ) for a given i r for which i r + i r+1 + i r+2 = j, we can bound the inner sum by (j + 1)
We can now simplify expression 3 to the following,
This expression is clearly maximized when d r = d r+1 = log(
which upper bounds the total number of elusive sets. Thus, the probability that Alice does not get caught is at most this quantity divided by . We conclude that the probability that Alice does not get caught is at most
.
and the proof of the theorem is complete.
Efficiency
To compare Expander-checker with Equality-checker, we would like to achieve inverse exponential (in m) probability of undetected cheating, where m is an input parameter we use to measure our protocol's efficiency. m corresponds to the number of garbled circuits in the above.
The probability Alice can cheat in Expander-checker is at most
One can write a short routine in C to find a constant d = p+1 with p a prime congruent to 1 mod 4, for which we can instantiate the graphs G in the previous section with those of Fact 3 on Θ(m) vertices, so that this probability is at most 2 −Ω(m) . Alternatively, one can find such a graph by random sampling [11] . To achieve error probability ǫ, we may set m = O(ln 1 ǫ ). Recall that g and I denote the number of gates and inputs to the circuit to be computed, respectively.
Step 1 requires O(mg) = O(ln( Recall that Equality-checker achieves 2 −Ω(m) probability of undetected cheating with O(mg + m 2 I) communication and number of symmetric encryptions, while the number of exponentiations is O(I) (see Theorem 1). Suppose we want error probability ǫ. Let m be such that we achieve error probablity ǫ in Equality-checker. Then in Expander-checker we achieve error probability ǫ for m ′ = O(m). Moreover, our communication and number of symmetric encryptions is O(m ′ g) = O(mg), which improves the Ω(mg + m 2 I) of Equality-checker for sufficiently large m and I.
Practical issues and open questions
For a practical setting of parameters our bounds on the probability that Alice can cheat in Expanderchecker are not good enough to make Expander-checker favorable to Equality-checker. This is due in part to a certain suboptimality of our Ramanujan graphs. In Claim 13 we argued that any two disjoint sets of vertices in a Ramanujan graph on m vertices, one of size at least m 2/d and one of size at least 2m 2/d, have an edge between them. However, a counting argument shows there exist graphs on m vertices for which there is an edge between any two disjoint sets of vertices of size ) factor in our probability bound.
We cannot even rule out that there exist graphs on m vertices for which there is an edge between any two disjoint subsets of Θ(m/d) vertices. As far as we are aware, the best explicit construction of such graphs can be obtained from [5] , and show there exist graphs on m vertices for which any two disjoint sets of vertices of size Ω(m · polylog(d)/d) have an edge between them. However, we have not been able to work out the constants in that construction, which seem quite large.
Besides directly trying to construct such graphs, it may be possible to slightly change the protocol. The natural thing to do would be to have Bob sample a d-regular graph on m vertices at random, and send it to Alice to use instead of our explicit Ramanujan graph. Then with high probability it is such that any two disjoint subsets of vertices of size 2m ln d/d have an edge between them. The problem with this approach is that the probability of sampling such a graph is only 1 − 2 −Θ(m/d) , which is much smaller than the 1 − 2 −Θ(m) we are looking for.
