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ABSTRACT
GALOIS MODULE STRUCTURE OF LUBIN-TATE MODULES
Sebastian Tomaskovic-Moore
Ted Chinburg
Let L/K be a finite, Galois extension of local or global fields. In the classical
setting of additive Galois modules, the ring of integers OL of L is studied as a
module for the group ring OKG, where G is the Galois group of L/K. When K
is a p-adic field, we also find a structure of OKG module when we replace OL
with the group of points in OL of a Lubin-Tate formal group defined over K. For
this new Galois module we find an analogue of the normal basis theorem. When
K is a proper unramified extension of Qp, we show that some eigenspaces for the
Teichmu¨ller character are not free. We also adapt certain cases of E. Noether’s
result on normal integral bases for tame extensions. Finally, for wild extensions we
define a version of Leopoldt’s associated order and demonstrate in a specific case
that it is strictly larger than the integral group ring.
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Chapter 1
Introduction
The classical study of additive Galois modules concerns a finite Galois extension
L/K of global fields, meaning number fields or finite extensions of Fp(t), or non-
archimedean local fields, meaning finite extensions of Qp or Fp((t)). Write G for the
Galois group of this extension. Then the ring of integers OL of L is a module for OK
with an action by G so we may ask questions about the structure of OL as a module
over the group ring OKG. Developments in this field include the familiar normal
basis theorem; Noether’s criterion, which asserts that OL is locally free if and only
if L/K is tame; and Leopoldt’s associated order, which serves as a replacement
for the coefficient ring OKG in the presence of wild ramification. Details on these
innovations will be given in Chapter 2. They serve as the template for the main
results of this thesis.
Our object of study here will not be the ring of integers of L, but rather the
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OL-points of a Lubin-Tate formal group. Suppose that L/K is a finite, Galois
extension of non-archimedean local fields of characteristic zero, F is a Lubin-Tate
formal group defined over K, and denote its points in OL by F (OL). Then F (OL) is
an abelian group by virtue of F being a formal group. It has an action of OK coming
from the formal OK-module structure on F . If G = Gal(L/K) then the natural
G-action on elements of L commutes with both the formal group operation and the
Lubin-Tate endomorphisms because both are given by power series in K. Hence,
we get an OK-linear G-action on F (OL) which makes it a module for OKG. This
means that many theorems concerning additive Galois modules make sense when
posed as questions about F (OL). Chapter 3 contains the foundational definitions
and facts about Lubin-Tate formal groups.
Another Galois module that has been an object of study is the multiplicative
group. Greither [Gre] and later Sharifi [Sha] have given a presentation of the multi-
plicative group of cyclotomic extensions of Qp, as well as its subgroups the principal
n-units, as modules for ZpG. This fits under the above rubric since the principal
1-units are the points of the multiplicative formal group. This precedent for the
current research is covered in Chapter 4.
New research concerning the Galois module F (OL) begins in Part II. The goal of
Chapter 5 is a new result on pointwise convergence of the known formula logF (X) =
limn→∞ pi−n[pin](X). Chapters 6 and 7 contain an analysis of how the OK-action
and the Galois action, respectively, affect the valuation of elements of F (OL). Also
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in Chapter 6, we use the pointwise convergence of the logarithm to determine the
valuation of elements comprising the image of logF . The structure of F (OL) as
OK-module is completely determined using the formal logarithm in Section 6.1.
The next three chapters adapt the statements about OL described in Chapter
2 to our new Galois module F (OL). The normal basis theorem inspires a theorem
about freeness of F (OL) ⊗OK K in Chapter 8. Then certain tame extensions are
investigated in Chapter 9. Finally, in Chapter 10, we define the associated order of
F (OL), prove that it is strictly larger than OK for the pi2-torsion field of a formal
group of height 2, and then use class field theory to demonstrate some elements
that are not in the associated order. Also, a comparison is made to the associated
order determined by Cassou-Nogue`s and Taylor [CNT].
3
Part I
Background
4
Chapter 2
An abridged history of additive
Galois modules
In this chapter we will review selected pieces of the theory of additive Galois mod-
ules. This chapter by no means contains the entirety of what is known about the
OKG-structure of OL but only the specific theorems and concepts that will be
adapted when we later replace OL with the points of a Lubin-Tate formal group. A
more detailed overview of results in this field, focusing especially on the local case,
can be found in [Tho].
2.1 The normal basis theorem
The study of Galois modules can be said to begin with a familiar result, the normal
basis theorem. It is the statement that L, when considered as a K-vector space with
5
K-linear G-action, i.e. as a KG-module, is a free module of rank 1. Equivalently, it
says that there is a K-basis for L consisting of the G-conjugates of a single element;
this is the titular normal basis. It is a result in algebra, but not really number
theory.
To make the question more arithmetic, we can try to determine when OL is
free, rank 1 over OKG, that is, when is there a basis for OL as an OK-module
consisting of G-conjugate elements? Such a basis is an integral normal basis. It is
enough to determine when OL is free over OKG, since its rank will not be changed
by tensoring with K, reducing it to the case of the normal basis theorem.
2.2 Tame extensions
The question of the existence of an integral normal basis was answered by E. Noether
[Noe] in the case of local fields.1 She proved that an integral normal basis exists
precisely when L/K is at most tamely ramified. An extension is tamely ramified
when, for each ramified prime p of K with residue field of characteristic p, the
ramification index of p in L is prime to p. In the case of local fields, which have
only one prime, a tame extension is one in which the characteristic of the residue
field does not divide the subgroup of G that acts trivially on the residue field.
1The term local field should always be interpreted to mean a non-archimedean local field with
finite residue field.
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2.3 The associated order
If L/K is not tame then it is called wildly ramified. H.-W. Leopoldt [Leo] discovered
a way to recover freeness for many wildly ramified extensions. Namely, one enlarges
OKG to the associated order AL/K of OL in KG, defined as
AL/K = {φ ∈ KG : φ(OL) ⊆ OL}.
Leopoldt proved that if K is either Q or Qp and L is absolutely abelian, then OL
is free as a module for AL/K . In one sense, the associated order is the correct ring
for this question, for Martinet notes that AL/K is the only OK-order in KG over
which it is possible for OL to be free [Mar, §4]. Consistent with this and Noether’s
criterion, Berge´ has proved that AL/K = OKG if and only if L/K is tamely ramified
[Ber, Th. 1]. The associated order improves a little on Noether even when K is not
Q or Qp. If L/K is an extension of p-adic fields that is at most weakly ramified,
meaning that its second ramification group is trivial, then Byott proved that OL is
free over AL/K [Byo, Cor. 4.3].
Besides the above, fairly general, results, it is known whether or not OL is free
over its associated order in a variety of specific situations. Sometimes we also have
an explicit description of the associated order. One such case is the work of Cassou-
Nogue`s and Taylor [CNT, Ch. X], in which the authors consider the torsion field of
a Lubin-Tate formal group. More will be said about their results in Section 10.4.
7
2.4 Ambiguous ideals
If a is a so-called ambiguous ideal, that is, a fractional ideal of L that is stable under
the action of G, then much the same questions can be asked about a as about OL.
Specifically, a is a module for OKG which yields L when tensored with K, so we
may seek to determine when such a are free over OKG. Ullom has proved that any
ambiguous ideal is free over OKG when L/K is a tame extension of local fields [Ull].
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Chapter 3
Lubin-Tate formal modules
Our aim in this thesis is to replace the ring of integers in the classical theory of
additive Galois modules with the group of points of a Lubin-Tate formal group.
This chapter provides an introduction to Lubin-Tate formal groups.
3.1 Formal group laws
Let R be a commutative ring. A one-dimensional formal group law over R is a
power series F ∈ RJX, Y K with no constant term satisfying
F (X, 0) = X and F (0, Y ) = Y (A1)
and
F (F (X, Y ), Z) = F (X,F (Y, Z)) (A2)
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If F also satisfies
F (X, Y ) = F (Y,X) (A3)
then F is a commutative formal group law. Most formal group laws are com-
mutative. More precisely, if R has no elements that are simultaneously torsion
and nilpotent, then all one-dimensional formal group laws over R are commutative
[Haz, §6.1]. In this thesis, a formal group law shall always mean a one-dimensional,
commutative formal group law.
The first axiom, (A1), may be replaced by one of a few equivalent statements.
Lemma 3.1. Assuming that (A2) holds, the following are equivalent:
F (X, 0) = X and F (0, Y ) = Y, (A1)
F (X, Y ) ≡ X + Y mod (X, Y )2, (A1b)
F (X, Y ) ≡ X + Y mod XY. (A1c)
Proof. It is clear that (A1c) implies (A1b). Also, (A1) implies (A1c) because
F (X, 0) is the sum of all terms of F (X, Y ) having no Y factor and similarly for
F (0, Y ). The implication from (A1b) to (A1) is the only one requiring (A2). Sub-
stituting Y = Z = 0 in that axiom, we get
F (X, 0) = F (X,F (0, 0)) = F (F (X, 0), 0).
If F (X, 0) ≡ X + aXr mod Xr+1 for some a ∈ R then the above equation says
that
X + aXr ≡ X + aXr + a(X + aXr)r ≡ X + 2aXr mod Xr+1,
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which means that a = 0. Showing that F (0, Y ) = Y is the same.
There is a clear analogy between the above axioms and those defining a group.
However, the reader may notice that the usual group axiom asserting the existence
of inverses is missing. In fact, such an axiom is not necessary for a formal group
law because it is a consequence of the first two axioms.
Lemma 3.2. If F ∈ RJX, Y K is a power series satisfying (A1) and (A2) then
there is a unique power series ι(X) ∈ RJXK such that ι(X) ≡ −X mod X2 and
F (X, ι(X)) = F (ι(X), X) = 0.
Proof. First we will construct ι so that F (X, ι(X)) = 0 and then prove that any
such ι must also satisfy F (ι(X), X) = 0. The series ι may be constructed via an
iterative procedure as follows.
Let ι1(X) = −X. It is clear that F (X, ι1(X)) ≡ 0 mod X2. Now suppose that
we have ιr(X) with F (X, ιr(X)) ≡ aXr+1 mod Xr+2 for some a ∈ R. If we define
ιr+1(X) to be ιr(X)−aXr+1 then F (X, ιr+1(X)) ≡ 0 mod Xr+2 because of (A1b).
Now if we define ι(X) = limr→∞ ιr(X) then it will satisfy F (X, ι(X)) = 0.
Now we will show that also F (ι(X), X) = 0. It is obvious that F (ι(X), X) ≡ 0
mod X2. So suppose r ≥ 2 is such that F (ι(X), X) ≡ aXr mod Xr+1. We have
F (X,F (ι(X), X)) ≡ X + aXr mod Xr+1
and, on the other hand,
F (X,F (ι(X), X)) = F (F (X, ι(X)), X) = F (0, X) = X.
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So in fact a = 0, and thus F (ι(X), X) = 0.
Uniqueness of ι can be proved in the same way as for uniqueness of inverses in
a group.
Some familiar formal group laws are the additive group
Gˆa(X, Y ) = X + Y
and the multiplicative group
Gˆm(X, Y ) = (1 +X)(1 + Y )− 1 = X + Y +XY.
Given a formal group law, the associated formal group is a group object in the
category of formal schemes. If S is a complete, local R-algebra, define the points
of F in S to be the group with underlying set mS, the maximal ideal of S, and
operation
x+
F
y = F (x, y)
for any x, y ∈ mS. We write this group as F (S), or sometimes F (mS). The axioms
(A1) and (A2) together with Lemma 3.2 guarantee that F (S) is a group and, when
F is commutative, (A3) says that it is an abelian group. This group has a filtration
by the subgroups F (miS), the subgroups whose sets are m
i
S.
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3.2 The logarithm
A homomorphism of formal group laws from G to F is a power series f(X) ∈
RJXK without constant term that satisfies
F (f(X), f(Y )) = f(G(X, Y )).
Clearly such a homomorphism is invertible if and only if f has a composition inverse.
For example, whenR is a field of characteristic zero, the usual power series log(1+X)
and exp(X) − 1 are mutually inverse isomorphisms between Gˆm and Gˆa. It is
evident from the definition that a homomorphism of formal group laws induces a
homomorphism of functors
f(S) : G(S)→ F (S), x 7→ f(x)
for any complete, local R-algebra S.
In fact, analogues of log and exp exist for any formal group law over a field of
characteristic zero. Specifically, there is a power series
logF (X) ≡ X mod X2
with coefficients in K such that
logF (F (X, Y )) = logF (X) + logF (Y ), (3.1)
i.e. logF is a homomorphism from F to Gˆa. One way to obtain this power series is
by solving
d
dX
logF (X)
dF
dY
(X, 0) = 1.
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This is proved in [FV, Ch. VIII, §1]. Since the linear term of logF is X, it has a
composition inverse, which is denoted by expF .
3.3 Lubin-Tate formal group laws
A Lubin-Tate formal group law is a formal group law over a characteristic zero
local field having an endomorphism of a specific form. Let R = OK be the ring of
integers of a local field K of mixed characteristic (0, p) and fix a prime element pi of
K. Let q be the order of the residue field. A power series e(X) ∈ OKJXK satisfying
e(X) ≡ piX mod X2 and e(X) ≡ Xq mod pi
is called a Lubin-Tate series [Neu, Ch. V, §2] or a Frobenius power series
[Lan, Ch. 8, §1] for pi. For a given power series e(X) of this form, there is a unique
formal group law Fe ∈ OKJX, Y K having e as an endomorphism, that is,
Fe(e(X), e(Y )) = e(Fe(X, Y )).
This formal group law is the Lubin-Tate formal group law associated to e(X).
A Lubin-Tate formal group law comes with many more endomorphisms than
just e(X). For any a ∈ OK there is a unique power series [a](X) ∈ OKJXK such
that [a](X) ≡ aX mod X2 and [a] is an endomorphism of Fe. Because of the
uniqueness, we must have [pi](X) = e(X). Uniqueness also tells us that the map
[·] : OK → EndOK (F ) is an injective homomorphism. The existence of such a
homomorphism gives a formal group law the name formal OK-module. If F is a
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formal module, not a priori a Lubin-Tate formal group law, such that [pi](X) ≡ Xq
mod pi then in fact F is a Lubin-Tate formal group law and thus there is a one-
to-one correspondence between Frobenius power series and such formal modules
[Neu, Ch. V, Th. 4.6].
If e(X) and e(X) are two different Lubin-Tate series, both for the uniformizer
pi, then in fact Fe and Fe are isomorphic over OK [Neu, loc. cit.]. If a different
uniformizer, pi is chosen for K, it comes with a different set of Lubin-Tate power
series and thus a different set of Lubin-Tate formal group laws. These formal group
laws will not be isomorphic overOK to those for pi. However, there are isomorphisms
defined over the completion of the maximal unramified extension of K [Lan, Ch. 8,
§3].
In the sequel, F is assumed to be a Lubin-Tate formal group law for the uni-
formizer pi ∈ K.
For positive integers n, let F [pin] denote the set of pin-torsion points of F in Qp,
F [pin] = {x ∈ Qp : [pin](x) = 0},
and let F [pi∞] =
⋃
n≥1 F [pi
n]. For finite n, F [pin] is a cyclic OK-module generated
by any primitive pin-torsion point, i.e. any element of F [pin] − F [pin−1]. The pin-
torsion field of F is L = K(F [pin]), the field obtained by adjoining all of the pin-
torsion points of F to K. It can be proved using Weierstrass preparation on the
power series [pin](X) that L/K is totally ramified and that the ring of integers
of L is generated by a primitive pin-torsion point λ. Clearly, if a is any element
15
of (OK/(pin))× then [a](λ) is also a primitive pin-torsion point. Thus, we get an
injective homomorphism (OK/(pin))× = O×K/U (n)K → Gal(L/K), where U (n)K is the
group of principal n-units of K, which sends a ∈ O×K/U (n)K to the automorphism
mapping λ 7→ [a](λ). By considering the degree of the polynomial obtained by
Weierstrass preparation, we see that in fact this map is an isomorphism. Hence,
L/K is an abelian extension of K with Galois group isomorphic to O×K/U (n)K and
degree equal to #
(
O×K/U (n)K
)
= (q − 1)qn−1 . Lubin-Tate formal groups are used
in local class field theory because Kab is the compositum of K(F [pi∞]) and Knr.
Even though OK is not a field, the logarithm of a Lubin-Tate formal group
is still very useful. It can be defined as in Section 3.2 to yield a power series
logF ∈ KJXK and it will still satisfy (3.1). The coefficients of logF are not too
far from integral; the formal derivative d
dX
logF (X) has coefficients in OK . This
is enough to guarantee that, even though logF has nonintegral coefficients, it will
converge on the valuation ideal m of any algebraic extension L of K. This means
that evaluation of logF induces a homomorphism from F (m) to the additive group
of L. Note that its image will not generally be contained in m because of logF ’s
nonintegral coefficients. But this only happens for arguments of small valuation.
If we restrict to a small enough neighborhood of zero then logF becomes bijective.
To be precise, logF and expF induce mutually inverse isomorphisms between F (m
i)
and mi whenever i >
eL/K
q−1 [Lan, La. 8.6.4].
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3.4 The formal group of an elliptic curve
A formal group law can be obtained from an elliptic curve. Let E be an elliptic
curve defined over the field K. When completed at the identity, the group law of
E becomes a morphism SpecKJX, Y K → SpecKJZK. The image of Z under the
corresponding ring map is a power series Eˆ with coefficients in K. This power series
will be a formal group law since it comes from a group scheme multiplication.
Given a Weierstrass model
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (3.2)
for E, we can derive the power series Eˆ as follows. This approach may be found in
[Sil, Ch. IV, §1] or [Hus, Ch. 12, §7]. We begin by making the change of variables
z = −x
y
and w = −1
y
which results in z being a local parameter for E at the origin. This causes the
Weierstrass equation to take the form
w = z3 + a1zw + a2z
2w + a3w
2 + a4zw
2 + a6w
3. (3.3)
Using this expression, we may express w as a power series w(z) ≡ z3 mod z4 in
KJzK. Inverting the change of variables gives Laurent series x(z) and y(z) in K((z))
that satisfy (3.2).
We now use w(z) and z to find the power series Eˆ. Regarding z1 and z2 as
independent indeterminates, the line through (z1, w(z1)) and (z2, w(z2)) has slope
λ =
w(z2)− w(z1)
z2 − z1 .
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The equation for the line is w = λz + ν, where ν = w(z1) − λz1. Write z3 for
the z-coordinate of the third intersection point of the line with E. If we substitute
w = λz + ν into (3.3) then we obtain a cubic polynomial in z whose roots are z1,
z2, and z3. Hence, the z
2 coefficient in this cubic is −z1 − z2 − z3. This yields
z3 = −z1 − z2 − a1λ+ a3λ
2 + a2ν + 2a4λν + 3a6λ
2ν
1 + a2λ+ a4λ2 + a6λ3
.
This means that the sum of (z1, w(z1)) and (z2, w(z2)) will have z-coordinate
Eˆ(z1, z2) =
x(z3)
y(z3) + a1x(z3) + a3
≡ z1 + z2 mod (z1, z2)2.
It is proved in [Sil] that in fact this power series has coefficients in Z[a1, a2, a3, a4, a6].
Now suppose that E has good reduction at the prime p ⊂ K. Let Ep be the
base change of E to Kp, the completion of K at p, and let E˜ denote the reduction
of E at p. If m is the valuation ideal of Kp then
z 7→
(
z
w(z)
,− 1
w(z)
)
is a homomorphism of abelian groups from Eˆ(m) to E(Kp) fitting in the exact
sequence
0→ Eˆ(m)→ E(Kp)→ E˜(k)→ 0
where k is the residue field of K at p. See [Sil, Ch. VII, §2] for a proof of this.
This exact sequence tells us that Eˆ can show us some or all of the p-torsion
points of E, where p is the rational prime lying below p. When E has ordinary
reduction at p, the formal group will have torsion of rank one, and when E is
18
supersingular at p, the rank of Eˆ[p] is two. Furthermore, in the case where E has
complex multiplication by the imaginary quadratic field K, it turns out that Eˆ is
a Lubin-Tate formal group [CNT, Ch. X, §5].
19
Chapter 4
The case of Gˆm
The multiplicative formal group law Gˆm is a Lubin-Tate formal group law over Qp
with uniformizer pi = p. Therefore we may consider the question of the structure
of the points of Gˆm in extensions L/Qp as a module for Zp[Gal(L/Qp)]. The group
Gˆm(OL) is isomorphic via x 7→ 1 +x to the principal units of L. The multiplicative
group of L and its subgroup the principal units have been studied as Galois modules.
In 1996, Greither gave a presentation for the multiplicative group of the cy-
clotomic extension Qp(ζpn) as a module for the Zp-group ring of Gal(Qp(ζpn)/Qp)
[Gre]. Sharifi gave another proof of the result, using different methods, in 2014
[Sha].2 Here we follow Sharifi’s treatment.
Let p be an odd prime, n a positive integer, and L = Qp(ζpn). The principal
2In fact, both Greither’s and Sharifi’s work concerns the more general situation where L is
the compositum of a cyclotomic extension and an unramified extension. The presentation here is
simplified to allow an easier comparison to the results that follow.
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unit group U
(1)
L = {1 + x : x ∈ mL} is a Zp-module with Zp-linear action by
G = Gal(L/Qp), hence a ZpG-module. We have G = ∆ × Γ with ∆ ∼= µp−1 and
Γ = Gal(L/Qp(ζp)) ∼= Zp. The group of principal units decomposes into eigenspaces
for powers of the Teichmu¨ller character ω : ∆→ Z×p ; write D(r) for the ωr eigenspace
for r = 2, . . . , p. Each D(r) is a ZpΓ-module.
Theorem 4.1 ([Sha, Th. 4.1.7]). The eigenspace D(r) is a free ZpΓ module generated
by any ur ∈ D(r) with vL(ur) = r for r = 2, . . . , p− 2. The exceptions are
D(p) = ζ
Zp
pn u
ZpΓ
p and D
(p−1) = (1 + p)ZpuZpΓp−1
for suitable choices of up, which generates a free ZpΓ-submodule, and up−1, which
is subject to the relation NL/Qp(ζp)(up−1) = 1.
In fact, Sharifi gives a presentation for the pro-p completion of L×. It differs from
U
(1)
L only in a Zp factor, which is generated by a prime element of L. In this
presentation, the generator up−1 is replaced by this uniformizer, which yields up−1
when acted on by γ − 1, where γ is a topological generator of Γ. Note that this
makes the r = p− 1 eigenspace, like D(p), the product of a cyclic Zp-module and a
free ZpΓ-module.
While Greither proves this result using Coleman theory, Sharifi’s proof uses
mostly elementary methods involving a precise determination of the valuation of
the image of the generator ur under elements of the group ring.
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Part II
Results
22
Let’s fix some notation for the chapters that follow. Let p be an odd rational
prime and K a finite extension of Qp with ring of integers OK and residue field Fq
of order q = pf . Fix a uniformizer pi ∈ K and write p for the maximal ideal piOK .
The principal unit filtration is O×K ⊃ U (1)K ⊃ U (2)K ⊃ · · · with U (i)K = 1 + pi for i ≥ 1.
The normalized valuation on K is vK .
L will denote a finite, Galois extension of K and we write m for the valuation
ideal of L and vL for the normalized valuation. As with K, the principal i-units of
L are U
(i)
L = 1 +m
i for i ≥ 1. The Galois group of L/K is denoted by G.
We are given a Lubin-Tate formal group law F ∈ OKJX, Y K for the prime
element pi. We write the Lubin-Tate module structure as
[·] : OK → EndOK (F ),
so that [a](X) ∈ OKJXK with [a](X) ≡ aX mod X2 for a ∈ OK . The points of
F in OL are F (m) which has underlying set m and operation x +
F
y := F (x, y).
Subtraction is written as x−
F
y and we also sometimes use the notation
∑
F
i
ai := a1 +
F
a2 +
F
· · ·
for the formal group sum of a collection {ai}i of elements of F (m). Besides being
an abelian group, F (m) is given an OK-module structure by evaluating the power
series [a](X) for a ∈ OK . Since both F and [a] have coefficients in K, the action
of G = Gal(L/K) commutes with the OK-module structure and makes F (m) into
23
a module for the group ring OKG. We will abuse some notation and write
[·] : OKG→ EndOK (F (m))
for this action as well. The group F (m) has the filtration F (m) ⊃ F (m2) ⊃ · · · and
these subgroups are stable under the action of OKG.
If GK is the absolute Galois group of K, the action of GK on F [pi
∞] is given
by a character χ : GK → O×K such that σ(λ) = [χ(σ)](λ) for any σ ∈ GK and
λ ∈ F [pi∞]. Of course χ factors through GabK = Gal(KnrK(F [pi∞])/K), and we
decompose GabK as Gal(K
nr/K) × ∆ × Γ∞, corresponding to the decomposition
K× ∼= piZ × µq−1 × U (1)K . For finite extensions L/K such that L ⊃ F [pim], we may
also write χ(g) for g ∈ G = Gal(L/K) with the understanding that its value lies in
O×K/U (m)K .
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Chapter 5
More on the logarithm
We saw in Section 3.2 that there is a power series logF (X) ∈ KJXK that converges
on m and is a homomorphism (defined over K) from F to Gˆa. In the present case
where F is a Lubin-Tate formal group, another way to obtain logF is the limit
logF (X) = lim
n→∞
pi−n[pin](X),
in the sense that the coefficient of X i in logF (X) is equal to the limit as n goes to
infinity of the coefficient of X i in pi−n[pin](X) [Lan, La. 8.6.1]. We will show that
this limit can also be used to compute logF (x) for a particular x ∈ m. First, here
is a lemma adapted from [Haz, Eq. 5.4.9].
Lemma 5.1. For each n ≥ 1, there are power series β0,n, . . . , βn,n ∈ OKJXK such
that βi,n ≡ X mod X2 and
[pin](X) = pinβ0,n(X) + pi
n−1β1,n(Xq) + · · ·+ piβn−1,n(Xqn−1) + βn,n(Xqn).
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Proof. We will show that the desired equation holds modulo Xm by induction on m.
It is true for m = 2 since the Lubin-Tate property [pi](X) ≡ piX mod X2 implies
that [pin](X) ≡ pinX mod X2. Now suppose that it holds modulo Xm and write
[pin](X) = pinβ0,n(X) + pi
n−1β1,n(Xq) + · · ·+ βn,n(Xqn) + bXm mod Xm+1.
Let k ∈ Z be such that qk | m and qk+1 - m. We would like to show that b ∈ pin−kOK .
Now apply logF to this equation. Using the fact that logF (X) ≡ X mod X2, as
well as part (iv) of Hazewinkel’s functional equation lemma [Haz, Ch. I, §2.2], we
have
pin logF (X) = logF ([pi
n](X))
≡ logF
(
n∑
i=k+1
pin−iβi,n(Xq
i
)
)
+ bXm mod (pin−k, Xm+1). (5.1)
On the other hand, we can use Hazewinkel’s functional equation [Haz, Ch. I, §8.3]:
logF (X) = g(X) + pi
−1 logF (X
q),
for some g(X) ∈ OKJXK, to see that
pin logF (X) = pi
ng(X) + pin−1g(Xq) + · · ·+ pig(Xqn−1) + logF (Xq
n
).
This means that pin logF (X) is congruent mod pi
n−k to a power series in Xq
k+1
.
Combining this with (5.1), we can see that, since qk+1 - m, it must be the case that
pin−k | b.
Theorem 5.2. For any x ∈ m, we have logF (x) = limn→∞ pi−n[pin](x).
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Proof. Write
logF (X) =
∑
i≥1
aiX
i and pi−n[pin](X) =
∑
i≥1
bi,nX
i
for ai, bi,n ∈ K. We know that limn→∞ bi,n = ai for all i ≥ 1. Define cm,n, for
m,n ≥ 1, to be
cm,n =
m∑
i=1
bi,nx
i.
Then we have
lim
n→∞
cm,n =
m∑
i=1
aix
i and lim
m→∞
cm,n = pi
−n[pin](x).
Our goal is to show that limm→∞ limn→∞ cm,n = limn→∞ limm→∞ cm,n.
The previous lemma shows that vK(bi,n) ≥ − logq i. Given a bound ` ≥ 1, first
choose m sufficiently large so that (m + i)vL(x) − eL/K logq(m + i) ≥ ` whenever
i ≥ 0. Now we would like to find a bound on vL(cm,n+r − cm,n) for r ≥ 1. This
difference involves the coefficients of the terms of degree at most m of
1
pin+r
[pin+r](X)− 1
pin
[pin](X) =
1
pin+r
(
[pir]([pin](X))− pir[pin](X)). (5.2)
From Lemma 5.1 we see that, ignoring terms of degree greater than m, the truncated
power series [pin](X) is divisible by pin−dlogqme. Similarly, [pir](X) is divisible modulo
Xm+1 by pir−dlogqme. Because the linear terms will cancel in (5.2), we find that
[pir]([pin](X))− pir[pin](X) ≡ 0 mod (pi2(n−dlogqme)+r−dlogqme, Xm+1)
and, dividing by pin+r, this yields
vL(cm,n+r − cm,n) ≥ (n− 3 logqm)eL/K .
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Choose n sufficiently large so that the right hand side is at least `. We also have,
for any s ≥ 1,
vL(cm+s,n+r − cm,n+r) ≥ min{eL/KvK(bm+i,n+r) + (m+ i)vL(x) | 1 ≤ i ≤ s}
≥ min{(m+ i)vL(x)− eL/K logq(m+ i) | 1 ≤ i ≤ s} ≥ `.
Combining the two inequalities shows that limm,n→∞ cm,n exists, and hence this
limit may be obtained by letting either m or n go to infinity first.
We will use this theorem in the next chapter to get information about the image
under logF of F (m). This image is an object of interest e.g. in [CW].
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Chapter 6
OK-module structure
6.1 The structure theorem
We can use the formal group logarithm, logF , to get information about the structure
of the OK-module F (m).
Theorem 6.1 (Structure theorem for points of formal OK-modules). We have an
isomorphism of OK-modules
F (m) ∼= F [pim]⊕O[L:K]K
where m ≥ 0 is the maximal integer such that F [pim] ⊂ L, i.e. F [pim] = F [pi∞] ∩ L.
Proof. For large i, the image of mi under expF is a free OK-submodule of F (m) of
rank [L : K] and finite index. Thus, the free part of F (m) has rank [L : K]. Since m
is a torsion-free group, F [pim] must be contained in the kernel of logF . Furthermore,
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the quotient of F (m) by its torsion subgroup is free, hence of rank [L : K]. So the
kernel of logF is exactly F [pi
m], and F (m) decomposes as the direct sum of ker(logF )
and a submodule isomorphic to im(logF ).
6.2 The action of [pi]
It will be useful to know the effect of the endomorphism [pi] on the filtration
{F (mi)}i≥1 of F (m). In what follows, let e1 = eL/K/(q − 1).
Lemma 6.2. Suppose z ∈ F (m) and vL(z) = i. Then vL([a](z)) = i for any a ∈ UK
and
vL([pi](z)) = qi if i < e1,
vL([pi](z)) ≥ qi if i = e1,
vL([pi](z)) = i+ eL/K if i > e1.
Proof. The first statement is a result of
[a](X) ≡ aX mod X2.
For the second, we use the Lubin-Tate conditions
[pi](X) ≡ piX mod X2 and [pi](X) ≡ Xq mod pi
to write
[pi](X) = piX +Xq + piX2g(X)
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for some g ∈ OKJXK. Thus, the valuation of [pi](z) will depend on how qi compares
to i+ eL/K . The cases are
[pi](z) ≡ zq mod mqi+1 if qi < i+ eL/K ,
[pi](z) ≡ zq + piz mod mqi+1 if qi = i+ eL/K ,
[pi](z) ≡ piz mod mi+eL/K+1 if qi > i+ eL/K .
This proves the lemma.
When L/K is totally ramified, i.e. there is no extension of the residue field, it is now
easy to see that F (m) is generated as an OK-module by any set of elements whose
valuations constitute the set S = {i ∈ Z : 1 ≤ i ≤ eL/K and q - i or i = eL/K}.
Corollary 6.3. F (mqe1+1) ⊆ [pi](F (m)).
The above lemma, combined with Theorem 5.2, allows us to determine the
valuations of elements in the image of F (m) under logF .
Proposition 6.4. Let S = {q−me1 : m = 0, 1, 2 . . . , vp(e1)}. Given x ∈ F (m) such
that vL(x) 6∈ S, we have
vL(logF (x)) = q
rvL(x)− reL/K ,
where r = max{0, dlogq e1vL(x)e}.
Proof. To make use of Theorem 5.2, we will show that vL(pi
−n[pin](x)) is constant
and equal to the value claimed for all sufficiently large n. We can see from Lemma
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6.2 that r is the smallest non-negative integer such that vL([pi
r](x)) ≥ e1. When
n ≥ r, this means that
vL([pi
n](x)) = qrvL(x) + (n− r)eL/K .
Subtracting neL/K from this gives the proposed formula.
Corollary 6.5. Let L = K(F [pin]). The largest fractional ideal of L that is con-
tained in logF (F (m)) is m
qn−1+1.
Proof. For this L, we have e1 = q
n−1. Let λ ∈ L be a primitive pin-torsion point. We
know that logF induces an isomorphism between F (m
qn−1+1) and mq
n−1+1, which
demonstrates containment in one direction. Next we show that no element of
logF (F (m)) has valuation q
n−1. Suppose x ∈ F (m) and vL(logF (x)) = qn−1. If vL(x)
lies in the set S of the above proposition, then vL(x) = q
i for some 0 ≤ i ≤ n− 1.
But if this is the case then x ≡ [a](λ) mod λqi+1 for some a ∈ K with vK(a) = i.
So if we let x′ = x−
F
[a](λ) then we will have vL(x
′) > vL(x). Repeating this pro-
cedure as necessary, we obtain x′ ∈ F (m) such that x = x′ +
F
ξ for some ξ ∈ F [pin],
vL(x
′) ≥ vL(x), and vL(x′) 6∈ S. Thus logF (x) = logF (x′) since logF (ξ) = 0. Also,
because the proposition applies to x′, we will have
qn−1 = vL(logF (x
′)) = qrvL(x′)− r(q − 1)qn−1.
If r < n − 1 then the equation implies that q | vL(x′). By our construction of x′,
this is only possible if vL(x
′) > qn−1. But if that is the case then we will have r = 0,
which implies that vL(x
′) = qn−1, a contradiction. On the other hand, if n− 1 = r
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then we get vL(x
′) = (n − 1)(q − 1) + 1 and this implies that logq( e1vL(x′)) < n − 1,
and hence r < n− 1.
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Chapter 7
Galois module structure
7.1 Eigenspaces
Suppose that a finite, Galois extension L of K contains the pi torsion points F [pi]
of F . Then L contains the pi-torsion field K(F [pi]), which is a Galois extension of
K with group ∆. Let ω : G = Gal(L/K)→ O×K be the composition of the quotient
map G → ∆ with the Teichmu¨ller character χ|∆ : ∆ ∼−→ µq−1 ⊂ O×K . That is, ω is
the character of G giving its action on the free OK/(pi)-module F [pi]. For integers
r, let
F (m)(r) = {x ∈ F (m) : δ(x) = [ω(g)r](x) for all g ∈ G}
be the eigenspace for ωr acting on F (m). If L/K is abelian, each F (m)(r) is a
module for the OK-group ring of Gal(L/K(F [pi])). Since ω surjects onto µq−1, we
have F (m)(r) = F (m)(s) if and only if r ≡ s mod q − 1. We shall identify the
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eigenspaces by the unique r in the range 2 ≤ r ≤ q. Note that F [pim] ⊂ F (m)(1),
for m as in Theorem 6.1, because χ factors through ω.
When the exact sequence
1→ Gal(L/K(F [pi]))→ G→ ∆→ 1
is split, we can say more. In this case OKG contains a set of mutually orthogonal
idempotents {εr}qr=2, where
εr =
1
q − 1
∑
δ∈∆
ω(δ)−rδ
for r = 2, . . . , q. Then we have F (m) =
⊕q
r=2 F (m)
(r) because F (m)(r) = [εr](F (m)).
Lemma 7.1. If L = K(F [pin]) then, for every i ≥ 1, we have F (mi)(r) = F (mi+1)(r)
unless i ≡ r mod q − 1 and F (mi)(r)/F (mi+q−1)(r) ∼= Fq.
Proof. Note thatG = Gal(L/K) decomposes asG = ∆×Γ with Γ = Gal(L/K(F [pi])).
We know that Gal(L/K(F [pi])) ∼= U (1)K /U (n)K . Take an arbitrary element α ∈ F (mi)
and apply the endomorphism [εr] to it. This endomorphism acts as the projection
onto the direct summand F (mi)(r). We will show that, modulo mi+1, the result is
zero if i 6≡ r mod q − 1, or α otherwise. The statements follow from this.
Suppose λ is a primitive pin-torsion point of F and write α = uλi for u ∈ O×L .
For δ ∈ ∆, we have δ(x) ≡ x mod m since L/K is totally ramified, and
δ(λi) = δ(λ)i = ([ω(δ)](λ))i ≡ ω(δ)iλi mod mi+1.
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We conclude that δ(α) ≡ uω(δ)iλi mod mi+1. Then
[(q − 1)εr](α) ≡
∑
F
δ∈∆
[ω(δ)−r](uω(δ)iλi) mod mi+1
≡
∑
δ∈∆
uω(δ)i−rλi mod mi+1.
This is zero modulo mi+1 unless i ≡ r mod q − 1. On the other hand, if i ≡ r
mod q − 1 then we have
[(q − 1)εr](α) ≡ (q − 1)uλi ≡ −uλi mod mi+1.
So, multiplying by q − 1, we have
[εr](α) ≡

0 mod mi+1 if i 6≡ r mod q − 1,
α mod mi+1 if i ≡ r mod q − 1.
7.2 Higher ramification and filtration
The Galois group of L/K is denoted by G. Recall the function iG defined by Serre
in [Ser, Ch. IV, §1]: if λ ∈ OL such that OL = OK [λ] then for g ∈ G,
iG(g) = vL(g(λ)− λ).
This is also equal to inf{vL(g(x)−x) : x ∈ OL}. From [Bon, La. 3.1], we know that
for any x, y ∈ m, we have vL(x− y) = vL(x−F y). Thus also iG(g) = vL(g(λ)−F λ).
Lemma 7.2. Suppose L/K is totally ramified, g ∈ G, and x ∈ F (m). Then
vL(g(x)−F x) = vL(x) + iG(g)− 1 if p - vL(x) and otherwise vL(g(x)−F x) ≥ vL(x) +
iG(g).
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Proof. When L/K is totally ramified, we can choose λ to be a root of an Eisenstein
polynomial with coefficients in K. In this case λ is a uniformizer for L. Letting
i = vL(x), write x = uλ
i with u ∈ O×L . Then we have
vL(g(x)− x) = i+ vL
(
g(u)
u
(
g(λ)
λ
)i
− 1
)
(7.1)
Now, by the definition of iG(g),
vL
(
g(y)
y
− 1
)
≥ iG(g)− vL(y)
for any y ∈ OL. This tells us that g(u)u ∈ U (iG(g))L and g(λ)λ ∈ U (iG(g)−1)L − U (iG(g))L .
When p - i, the i-th power map induces an isomorphism of U (iG(g)−1)L /U
(iG(g))
L , so
also
(
g(λ)
λ
)i
∈ U (iG(g)−1)L − U (iG(g))L and thus the right hand side of (7.1) equals
i + iG(g) − 1. If instead p | i then
(
g(λ)
λ
)i
∈ U (iG(g))L and this gives us the second
part of the claim.
7.3 Non-cyclic eigenspaces
In this section we assume that K/Qp is unramified. This would be the case, for
example, if K is an imaginary quadratic field, F was obtained from an elliptic
curve E with complex multiplication by OK , and E has good reduction at p, which
is either split or inert in K. With K/Qp unramified, the principal unit group U (1)K
is a free Zp-module on generators {1 + bp : b ∈ B}, where B is a subset of UK
whose image in Fq is an Fp-basis. When L = K(F [pin]), this means that Γ, which
is identified with U
(1)
K /U
(n)
K by the character χ, will be isomorphic to (Z/pn−1Z)
f
,
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where f = fK/Qp = [Fq : Fp]. Let γ1, . . . , γf be the images in Γ of the generators
{1 + bp : b ∈ B} ⊂ U (1)K . Making the change of variable Ti = γi − 1 for i = 1, . . . , f ,
we have
OKΓ ∼= OK [T1, . . . , Tf ]/
(
(1 + Ti)
pn−1 − 1
)
.
It is clear that this is a local ring with maximal ideal (pi, T1, . . . , Tf ).
The lower jumps of the higher ramification filtration of L/K are known to be qi
for i = 0, 1, . . . , n− 1 [Neu, Ch. V, Pr. 6.1]. These are the values of the function iG
and they correspond to upper jumps of 0, 1, . . . , n− 1.
When F = Gˆm, Sharifi found that all eigenspaces F (m)(r) except for r = q and
r = q − 1 are free over OKΓ. In the case where K 6= Qp, we can identify more
eigenspaces that are not free.
Theorem 7.3. Suppose that K/Qp is unramified and let L = K(F [pin]) with n > 1.
For each 2 ≤ r ≤ q − 1 such that p | r, the eigenspace F (m)(r) is not a cyclic
OKΓ-module.
Proof. If F (m)(r) is generated by the element ur then obviously we must have
vL(ur) = r as this is the smallest valuation of an element in F (m)
(r). We claim that
no element of [OKΓ] (ur) has valuation equal to r+q−1. It is clear that vL([φ](ur)) =
r for any unit φ ∈ OKΓ. The non-units comprise the ideal (p, T1, . . . , Tf ). But we
have vL([pi](ur)) ≥ min(qr, r+(q−1)qn−1) by Lemma 6.2 and, applying Lemma 7.2,
vL([Ti](ur)) ≥ r+ 2(q−1). Since qr, r+ (q−1)qn−1, and r+ 2(q−1) are all strictly
greater than r + q − 1, there is no φ ∈ OKΓ such that vL([φ](ur)) = r + q − 1.
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Chapter 8
The normal basis theorem for
formal modules
In the context of the ring of integers OL considered as OKG-module, the normal
basis theorem can be stated as the fact that OL⊗OK K is a free module of rank one
over the group ring KG.
Theorem 8.1 (Normal basis theorem for formal modules). The tensor product
F (m)⊗OK K is a free module of rank one over KG.
F (m) L
F (mi) mi
logF
∼
Proof. Consider the above diagram of OKG-modules, where i is sufficiently large to
make logF an isomorphism. We would like to tensor this diagram with K. We have
L ⊗K = L = mi ⊗K, and by the classical normal basis theorem L is free, rank 1
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over KG. Since K is flat over OK , the bottom arrow in the diagram remains an
isomorphism, so F (mi)⊗K is also isomorphic to KG. Finally, F (mi)⊗K embeds
as a subspace in F (m)⊗K and these are both K-vector spaces of dimension [L : K],
as per our Structure Theorem 6.1, which means that the left-hand side becomes an
equality as well.
When L contains F [pi] and G ∼= ∆ × Γ with ∆ = Gal(K(F [pi])/K) and Γ =
Gal(L/K(F [pi])), note that the isomorphism in the theorem preserves the eigenspace
decomposition from Section 7.1. This is because is it induced by logF , which com-
mutes with both the Lubin-Tate and the Galois actions, and therefore the idempo-
tents {εr}qr=2 will pass through. Since each eigenspace is a module for OKΓ, we can
see that the OK rank of each is [L : K(F [pi])] = [L:K]q−1 .
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Chapter 9
Tame extensions
Recall from Chapter 2 that Emmy Noether proved that OL is free over OKG if and
only if L/K is tame. In this chapter we will focus on some specific cases of tame
extensions and determine whether F (m) is a free OKG-module.
9.1 Unramified extensions
One class of tame extensions is the unramified extensions. These extensions have
eL/K = 1, but we will use a weaker assumption in the theorem.
Theorem 9.1. Suppose that eL/K < q − 1 and L/K is tame. Then F (m) is free
over OKG.
Proof. The power series logF and expF induce isomorphisms on the elements of
valuation greater than vL(pi)
q−1 . With our assumption, this means that F (m)
∼= m as
OKG-modules. We know from [Ull, Th. 1] that m is a free OKG-module.
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9.2 The tame torsion field
Among the torsion fields K(F [pin]) of F , which are a particular focus of this thesis,
the only one which is tame is the pi-torsion field K(F [pi]). Let’s investigate freeness
of this extension.
Theorem 9.2. Let L = K(F [pi]). There is an isomorphism of OKG-modules
F (m) ∼= F [pi]⊕OKG.
Proof. For this L we have eL/K = q − 1, so logF induces an isomorphism between
F (m2) and m2. Thus we have a G-equivariant exact sequence
0→ F [pi]→ F (m) logF−−→ m2 → 0
that is split by expF : m
2 → F (m2) and the quotient F (m)/F (m2) is isomorphic to
F [pi]. Now the statement follows from [Ull, loc. cit.].
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Chapter 10
The associated order
H.-W. Leopoldt created the associated order of an extension of number fields in
order to recover freeness of the ring of integers in the presence of wild ramification.
When OL is replaced by F (m), we can still define an associated order and use it to
investigate whether the resulting module is free.
10.1 Definition
In view of Theorem 8.1, we may define the associated order of a Lubin-Tate
module. The group ring KG acts on F (m) ⊗ K; this K-vector space contains
F (m) modulo torsion as an OKG-submodule. Write F (m)free for the image of F (m)
in F (m) ⊗ K, which may be identified with F (m) modulo torsion. Alternatively,
F (m)free is isomorphic to [pi
n](F (m)) for any n that is large enough to kill all of the
43
F -torsion in L. Now the associated order of F (m) is defined as
AF (m) = {φ ∈ KG : φ(x) ∈ F (m)free for all x ∈ F (m)free}.
It is an OK-order in KG and clearly OKG ⊆ AF (m). For a particular φ ∈ OKG and
m ≥ 0, a sufficient condition for pi−mφ to be in AF (m) is that φ(F (m)) ⊆ [pim](F (m)).
It seems likely, however, that this is also a necessary condition.
When L ⊃ F [pi] and G = ∆ × Γ, the eigenspaces F (m)(r) have an associated
order in KΓ defined as for F (m). These associated orders may be identified with
the ideals εrAF (m). When r 6= q, the eigenspace is free as an OK-module, so the
two criteria—pi−mφ mapping F (m)free into itself or φ having image contained in the
image of [pim]—are equivalent.
10.2 Some nonintegral elements of the associated
order
As in Section 7.3, we assume that K/Qp is unramified. We will make use of the de-
scription of OKΓ as OK [T1, . . . , Tf ]/
(
(1 + Ti)
pn−1 − 1
)
and the upper ramification
break at 0, 1, . . . , n− 1.
Theorem 10.1. Suppose that K/Qp is unramified with q = p2 and let L = K(F [pi2]).
Then
1
pi
∑
σ∈G
χ(σ)−rσ
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is an element of the associated order AF (m) for r = 2, . . . , q − 2.
Proof. Write NΓ =
∑
γ∈Γ γ ∈ OKG. Then we have∑
σ∈G
χ(σ)−rσ ≡ εrNΓ mod pi
because χ(γ) ∈ U (1)K for γ ∈ Γ. So it is a question of showing that [NΓ](F (m)(r)) ⊆
[pi](F (m)(r)) for all r except q and q − 1. With Ti as in Section 7.3, we have the
congruence
NΓ ≡
2∏
i=1
T p−1i mod p.
We will show that T p−11 T
p−1
2 must increase the valuation of an element of F (m)
(r)
so that it becomes greater than q2. By Corollary 6.3, this means that it lies in the
image of [pi].
Lemma 7.2 and our knowledge of the higher ramification filtration tell us that
vL([T1](x)) ≥ vL(x)+q−1, for x ∈ F (m)(r). After applying T1 a total of p−1 times,
we can correct by an element of [pi](F (m)) to get [1 + γ1 + · · ·+ γp−11 ](x), which lies
in the fixed field of 〈γ1〉. Call this element y. Now vL([T2](y)) ≥ vL(y) + p(q − 1)
since [L : L〈γ1〉] = p and Lemma 7.1 says that the valuation must remain congruent
to vL(y) modulo q− 1. Therefore the minimum increase in valuation from applying
T p−11 T
p−1
2 is (q − 1)2.
If we begin with vL(x) ≥ 2(q−1) then the above increase is sufficient for [NΓ](x)
to lie in the image of [pi]. Among the positive integers less than 2(q − 1), we have
ruled out r = q − 1 and r = q. We may therefore assume in what follows that q - r
and r 6≡ −1 mod q.
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It will be sufficient to show an additional increase of at least 2(q − 1) in order
to ensure that vL([NΓ](x)) > q
2. When vL(x) 6≡ −1 mod p, one of the numbers
vL(x), vL(x) + q − 1, . . . , vL(x) + (p − 2)(q − 1) is divisible by p. Lemmas 7.2 and
7.1 imply that T1 will increase valuation by at least 2(q − 1) when we encounter a
valuation divisible by p. In the case when vL(x) ≡ −1 mod p, we have vL(y) ≡
vL(x)−(p−1) mod q. Like with T1, when applying T2, we will be forced to take an
extra step of p(q−1) unless vL(y) ≡ −p mod q. This would imply that vL(x) ≡ −1
mod q, which is addressed above.
It remains to demonstrate a further increase of q−1 in the case where vL(x) 6≡ −1
mod p and where the application of T p−11 produced a total increase in valuation of
just p(q− 1). When this happens we will have vL(y) ≡ vL(x)− p mod q. Since we
have assumed vL(x) 6≡ 0 mod q, we have vL(y) 6≡ −p mod q and, as above, this
results in a larger jump while applying T p−12 .
As noted in the proof of the theorem, the specified element may be viewed as
an element of the associated order of the eigenspace F (m)(r). The presence of a
nonintegral element in the associated order clearly implies that that eigenspace is
not free over OKΓ. So the above result stands in contrast to Theorem 4.1 because
it was precisely the eigenspaces with r not equal to p or p− 1 that were free in the
case of Gˆm.
46
10.3 The Kummer pairing
Another method for detecting when φ(F (m)) ⊆ [pim](F (m)) is to use the Kummer
pairing.3 It is a map
〈·, ·〉m : L× × F (m)→ F [pim],
where m ≥ 1 is an integer such that L contains the group F [pim] of pim-torsion
points of F . If α ∈ L× and β ∈ F (m) then 〈α, β〉m is defined to be σα(γ)−F γ,
where σα is the element of G
ab
L associated to α by reciprocity and γ ∈ Qp is such
that [pim](γ) = β. The Kummer pairing has the property that 〈α, β〉m = 0 for all
α ∈ L× if and only if β ∈ [pim](F (m)).
Theorem 10.2. Suppose that K/Qp is unramified and let L = K(F [pin]) with
n ≥ 2. Then
1
pi
∑
σ∈G
χ(σ)−1σ
is not an element of the associated order AF (m).
Proof. Let α be an element of L× and β ∈ F (m). We have〈
α,
[∑
σ∈G
χ(σ)−1σ
]
(β)
〉
1
=
∑
F
σ∈G
σ
(〈
σ−1(α), [χ(σ)−1](β)
〉
1
)
=
∑
F
σ∈G
〈
σ−1(α), [χ(σ)χ(σ)−1](β)
〉
1
=
〈
NL/K(α), β
〉
1
.
3This pairing is called the local Kummer symbol in [Lan, Ch. 8, §5] and the generalized Hilbert
pairing in [FV, Ch. VIII, §2].
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Now, L is the class field of piZU
(n)
K and, since (L
×)p is a subgroup of the left kernel
of the pairing, we will start with the observation that U
(n)
K ⊆ (L×)p. This comes
from the assumption that K/Qp is unramified, for then U (n)K ⊆ (K×)p
n−1 ⊆ (L×)p.
It remains to show that 〈pi, β〉1 6= 0 for some β. For this β, take a so-called
pi-primary element. Such elements can be obtained as β = EF (a[pi](X))
∣∣
X=λ
where
a is any element of OK , λ is a primitive pin-torsion point, and EF is the Artin-Hasse
exponential associated to F [FV, Ch. VIII, §2.3]. For this β we have 〈pi, β〉1 = [a](λ)
and clearly this may be nonzero.
10.4 Comparison to the additive, Kummer case
Cassou-Nogue`s and Taylor have determined the associated order of the ring of
integers of the division fields of F in the “Kummer” case, that is, considering
K(F [pim+r]) as an extension of K(F [pir]) for integers r ≥ m ≥ 1. Use the notation
M = K(F [pir]) and N = K(F [pim+r]), so that N/M is a Galois extension with
group isomorphic to F [pim]. Specifically, we fix a primitive pim+r-torsion point α
and define ψ : Γ = Gal(N/M) → F [pim] by ψ(γ) = γ(α)−
F
α. This map is an
isomorphism known as the Kummer isomorphism. In [CNT, Ch. X], the authors
consider the ring of integers ON as an additive Γ-module. They determine that the
associated order of this module inside MΓ is
AN/M = OM +
qm−2∑
i=0
OMσi,
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where σi =
1
pim
∑
γ∈Γ ψ(γ)
i(γ − 1).
We would like to make a comparison between their associated order and the
elements of AF (N) described in Theorems 10.1 and 10.2. An obstacle to this com-
parison is that while the Galois module OM can use ON as its ring of scalars, a
Lubin-Tate formal group only admits scalar multiplication by OK . Therefore we
will compute the intersection of AN/M with KΓ.
Proposition 10.3. The intersection of AN/M with KΓ is generated as an OKΓ-
module by τi =
1
pim−i
∑
γ∈Hi γ for i = 0, . . . ,m− 1, where Hi = Gal(N/K([pii+r])).
Proof. It is clear that τi ∈ KΓ for all i. Next we show that τi ∈ AN/M . Let
Mi = N
Hi , so that M = M0 ⊂M1 ⊂ · · · ⊂Mm = N . Then we have AN/M ∩KΓ =
AN/M0 ∩KΓ ⊇ AN/M1 ∩KΓ ⊇ · · · ⊇ AN/Mm ∩KΓ = OK . By Cassou-Nogue`s and
Taylor’s result, τi is an element of AN/Mm−i (it is the σ0 generator).
To finish the proof, we show that if φ is any element of AN/M ∩ KΓ then the
coefficients of the elements of Hi −Hi+1 ⊂ Γ agree up to an element of OK .
If θ ∈ Gal(M/K) then it restricts to an automorphism of F [pim]. Let θ∗ be the
automorphism of Γ such that θ ◦ ψ = ψ ◦ θ∗. Using the correspondence between
θ and θ∗, the Galois group of M/K can act on φ ∈ MΓ in two ways—write θ · φ
for θ acting on the coefficients of φ and φθ for the action on elements of Γ via
θ−1∗ . One checks that these two actions agree on σi for all i. Now if we act on
φ ∈ AN/M ∩KΓ we are guaranteed to have invariance under the left action because
θ fixes K. If we let φ = a +
∑qm−2
i=0 biσi with a ∈ OM then, since θ · σi = σθi for all
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i, we have φθ − φ = φθ − θ · φ = a− θ(a) ∈ OM , that is, φθ − φ ∈ OM ∩KΓ = OK .
This proves the above claim, for we note that, since Gal(M/K) acts transitively
on the set of primitive pii-torsion points, the θ∗ act transitively on Hi − Hi+1 for
i = 0, . . . ,m− 1.
The pi2-torsion field, the subject of Theorem 10.1, is an instance of a Kummer
tower with r = m = 1. With N = K(F [pi2]) and M = K(F [pi]), the proposition says
that AN/M∩KΓ is generated over OKΓ by τ0 = pi−1
∑
γ∈Γ γ. This means that, if the
same eigenspace decomposition from Section 7.1 is applied to the additive Galois
module ON , this τ0 will lie in the associated order of every eigenspace. However,
for the points of F in ON , we have seen in the previous two sections that while τ0
does indeed lie in the associated order of F (m)(r) for r = 2, . . . , q − 2, the same is
not true for r = q. We have found by computation of examples that τ0 may fail
to be in the associated order of F (m)(q−1), but as yet we do not have a proof of a
general statement like Theorem 10.2.
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