To analyze this classical problem we introduce a characterization theorem for the tightest achievable estimate of the readings of a remote clock in any given execution of the system.
Using this theorem, we obtain the first optimal on-line distributed algorithms for clock synchronization.
The algorithms are optimal for all executions, rather than only worst cases.
The general algorithm for systems with drifting clocks has high space overhead, which is unavoidable, as we
show. For systems with drifi-free clocks (i. e., clocks that run at the rate of real time), we present a remarkably simple and eficient algorithm. The discussion focuses on the variant where one of the clocks shows real time, but we present results also for the case where real time is not available from within the system. Our approach encompasses various models, such as point-to-point or broadcast channels, perfect or faulty communication links, and it has fault-detection capabilities. Permission to co y without fee all or part of this material is %? granted prowd that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the titie of the publication and its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. Montreal, Quebec, Canada 0 1994 ACM 0-89791 -663-8 The case of systems whose clocks are drift-free is better understood [8, 6, 2] . In [8, 6] , the worst possible behaviors of the system (within its specifications) are analyzed, and optimal protocols for the worst case are proposed.
The protocols send one message per link, because in the worst case no additional information is gained by sending more messages. Recently, Attiya et al. [2] proposed not viewing the system as an adversary; the problem they consider is how to get the tightest synchronization for any given execution (which often is much better than the worst possible). They analyze this setting using the viewpoint of an external observer, that haa instantaneous access to all the information in the system. This approach leads to tight synchronization bounds per execution, but leaves unanswered the question of tight on-line bounds.
In other words, no bounds were known for the achievable synchronization in terms of locally observable behavior and system specifications.
In this work, we take the execution-based approach further.
We present a characterization of the best achievable on-line synchronization between any two events in a given execution.
This characterization enables us to derive a series of results as follows. We start with the first matching upper and lower bounds for on-line external synchronization. The rest of this paper is organized as follows. In Section 2 we informally describe the system model. In Section 3 we derive our main characterization result. In Section 4 we analyze the external synchronization problem.
In Section 5 we give a general lower bound for internal synchronization.
We conclude in Section 6 with a few extensions of the basic thecmy.
Due to lack of space, most proofs are omitted. Below, we outline our model for this problem, whose motivation is to facilitate comparison be-I l@iii')'"""""""""p @G5i9=Linksf0Neighb0 More specifically, the system consists of a communication network, where each processor consists of the three distinct modules as follows (see Figure 1 ). neighbors. The network may lose, duplicate, and deliver messages arbitrarily out of order.3 For simplicity, we assume that all sent messages are unique.
We assume, however, that any message received was indeed sent. We assume that the real time delay of each message m is within some known bounds, O < L(m) < H(m) < cm. These bounds may vary from link to link and from message to message. For the optimalit y results, we shall assume that the bounds are tight, in the sense that all delays in [L(m),
are possible for a message m.
The send module at a processor determines when to send the messages and to which neighbors.
The send module isolates the message generation part, so that the synchronization achieved can be evaluated with respect to a given message pattern.
For the most part of this paper, we assume that the send module is completely unstructured, that is, a message may be generated at any time. We stress that CSAS do not initiate the sending of any message. Informally, think of the CSA ss a filter that "sticks" a few extra bytes to each outgoing message, and "strips" the corresponding bytes of incoming messages, without changing the timing of the messages. In other words, a CSA may use the existing message pattern to obtain timing information and exchange data with remote CSA modules, but it may not "meddle" with the ongoing traffic otherwise. Our next step is to view the aggregate of the network, send modules and local clocks of the whole system as a single environment automaton (see Figure  2 ). First, define the real-time specifications of a SyStem to consist of the bounds on clock rates and message delays. An environment automaton governs the local clocks and the message traffic pattern, subject 3 It turus out that assuming lossless channels may have a significant impact on the analysis. See Section 6.
to the given real-time specifications. For on-line analysis we define the following notion.
The local view of a pattern a at a point p is the view containing the set of all points of a that can influence p.4 The output of a CSA (like any other distributed algorithm) is required to be a function of the local view of the pattern at the point of output.
We shall say that a CSA is optimal for a given environment automaton A if, at any point of any pattern of A, the logical time satisfies the correctness requirement (of the specific problem), and the error margin is the smallest of all correct CSA algorithms for A at that point. It is interesting to note that in many networks, the message delivery system is already appending "headers" to messages to facilitate delivery. 
Notice that given a view, only virtual delays are defined.
Next, we model the view~as a view graph rp = (V, E). To do that, we call a pair of pc,ints adjacent, if either one is a send event and the other is the receive event of the corresponding message, or if the two points represent two consecutive events at the same processor. Now, V is defined to be the set point of /3, and in E there are two antisymmetrical directed arcs joining each pair of adjacent points of /3. We use the terms "points"
and "arcs" for view graphs to avoid confusion with "processors" and "links" of the communication network.
Our next step is to model the real time specifications of the environment automaton. These specifications are essentially bounds on the difference between the real time of occurrence of two adjacent points of a view. We represent them formally with the following type of functions. We are now ready to define our main tool in analyzing the view of a given pattern. We stress that in the definition above, the bounds mapping is not necessarily standard.
The following lemma states the basic property of the arc weights. We now arrive at the main result of this section. Loosely speaking, the following theorem says that the synchronization distance bounds of the previous lemma can indeed be met by the offsets of some pattern with identical synchronization graph. 2 In CY1, for all q E V,~~l(q, po) = -d(po, q).
Proofi
To prove the theorem, we first take care of infinite distances by constructing a related graph in which all distances are finite. Then we define the patterns a. and al, and show that they satisfy the required properties.
We start by noting that the distances in r@ are well defined, by Lemma 3.4. Now, let N > 0 be an arbitrary number; choose ikf that is sufficiently large so as to satisfy Next, we argue that the augmented graph r* has no negative weight cycles. Suppose, for cent radiction, that there exists some negative weight cycle in I'*. Then one of arcs of the cycle, say (p, q), must be an artificial arc, and there must be a simple directed path Z in I'* from q to p with total weight Wz such that M + Wz < 0. Let Wz be the sum of negative weight arcs of Z. Clearly, Uz < Wz. Also, by Eq.
(l), we have that the sum of M and the weights of any subset of arcs of r@ is at least N. Since all artificial arcs have positive weight, we know that Ez is the sum of weights of arcs from r@E. Therefore we have that M + Wz~M + toz > N >0, a contradiction.
To show that the finite distances in rpE remain invariant in I'*, we first note that since rpB is a subgraph of r", it must be the case for all p, q c V that d" (p, q)~d(p, q). Suppose for contradiction that for some p, q E V we have d"(p, q) < d(p, q). Since, as we showed above, I'" has no negative-weight cycles, we may assume that there exists a simple path in r" with length d" (p, q). Clearly, one of its arcs is artificial. However, by Eq. (l), this means that the total weight of that path is larger than the total weight of any finite-weight simple path in rpB, a contradiction.
Finally, let p, q E V be such that d(p, q) = co.
Clearly d* (p, q) < co by virtue of the artificial arc (P, q) . TO see that d"(p, q) > N, consider any simple path from p to q. As before, this path contains at least one artificial arc, and therefore its total weight is at least M plus all negative weights of r. Using Eq. (1), we get that the total weight of the path is greater than N. 1
We now define the patterns CYoand al explicitly. Since their view is given, the events and their local times are already fixed; we complete the construction by specifying the real time mappings of the patterns. real-timee,
By the construction, for all q E V we havẽ
Since d"(po, po) = O, we conclude that 600 (q, po) = d"(q, po).
Similarly, we obtain that 6~1 (p., q) = -d* (p., q). Therefore, by Claim A, a. amd al satisfy conditions (1) and (2) (2) and the definition of relative offsets that
.e., for all p, q E V, C$a O(p,q)~d"(p, q), and therefore, by Lemma 3.5, we conclude that acl satisfies the given bounds mapping B, as desired.
The proof for al is analogous, We consider a shortest path R connecting two arbitrary points p and q.
To show that its weight d"(p, q) is at least fi(p, q), we look at the path consisting of a shortest path P from p. to p, followed by R. As before, 'we have that d* (p., p) + d(p, q) z d* (p., q), and hence we get We recall that a CSA is optimal for a given environment automaton A, if its error margin at any point of any pattern of A is the smallest of all CSAS at that point.
As a preliminary step, we state a general property of drift-free clocks (such as the source clock). We are now ready to state bounds on the tightness of external synchronization. Let Q be an arbitrary pattern of the environment, and consider any point q of a. Let r be the synchronization graph defined by the standard bounds mapping, and the view of a at q.
The following theorem can be proved using Theorem 3.6 and Lemma 2.1. 
Space Lower Bound
The first problem in formalizing a space lower bound is that our model allows real numbers, because a real number can be used to encode unbounded amount labeled by some expressions of the input variables. An execution proceeds by evaluating these expressions, and selecting the next configuration according to their outcome (e.g., in [3] , nodes specify pairs of input variables, and edges are labeled by "<", "=", or ">").
The space requirement of a branching program is the logarithm (to base 2) of the number of nodes in its graph: this is the least number of bits necessary to distinguish between different configurations of the program. The lower bound argument relies on the bounded out-degree of nodes, and on a restriction on the way output is represented. Specifically, define a special linear combination for a set X = {Z,,..., zk} to be an expression of the form co +~~=1 c~c~, where
special linear form for X is the sequence of coefficients of some special linear combination for X. In our model, the output of an execution is specified by special linear forms associated with edges entering the sink node (i.e., last steps of executions). We argue that this limitation is reasonable, since optimal logical time can be expressed this way (synchronization distances are special linear combinations of local times and bounds).
To prove a lower bound, we focus on the way a processor computes its logical time when a new message arrives. Specifically, after a message is received, the processor executes some program (in our computational\model).
We stress that the program is a function of the current view (i.e., it may have all the knowledge of the view built into its structure). The input variables are the values that arrive in the message, and the output consists of a value for the current logical time. We have the following key lemma. 
The Case of Drift-'Fkee Clocks
We now restrict attention to the case where all clocks in the system are drift-free.
The property that all points in the synchronization graph associated with a drift-free clock can be "collapsed" into a single point (see Lemma 4.1) leads us to a simple algorithm for online distributed computation of synchronization distances. The overhead of the algorithm is just a few timestamps.
Once having the distances computed, producing the logical time is a trivial matter.
Before we describe the algorithm, we introduce another piece of notation as follows. Given a synchronization graph with arc set E, define a set QUV, for each pair u, v of neighboring processors to be the set of all numbers W(P, q), where p occurs at u, q occurs at v, and (p, q) c E. We now describe the algorithm.
The state of at processor v consists, for each neighbor u, of estimates ii. (v, u) and ii. (u, v] The other fields contain some of the state of u at point q. More specifically, u sends to v its current estimates of the minimal weights of arcs between w and v, (i.e.,
the current values of titi (v, u) and ti~(u, v) ), and its current estimates of its synchronization distances relative to the source (i.e., &(s, u) and &(u, s)).
We now specify the way messages received alter the state of the algorithm.
Suppose that at point p processor v receives a message that was sent at point q, and cent ains ii. (v, u) Using Lemma 4.7, Theorem 4.4 and Lemma 2.1, we obtain the following theorem. Our first step is to extend the notion of synchronization graph to cent ain the "fire" points, and then condense its information as follows. In the external synchronization model we assumed that a source clock shows the real time precisely. However, the synchronization graph model can be used to deal with an inaccurate source clock also. The idea is as follows. Assume the existence of some abstract clock that shows the time precisely (it may be illustrative to think of it aa "Nature's clock" ). This clock is represented as a source point p, in the synchronization graph, and all other points in the graph are connected to p, by arcs. By Lemma 4.2, the weights of theses arcs are chosen so that the offset of a point q is known to be certainly in the range [-w(PS, q) , w(q, p.)]. lt is e~y to verify that all the algorithms presented in this paper can be extended to deal with this concept without increasing their complexity.
Fault Detection.
Throughout the discussion on synchronization graphs we relied heavily on their integrity, i.e., the fact that 6(P, q) E [-d(q, p) 
