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過程モデルの統計解析は今までに盛んに研究されている（Kutoyants, 1984, 1994, 2004; Prakasa
Rao, 1988; Yoshida, 1992a, 1992c; Genon-Catalot and Jacod, 1993; Bibby and Sørensen, 1995;
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最初に，I.I.D. モデルにおけるハイブリッドマルチステップ（HMS）推定量について考察する．
ln(θ) は θ ∈ R に関して滑らかな対数尤度関数とする．q ∈ (0, 1/2], J = [− log2 q] とすると，
2J−1q ≤ 1/2 < 2Jqとなる．初期推定量 θˆ(0) は，M > 0に対し，
sup
n
Eθ∗ [|nq(θˆ(0) − θ∗)|M ] < ∞(1.1)
を満たすとする．ここで，θ∗ はパラメータ θの真値で，Eθ∗ は真のモデル（分布）Pθ∗ の下での
期待値を表す．k = 1, . . . , J に対し，k -ステップ推定量 θˆ(k) を
θˆ(k) = θˆ(k−1) − [∂2θ ln(θˆ(k−1))]−1[∂θln(θˆ(k−1))]










(k−1)) + ∂2θ ln(θˆ




(1− t)∂3θ ln(θˆ(k−1) + t(θ∗ − θˆ(k−1)))dt
だから，
θˆ(k) = θˆ(k−1) − [∂2θ ln(θˆ(k−1))]−1[∂θln(θ∗)− ∂2θ ln(θˆ(k−1))[θ∗ − θˆ(k−1)]−Rn[(θ∗ − θˆ(k−1))2]]
= θˆ(k−1) − [∂2θ ln(θˆ(k−1))]−1[∂θln(θ∗)] + (θ∗ − θˆ(k−1)) + [∂2θ ln(θˆ(k−1))]−1Rn[(θ∗ − θˆ(k−1))2]
となる．ゆえに，
θˆ(k) − θ∗ = −[∂2θ ln(θˆ(k−1))]−1[∂θln(θ∗)] + [∂2θ ln(θˆ(k−1))]−1Rn[(θˆ(k−1) − θ∗)2].
特に，2q ≤ 1/2のとき（初期推定量 θˆ(0) が √n -一致性が保証されていない場合），































Eθ∗ [|nq(θˆ(0) − θ∗)|M ] < ∞ =⇒ sup
n




Eθ∗ [|n2q(θˆ(1) − θ∗)|M ] < ∞ =⇒ sup
n
Eθ∗ [|n2





J−2q(θˆ(J−2) − θ∗)|M ] < ∞ =⇒ sup
n
Eθ∗ [|n2








n(θˆ(J) − θ∗)|M ] < ∞

























多の統計的漸近理論の研究があるが，特に Ibragimov and Has’minskii（1981），Kutoyants（1984,
2004），Yoshida（2011）の精読を薦める．拡散過程のモデル選択に関しては，Uchida and Yoshida







dXt = b(Xt, β)dt+ a(Xt, α)dwt, t ≥ 0, X0 = x0.(2.1)
ここで，w は r -次元標準ウィーナー過程，x0 は初期値，θ = (α, β) ∈ Θ1 ×Θ2 = Θ で，Θ1，Θ2
はそれぞれ，Rm1，Rm2 のコンパクトで凸な部分集合とする．
さらに，b : Rd × Θ1 → Rd, a : Rd × Θ2 → Rd ⊗Rr とする．θ∗ = (α∗, β∗)は θの真値とす
る．θ∗ ∈ Int(Θ)であり，パラメータ空間は局所的にリプシッツ境界をもつと仮定する．Adams
and Fournier（2003）を参照．データXn = (Xtni )0≤i≤n は離散観測され，t
n
i = ihn とする．pは
整数で p ≥ 2とする．n → ∞のとき，hn → 0，nhpn → 0であるとし，十分大きな nに対し
n0 ≤ nhn を満たす 0 ∈ (0, (p− 1)/p)が存在するとする．hn = 1/n1/4 の例を考える．n → ∞





いる．Prakasa Rao（1983, 1988），Yoshida（1992c, 2011），Bibby and Sørensen（1995），Kessler
（1995, 1997），Gobet（2002），Uchida（2010），Uchida and Yoshida（2001, 2011, 2012, 2014），
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Masuda（2013a, 2013b）を参照．また，ジャンプ付拡散過程とレヴィ過程については Shimizu and
Yoshida（2006），Shimizu（2006），Ogihara and Yoshida（2011），Masuda（2013a, 2013b）を参照．
特に Kessler（1995, 1997）は，nhpn → 0の仮定の下での 1次元拡散過程の疑似対数尤度関数








i,j=1 Aij(x, α)∂i∂j とする．
ΔXi = Xtni − Xtni−1 , Ai−1(α) = A(Xtni−1 , α), bi−1(β) = b(Xtni−1 , β) とする．
p→と d→はそれぞ
れ，確率収束と分布収束を表す．同じサイズの行列A，Bに対し，A⊗2 = AA，B[A] = tr(BA)




















































qr,x,θ(y) = (yq − xq)(yr − xr),
g¯
(j)
qr,x,θ(y) = −(yq − xq)
Ljθfr(x)
j!












, (1 ≤ j ≤ l).







γ(0)qr (x, θ) = 0,
γ(1)qr (x, θ) = Aqr(x, α),







{(∂xj bq(x, β))Ajr(x, α) + (∂xj br(x, β))Ajq(x, α)}
}








D(0)(x, θ) = A−1(x, α),
D(1)(x, θ) = −A−1(x, α)γ(2)(x, θ)A−1(x, α),
D(2)(x, θ) = {(A−1(x, α)γ(2)(x, θ))2 −A−1(x, α)γ(3)(x, θ)}A−1(x, α)








E(0)(x, θ) = log det(A(x, α)),




tr(2A−1(x, α)γ(3)(x, θ)− {(A−1(x, α)γ(2)(x, θ))2})
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となる．疑似対数尤度関数 Up,n(α, β)の詳細については Kessler（1997）や Uchida and Yoshida
（2012）を参照．Kessler（1997）は同時最尤型推定量 θˆp,n = (αˆp,n, βˆp,n) を Up,n(αˆp,n, βˆp,n) =




























∗))A(x, α∗)−1∂βj b(x, β
∗)μθ∗(dx).
しかし，先述した通り，Θの次元が大きいとき，同時最尤型推定量の導出は困難となる．Yoshida
（1992c）は nh3n → 0という仮定での適応的最尤型推定を考察した．適応的最尤型推定とはドリ
フトパラメータと拡散係数パラメータを別々に推定する有効な方法である．nhpn → 0について
はKessler（1995）を参照．Uchida and Yoshida（2012, 2014）は Ibragimov-Has’minskii-Kutoyants
の手法（Ibragimov and Has’minskii, 1981; Kutoyants, 1984, 2004）と Yoshida（2011）の結果を応
用して，モーメント収束性を有する 3種類の適応的最尤型推定量と適応的ベイズ型推定量を提
案した．k0，l0は整数で，k0 = [ p2 ]，l0 = [
p−1
2
]とする．ここで l0 ≤ k0 ≤ l0 + 1であることに注
意する．タイプ Iの適応的最尤型推定量 αˆ(l0)p,n , βˆ
(k0)

























n ) = supα∈Θ1 U
(0)
n (α)を満たし，









π1(α) > 0, inf
β∈Θ2
π2(β) > 0
を満たすとする．タイプ I の適応的ベイズ型推定量 α˜(l0)p,n，β˜
(k0)
p,n は次のように定義される．




α exp{H(k−1)p,n (α, β˜(k−1)p,n )}π1(α)dα∫
Θ1





















k0 = l0 のとき，β˜
(l0+1)
p,n は不要であることに注意する．さらに k = 1, 2, . . . , l0 に対し





















































p,n − β∗))|M ] < ∞(2.2)






























する：(i) f(x, θ)はRd ×Θ上のRd -値関数である．(ii) f(x, θ)は xに関して k回連続微分可能
で，それらの導関数は θについて一様に，xに関する多項式増大である．(iii) |n| = 0, 1, . . . , kに
対し，∂nf(x, θ)は θに関して l回連続微分可能である．さらに，|ν| = 1, . . . , l，|n| = 0, 1, . . . , kに
対し δν∂nf(x, θ)は θについて一様に，xに関する多項式増大である．ここで，n = (n1, . . . , nd)，
ν = (ν1, . . . , νm)はマルチインデックスであり，m = dim(Θ), |n| = n1+. . .+nd, |ν| = ν1+. . .+νm,
∂n = ∂n11 · · · ∂ndd , ∂i = ∂/∂xi, δν = δν1θ1 · · · δ
νm
θm
, δθi = ∂/∂θi である．F↑(Rd)は，f(x)が xに関
して多項式増大なRd 上のR -値関数となるような可測関数の空間とする．
次を仮定する．
[A1] (i) ある定数 K > 0が存在して，すべての x, y ∈ Rd に対し，
sup
α∈Θ1
||a(x, α)− a(y, α)||+ sup
β∈Θ2
|b(x, β)− b(y, β)| ≤ K|x− y|.
(ii) infx,α det(A(x, α)) > 0.
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(iii) Xtの不変測度 μθ∗ がただ一つ存在し，
∫
Rd
















g(x)μθ∗(dx) = 0を満たす任意の g ∈ F↑(Rd)に対し，ある関数G(x)，∂xiG(x) ∈ F↑(Rd)
(i = 1, . . . , d)が存在し，すべての xに対し，
Lθ∗G(x) = −g(x).
(vi) Γ(θ∗)は正則．
[A2] (k, l)a ∈ Ck,4↑ (Rd ×Θ1;Rd). b ∈ Cl,4↑ (Rd ×Θ2;Rd ⊗Rr).
　注 1. [A1]の十分条件については，Uchida and Yoshida（2012）を参照．
2.2 ハイブリッドマルチステップ推定量
初期推定量に対して次を仮定する．
[B] p ≥ 2，q = max{p, 4}とする．
(i) αの初期推定量 αˆ(0)n は n → ∞, nhpn → 0のとき，すべてのM1 > 0に対し
n
1




q (αˆ(0)n − α∗)|M1 ] < ∞
を満たす．
(ii) β の初期推定量 βˆ(0)n は n → ∞，nhpn → 0のとき，すべてのM2 > 0に対し
(nhn)
1

















[A3] すべての α ∈ Θ1 に対し，Y(α) ≤ −χ|α− α∗|2 となる正定数 χが存在する．




n ) = supα∈Θ1 U
(0)
n (α)で定義される．ここで
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　命題 1.（Uchida and Yoshida, 2012, 2014）p ≥ 2, q = max{p, 4}とする．[A1], [A2] (2, 2), [A3]
を仮定する．n → ∞, nhpn → 0のとき，すべてのM > 0に対して，次が成り立つ．
n
1




q (αˇ(0)n − α∗)|M ] < ∞,
n
1










A(x, α∗)−1[(b(x, β)− b(x, β∗))⊗2]μθ∗(dx)
とし，もう一つの仮定をおく．
[A4] すべての β ∈ Θ2 に対し，Y˜(β) ≤ −χ˜|β − β∗|2 となる正定数 χ˜が存在する．
　注 2. [A3]と [A4]の十分条件については，Fujii and Uchida（2014）の Remark 2を参照．










n , β) で定義される．ここで






































　命題 2.（Uchida and Yoshida, 2012, 2014）p ≥ 2, q = max{p, 4}とする．[A1], [A2] (2, 3), [A3],
[A4]を仮定する．n → ∞, nhpn → 0のとき，すべてのM > 0に対して，
(nhn)
1




q−1 (βˇ(0)n − β∗)|M ] < ∞,
(nhn)
1




q−1 (β˜(0)n − β∗)|M ] < ∞
が成り立つ．

























































∂2βUp,n(α, β)1Kp,n(α,β) + Em21Kcp,n(α,β),
とおく．ここで，Em は m次単位行列，1K(ω)は ω ∈ K のとき 1K(ω) = 1，ω ∈ Kc のとき








n ) とする．タイプ Iのマルチス
テップ推定量 αˆ(l0)I,n , βˆ
(m0)



































n (α), U1,n(θ) = U
(1)












































































で定義される．ここで，U2k+2,nは p = 2k+2のときの Up,nと等しいことに注意する．例えば，

























さらにタイプ IIIのマルチステップ推定量について考察する．疑似対数尤度関数は，k = 1, . . . , l0
に対し，
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で定義される．ここで，θ¯ = (α¯, β¯) である．さらに，l,m = 1, . . . , d に対し，fl(x) = xl,















である．V2k+1,n(α | θ¯)は V2k+1,n(α | α, β)でないことに注意する．例えば，∂αV2k+1,n(α | θ¯) =
∂αV2k+1,n(α | α, β) である．


















































II,n ) とおく．p ≥ 4 のとき，タイプ III のマルチステップ推定量 αˆ(l0)III,n, βˆ(m0)III,n は，




















III,n | αˆ(k)III,n, βˆ(k−1)III,n )
で定義される．
　補題 1.（Kamatani and Uchida, 2015）k ∈ N , p ≥ 2k + 2, j = I, II, III とする．[A1],














j,n − β∗)|M ] < ∞.
　定理 1.（Kamatani and Uchida, 2015）p ≥ 2, q = max{p, 4}, k0 = [ p2 ], l0 = [ q−12 ], m0 = [ q−22 ],




















j,n − β∗))] → E[f(ζ1, ζ2)]
が成り立つ．
3種類のマルチステップ推定量は，Uchida and Yoshida（2012）における 3種類の適応的最尤
型推定量にそれぞれ対応している．以下，p ≥ 4の場合について説明する．タイプ Iのマルチ
ステップ推定量は，最適な疑似尤度関数 Up,n に対して，必要回数だけニュートン・ラフソン
法を繰り返して導出される．タイプ IIのマルチステップ推定量は，疑似尤度関数の精度を徐々
に上げながら (U3,n, U4,n, . . ., U2k+1,n, U2k+2,n), ニュートン・ラフソン法によって求める．タ
イプ III のマルチステップ推定量は，タイプ II のマルチステップ推定量で用いた疑似尤度関
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数よりもシンプルな疑似尤度関数 (V3,n, V4,n, . . ., V2k+1,n, V2k+2,n)を用いて導出される．理論
的観点から言えば 3 種類のマルチステップ推定量は同じ漸近的性質を有するが，計算時間は
タイプ I > タイプ II > タイプ III となっており，タイプ IIIのマルチステップ推定量の計算時
間が一番短い．一方，タイプ Iやタイプ IIのマルチステップ推定量はタイプ IIIのマルチステッ
プ推定量よりも精密な疑似尤度関数を使用しているので，離散観測（サンプルサイズが有限）に














dwt, X0 = 2,









3 ) = (0.3, 0.5, 3.0, 0.5, 2.0)，パラメータ空間は [0.1, 50]
5 である．











































































































































































U (0)n (α) （初期最尤型推定量）,
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III , β) （初期最尤型推定量）,
V3,n(αˇ
(1)
III | αˇ(0)III , βˇ(0)III) = sup
α∈Θ1
V3,n(α | αˇ(0)III , βˇ(0)III),
V4,n(βˇ
(1)
III | αˇ(1)III , βˇ(0)III) = sup
β∈Θ2
V4,n(β | αˇ(1)III , βˇ(0)III).
初期推定量をベイズ型推定量としたタイプ IIIのマルチステップ推定量 θˆ(1)B,III，初期推定量
を最尤型推定量としたタイプ IIIのマルチステップ推定量 θˆ(1)M,III , そして，タイプ IIIの適応的
最尤型推定量 θˆ(1)A,III の漸近挙動を検証する．シミュレーションでは，T = 250，hn = 1/390
（1年の取引日数が 250日で 1日の取引時間が 390分）と設定し，真のモデルから 1000本の独
立なサンプルパスを発生させた．実行には R（R Development Core Team 2013）のパッケージ
Yuima（Brouste et al., 2014）と組込み関数 optim()を用い，初期ベイズ型推定量の計算のために
Kamatani（2014）が提案したマルコフ連鎖モンテカルロ（MCMC）法のアルゴリズムを用いた．
MCMC法におけるバーンイン回数Biは 103とし，マルコフチェーンの生成数M を 104とし
た．推定値の平均と標準偏差を表 1に示す．
初期最尤型推定量とタイプ IIIの適応的最尤型推定量は optim()を用いて計算した．その際に
必要となる初期値は，真値に近いものを選び，θ¯ = (α¯1, α¯2, β¯1, β¯2, β¯3) = (0.5, 1.0, 4.0, 1.0, 2.0)と
した．
3つの推定量はすべて，理論上は定理 1と同等の漸近的性質をもつが，数値計算上では違い
が生じる．まず，θˆB,III および θˆM,III の計算は，関数 V3,n および V4,n の最適化を必要としな
い．これは数値計算する上では魅力的である．ただし，初期ベイズ推定量はMCMC法により
計算されるために θˆB,III の導出には時間を要する．一方，θˆM,III と θˆA,III の計算に要した平均







り，計算速度を上げるために使われる．（Robert and Casella, 2004を参照）．これは，純粋な理
論的結果とモンテカルロシミュレーション技法の興味深い関係を表していると言える．
表 1の結果が示すように，3種類の推定量には著しい違いは見られないが，これは、最適化








dwt, X0 = 2,
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図 1．β1, β2 の初期ベイズ型推定量（左）と初期最尤型推定量（右）．異なる初期値を用い，最適
化には optim() を使用した．右図には 5 つのクラスターがあり，下から上に向かって
それぞれ 36, 1, 32, 11, 20 の点が集まっている．真値は (β1, β2) = (3.0, 7.0) で，下の
方にあるクラスターは真値に近いところに出来ている．描画の重なりを避けるために，
ggplot2 の関数 position jitter(w=0.02,h=0.02) を用いて実際の値の周囲に点を分散
させている．








3 ) = (0.3, 0.5, 3.0, 7.0, 5.0)であ
る．T, h, pおよびパラメータ空間は前述のモデルと同じとする．図 1は一回の実験で得られた
β1（横軸），β2（縦軸）の推定値の散布図である．左図は初期ベイズ型推定量，右図は初期最尤型
推定量である．いずれもパラメータ空間から一様に選択された 100個の異なる初期値から計算
されている．MCMC法においてはバーンイン 104回，反復 105回とした．右図の左上隅の 4つ
のクラスターには 64%の点が存在しており局所最大になっている．左図では真値の近傍でただ
一つのクラスターが存在するのみである．
この初期ベイズ型推定量と初期最尤型推定量を用いて，ˆθB,III , θˆM,III , θˆA,IIIを計算する（図 2）．














σ(Xs, θ)dws, t ∈ [0, T ].(3.1)
ここでwは確率空間（Ω,F , (Ft)t∈[0,T ], P）上の r次元標準ウィーナー過程，b, Xはそれぞれ Rm,
R
d上の値をとる発展的可測過程，Y0は Rm -値の初期状態，σは Rd×Θ上で定義されるRm⊗Rr
値関数，θ∗を θの真値とする．Θは局所リプシッツ境界をもつ Rpでの有界領域とする．F -安
定分布収束は→ds(F) と表記する．F -安定分布収束については，Jacod and Shiryaev（2003）の
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図 2．β1, β2の 3つの推定量，ˆθB,III (左上), θˆM,III (右上), θˆA,III (下)の散布図．図 1に示
した初期ベイズ型推定量と初期最尤型推定量を用いている．右上図には下から上に向かっ
てそれぞれ 36, 32, 32の点が集まった 3つのクラスターがあり，下図には 12, 36, 32, 20
個の点が集まった 4つのクラスターがある．実際の値の周囲に点を描画させている．
VIII章を参照．S(x, θ) = σ(x, θ)⊗2, ΔkY = Ytk − Ytk−1 とおく．σ は Rd × Θ¯上の連続関数に
拡張可能とし，それを σと表記する．f ∈ Lp(P )と p > 1に対し，||f ||p = (E[|f |p])1/p とする．
データ Zn = (Xtk , Ytk )0≤k≤n, tk = kh, h = hn = T/n は離散観測される．bは未知であること
に注意する．極限は n → ∞を考える．すなわち Zn は高頻度データである．
離散観測に基づく非エルゴード的拡散型確率過程モデルによる統計推測は多くの研究者に
よって発展してきている．例えば，Dohnal（1987），Florens-Zmirou（1989），Genon-Catalot and













[C1] (i) すべての p > 1に対して，sup0≤t≤T ‖bt‖p < ∞．
(ii) infx,θ detS(x, θ) > 0, σ ∈ C2,4↑ (Rd ×Θ;Rm ⊗ Rr).
[C2] X は次のように表される:














(‖b˜t‖p + ‖at‖p + ‖a˜t‖p) < ∞






{log detS(Xtk−1 , θ) + h−1S−1(Xtk−1 , θ)[(ΔkY )⊗2]}
で与えられる．Yn(θ) = 1n{Hn(θ)− Hn(θ∗)}とおくと，仮定 [C1] [C2]の下で，θ ∈ Θについて
一様に，
























[C3]の十分条件については Uchida and Yoshida（2013）を参照．
3.2 ハイブリッドマルチステップ推定量
初期推定量についての仮定をおく．
[D] q ∈ (0, 1/2]とする．θの初期推定量 θˆ(0)n は n → ∞のとき，すべてのM1 > 0に対し，
sup
n
Eθ∗ [|nq(θˆ(0)n − θ∗)|M1 ] < ∞
を満たす．


















で定義される．πは連続で 0 < infθ∈Θ π(θ) ≤ supθ∈Θ π(θ) < ∞であるとする．
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　命題 3.（Uchida and Yoshida, 2013）q ∈ (0, 1/2]とする．[C1], [C2], [C3]を仮定する．このと










　命題 4.（Kamatani et al., 2016）q ∈ (0, 1/2]とおく．[C1], [C2], [C3]を仮定する．このとき，
n → ∞の下で，すべてのM > 0に対して，
sup
n






Kn(θ) := {Γn(θ) は正則},
Γ¯n(θ) := Γn(θ)1Kn(θ) + Ep1Kcn(θ),
とおく．ここで Ep は p次単位行列である．
q ∈ (0, 1/2]に対し，J = [− log2 q]とおく．マルチステップ推定量 θˆ(J)n は，k = 1, . . . , J に対し
θˆ(k)n = θˆ
(k−1)






　補題 2.（Kamatani et al., 2016）q ∈ (0, 1/2], J = [− log2 q]とおく．[C1], [C2], [C3], [D]を仮




kq(θˆ(k)n − θ∗)|M ] < ∞
が成り立つ．










とし，ζ は Γ(θ∗)とは独立な p次元標準正規確率変数とする．












dXt = −(Xt − 1)dt+ [θ1 + θ2{1 + sin(θ3Xt)}]dwt, t ∈ [0, 1],
X0 = 1.
ここで，真値は θ∗ = (1, 4, 8)とし，パラメータ空間は Θ = [0.01, 20] × [0, 20] × [0, 20]である
とする．データ (Xti)i=0,1,...,n は ti = ih, h = 1/10
4, tn = nh = T = 1, サンプル数 nは 104 と
する．ここでは，最尤型推定量 θˆM,n（Genon-Catalot and Jacod, 1993），ベイズ型推定量 θˆB,n




































表 3は一様事前分布を持つベイズ型推定量 θˆB,n の結果である．マルコフチェーン生成数M
を 5 × 104, 5 × 105, 107 とし，これに対するバーンイン回数 Bi をそれぞれ 5 × 103, 5 × 104,
106 とした．(M,Bi) = (107, 106) のとき，ベイズ型推定量は良いふるまいをしているが，
(M,Bi) = (5 × 104, 5 × 103)，(5 × 105, 5 × 104) のときは，MCMC 法によって生成されるマ
ルコフチェーンが定常分布に収束しきれていないため，ベイズ型推定量の計算に失敗している．
表 4は M = 5 × 104, Bi = 5 × 103 の場合の，一様事前分布をもつベイズ型推定量 θ˜(0)q,n と
q = 0.5, 0.45, 0.4, . . . , 0.1, 0.05, J = [− log2 q]の場合のHMS推定量 θˆ(J)q,nのシミュレーション結果
である．すべての M > 0に対し supn Eθ∗ [|nq(θ˜(0)q,n − θ∗)|M ] < ∞ となることに注意されたい．
この例では，HMS推定量の中で q = 0.2とした場合が一番良いことがわかる．理論的に最適な
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表 2．最尤型推定量 n = 1× 104．
表 3．ベイズ型推定量 n = 1× 104．
表 4．HMS推定量 n = 1× 104, M = 5× 104, Bi = 5× 103．
qを選び出すことは困難であるが，実際には qを様々な値に変えて，競合する HMS推定量の中
から最も良い推定量を得ることができる．最も良い推定量 θˆ∗n とは Hn(θˆ
∗
n) = maxq∈K Hn(θˆ
(J)
q,n)
を満たすものであり，K は qの値の組（例えばK = {0.05, 0.1, 0.15, . . . , 0.5}）である．
次に，推定量を得るために要した計算時間に焦点をあてる．シミュレーションに使用したパ
ソコンのスペックは，Intel i7 4930K（3.4GHz base clock/3.9GHz Turbo, 12MB cache）である．
最尤型推定量 θˆM,n, ベイズ型推定量 θˆB,n, HMS推定量 θˆ
(J)
0.2,nの計算時間はそれぞれ 0.9秒，1733
秒，1667秒であった．θˆM,n は Θ上の一様分布からの乱数を初期値とした．θˆB,n は一様分布を
事前分布，M = 5× 104とした．θˆ(J)0.2,nは，q = 0.2，一様事前分布，M = 5× 104とした初期ベ
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イズ型推定量 θ˜(0)q,n を用いて計算した．事前分布を一様分布とし，M = 5× 105 とした場合のベ













dXt = a(Xt, α)dt+ b(Xt, β)dwt, t ∈ [0, T ],  ∈ (0, 1],
X0 = x0.
(4.1)
ここで，a : Rd ×Θα → Rd, b : Rd ×Θβ → Rd ⊗Rr, wは r次元標準ウィーナー過程，と T は既
知な定数，x0は確定的初期条件，θ = (α, β) ∈ Θ = Θα×Θβ，θ∗ = (α∗, β∗) ∈ Θは θの真値，Θα,
Θβ はそれぞれ Rp, Rq 上の有界で凸な開部分集合である．パラメータ空間は局所的リプシッツ
境界をもつとする．本節の微小拡散過程のドリフト係数 aとボラティリティ係数 bは 2節のエ
ルゴード的拡散過程のドリフト係数 bとボラティリティ係数 a とは記号が異なっていることに
注意する．データは離散観測され，Xn = (Xti)0≤i≤n, ti = ihn, hn = T/nであるとする． → 0,




= O(1)の場合を考える．また，ある γ ∈ (0, 1]が存在して，(√n)γ = O(1)を満たす
とする．（4.1）で定義される拡散過程は，小さな摂動をもつダイナミカルシステムあるいは微小拡
散過程と呼ばれている（Azencott, 1982; Freidlin and Wentzell, 1998; Yoshida, 1992aを参照）．微
小拡散過程の数理ファイナンスや生命科学への応用についてはYoshida（1992b），Kunitomo and
Takahashi（2001），Takahashi and Yoshida（2004），Uchida and Yoshida（2004b），Fuchs（2013）
とそれらの参考文献を参照．B(x, β) = bb(x, β), ΔXi = Xti − Xti−1 , ai−1(α) = a(Xti−1 , α),
Bi−1(β) = B(Xti−1 , β)とする．X
0




∗)dt, X00 = x0 である．
連続観測される微小拡散過程の統計推測は著しく発展している．例えば，Kutoyants（1984,
1994），Yoshida（1992a, 1993, 2003），Prakasa Rao（1999），Iacus（2000），Iacus and Kutoyants
（2001），Uchida and Yoshida（2004a）とそれらの参考文献を参照．離散観測された微小拡散過程
については，最尤型推定量やM 推定量に関する研究は数多く挙げられる（Genon-Catalot, 1990;
Laredo, 1990; Sørensen, 2000, 2012; Sørensen and Uchida, 2003; Uchida, 2003, 2004, 2006, 2008;
Gloter and Sørensen, 2009; Guy et al., 2014など）．しかし，適応的推測やハイブリッド型推測
の研究はほとんどない．
本節では，Nomura and Uchida（2016a, 2016b）で提案された適応的最尤型推定量，適応的ベ
イズ型推定量そしてハイブリッド推定量の漸近的性質（漸近正規性とモーメント収束性）につい
て説明する．
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以下の仮定をおく．
[E1] (i) すべての x, y ∈ Rd に対して
sup
α∈Θα
|a(x, α)− a(y, α)|+ sup
β∈Θβ




detB(x, β) > 0.





























∗)−1[(a(X0t , α)− a(X0t , α∗))⊗2]dt
とおく．
[E3] すべての α ∈ Θα, β ∈ Θβ に対し
Y
(1)(α) ≤ −χ(1)|α− α∗|2,
Y
(2)(β) ≤ −χ(2)|β − β∗|2,
Y
(3)(α) ≤ −χ(3)|α− α∗|2













































{log detBi−1(β) + (2hn)−1B−1i−1(β)[(ΔXi − hnai−1(α))⊗2]},




















U (3),n(αˆ,n, βˆ,n) = sup
α∈Θα
U (3),n(α, βˆ,n).













n(βˆ,n − β∗))] → E[f(ζ1, ζ2)]
が成り立つ．
事前分布π1(α), π2(β)は連続で，0 < infα∈Θα π1(α) ≤ supα∈Θα π1(α) <∞, 0 < infβ∈Θβ π2(β) ≤
supβ∈Θβ π2(β) <∞ を満たすと仮定する．初期ベイズ型推定量 α˜
(1)
,nおよび適応的ベイズ型推定



































n(β˜,n − β∗))] → E[f(ζ1, ζ2)]
が成り立つ．




















とする．初期ベイズ型推定量 α˜(1),n,r1 , β˜
(2)
,n,r2 は











β exp{H(2),n,r2(α˜(1),n,r1 , β)}π2(β)dβ∫
Θβ
exp{H(2),n,r2(α˜(1),n,r1 , β)}π2(β)dβ












　注 3. r2 ≤ 2r1γの条件は，αに関する a(x, α)の滑らかさによって緩和することが可能である．




Eθ∗ [|−r1(α˜(1),n,r1 − α∗)|M ] < ∞.
(ii) sup
,n
Eθ∗ [|(√n)r2(β˜,n,r2 − β∗)|M ] < ∞.
(iii) sup
,n
Eθ∗ [|−1(αˇ,n − α∗)|M ] < ∞.
(iv) sup
,n
Eθ∗ [|√n(βˇ,n − β∗)|M ] < ∞.













n(βˇ,n − β∗))] → E[f(ζ1, ζ2)]
が成り立つ．














1 + β1(Xt )
2
dwt t ∈ [0, 1],  ∈ (0, 1],
X0 = 2.









(3, 7, 5, 0.5, 5)，パラメータ空間はΘ = [0.01, 20]5であるとする．データ (Xti)は  = 0.01, 0.05, 0.1,
n = 100, 1000に対して発生させる．定理 5のハイブリッド推定量 θˇ = (αˇ,n, βˇ,n)と定理 3の適
応的最尤型推定量 θˆ = (αˆ,n, βˆ,n)をシミュレーションにより検証する．適応的最尤型推定量は，
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表 5．適応的最尤型推定量 θˆ（初期値は真値）．


















を計算する．適応的最尤型推定量 θˆとハイブリッド推定量 θˇは R言語の組込み関数 optim()を
使って計算し，初期ベイズ型推定量 α˜, β˜は Kamatani（2014）が提案したMCMC法のアルゴリ










表 5–6では真値，表 8–9では一様乱数を初期値としている．表 7と表 10は，初期ベイズ型推
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表 7．ハイブリッド推定量 θˇ（初期値は初期ベイズ型推定量 α˜(1), β˜(2)）．
表 8．適応的最尤型推定量 θˆ（初期値は乱数）．
定量 α˜, β˜ に対し r1 = r2 = 1としている．表 11–12では， = 0.05, n = 1000，初期ベイズ型推
定量に対し r1 = 0.1, 0.2, . . . , 1, r2 = 1としている．
適応的最尤型推定量（表 5）とハイブリッド推定量（表 7）はほぼ同じ結果を示しており，いずれ
も  = 0.1のときに不安定となる．しかし表 8に見られるように，初期値に Θ上の一様乱数を
用いた場合，適応的最尤型推定量は真値を用いた場合のようにうまく推定できていない．一方，
初期ベイズ型推定量（表 9）とハイブリッド推定量（表 10）は初期値に Θ上の一様乱数を用いたと
しても良い結果を出している．
 = 0.05, n = 1000としたときの推定量 α˜3, αˇ3の標準偏差に着目すると，表 6と表 9の α˜3の
標準偏差に明らかな違いが生じており，表 7と表 10の αˇ3 の標準偏差についても同様である．
これは表 9の初期ベイズ型推定量がパラメータ α3 の推定に数回失敗していることに起因して
いる．表 10からハイブリッド推定量は初期ベイズ型推定量の影響を受けていることがわかる．
一方，表 11の初期ベイズ型推定量 α˜3 の標準偏差は r1 = 0.2または 0.3のとき，表 6の値に近
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表 9．初期ベイズ型推定量 α˜(1), β˜(2)（初期値は乱数）．
表 10．ハイブリッド推定量 θˇ（初期値は初期ベイズ型推定量 α˜(1), β˜(2)）．
づいており，表 12のハイブリッド推定量 αˇ3の標準偏差は，r1 = 0.2または 0.3のとき，表 7の
値と非常に近い値を取っている．これは表 11において r1 を調整することによって得られる初






ションの統計パッケージ Yuimaを開発するための Yuimaプロジェクト（Brouste et al., 2014）が
立ち上がって 10年以上の歳月が経っている．著者はほとんど貢献できていないが，実際に計算
機で SDEの統計解析を実行しようとすると，SDEモデル特有の問題点も多々あるが，高次元パ
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表 11．初期ベイズ型推定量 α˜(1), β˜(2)（r2 = 1）．
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Hybrid Estimation for Stochastic Diﬀerential Equations
Based on High-frequency Data
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In this paper, we survey previous researches on hybrid estimation for unknown pa-
rameters of stochastic diﬀerential equations based on high-frequency data. Using a Bayes
type estimator with a non-optimal rate of convergence as the initial estimator, we obtain a
multi-step estimator and an adaptive maximum likelihood type estimator, and show their
asymptotic properties. For three kinds of diﬀusion models, ergodic diﬀusions, non-ergodic
diﬀusions and small diﬀusions, we give some examples and simulation results.
Key words: Bayes type estimator, diﬀusion process, hybrid estimator, maximum likelihood type esti-
mator, multi-step estimator, stochastic diﬀerential equation.
