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Eine Klasse von Ordnungen in Jordanalgebren vom Grade 3 
Von M A N F R E D K N E B U S C H in Hamburg 
Einleitung 
Eine reduzierte einfache Jordanalgebra vom Grade 3 über einem 
Körper k läßt sich, indem man eine „Koorcünatendarstellung" (s. § 4) 
zugrunde legt, auffassen als eine Algebra $$(C, ylfy2, 73), bestehend aus 
allen dreireihigen Matrizen X mit Koeffizienten in einer Kompositions-
algebra C (s. § 1), für die X, von links multipliziert mit der Diagonal-
matrix diag (yt, y2, y3) hermitesch ist. Die y t sind dabei Elemente =f= 0 
aus 1c (s. [14], [18] u. d. d. angeg. Literatur). 
In h seien nun ganze Elemente erklärt. Dann bilden alle Matrizen aus 
§(C> yif y2, y3), deren Koeffizienten in einer Ordnung L von C liegen, 
eine Ordnung <p (L, y1, y2, yz) der Jordanalgebra in dem in [15] definierten 
Sinne. Ordnungen dieser Form sollen in der vorliegenden Arbeit be-
trachtet werden. Die Beschränkung auf den Grad 3 ist an vielen Stellen 
unwesentlich1). 
In § 1 bis § 4 formulieren wir bekannte Resultate, auf denen die Arbeit 
aufbaut. Außerdem setzen wir die Kenntnis von [15], § 2 voraus. 
In § 5 beweisen wir elementare Sätze über Gitter ganzer Elemente. 
§ 6 enthält die Definition der Ordnungen $$(L, yx,y2> y3). 
In § 7 untersuchen wir, welche von diesen Ordnungen maximal sind 
und welche sogar ,,ausgezeichnet'' sind, d.h. von keinem Gitter ganzer 
Elemente echt umfaßt werden. Ist die Jordanalgebra speziell, so erweist 
sich eine Ordnung <p (L, yx, y2, y3) genau dann als maximal, wenn sie 
sogar ausgezeichnet ist. In der zerfallenden Ausnahmealgebra gibt es 
aber durchaus maximale, nicht ausgezeichnete Ordnungen § (L, yl9 y2, y3). 
In § 8 schließlich beweisen wir bei komplettem diskret bewerteten 
Grundkörper für eine ausgezeichnete Ordnung M folgenden 
Satz: M ist genau dann eine Ordnung $Q(L, yl9 y2, y3), wenn M ein 
vollständiges Orihogonalsystem primitiver Idempotente enthält. 
Bezeichnungen: 
OJE: ,,Ohne Einschränkung der Allgemeinheit". 
ö{i•,: Kroneckersymbol (<5# = 1 für i = j, = 0 für i 4= j). 
J) Die in dieser Arbeit benutzten Methoden sind auf die Behandlung von Aus-
nahmealgebren zugeschnitten. 
k bezeichne stets den Grundkörper der betrachteten Algebren, k* seine 
multiplikative Gruppe. Wir setzen voraus, daß die Charakteristik von 
k nicht 2 oder 3 ist. In den arithmetischen Teilen der Arbeit ist k Quo-
tientenkörper eines Dedekindringes, den wir mit A bezeichnen und 
dessen Elemente wir die „ganzen Elemente" von k nennen. Für zwei 
Elemente a, ß e k* bedeute *~ß, daß <x = ßrj mit einer Einheit tj von 
A ist. Ist k komplett diskret bewertet, so sei p ein fest gewähltes Prim-
element von k. C bezeichne stets eine Kompositionsalgebra über k (s. § 1), 
e ihr Einselement. Die Gruppe der Normen der invertierbaren Elemente 
von C bzgl. k schreiben wir Nc. 
V soll stets ein dreidimensionaler nicht ausgearteter unitärer C-Rechts-
vektorraum sein (s. § 3). 91 bezeichnet eine Jordanalgebra, die fast immer 
reduziert und zentral einfach vom Grade 3 sein wird. Ihre Minimalspur 
kürzen wir durch MS ab, ihre Minimalnorm durch MN. Weitere Be-
zeichnungen werden im Text erläutert. 
§ 1. Kompositionsalgebren 
(Siehe [4] und die dort angegebene Literatur) 
In diesem Paragraphen ist die Einschränkung auf Körper einer 
Charakteristik =4= 2, 3 unnötig. 
Eine Kompositionsalgebra ist eine — eventuell nicht assoziative — 
Algebra C mit Einselement e, auf der eine nicht ausgeartete quadratische 
Form N, die sog. Norm, erklärt ist mit der Eigenschaft: 
(1.1) N(xy) = N(x) N(y) für alle x,yeC. 
(1.2) t(z,y) = N(z+y) — N(x) — N(y) 
sei die zu N gehörige Bilinearform. 
In einer Kompositionsalgebra C ist 
(1.3) x -+ x: = t(x, e) — x 
eine Involution (ß = x, xy = yx) mit 
(1.4) xx = xx = N(x)e. 
Eine Kompositionsalgebra C ist stets alternativ, d.h. für beliebige 
Elemente a, b von C ist a(ab) = a2b, (ba)a = ba2 und damit auch 
(ab)a = a(ba). 
Darüber hinaus gilt 
Satz 1.1. k sei beliebiger Körper. 
Es gibt genau zu der Dimensionen 1, 2, 4, 8 Kompositionsalgebren, und 
zwar: 
Dimension 1: C = ke (N(£e) = f 2) 
Dimension 2: Die quadratischen Körper über k und C = k 0 k. 
Dimension 4: Die Quaternionenalgebren. 
Dimension 8: Die sog. Cayley-Algebren. 
Die Cayley-Algebren sind nicht assoziative, einfache Algebren. 
Satz 1.2. Enthält eine Kompositionsalgebra C Nullteiler, so ist C be-
züglich N ein hyperbolischer Raum (d.h. ohne Kernraum). Es gibt zu 
jeder der Dimensionen 2, 4, 8 genau eine Kompositionsalgebra C mit 
Nullteilern, die sog. zerfallende Kompositionsalgebra. 
Sei jetzt k Quotientenkörper eines Dedekindringes A. Ein A-Gitter L 
von C heißt Ordnung, wenn eeL und LLCL ist, Maximalordnung, 
wenn L von keiner anderen Ordnung echt umfaßt wird. Eine Ordnung 
läßt sich stets zu einer Maximalordnung vergrößern. Bezüglich der 
quadratischen Form N ist eine Maximalordnung L maximales Gitter 
ganzer Norm, anders formuliert: Für beliebiges xeC gilt: 
(1.5) t(x, L) CA, N(X)EA => xeL. 
Satz 1.3. Eine nullteilerfreie Kompositionsalgebra über komplettem, 
diskret bewertetem Körper k besitzt nur eine Maximalordnung L. Es ist 
L = {xeC\N(x)eA}. 
Ist der Restklassenkörper k von k endlich, so gibt es über k keine null-
teilerfreie Cayley-Algebra, weil eine quadratische Form in mehr als 
4 Variablen über k isotrop ist. 
Satz 1.3. folgt sofort aus [9], Satz 9.4. Die in [9] generell gemachte 
Voraussetzung, daß k endlich ist, wird an dieser Stelle nicht gebraucht. 
Satz 1.3 läßt sich auch wie der entsprechende Satz über assoziative 
Algebren beweisen (s. [8], S. 100, [15], § 3). 
Satz 1.4. A sei Hauptidealring. C zerfalle. Dann sind alle Maximal-
ordnungen von C isomorph. Sie sind von der Form 2) (A x{ -\- A yt) mit 
H*i> Vi) = da* H*i> *j) = HVi> Vi) = 0. i 
Lemma 1.1. k sei komplett diskret bewertet. L sei Maximalordnung 
einer Kompositionsalgebra C über k. Die Normform N nehme auf C 
den Wert <x e A an. Dann nimmt N sogar auf L den Wert <x an. 
Beweis. Zerfällt C, so nimmt N auf L sowieso jeden Wert aus A an. 
Für nullteilerfreies C folgt die Behauptung aus Satz 1.3. 
§ 2. Zwei Formeln in Jordanalgebren vom Grade 3 
91 sei Jordanalgebra mit Einselement e vom Grade 3 über k. Auf 9t 
führen wir die quadratische Form Q(x):—\ MS(x2) und die zugehörige 
Bilinearform (x, y): = MS(xy) ein. Wir notieren zwei später gebrauchte 
Formeln (2.2), (2.3). 
1. Aus der Minimalgleichung 
(2.1) x* — (x, e)x2 + a2(x)x — MN(x)e = 0 
von 9t folgt für generisch unabhängige Elemente x, y von 9t unmittelbar 
(s. [18]): 
2x(xy) + x2y = 2(x, e)xy + (y, e)x2 + a2(x)y 
(2.2) + [{x,y) — (x,e)(y,e)]x 
+ [(z2, V) — (x, e)(x, y) + (y, e) a2(x)]e. 
2. Mit Hilfe des von H . F R E U D E N T H A L ([11]) eingeführten „Kreuz-
produktes" 
xxy: = xy — \(x, e)y — \(y, e)x + \[{x, e)(y, e) — (z, y)]e 
läßt sich für die zu MN(x) gehörige symmetrische Trilinearform X(x,y,z) 
mit X(x, x, x) — 3 MN(x) schreiben: X(x, y, z) = (xxy, z) (s. [18], [19]). 
Daher ist 
(2.3) MN(x + y) = MN(x) + (xxx, y) + (*, yxy) + MN(y). 
§ 3. Die Algebren # (C, y19 y2, yz) 
C sei assoziative Kompositionsalgebra über k. V sei dreidimensionaler 
unitärer C-Rechtsvektorraum. Darunter verstehn wir, auch falls C 
Nullteiler besitzt, einen C-Rechtsmodul mit freier dreigliedriger Basis, 
versehen mit einer hermiteschen Form (j, t)). ((j, t) + j) = (£, t)) + (£, j), 
(9, E) = (Ei *}), (h t)c) = (j, t))c, also (je, t)) = C(E, t)), (j, j) e k, für 
beliebige j , t), } e F, c e C. c -> c sei die Involution (1.3).) V sei nicht 
ausgeartet: (j, V) = 0 => j = 0. 
Mit Horn (V) bezeichnen wir die assoziative Algebra der C-linearen 
Abbildungen von V in sich unter der Multiplikation x • y, definiert 
durch (x - y)(i) = x(y(i)). Wir haben auf Hom(F) eine Involution 
x -> x*. Dabei bedeute x* die zu x adjungierte Abbildung, definiert 
durch (x*i, t)) = (j, x\)) (j, t) e V). Die selbstadjungierten Abbildungen 
x* = x bilden ersichtlich eine unter dem Produkt xy: = $(x - y -f- y • x) 
abgeschlossene Menge, also eine spezielle Jordanalgebra £>(F). 
Man kann in V stets eine Orthogonalbasis el9 e2, e3 finden: 
(3.1) v=e1C + e 2C + e 3C, (e„ e,) = Yidu. 
Das läßt sich auch, falls C Nullteiler besitzt, nach üblicher Methode 
(s. z.B. [5], S. 90f.) beweisen: 
Sei n = d im c V beliebig, V eventuell auch ausgeartet. 
Für n = 1 ist nichts zu beweisen. Der Satz sei für die Dimension 
(n— 1) richtig. V habe die Dimension n. Es sei OE (F, F) 4= 0. 
1. Wir suchen eine C-Basis gl9 g2) . . ., gn m i t {gl9 gx) 4= 0: Sei fl9 . . ., fn 
irgendeine C-Basis. OE seien alle (/<, /<) = 0. Wegen (F, F) =f= 0 dürfen 
nicht alle (/,-, /,•) Null sein. Sei etwa (fl9 f2) 0. Dann existiert ein 
Element deC, so daß (/x + f2d, fx + f2d) = ^((/j, /2)rf, e) 4= 0 ist. 
= / i + f2d> 9i: = fi ^ r i = 2, . . ., w ist Basis von F. 
2. fr,?! = gi — gAgngJ-^gugt) (i = 2 , . . . , * ) 
n 
ist eine Basis von F mit (grl5 g\) = 0. F ' : = 2 9 ^ besitzt nach Induk-
i = 2 
tionsvoraussetzung eine Orthogonalbasis, die sich durch gx zu einer 
Orthogonalbasis von F ergänzen läßt. — 
Wir kehren zu unserer Situation (3.1) zurück. Vermöge 
(3.2) *c, = 2 e,rf„ 
i 
entsprechen den xe§(V) die Matrizen der Form 
r i^ 2 72^ 1 *3 / 
Die Algebra der Matrizen (3.3) bezeichnen wir mit §((7 , yl9 y2i y3). Sie 
läßt sich auch für echt alternatives C mit beliebigen yl9 y 2, y 3 e bilden 
und ist dann ebenfalls Jordanalgebra, allerdings nicht speziell. Die 
Algebren £ ( C , yl9 y2, yz) sind zentral einfach vom Grade 3. (S. [1] 
und die dort angegebene Literatur.) Wir führen folgende Abkürzung ein: 
ßt-: = 6tt-, 
(3.4) (c)jk: = ykcejk + yjceki (c e C). 
Dabei sei e{j die Matrixeinheit (dVß) mit dVß = (5vi<5^ e. Für die Matrix 
(3.3) läßt sich jetzt schreiben: 
(3.5) (<*«) = 2 2 
Das Zeichen 2 bedeute stets Summation über alle zyklischen Permu-
(i,1,k) 
tationen (i, j , k) von (1, 2, 3). 
Aus (3.4) liest man ab: 
(3.6) (c)w = (5)i*, 
(3.7) (c)2k = y3ykN(c)(ej + ek)f 
(3.8) 2(c)ij(d)jk = yj{cd)ik (Jordanprodukt!). 
Die Matrizen (3.3) lassen sich für beliebiges X e k* auch als Elemente 
von Jp(C, Xyl9 Xy2) Ay3) auffassen. 
(3.9) $(C,yl9yt,Y*) = §(C>i>Yi> lVi>*Vz)-
Lemma 3.1. Für eine beliebige Kompositonsalgebra C und 
Yi> 7^ 7z e k*, Xx, X2f X3 e k* 
ist 
(3.10) $(C, Y l , y 2, y3) s y^f, y2A|, y,A|). 
-Ein Isomorphimus von der Algebra links auf die Algebra rechts wird ge-
geben durch: 
(3.11) ( c ) , , - * ^ 1 ^ ) « . 
Dabei bezeichnen wir mit (c)^ die Ausdrücke (3.4), berechnet mit 
Beweis. Die Behauptung, daß (3.11) einen Isomorphismus liefert, 
wird im wesentlichen verifiziert durch die Gleichungen: 
(XJ'XJHCY^Y = yfiy^72^J2N(c)(ei + «,) = y,y,tf (c)(e< + e,). 
2(XT1XjHc)'ij)(Xj*XkHdyjk) = yjXj*X^Xki(cd)'ik = yjX^X^(cd)fik. 
Lemma 3.2. C sei assoziativ; yly y2yz seien beliebige Elemente aus k*, 
a>i>a>2> «3 beliebige invertierbare Elemente aus G. 
Dann wird durch 
(3.12) « , - * e < , (c)w -> (ar1 cäj% 
ein Isomorphismus von $ (C, yx, y 2, y3) aw/ £>(C, y i ^ ( « i ) , y2^(a2)> 
y3iVr(a3)) geliefert. Dabei bezeichnen wir mit (c)^ die Ausdrücke (3.4), 
berechnet mit yj = yiN(ai) statt y,. 
Beweis. Man ändere in (3.2) die Basis {e,-} zu {c<aj. Die zugehörige 
Änderung der Matrix (d{j) wird durch (3.12) beschrieben. 
Lemma 3.3. Ist C echt alternativ, so liefert (3.12) zumindest für 
ax= 1, a2 = a, a3 = ä mit beliebigem invertierbaren a e C einen Isomor-
phismus von §(C, yl9 y2, y3) a u ^ &(C> yx, y2N(a)9 y3N(a)). 
Man verifiziert diese Behauptung mühelos durch direktes Nach-
rechnen unter Beachtung der für beliebige Elemente a9 x, y von C 
gültigen „Moufang-Identitäten" (ax)(ya) = a(xy)a9 (axa)y = a(x(ay))9 
y(axa) = ((ya)x)a (s. [16], [7]). 
Lemma 3.4. Zu einer beliebigen Kompositionsalgebra C, beliebigen 
Elementen yl9 y2, y3 von k* und beliebigen invertierbaren Elementen 
al9a29a3 von C gibt es einen Isomorphismus von ip(C, yl9 y29 y3) auf 
&(C> yi^(^i), y%N(a2)9 Y*N{Oz))9 der jedes et (i = 1, 2, 3) auf sich ab-
bildet (s. [3]). 
Beweis. Wegen (3.9) können wir OE ax = 1 annehmen. Man bilde 
gemäß Lemma 3.3 Isomorphismen 
£(C> Yi> 72, Yz)->$(C, 7iN(a3)~\ y2N(a3)~\ y3) 
-+${0, YiNia,)-* N(a2)~\ y2N(a3)~\ y3N(a2)-*) 
= yi, y2N(a2)9 y3N(a3)). — 
Abschließend geben wir die Werte 
MS(z), Q(x)9 a2(x)9 MN(x) 
für 
s = 2Xc< + 2 (Ci)ik 
an. Ausgehend von der Formel 
MS(x) = J}ai (s. [2], [13], [6]) 
i 
erhält man: 
(3.13) Q(x) = lMS(x*) = l2,«2+ 2 YiYuNic^ 
(3.14) a2(x) = \MS2(x) — Q(x) = «x«, + *i*s + *s*i — S YiYkN(c€)9 
M.k) 
MN(x) = i {MS*(x) — 3 MS(x) MS(x*) + 2 MS(x*)} 
^ 3 , 1 5 ) = a x a 2 Ä 3 + y1y2y3^(CiC2C3,e)—2 7i7k*iN(ci) (vgl. [10]). 
(U.k) 
Für x und y = £ + (d{)jk folgt aus (3.13): 
i d.hk) 
(3.16) (x9 y) = £ arft + £ y,y f c *(c„ 
§ 4. Idempotente, Koordinatendarstellungen 
Zu einem Idempotent u (u2 = u 4= 0) einer Jordanalgebra 91 mit 
Einselement e haben wir eine „Peircesche Zerlegung" von 91 in eine direkte 
Summe von Moduln 
%x(u): = {x e 9t | ux = Xx} (X = 0, 1/2, 1). 
9t x (w) und 9t0 (M) sind Teilalgebren von 9t mit den Elementen u, e — u. 
Näheres s. [1]. 
Zu einem beliebigen vollständigen System orthogonaler Idempotente 
ex, . . ., er (e^j = dtjei9 ^et = e) gibt es ebenfalls eine Peircesche Zer-
X 
legung 9t = 2) von 9t in eine direkte Summe von Moduln 
* « : = « « = = «i/.(e«) n 9t1/2(e;) (i =# j) (s. [1]). 
Ein Idempotent w von 9t heißt primitiv, wenn ^ nicht als Summe 
zweier orthogonaler Idempotente darstellbar ist, absolut primitiv, wenn 
diese Unzerlegbarkeit in einer beliebigen Grundkörpererweiterung von 
9t bestehen bleibt. Ist u absolut primitiv, 9t nicht ausgeartet, so ist 
9tx(w) = ku. 9t heißt reduziert, falls 9t ein vollständiges Orthogonalsystem 
absolut primitiver Idempotente besitzt. Ein solches besteht dann, falls 
9t nicht ausgeartet und vom Grade n ist, stets aus n Elementen. Ist 9t 
einfach, reduziert und n Primzahl, so ist jedes primitive Idempotent 
von 91 absolut primitiv (s. [6]). 
Wir formulieren einen Satz von N . JACOBSON ([14]) für den Spezial-
fall n = 3 (vgl. [18]). 
Satz 4.1. 9t sei reduziert und einfach vom Grad 3 über k. ex,e2, e3 sei 
vollständiges Orthogonalsystem primitiver Idempotente von 9t mit der 
Peirceschen Zerlegung 9t = ke{ + 9 t , W i r wählen ein a+ e 9t12 
und ein a_ e 9t31 mit Q(a+) 4= 0, Q(a_) 4= 0. 
Behauptung. Es gibt (bis auf Isomorphie) genau eine Komposition^-
algebra C, genau ein y2 e k*, genau ein y3 e fc* und genau einen Isomor-
phismus von 9t auf !q(C, l,y2, y3) = 2^ 6< + 2 (P)ui der e{ auf e\, a+ 
auf (e)l2 und a_ auf (e)31 abbildet. i < j 
Wir identifizieren 9t mit ip(C, 1, y2, y3) so, daß dieser Isomorphismus 
die Identität wird, und sprechen von ,,der durch ex, e2, e3, a+, a_ defi-
nierten Koordinatendarstellung mit yx = 1" von 9t. 
Wir identifizieren weiter C mit $23 u n ( i zwar das Element c mit (c)^. 
Die alternative Multiplikation in C markieren wir durch das Zeichen * . 
Dann gilt, wie man mit (3.8) leicht nachrechnet: 
(4.1) c* d = 8y 2 - 1 yä l(a>_c)(a+d) (c, d e G). 
Nach (3.7) ist 
(4.2) y2 = Ö W , y, = Q(a_). 
Satz 4.2. (Siehe [3], [19], [12] Theorem 3.) 
Die Kompositionsalgebra C hängt (bis auf Isomorphie) nicht von der 
Wahl von el9 e2, e3, a + , a_ ab, ist also allein durch 9t bestimmt. 
§ 5. Elementare Sätze über Gitter ganzer Elemente 
Für den Rest der Arbeit sei k stets Quotientenkörper eines Dedekind-
ringes A, 9t stets eine zentral einfache Jordanalgebra vom Grade 3 über k. 
Satz 5.1. M sei ein Gitter von 9t, welches das Einselement e enthält. 
Dann sind folgende Aussagen gleichwertig: 
(1) Alle Elemente von M sind ganz. 
(2) Für jedes xeM gilt (x, e)eA, MN(x) e A. 
Beweis. (1) => (2) ist trivial. 
(2) =>(1): Sei xeM. Dann ist (e, x) e A, MN(x)eA. Weil mit x 
auch e — x in M liegt, ist weiter 
MN(e-x) = l — (x,e) + o2{x) — MN(x) e A. 
Also ist o2(x)eA. x ist ganz. 
Satz 5.2. M sei Gitter von 9t, welches das Einselement e enthält. Dann 
sind folgende Aussagen gleichwertig: 
(1) xeM => x2 E M. 
(2) x,yeM=> P(x)ye M. 
Beweis. (2) => (1): Für xeM ist P(x)e = x2eM. 
(1) => (2): Für beide Aussagen (1), (2) gilt das Lokal-Global-Prinzip. 
Deshalb sei k OE (komplett) diskret bewertet. 
a) Die Funktion x -> \MN(x)\ nimmt auf dem endlich erzeugten 
A-Modul M ihr Maximum an. Auf Grund der Voraussetzung (1) und 
der Formel MN(x2) = MN(x)2 ist dieses Maximum ^ 1, d.h. MN(x) e A 
für alle xeM. 
MN(e + x) = 1 + (z, e) + a2(x) + MN(x) e A 
liefert (x, e) + o2(x) e A und weiter 2(x, e) e A. 
b) Es ist o2(x)2 = a2(x2) + 2 MN(x)(x, e), wie man leicht nachrechnet, 
indem man alle Terme dieser Gleichung durch die Eigenwerte von x 
ausdrückt. Nach a) ist 
a2(x)2 == a2(x2) mod A. 
Daraus folgt, nach ähnlichem Schluß wie unter a) a2(x) e A für alle 
xeM. Nach a) ist somit auch (x, e) e A für alle xeM. Alle Elemente 
von M sind ganz. Nach [15], Satz 2.2 ist (M, M) CA. 
c) Für x, y e M ist 2xy = (x + y)2 — x2 — y2 e M. 
d) Die Behauptung folgt nun aus der mit (2.2) gleichwertigen Formel 
P(x)y = —2x2y + 2(x, e)xy + (y, e)x2 + {{x, y) — (x, e)(y, e)}x 
+ o%(x)y + V) — (x, y)(x, e) + (y, e)o2(x)}e. 
Satz 5,3. M sei eine Ordnung von 9t, x sei ein ganzes Element von 9t. 
Dann sind folgende Aussagen gleichwertig: 
(1) M + Ax ist Gitter ganzer Elemente. 
(2) (x,M)CA, (x\M)CA. 
Beweis. (1) =>(2): Nach [15], Satz 2.2 ist (x, M) C A und (x2, m) 
+ (x, m2) e A für ein m e M, weil m2 e M ist, also (x2, m) e A. 
(2) => (1): Wir benutzen das in Satz 5.1 aufgestellte Kriterium. 
Es ist (M + A x, e) C A. Ferner gilt f ür m e M und XeA (s. (2.3)): 
MN(m + Xx) = MN(m) + X(mxm, x) + X2(m, xxx) + X3MN(x). 
Nun liegt mxm = m 2 — (m, e)m + a2(m)e in M, also ist (mxm, x) e A. 
Ebenso ist (m, xxx) = (m, x2) — (x, e)(m, x) + o2(x)(m, e) e A. 
MN(m + Xx) liegt für jedes me M und X e A in A. q. e. d. 
§ 6. Die Ordnungen yl9 yt, ys) 
k sei Quotientenkörper eines Dedekindringes A. 
C sei eine assoziative Kompositionsalgebra über k, eventuell mit Null-
teilern, L eine festgewählte Ordnung von C. 
Wir betrachten, wie in § 3, einen unitären nichtausgearteten drei-
dimensionalen C-Rechtsvektorraum V und die Jordanalgebra 9t = $(V) 
der selbstadjungierten Transformationen von V. Auf diese Weise er-
fassen wir alle speziellen reduzierten zentral einfachen Jordanalgebren 
vom Grad 3 über k (s. § 4). 
Unter einem L-Gitter von V verstehen wir ein A-Gitter ü des k-Vektor-
raumes V mit ü i C ö . Zu jedem ^4-Gitter ü von V gibt es natürlich eine 
Ordnung L von C, so daß t) ein L-Gitter wird, etwa L: = {d e C j t)d C &}. 
ip (t>) bezeichne die Menge aller selbstadjungierten Transformationen, 
die t) stabil lassen. Wir zeigen: ist A-Gitter von $ (V). 
1. spannt $(V) auf: Sei XG^(V) vorgegeben, xt) ist wieder 
Gitter von V. Es existiert ein A e i * mit (Xx)t) = (x\))X C o , also mit 
Xx G 
2. Jp(fc) ist endlich erzeugter ^4-Modul: Es genügt nachzuweisen, daß 
in einem endlich erzeugten A-Modul enthalten ist. Sei t>i ein L -
Gitter in V mit ,Basis': ö x = C iL + e 2£ + e 3^- Durch Multiplikation 
mit einem Skalar aus k* können wir erreichen, daß C ö ist. Weiter 
existiert ein Xek* mit Xt)x D t>. 
ist nun ohne Zweifel in dem A-Modul Horn (t)lf XttJ aUer C-
linearen Transformationen von V9 die t)x in Xt)x abbilden, enthalten. 
Horn (t)l9 Aöi) ist aber isomorph zu dem A-Modul aller (3.3)-Matrizen 
mit Koeffizienten in XL und daher sicher endlich erzeugt. — 
ip(ü) ist sogar Ordnung von £ ( F ) : Aus x ü C t ) , ytiCt) folgt sofort, 
daß (P(x)y)t) = x ( y ( £ t i ) ) C t ) ist. Weiter ist e ö C ö . 
Wir wollen die Ordnungen genauer untersuchen für den Spezial-
fall, daß t> eine orthogonale Basis besitzt: 
(6.1) * = e x L + e 2£ + c L , (e„ e,) = y , « w . 
Vermöge (3.2) identifizieren wir mit der Algebra §(C, y1,y2, y3). 
ip(t)) ist dann ersichtlich die Ordnung aller Matrizen mit Koeffizienten 
in L in dieser Algebra. Wir wollen diese Matrizen noch mit Hilfe der 
Bezeichnung (3.4) charakterisieren. Nach (3.4) liegt 
z = 2 «<e, + £ (ct)ih 
genau dann in ig (b), wenn die <x{ in A liegen und y,ct- e L = L, ykc{ e L 
ist, d.h. (yjA + ykA)CiCL ist. 
Wir bezeichnen mit (yj9 yk) den größten gemeinsamen Teiler von y, 
und yk. Genauer treffen wir die folgende umständliche, aber für später 
bequeme Konvention: Ist k komplett diskret bewertet, so sei (y,, yk) 
eine feste beliebig gewählte Zahl, die ytA + ykA erzeugt, sonst sei 
(yj9 yk) das Ideal ytA = ykA selbst. Wir können dann für das Gitter 
(6.1) schreiben: 
(6.2) $ ( » ) = S A*i + S (Vi* 
t j<k 
Ist nun C echt alternative Kompositionsalgebra, so können wir keine 
solchen geometrischen Überlegungen anstellen, doch können wir auch 
in diesem Falle in einer Algebra 91 = ip(C, yl9 y 2, y3) das ^4-Gitter 
(6.3) £ (L, y i , y,, y.): = E 4 e, + £ (y,, y*)-1 (£),* 
betrachten, wobei L eine Ordnung von C und yl9 y29 yz Elemente von &* 
seien. (6.3) ist wieder das Gitter aller Matrizen (3.3) mit Koeffizienten aus L 
und nach Satz 5.2 eine Ordnung: Mit x liegt auch x2 in ip(£, yl9 y2i 73). 
Wir sahen in (3.9) und Lemma 3.4, daß für beliebiges X e k* und 
invertierbare al9 a29 aus C 
© ( C 7i> 72, Yz) = ©(C, Afttf (<h), Xy2N(a2)9 XyzN(az)) 
ist. 
Der Ordnung Jp ( i , y x, y2» /3) wird auf der rechten Seite im allgemeinen 
eine in ziemlich komplizierter Form zu schreibende Ordnung entsprechen. 
Der Faktor X macht dabei natürlich keinerlei Schwierigkeiten: Es ist 
(6.4) #(Zr, 7i , 72,73) = © ( A ^ f t , Ay a,;.y 8). 
Auf beiden Seiten steht ja die Menge der Matrizen (3.3) mit Koeffizienten 
in L. 
Lemma 6.1. oc sei ganzes Element von k*9 el9 s29 ez seien Einheiten von k. 
Dann ist ©(£, el9 e2oc9 ezoc) ^ $(L9 e29 eZ9 ex<x). 
Beweis. Zunächst ist nach (6.4) mit X = or1 
§(L9 el9 e2oc9 ez<x) ^ §(L, (x~1el9 e29 ez) Ä §(L9 e29 eZ9(x~1el). 
Die durch (3.11) mit Xx = 1, A2 = 1, Xz = orx definierte Abbildung 
<p : ©(C, e29 eZ9 ex(x) -> ©(C, e29 e3, e^-1) führt nun 
©(L, e29 £ 3 , ex«) = 2 + ( i)ai + W12 + W23 
i 
in die Ordnung ^Ae^ + oc{L)ZL + (L)12 + ^(L)^ von <p(C, e29 eZ9 e^1) 
i 
über. Diese Ordnung ist aber gemäß Definition © ( £ , e29 ez, e^'1). q. e. d. 
§ 7. Maximale Ordnungen der Form #(L, yv yt, yt) 
Wir stellen uns nun die Frage, wie die Koeffizienten Yi,y2iyz be-
schaffen sein müssen, damit © (L9 yl9y2, yz) eine maximale Ordnung ist. 
Wir setzen L jetzt stets als Maximalordnung von C voraus. Ist L echt 
in der Ordnung U von C enthalten, so ist ja (L9 yx, y2, y3) echt in 
(L7x, 7 2 , 73) enthalten. Wir fragen weiter, welche Ordnungen der Form 
!q(L9 y±,y2, yz) nicht nur von keiner Ordnung, sondern von überhaupt 
keinem Gitter ganzer Elemente echt umfaßt werden. Solche Ordnungen 
nennen wir , .ausgezeichnet:i. 
Es genügt, komplette diskret bewertete Grundkörper zu betrachten. 
In der Tat: Sei k Quotientenkörper des Dedekindringes A, 9Ji die Menge 
der diskreten Primstellen p von k9 für die alle Elemente von A p-ganz 
sind. kv sei die Komplettierung von k zu p, Ap die von 4 zu p. Ferner 
schreiben wir für einen k-Vektorraum W: Wp = W ®kp und für ein 
.4-Gitter N in W: Np = topologischer Abschluß von N in Wp bzgl. der 
üblichen Topologie. 
Damit gilt für eine Ordnung M von 21: 
M ist maximal o Mp ist maximal für alle p e 3R. 
M ist ausgezeichnet o Mp ist ausgezeichnet für alle p e $R. 
Weiter ist $(L, yl9 y2, yz)$ = &(^ p> 7i> y2> 73)- D a s sind triviale Fest-
stellungen. 
Satz 7.1. k sei komplett diskret bewertet. In 2t = $(C, yl9 y2, y3) sei 
B eine Ordnung der Form B = $(L, yx, y2, yz) mit maximaler Ordnung L 
von C. 
F a l l I. Nc enthalte Primelemente. 
Behauptung. B ist genau dann ausgezeichnete Ordnung, wenn 
ord yx = ord y2 = ord y3 ist. 
F a l l II: Nc enthalte keine Primelemente. 
Behauptung: B ist genau dann ausgezeichnete Ordnung, wenn 
|ordy,— ord yt \ <J 1 für i,j = 1, 2, 3 ist. 
Beweis. Wir benutzen im folgenden häufig die Formeln (3.13) bis 
(3.16). 
a) Sei ord yx = ord y2 = ord y 3 im Falle I, |ord y{ — ord Y j \ <J 1 im 
Falle II. 
x = 2 + S (Vu y^iVkh 
sei ein Element von 21, für welches auch B + Ax noch ein Gitter von 
ganzen Elementen ist. Es ist zu zeigen: x e B. 
Zunächst sehen wir, daß (x, e{) = (x{e A ist. Wir können OE an-
nehmen, daß alle a{ = 0 sind. 
Weiter ist 
(7.1) (x, (y{, y , ) - 1 ^ ) « ) = {Vi, Y^YiYiH^ vk) C A. 
Schließlich erhalten wir aus 
MN(x + ek) = YiYtYtKW** e) — (yi9 y^y^jN(vk) e A 
und 
MN(x) = y1y2yzt(v1v2vZ9e)eA 
durch Subtraktion: 
(7.2) (yi9y,)-*yiYiN(vk)eA. 
Im Fall I sollte nun ord Y i = ord Y i sein. 
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(7.1) und (7.2) schreiben sich dann als t(L,vk)CA und N(vk)eA. 
Nach (1.5) ist vkeL. 
Im Falle II sollte |ord yt- — ord y-\ 1 sein, also ord {(yi9 y^)~2yiy^ = 0 
oder 1. Nc sollte keine Primelemente enthalten. Somit folgt aus (7.2): 
N(vk) e A. Da C jetzt eine Divisionsalgebra sein muß, ist N(vk) e A mit 
vkeL gleichbedeutend (s. Satz 1.3). q. e. d. 
b) Sei nun im Falle I ord y2 ^ ord yx + 1, also ord {(ylf y2)~2yi72} ^ 
im Falle II ordy 2 ^ ordy x + 2, also ord {(7^ y2)~27i72} ^ 2. L enthält im 
Falle I sicherlich ein v mit N (v) ~ p, im Falle II sicherlich ein v mit 
N(v) ~ 1 (s. Lemma 1.1). 
Für x = {p(yly y2)}-1(^)i2 gilt nun: 
1. x ist ganz: (x, e) = 0, MN(x) = 0, a2(x) = —(yl9 y 2 ) ~ 2 y i y 2 p ~ 2 ^ V » eA, 
2. (x, B) = (y l 5 y2)-*yxy2p-n{v9 L) C A. 
3. (x\ B) = (Yl9 y2)-2y1y2p-2N{v){e1 + e2, B) C A. 
4. x$B. 
Nach Satz 5.3 ist B + Ax ein Gitter ganzer Elemente, das echt 
größer als B ist. B ist sicher kein maximales Gitter ganzer Elemente. 
q. e. d. 
Es bleibt die Frage, ob einige der Ordnungen $(L9 y1,y2, y3), die wir 
als nicht ausgezeichnet erkannt haben, nicht doch maximale Ordnungen 
sind. Diese Frage wird durch Satz 7.2 bis Satz 7.4 beantwortet. 
Satz 7.2. k sei komplett diskret bewertet, B sei eine Ordnung (L, y x, y2, y3) 
mit maximaler Ordnung L einer Kompositionsalgebra über k. 
Es gelte nicht |ord y,- — ord y$\ <g 1 für alle i,j = 1, 2, 3. 
Dann ist B nicht maximale Ordnung. 
Beweis. OE yx — 1, y2 ~ pv, y 3 ~ p», 0 ^  v <L ju. Nach Voraussetzung 
ist ix ^ 2. 
a) Sei v < fx. 
Wir betrachten den durch (3.11) mit Xx = 1, A2 = 1, A3 = p-1 de-
finierten Isomorphismus 
©(C, Yi>Yz> 7z) -> ©(C, 7i> 72> V~2Yz)-
Dabei wird © (£ , yx, y 2, y3) = £ ß* + W a i + (^)ii + auf 
£ + p ( i ) i i + ( £ ) i a + P " v + 1 ( ^ )23 abgebildet. Diese Ordnung ist 
aber echt enthalten in 
£ ( A 7i> 72, P"27s) = E + (L)ii + + (?', p""2)"1^)*, 
weil /1 — 2 ^  v — 1, also p- 1 1 (p', pf"2) ist. 
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b) Sei v = [JL. 
Wir betrachten den durch (3.11) mit kx = 1, X2 = p'1, A3 = p'1 de-
finierten Isomorphismus 
<P ' £(C> Vi, 72, 7z) ~> £(C> yl9 p~272> P~27z)-
cpB = ^ Ae{ + (pL)zl + (pL)[2 + P'^iL)^ ist echt enthalten in 
yX9 p~*y2, p-*yz) = ^Ae{ + {L)Z1 + (L)'12 + p-'+^L)'*. 
q. e. d. 
Satz 7.3. k sei komplett diskret bewertet, C sei assoziativ, NQ enthalte 
Primelemente. e2, ez seien Einheiten des Körpers k. L sei eine Maximal-
ordnung von C. 
Behauptung. $(L, 1, e2, ezp) ist nicht maximale Ordnung. 
Beweis. Nach Lemma 1.1 können wir in L ein Element a finden mit 
N(a) ~ p. Wir betrachten den durch (3.12) für a x = 1, a2 = 1, az = e r 1 
beschriebenen Isomorphismus 
<p : & ( C , 1, e2, s3p) -> §{C, 1, e2, ezpN(a)-*). 
Dabei geht 
B = §{L, 1, e2, ezp) = 2) Ae< + £ (L)U 
in 
<P(B) = S Aei + ( £ 3 ) i s + (L)'2l + (La)'* 
über. La ist in L enthalten und zwar echt, weil La bezüglich N(x) ein 
Gitter der Norm p ist. cp (B) ist daher echt in der Ordnung 2 A e{ + 2 W i i 
vom Typ 1, £2> e 3 P ^ ( a ) _ 1 ) enthalten. 9?(iJ), also auch B, ist nicht 
Maximalordnung. q. e. d. 
Bemerkung. Wegen Lemma 6.1 haben wir damit für assoziatives C 
die Frage, welche der Ordnungen yl9 y2, yz) maximal sind, lückenlos 
beantwortet. 
Wir sahen: ylf y2i yz) maximal o Jp(L, yx,y2, yz) ausgezeichnet. 
Diese Aussage wird falsch, wenn C echt alternativ ist: 
Satz 7.4. k sei komplett diskret bewertet, C sei die zerfallende Cayley-
algebra über k. e2, ez seien Einheiten aus k, L sei eine Maximalordnung von C. 
Behauptung. B = !Q(L, 1, e2, ezp) ist, obschon nicht ausgezeichnete, 
so doch maximale Ordnung. 
Beweis. Es ist B = ^Ae{ + (L){j. Sei B' eine Ordnung DB, 
x = oc{e{ + 2 (vi)ik e n l Element von B. Genau wie im Teil a) des 
<U.*) 
Beweises von Satz 7.1 sehen wir, daß die <xt in A liegen und die Gleichun-
gen (7.1) und (7.2) gelten. 
(7.1) und (7.2) zeigen für (i,j) = (1, 2): t(L,v3)CA, N(v3)eA. 
Daraus schließen wir wieder, daß v3e L ist. 
Wir sehen: 
Jedes Element aus B' läßt sich modulo B auf eine Summe 
x — {°)zi + (d)» reduzieren. 
Den A-Modul aller c e C , die in einem x = (c)31 -f- (d)^ e B' auftreten, 
nennen wir H31. Entsprechend definieren wir H^. Mit x = (c)31 -f- (d)^ 
liegt nun auch 
2(e)lfa? = (c)32 + £ 2 (^)i3 
in B'. Wir sehen: 
2/3 1 C #23» C #31, also H31 = H^. 
Weiter ist für geL statt e ebenfalls 2(g)12x = (cg)32 + s2(gd)l3e Bf. 
Dies zeigt: H31L C H^ = H3V Nach [4], S. 414 ist H31 sogar zweiseitiges 
Ideal und von der Form XL mit einem Xek*. Insbesondere: XeeH31i 
d.h. es existiert ein x = X(e)31 + (d)^ in 5' . Nun ist auch (s. (3.7), (3.8)) 
x2 = ; 2 y 3 ( e i + 6 3 ) + y2yzN(d)(e2 + e3) + Xy3(d)21 e B'. 
Daher ist X2y3 ~ X2p e A. Es muß X e A sein, also H31C L , C L sein. 
5 ' C 5 . q. e. d. 
Abschließend betrachten wir noch folgende Situation: 
C sei nullteilerfreie Cayley-Algebra über komplettem diskret bewertetem 
Grundkörper k, — ein Fall, der sicher nicht auftreten kann, wenn der 
Restklassenkörper von k endlich ist. Nc enthalte Primelemente. Dann ist 
eine Ordnung $(L, l,e2,e3p) mit Einheiten e2, e3 nicht maximal. Das 
läßt sich mit dem gleichen Gedanken wie Satz 7.3 beweisen: 
Nach Lemma 6.1 ist §{L, 1, e2, e3p) zunächst isomorph zu einer Ord-
nung B = £ (L, 1, 7]2p, rj3p) = ^Aei + (L)31 + (L)12 + j r 1 ^ ) » mit Ein-
i 
heiten rj2irj3. Sei a Element von C, also von L, mit N (a) ~ p. Wir be-
trachten die durch (3.12) mit a2 = er 1, 03 = ä _ 1 definierte Abbildung 
<p:$(C, 1, 7?2p, rj3p) -> $(C, 1, r)2pN(a)-\ rj^Nia)-1). 
Nach Lemma 3.3 ist 9? ein Isomorphismus. 
= liAe'i + ( ä i ) 3 1 + (ia)i 2 + p-^aLa)^ 
ist echt in 
^Ae'* + (L)'Z1 + (L)I2 + (i)^ = 1, (a)-*, ifcptf (a)-*) 
enthalten. Entscheidend ist, daß wir, weil C nullteilerfrei ist, aus Satz 1.3 
p~xaLaC L folgern können. 
§ 8. Ausgezeichnete Ordnungen mit Idempotenten 
A sei beliebiger Dedekindring. 9t sei reduziert und einfach vom Grade 3. 
M sei eine Ordnung von 9t, die ein primitives Idempotent u enthalte. Zu 
der Peirceschen Zerlegung (s. § 4). 2t = hu © 5t 1 / 2 © % bezüglich u 
haben wir dann auch eine „Peircesche Zerlegung von M". Mit 
M1/2: = 5t 1 / 2 n M, M0: = % n M gilt nämlich: 
(8.1) 3/ = Au + M1(2 + M0. 
In der Tat, ist m = <xu + m 1 / 2 + ra0e M (m 1 / a e 9t 1 / 2 , ra0 e 9to), so ist auch 
(xu = P(u)m e M, also a e i , 
m 1 / 2 = 4w((ß — w)m) G M, 
m 0 = P(e — ^)m e Jkf. 
i / 0 ist eine Ordnung der Jordanalgebra 2to. 
Satz 8.1. Ist M = Au + Mlj2 + M0 ausgezeichnete Ordnung von 9t, 
so ist M0 ausgezeichnete Ordnung von 9to. 
Beweis: 
a) Zunächst überlegen wir uns, wie die Minimalnorm von 9to aussieht. 
Sei x generisches Element von 2lo. Es ist MN(x) = 0, da x in 9t den 
Eigenwert 0 besitzt. (Zugehöriger Eigenvektor: u.) Daher folgt aus (2.1): 
(8.2) x2 — (x, e — u)x + a2(x)(e — u) = 0. 
Dies ist die Minimalgleichung für 9to-
Man sieht: 
1. o2(x) ist die Minimalnorm von 9to-
2. z e 9to ist genau dann ganzes Element von 9t, wenn z ganzes Element 
von 9to ist. 
(Anderer Beweis: Man betrachte die Eigenwerte von x bzw. z in 9t und 
b) Nun gehen wir zum eigentlichen Beweis über. Sei M0 + Az ein 
Gitter von ganzen Elementen in 9to- Zu zeigen: z e M0. Dazu genügt es, 
nachzuweisen, daß M -{- Az ein Gitter von ganzen Elementen in 9t ist, 
da M ja maximales Gitter ganzer Elemente sein sollte. Wir wenden das 
Kriterium Satz 5.1 an. 
(M + Az, e) C A ist trivial. Sei me M, X e A. 
Es ist MN(m + Xz) = MN(m) + X(mKm, z) + P(m, zxz) (s. (2.3)). 
Wegen 
mxm = m2 — (m, e)m + az(m)e e M 
und 
zxz = z2— (z, e)z + o2(z)e = o2(z)u (nach (8.2)) 
ist (mxm, z) e (M, z) = (M0, z) C A, (m, zxz) = o2(z)(m, u) eA, 
also MN(m + kz) e A. 
M -f Az ist als Gitter ganzer Elemente erwiesen. q. e. d. 
Bemerkung. Ist M nur maximale Ordnung von 21, so braucht M0 
nicht maximale Ordnung von 2to zu sein. Dies zeigt unser Beispiel 
M = §(C, 1, e2, e3p) = ^Ae{ + (L)31 + (L)12 + (L)^, 
mit C = zerfallende Cayley-Algebra über komplettem diskret bewertetem 
Grundkörper k, e2 ~ 1, e3 ~ 1 (s. Satz 7.4). Für u — ex ist M0 == (Ae2 -f 
+ Ae^) + (L)23. ist bezüglich cr2(a:) die direkte Summe des hyper-
bolischen Gitters Ae2 + Ae3 und des Gitters (L)^ von der Norm p. 
Weil der Raum (C)^ isotrop ist, ist (L)^ sicher nicht maximales Gitter 
ganzer Norm darin. M0 ist kein maximales Gitter ganzer Norm bezüg-
lich a2(x) in 2to, somit nach [15] Satz 4.4 keine Maximalordnung von 2to. 
Wir gehen nun zu der Betrachtung von Ordnungen über, die sogar 
zwei zueinander orthogonale primitive Idempotente enthalten, also ein 
vollständiges Orthogonalsystem primitiver Idempotente ex, e2, e3. Zur 
Peirceschen Zerlegung 
91 = S *«< + L 
von 2t haben wir dann wieder eine „Peircesche Zerlegung von M bezüglich 
(8.3) = £ .4 + £ ^ « mit 3/,, = 3f n « w . 
i i<; 
Der Beweis von (8.3) erfolgt analog zu dem Beweis von (8.1). 
Satz 8.2. A sei Hauptidealring. 2t sei zentral einfache reduzierte Jordan-
algebra vom Grade 3 über k. Die Koeffizientenalgebra C von 21 zerfalle. 
M sei ausgezeichnete Ordnung von 2t und enthalte ein vollständiges 
Orthogonalsystem primitiver Idempotente el9 e2, e3. y2,y3 seien Einheiten 
von A. 
Behauptung. Es gibt eine Koordinatendarstellung von 2t mit e1,e2,e3 
als Idempotenten und yx = l,y2,ys a^ Koeffizienten, so daß M = 
$ (L, yi,y2i y3) mit einer Maximalordnung L von C wird. 
Beweis, a) Wir gehen von der Peirceschen Zerlegung (8.3) von M aus. 
M0 (ex) = A e2 + A e3 + M& ist maximales Gitter ganzer Elemente in 
Sfo^), nach [15], Satz 4.4 also maximales Gitter ganzer Norm bezüglich 
a2(x). 
Aus o2(£2e2 + f 3e 3 + vn) = f 2f 3 — #(%*) (f2, f3 e k, v^e 91^ ) ersehen 
wir: ist maximales Gitter ganzer Norm von 9^ bezüglich —Q(x), 
also bezüglich Q(x). Dasselbe gilt für M31, M12. Weil G zerfällt, hat 9f12 
bezüglich der quadratischen Form Q(x) keinen Kernraum. M12 enthält 
isotrope Vektoren, somit ein Teilgitter 
Axx + Ax2 mit Q{xx) = Q(x2) = 0,(xlf x2) = 1 
(s. [17], 82: 20, 82: 21a). Daher ist der Wertebereich von Q auf M12 
ganz A. Dasselbe gilt für Jf 3 1 , M^. 
b) Wir wählen ein a+ e M12 mit Q(a+) = y2 und ein a_eM31 mit 
Q(a_) = y3. Wir werden zeigen, daß die durch el9 e2, e3 a+, a_ definierte 
Koordinatendarstellung von 9t mit y1 = 1 (s. § 4) das Verlangte leistet. 
Wie in § 4 identifizieren wir St^  mit C und bezeichnen die Multiplikation 
mit *. Mit x und x' liegt auch (s. (4.1)) 
x*x' = Sy21y31(a_x)(a+x/) in M^. 
ist also eine Ordnung L von (7. Weiter ist (s. (3.8)) 
(L)13 = 2{e)12M2Z = 2a+M23 C Jf 1 3 . 
Es gilt sogar (L) 1 3 = M13. Denn für y_ e ikf13 liegt y2*/_ = 4a+(a+y_) in 
2(e) 1 2 Jf 2 3 = (L) 1 3, da y2 Einheit ist, also auch y_ selbst. Ebenso ist 
(L)21 = M21. Wir haben bewiesen: 
M = ^Ae{ + S W;* = £(A 1, y2, Yz)-
Natürhch muß L Maximalordnung von G sein. q. e. d. 
Satz 8.3. 9t sei zentral einfache, reduzierte Jordanalgebra vom Grade 3 
über komplett diskret bewertetem Körper k. Die Koeffizientenalgebra G 
von 9t sei nullteilerfrei. M sei maximale Ordnung von 9( und enthalte 
ein vollständiges System primitiver orthogonaler Idempotente eXi e2, e3. 
yx = 1, y2, y3 seien zu el9e2, e3 gehörige Koeffizienten mit 
ord y2 = ord y3 = 0, falls Nc Primelemente enthält (Fall I), 
ordy 2 , ordy 3 = 0 oder 1, falls Nc keine Primelemente enthält (Fall II). 
(Solche Koeffizienten lassen sich sicher finden (s. Lemma 3.4).) L sei die 
Maximalordnung von C. 
Behauptung. Bezüglich einer beliebigen Koordinatendarstellung von 
9t mit el9 e2, e3 als Idempotenten und y1= 1, y2, y3 als Koeffizienten ist 
M = $(L,y1, y2, y3). 
Beweis. Nach Satz 1.3 ist L = {c e C \ N(c) e A}. Wir legen eine 
beliebige Koordinatendarstellung von 9t mit den Idempotenten ex, e2, Cg 
und den Koeffizienten y1,y2, yz zugrunde. M hat eine Peircesche Zer-
legung 
i i<j 
Sei ( c ) „ e J f „ . Dann ist (s. (3.14)) 
= —y<yi W = — (y„ yi)-ay<y^((y<> r*)*) e 
Nach Voraussetzung ist (y,-, y,)~2yty,- im Falle I von der Ordnung 0, im 
Falle II von der Ordnung 0 oder 1. Daher ist N((y{, y;)c) e A, also 
Wir haben gezeigt: 
M c 2 4 « , + S y i ) " 1 ^ ) « = y»). 
Da -Jf maximal ist, muß M mit § ( £ , y x, y 2, 73) übereinstimmen. 
q. e. d. 
Nach Satz 8.2 und Satz 8.3 sind für kompletten diskret bewerteten 
Grundkörper die ausgezeichneten Ordnungen der Form !Q (L, y x, y2> 73) 
charakterisierbar als die ausgezeichneten Ordnungen, die ein voll-
ständiges Orthogonalsystem primitiver Idempotente enthalten. 
Wir gehen noch auf die Situation bei beliebigem Dedekindring A ein. 
Es gilt folgendes Kriterium: 
Satz 8.4. k sei Quotientenkörper eines beliebigen Dedekindringes A. 2t 
sei reduzierte zentral einfache Jordanalgebra vom Grade 3 über k. M sei 
ausgezeichnete Ordnung von 2t und enthalte ein vollständiges Orthogonal-
system primitiver Idempotente e1? e2, e3. M = ^ Ae4; + S ^»; ^ e 
Peircesche Zerlegung von M zu ex, e2i e3. * * < ; 
Dann sind folgende Aussagen gleichwertig: 
(1) 2?s grtof eine Koordinatendarstellung £>(C, y 1 ? y 2, y3) von 2t mii 
ex, e2, e3 aZs Idempotenten, so daß M = $(L, yx, y2, y3) wird. 
(2) Es existiert ein Element a+eM12 und ein Element a_eM31, so 
daß Q(a+) Teiler von Q(y+) für alle y+eM12 ist und Q(a_) Teiler von 
Q(V-) fur a^e V- e M31 ist. 
Beweis. (1) => (2): Man lege eine Koordinatendarstellung der in (1) 
beschriebenen Art zugrunde und wähle a+ = (e)12, a_ = (e)31. 
(2)=>(1): Wir betrachten die Koordinatendarstellung von 2t zu 
ei, e2, e3, a + , a_ mit yx = 1: 2t = $(C, 1, Q(a_), Q(a+)). Für jedes p e 2R 
(Bezeichnungen s. § 7 Anfang) ist 
% = %{Cp,l,Q(a+)9Q{a_)). 
Weil (M12)p, (Mzl)p maximale Gitter ganzer Norm sind (s. Anfang des 
Beweises von Satz 8.2), müssen y2 = Q(a+) und yz = Q(a_) an den 
Stellen p e 9Ji, für die Cp zerfällt, Einheiten sein und an den anderen 
Stellen p e 9Ji Elemente sein, wie sie in Satz 8.3 beschrieben werden. 
Satz 8.3 und der Beweis von Satz 8.2 zeigen, daß bei unserer Koor-
dinatendarstellung an allen Stellen p e 9JI Mp = $$(L'p, l,y2, yz) ist 
mit Maximalordnungen L'p von Cp. Mit Hilfe eines Standardschlusses 
ziehen wir daraus die Folgerung, daß M = !Q(L, 1, y 2, yz) mit einer 
Maximalordnung L von C ist: Sei zunächst L irgendeine Maximalord-
nung von C. Dann ist schon $$(L, l,y2, yz)p = Mp an fast allen Stellen 
p e 90?. An den anderen Stellen ändern wir L so ab, daß Lp = Lp wird. 
Mit der so geänderten Maximalordnung L ist !Q(L, 1, y 2, yz)p = Mp für 
alle p e also M = 1, y2, yz). q. e. d. 
Die Bedingung (2) des soeben bewiesenen Satzes braucht durchaus 
nicht immer erfüllt zu sein. Wir erläutern diese Feststellung durch ein 
Beispiel. 
Sei L Maximalordnung einer assoziativen Kompositionsalgebra C 
über k. W sei ein L-Rechtsideal in C, das C aufspannt und dessen Normideal 
N(W) = ]jj AN(x) ein Hauptideal ocA ist. V sei dreidimensionaler uni-
zsW 
tärer C-Rechtsvektorraum mit einer Orthogonalbasis el9 e2, e3, für die 
7 i : = (£i > i^) u n ( i 72: — (^ 2 > 2^) Einheiten seien und yz: = (e3, e3) ~ ar 1 sei. 
Wir legen in 3t: = ip (F) die zu den et gehörige Koordinatendarstellung 
(s. (3.2)) zugrunde und betrachten die Ordnung M = $ (txL + e2L + ezW). 
Man rechnet leicht nach, daß 
M = ^Aet + (L)12 + (W)Z1 + (W)Z2 
i 
ist. 
M ist ausgezeichnete Ordnung. In der Tat: Für jedes p e 90? ist Wp 
ein Zp-Hauptideal apL. Man überzeugt sich an Hand der Koordinaten-
darstellung von 2tp zu der Basis el9 e2, tzap von Vp, daß 
Mpg*§(Lp,yl9y29yzN(ap)) 
ist. Aus *.4 p = N(W)p = tf(JP„) = tf(apMp und y 3 ~ ar"1 folgt: 
y3iV(ap) ist Einheit. Nach Satz 7.1 ist Mp ausgezeichnete Ordnung für 
alle p E 9ft. Der Wertebereich von Q auf MZ1 ist {y1yzN(w) \ w e W}. 
Für ein Element w0eW gilt nun: 
(8.4) N(W) = N(w0)A oW = w0L. 
Der Beweis der Richtung =>" sei kurz skizziert: Wir prüfen die Gleichung 
W = w0L an allen Stellen p e 9K. Wegen Wp = apL existiert ein Element 
gpeLp mit w0 = apgp. Aus N(w0) ~ N(ap) schließen wir, daß N(gp) 
Einheit ist und somit g^1 = gpN(gp)~1 (s. (1.4)) in Lp liegt. Es ist 
Wp = w0Lp. 
(8.4) lehrt: Die Bedingung (2) von Satz 8.4 ist genau dann erfüllt, 
wenn W ein Hauptideal ist. 
Falls Je nicht komplett diskret bewertet ist und C nicht gerade die 
Klassenzahl 1 besitzt, dürfte es unpraktisch sein, das Augenmerk auf 
die Ordnungen ip (L, yx, y2, y3) zu richten. Man hat statt dessen allge-
meiner die Ordnungen Jp(Cx Wx + e2 W2 + tzWz) mit Rechtsidealen W{ 
einer Maximalordnung L von C und Orthogonalbasis {c J eines unitären 
dreidimensionalen Raumes über C zu betrachten sowie ihre Analoga 
in den reduzierten Ausnahmealgebren. 
Es sei angemerkt, daß sich aus Satz 8.2 und Satz 8.3 ziemlich leicht 
der folgende Satz herleiten läßt: 
Satz 8.5. M sei abgezeichnete Ordnung einer Algebra ^(V) über dem 
Quotientenkörper k eines beliebigen Dedekindringes A. M besitze ein voll-
ständiges Orthogonalsystem primitiver Idempotente ex, e2, ez. Dann ist 
M eine Ordnung §{eiW1 + e2W2 + e 3W 3) mit Rechtsidealen W{ einer 
Maximalordnung L der Koeffizientenalgebra C und mit einer Orthogonal-
basis {tj} von V, die zu den e{ paßt: e te ; = <5tie>. 
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