clouds, however, have sufficient impact on the top-of-atmosphere (TOA) IR radiance that they can introduce significant errors in the retrieved atmospheric temperature. Their presence needs to be detected. The AIRS team has devised different approaches to deal with this issue, and one of them is the use of the Vis/NIR data. Of particular interest is the detection of the clearest possible IR footprint when tuning the atmospheric temperature retrieval algorithm at the beginning of the mission and at other times for validation. The Vis/NIR data, with a spatial resolution about six times higher than that of the AIRS IR data, are best suited for this task. The Vis/NIR channels, with their 2.3-km nadir footprint size, are also used to recognize surface inhomogeneity within the larger (15 km) IR footprints. For this product, the variance of Vis/NIR pixels identified as clear within each IR footprint is reported.
The science to be done with the Vis/NIR has evolved since the instrument was first designed, and progress has been made in the determination of surface solar radiation flux from space observations. Some issues have surfaced, however. In particular, it has become clear that cloud inhomogeneity and three-dimensional (3-D) effects are one of the largest sources of uncertainty on the surface solar radiation retrievals (e.g., [2] ). It has been found recently that corrections can be applied that depend on cloud height [3] . Cloud height is a parameter that is derived from both IR and Vis/NIR AIRS data.
This paper describes the AIRS Vis/NIR and presents the algorithms used to reduce its data. After a brief description of the instrument, we discuss the diagnostic role of the visible data together with the concepts underlying cloud detection. The next section describes the calibration plans and the validation activities that have been designed to ensure the scientific usefulness of the data. We then briefly present the science that we are planning to do with these data.
II. AIRS VIS/NIR SYSTEM
The AIRS Vis/NIR system has four channels whose approximate spectral response is presented in Fig. 1 . Channel 1 (0.40-0.44 m) is designed to be most sensitive to aerosols. Channels 2 (0.58-0.68 m) and 3 (0.71-0.92 m) approximate the response of the Advanced Very High Resolution Radiometer (AVHRR) channels 1 and 2, respectively, and are particularly useful for surface studies. Channel 4 has a broadband response (0.49-0.94 m) for surface energy balance studies.
The specific optical layout of the system is presented in Fig. 2 . All the elements are contained within the scanhead assembly, rather than on the temperature-controlled IR focal plane (described in [1] ). Each Vis/NIR channel consists of a linear detector array with nine pixels in the along-track direction. Each pixel has an instantaneous field between adjacent pixels along-track. A deliberate defocusing of the optics effectively fills in the gap between detectors, allowing complete ground coverage. Pixel-to-pixel variations in IFOV have been measured to be less than 0.001 , except for channel 4, in which at least one pixel has an across-track full-width at half maximum of 0.184 . The diffraction limit of the optics for the four channels is 0.002, 0.006, 0.010, and 0.014 , respectively. Projecting the IFOV on the nadir point from the nominal 705-km-orbit pixels are 2.28 km wide. For comparison, the AIRS infrared footprint is approximately 13.54 km in diameter. Cross-track scanning of the detectors is achieved using the same mirror as is used by the infrared detectors. The four detector arrays are aligned to within 10% of the pixel width. Verification and monitoring of the spatial alignment of the visible detector footprints relative to each other and relative to the infrared footprint is carried out in orbit and is discussed in Section IV.
The ground location of the visible footprints relative to the spectrometer footprints near nadir for three scan lines is presented in Fig. 3 . The spacecraft flight direction is toward the top of the image, and the three roughly horizontal rows of circles represent three across-track scans of the instrument. (Spacecraft motion shifts successive samples in the along-track direction.) Each Vis/NIR detector consists of nine pixels aligned in the along-track direction, which are swept across track by the scan mirror. There are approximately 1.57 pixels of overlap between successive scan lines and eight overlapping pixels across each infrared footprint. (For simplicity, the scan line overlap is shown as one pixel, and only six nonoverlapping pixels are shown across track for each infrared footprint.)
Each Vis/NIR pixel is roughly a square region on a detector, 250 m on a side. Each pixel, however, is composed of eight subelements, a subelement being 250 m in the scan direction, , but only 25 m along the array axis, . The eight subelements are read individually, but the outputs are added together before being reported by the instrument. The detailed detector layout is shown in Fig. 4 . To obtain a complete nine-pixel readout, 90 subelements are sampled, with only 72 being used to form pixels. (Two subelements per pixel are left unused to simplify the readout electronics.) To allow for fine along-track alignment of the channels, each linear array actually contains 128 subelements, and the starting point for which 90 subelements to sample was adjusted. The 90 subelements of each channel are read sequentially, with 6 s between samples. Due to scan mirror motion, this offsets each subelement 0.157% of a pixel in the across-track direction from the previous subelement. The offset between the first-used and last-used subelement of a nine-pixel sample is thus 13.66% of a pixel.
The spectral response curve of the Vis/NIR channels is defined by the product of the spectral response of all the elements that make up the optical system: 1) reflectivity of three mirrors (the scan mirror and two fold mirrors); 2) transmission characteristics of the field imaging lenses; 3) the interference filters (except for the longwave side of channel 4, which uses a pass-filter); 4) spectral response curve of the silicon detectors.
Measurements have been made of the spectral response of all these elements [4] except the lens transmission coefficients. The lenses are not expected to have an appreciable spectral effect, however, and can be ignored in this regard. The scan mirror and the folding mirrors of the optics are silver-coated with a thin layer of SiOx. This coating has a minimal ( 2%) polarization dependence in the 0.4-1.0 m region; it was too small to detect by the test setup used during ground characterization of the scan mirror.
The long wavelength spectral extent of channel 4 is controlled by the cutoff wavelength of the silicon diode, which is radiation dose dependent. The spectral response of channel 4 (and, to a lesser extent, channels 2 and 3) is expected to change slowly and proportionally to the total radiation dose received. There is no in-orbit capability to directly verify the spectral passband. An empirical spot check validation of the spectral response curves using various ground test sites and algorithms in support of this validation is discussed in Section V.
As discussed in Section I, the primary purpose of the visible channels is to provide diagnostic support for the IR/microwave temperature and water vapor retrievals. For this purpose the spatial alignment between the AIRS visible and infrared footprints must be known to approximately half a pixel diameter, equivalent to 0.09 or about 1.1 km at nadir. The diagnostic tasks also require stable relative response, since the quality indicators are empirically determined. This requirement is consistent with the hardware and onboard calibration equipment, which support stable radiometric response. This is described further in Section IV. The secondary purpose of the visible channels is to support research products related to the AIRS core data products. Such research products include the surface solar radiation flux and determination of the height of low clouds. For these purposes, relative and absolute radiometric accuracies to about 5% to 10% are needed. This is not a requirement on the Vis/NIR system and is not supported by the hardware implementation, but can be reached through vicarious calibration and cross-calibration with other instruments, in particular MODIS. This is discussed in Sections IV-C and D. Simultaneous analysis of MODIS and AIRS data under normal scene contrast conditions would require knowledge of the pixel centroids to about half the diameter of the MODIS pixels, or 0.01 to 0.04 . This requirement can be considerably relaxed under the low scene contrast conditions typically selected for cross-calibration.
III. ALGORITHMS

A. Cloud Detection and Cloud Relative Height Algorithms
The delineation of clear IR pixels is crucial to the validation of the forward model [5] and also during the initial phase of the infrared retrieval algorithm tuning. There are several algorithms for identifying clear fields of view, using either the IR data, Vis/NIR data, or a combination of both. Each has strengths and weaknesses, but during daylight over surfaces other than snow and ice, the Vis/NIR algorithm is expected to be the most reliable. Channels 1 and 2 are used for the Vis/NIR cloud detection algorithm, which is based on radiance thresholding.
Threshold approaches are based on two general principles: 1) a cloudy pixel radiance is generally much larger than that of a clear pixel; and 2) a clear pixel radiance can be computed using a radiative transfer model with an accuracy significantly larger than the difference between the clear and cloudy radiances, if surface albedo and average atmospheric properties are known. (Since the IR and microwave components of AIRS provide atmospheric information, and global maps of surface type are available, these conditions are satisfied.)
Surface types can be differentiated using a normalized difference vegetation index (NDVI), based on a combination of radiances in the visible and near-IR. Specifically,
NDVI
(
where is the reflectivity observed in Vis/NIR channel . Four surface types are mapped to NDVI: pure water, sand, or vegetated surfaces, and a linear combination of these. Initially we will use global maps of NDVI from AVHRR [6] , but they will be rapidly updated with corresponding AIRS Vis/NIR NDVI values as the data become available.
Given the three pure surface types, a radiative transfer model [7] is used to generate a table of Vis/NIR radiances that correspond to different atmospheric conditions, solar and viewing zenith angles, and relative azimuth angles. The overall cloud detection algorithm is based on an optimal combination of thresholds for Vis/NIR and IR brightness data as described below. Corrections for sunglint effects are also included.
The AIRS Vis/NIR threshold-based approach takes into account the fact that cloud detection with a thresholding method always contains an element of uncertainty that is related to the spatial resolution of the instrument. Clouds smaller than the ground resolution of the instrument can go undetected. As a result, we introduce four possible states with regards to cloud: clear sky, may be clear, may be cloudy, and cloudy. These states are obtained as a combination of three different threshold values (clr_max), (cld_min), and (cld_thk) computed for channel 1 and 2 radiance using the radiative transfer model [8] with combinations of standard atmospheric profiles, aerosol types, visibility values, cloud optical thickness, and total precipitable water.
Though the threshold values are calculated with an accurate radiative transfer model using the AIRS Vis/NIR filter functions as known before launch, there will always exist some discrepancy between model calculated and real data. Refining the threshold values based on real data is indispensable and will take place during the initial validation period.
B. Sunglint and Bright Surface Corrections 1) Sunglint:
The reflectivity in a sunglint region over the ocean is much larger than that of the surrounding regions, and without a correction, a sunglint region can easily be misinterpreted as cloudy. The sunglint effect can be strong for clear sky over water surfaces in a band of about 30 of latitude around the specular reflection position and is a function of sun zenith angle, satellite zenith angle, and relative azimuth angle as well 2) Bright Surfaces: Bright sand surfaces, such as the Sahara and Arabian deserts, or White Sands in New Mexico, also have large reflectivity in channels 1 and 2. Therefore, it is difficult to detect clouds above such surfaces with a thresholding method only. Model calculations show that the radiance for channel 2 ( is larger than that for channel 1 ( for most bright sand surfaces, while for clouds the relationship is opposite. Therefore, if a pixel is interpreted as cloudy but the ratio is greater than a threshold value, the pixel is interpreted as clear sky over a bright surface. Further tests are made using the observed IR temperatures.
In clear-sky conditions, the brightness temperature of a bright sand surface as measured in an AIRS IR footprint is close to the microwave retrieved surface temperature . Therefore, we correct the cloud flag obtained from the basic thresholding method using , the estimated average land surface temperature at a given latitude on a given day of the year at the satellite overpass time. Since before 4:00 P.M. local time the temperature of a bright sand surface is usually higher than the average land surface temperature, if the observed temperature is less than the expected surface temperature by a specified amount, the ratio test is ignored, and the pixel is still classified as cloudy. This last criterion avoids inappropriate corrections in cold regions, where snow or ice surfaces may yield a small ratio. Thebrightsandsurfacecloudflagcorrectionalgorithmhasbeen validated using MODIS simulated AIRS data as shown in Fig. 6 . A visualassessment of the cloud detectionalgorithm suggests that clouds over the Libyan desert have been correctly detected.
Finally, ice clouds have a large forward scattering component and are weakly back scattering. Hence, it is quite difficult to detect very thin cirrus clouds using Vis/NIR data only. However, the temperature seen in the thermal-infrared is usually much lower than the physical surface temperature in the presence of cirrus. Our algorithm takes advantage of this feature by comparing the IR retrieved temperature to that expected for the surface at that time. The expected surface temperature is the latitude averaged land surface temperature from the NCEP/NCAR reanalysis [8] . If the difference exceeds a threshold, the cloud flag is set to cloudy. 
C. Cloud Relative Height Determination
The cloud relative height detection algorithm takes advantage of the fact that most of the water vapor resides in the lower part of the atmosphere, below clouds. This means the more water vapor absorption measured when a cloud is present, the lower the cloud is. The channel 3 spectral response includes the water vapor absorption band around 0.935 m while channel 2 does not. To estimate water vapor absorption we can, therefore, use the difference between the radiances of these two channels, normalized by the radiance in channel 1 to account for cloud optical depth. The normalization is effective due to the fact that Rayleigh scattering in is stronger than that in or . Unfortunately, the true filter function of AIRS Vis/NIR channel 3 is much narrower than the original specifications (and that of AVHRR 2), so the performance of the cloud relative height detection algorithm is degraded from what was originally hoped for. The relative cloud height product is, therefore, one that will require testing and fine-tuning once flight data are available.
IV. CALIBRATION
During the launch and operation phases of the Earth Observing System spacecraft, the performances of the AIRS Vis/NIR channels are expected to change. This may be caused by normal temperature variations in orbit, by a change of the sensor optical alignment during launch, or by changes in sensitivity due to surface contamination and radiation damage over the life of the mission.
The sensor and calibration procedures are designed to achieve temporal and band-ratio stability to better than 1% at an albedo of unity. There is, however, no absolute calibration accuracy requirement for the Vis/NIR sensors. While onboard radiometric calibration capabilities exist (described below), the calibration accuracy may decrease over time due to lamp degradation and changes within the optical system. Therefore, indirect, vicarious calibration, with known ground surfaces and cross-calibration with other related instruments is planned.
The radiometric calibration algorithm in the Vis/NIR will correct for systematic effects caused by optical system degradation during launch and operation, change of offset and sensitivity of the detectors and electronics, change of spectral response of the detectors with total radiation dose, and nonlinearity of the analog-to-digital converters. Prelaunch calibration provides the functional relationship between digital counts and radiance, which is the linearized calibration equation (2) which can be rewritten as (3) where is the digital output of the electronics in response to a radiance received by a Vis/NIR detector; and are the gain and offset of the detector, respectively; and is the digital number corresponding to the dark view. A similar calibration algorithm applies independently to each of the nine pixels of each of the four Vis/NIR detectors.
Different data products have different calibration accuracy requirements. The accuracy of the radiance measurement can be refined in three steps, with increasing absolute accuracy and algorithmic and operational complexity.
Step 1) Makes use of the onboard calibration system to determine the offset and gain.
Step 2) Makes use of the onboard calibration system and uses ground-based sites (vicarious calibration) to determine a gain correction term.
Step 3) Makes use of the onboard calibration system and then uses data from other instruments on the same spacecraft to deduce a gain correction term so that (2) becomes (4) The routine calibration algorithm is based entirely on Step 1), with the multiplicative gain correction term set equal to unity.
Step 2) will be done offline periodically, resulting in the delivery of a table of multiplicative correction coefficients to the onboard calibration.
Step 3) is a research product with correction coefficients provided as needed.
A. Onboard Calibration
For
Step 1), the onboard radiometric calibration equipment, consisting of a dark target and calibration sources, will be used to calibrate changes in offset and gain. The calibration hardware is described in detail in the AIRS Calibration Plan. 1 Summaries are provided here.
1) Dark View:
The visible detectors view the infrared blackbody once every 2.667 s, which serves as the Vis/NIR dark view. This provides the zero signal reference level, or "dark current" for the calibration, since there is no illumination within the blackbody, and its albedo in the visible is expected to be less than 0.01. Its value was provided by the manufacturer.
2) Visible Light Calibration Source: The visible light calibration source contains three Welch Allyn number 01 178 halogen-filled tungsten lamps rated at 5.0 V, 0.44 A, with a nominal color temperature of 2925 K. To extend their lifetime, the lamps are operated at 4.4 V, 0.42 A (1.9 W). The bulb output is passed through a diffuser plate (to make a more uniform target) and a spectral filter (to increase the blue/red color ratio, which approximates the shape of the solar spectrum). The lamps are used one at a time: multiple lamps are carried for redundancy and to track changes in bulb output due to use. The signal from one of the bulbs saturates some pixels, but this should not affect calibration accuracy because of the availability of other bulbs for those pixels. After assembly, it was found that the entire lamp assembly is too strongly heat-sinked, reducing the temperature of the bulbs and preventing them from entering halogen mode. This reduces the lifetime of the bulbs by an unknown amount from the nominal 3300 h. Initially, one of the three tungsten lamps will be operated for about 8 min once every second orbit. This results in 1771 h of operation over five years, roughly half the nominal continuous operation lifetime of a single bulb. If the Vis/NIR system proves to be as stable as ground data indicate, however, bulb usage will be drastically reduced to once a day, or even less. Because of this, and because primary calibration of the system is by vicarious calibration, the bulb lifetime issue is not considered critical.
The calibration SNR is dependent on which lamp is being observed. Averaging over the eight samples each pixel gets of the diffuser plate in a single scanline, the SNR in ground test data for lamp 1 is 35, 900, 3300, and 2100, in the four visible channels, respectively. Lamp 2 has similar levels for channels 1 and 2, but saturates in channels 3 and 4, making it of limited use. Lamp 3 has SNR levels roughly one half to one third those of lamp 1. For all lamps, the signal in channel 1 is at the low end of the dynamic range ( 10 counts out of 4096). In the other channels, lamp signals vary between hundreds up to saturation, depending on the exact lamp/pixel combination. The output and color temperature of a lamp changes as the filament ages. This will be monitored in two ways. The first is by intercomparison of the onboard bulbs: calibrations are done approximately every other orbit using bulb A (an arbitrary designation) of the photocalibration system. Every 200 orbits, a calibration with bulb B will follow bulb A, and every 500 orbits an observation of bulb C will be added. Because bulb C is used so sparingly, it will not degrade significantly, and it serves as a standard for age adjustments to the observations of the other bulbs. Bulb B, used a moderate amount, serves as a short-term standard for bulb A and as a consistency check for comparisons of bulbs A and C. (As mentioned above, this is a conservative scheme, in the sense that it uses bulbs much more frequently than necessary. Based on ground testing, better than 2% stability can be maintained with the most frequently used bulb observed less than once every 24 h. If on-orbit data confirm this, the frequency of usage of all bulbs will be reduced by a factor of at least 10.) The second way bulb aging will be tracked is by periodic vicarious calibrations against ground targets.
3) Calibration of the Gain: The visible detectors view the infrared blackbody every 2.667 s. The zero signal reference level of the dark view will be used to determine the offset . The onboard gain is obtained from (5) where is the signal (counts) observed from the dark view; is the signal (counts) observed from the calibration lamp; and is the radiance of the onboard calibration lamp. The subscript " " is used to denote onboard calibration.
4) Radiometric Accuracy Estimate:
The Vis/NIR sensor is required to achieve 1% relative radiometric accuracy at an albedo of unity. Estimates made at the preliminary design review indicate that the design will achieve this requirement over the full five-year mission lifetime. Ground testing was insufficient to confirm this, as the test source used was itself considered unstable at this level. The leading components to the radiometric error budget are the stability of the electronics subsystem and the stability of the radiometric calibrator.
Response nonlinearity in the detectors and electronics is expected to be small. Linearity changes occurring during the mission as a result of natural radiation exposure are expected to be less than 0.5%. During ground testing, the end-to-end system response (without calibration) was stable to better than 2% per day. The radiometric calibrator contribution to the uncertainty is due to interlamp geometry differences and unknown differences in the aging properties of the bulbs. Insufficient data were collected during ground tests to quantify these factors, but extensive observations during the on-orbit checkout phase (identical to vicarious calibration described in Section IV-B) and bulb rotation will determine the significance of these effects.
Signal-to-noise is not a significant contributor to radiometric error. The predicted SNR at an earth albedo of 0.4 is greater than 550 for all channels at the start of the mission, degrading to about 420 at the end of the five-year mission, at a nominal sensor temperature of 30 C.
B. Vicarious Calibration
An improvement in the Vis/NIR calibration accuracy is achieved using vicarious calibration. There are many vicarious calibration techniques that all have strengths and weaknesses. They include ground-, aircraft-, satellite-, buoy-, and lunar-based techniques [9] - [17] . The goal of these is to estimate the radiance at the instrument aperture given an observation from one or more instruments and/or a calculation from a radiative transfer model. These techniques are used to obtain the gain of the instrument but cannot provide, in general, the offset. Vicarious calibration helps us to distinguish changes in instrument response from changes in the onboard calibration lamps and can significantly improve the absolute calibration of the AIRS Vis/NIR system.
1) Theoretical Basis:
A ground-based vicarious calibration must be done with known, homogeneous ground surface targets with relatively high surface reflectance. The area should be large enough to ensure complete coverage by one sensor pixel. Good targets are sandy, desert surfaces under clear skies [15] - [17] . We will leverage off the MODIS and Multi-angle SpectroRadiometer (MISR) vicarious calibration efforts, using their field measurements during Aqua spacecraft overflights at various locations such as Railroad Valley Playa, NV.
These field measurements of atmospheric water and aerosol content, surface reflectivity, and other parameters are fed into a forward radiative transfer model [7] to predict AIRS Vis/NIR radiances. We have successfully received and processed data from the MODIS Calibration Team that were collected as part of the MODIS-Terra validation program. The MODIS Team has preliminary accuracy results at the few percent level for visible wavelengths (Kurtis Thome, personal communication). It is expected that AIRS Vis/NIR calibration accuracy will be of the order of 5% to 10% after vicarious calibration is applied.
2) Sensitivity Analysis: To evaluate the sensitivity of the vicarious calibration to ambient conditions, we have used the radiative transfer model SBDART [7] to calculate TOA fluxes for AIRS channels 1 through 4 over a sand surface and cloudless sky, as a function of aerosol visibility, atmospheric profile, and aerosol types. It was found that aerosol type and visibility have a significant effect on channels 1 and 2, specifically when the visibility is low, while the water vapor amount has a significant effect on channels 3 and 4. (Radiative transfer computations performed with the surface spectral reflectivity of Railroad Valley indicate radiance changes of 5.3%, 0.8%, 0.46%, and 0.6% for channels 1 through 4 respectively when the visibility is modified from 15-80 km and changes of 0.7%, 0.8%, 11%, and 4.7% for each of the four channels when water vapor column density is modified from 0.5-4 g/cm .) Calibration periods will be selected when the visibility is of the order of 100 km, which is also associated with low water vapor concentration.
3) Application: Suppose the radiance calculated by the radiative transfer model is , and the measured digital number is , where the subscript is used to denote ground-based calibration. We then have (6) The correction coefficient from ground-based calibration is then (7) (No information about , the offset, can be obtained from the ground-based calibration, but none is needed, since the blackbody view on every scan line is a very good zero radiance for the visible channels.)
The ground-based calibration will require clear-sky atmospheric conditions. Atmospheric temperature and moisture profiles will be obtained from AIRS IR and microwave products, or from in situ measurements made by field teams at calibration/validation ground sites. Aerosol conditions will be determined from the visibility reported by the closest meteorological station or airport (e.g., HMN, a station a few kilometers from the White Sands target area) or from field teams. Rural or continental aerosol types will be used. The surface type at White Sands and Railroad Valley Playa is well characterized, except when wet. Precipitation events will be monitored to determine appropriate times for calibration measurements. Surface scattering properties will be either measured or modeled. The ground-based calibration will be carried out every three months during the operational phase.
C. Cross-Calibration With MODIS 1) Theoretical Basis:
Step 3) for improving the absolute calibration is to cross-calibrate the AIRS Vis/NIR channels with the MODIS instrument on the same platform. The MODIS absolute radiometric uncertainty on Aqua is expected to be similar to that of MODIS on Terra, which is a few percent. The AIRS Vis/NIR channel's cross-calibration uses the relationship between counts of Vis/IR channels and the linear combination of corresponding radiances of MODIS channels, as shown in Table I . (Over the instrument lifetime, the spectral response of Vis/NIR channel 4 is expected to change due to radiation damage. The computed MODIS cross-calibration coefficients From sensitivity studies, we have determined that data acquired from desert areas will be necessary for AIRS and MODIS cross-calibration. However, only surface albedo has a significant effect on the accuracy of the cross-calibration. The influence of the atmospheric profile, aerosol type, visibility, and layer of thin clouds on the cross-calibration is negligible. This means that, unlike the ground-based calibration, no local meteorological or surface condition data are required, making it feasible to perform frequent cross-calibration if desired.
The surface albedo requirement varies with the channels being cross-calibrated. For channels 2 and 3, only data from a pure desert area, like White Sands, is useful. For channels 1 and 4, cross-calibration with observations from desert and semidesert areas can be used. Acceptable ground targets for the cross-calibration of these channels are therefore more abundant.
Overall, radiative transfer computations suggest that the cross-calibration with MODIS using the linear combination method described in Table I 2) Application: The cross-calibration establishes the relationship between counts and radiance for Vis/NIR channels. After launch, in the evaluation phase, the relationship between counts of AIRS Vis/NIR channels and the linear combination of corresponding counts of MODIS channels over the target areas will be established as soon as possible.
Only general ground target and atmospheric condition information will be required for cross-calibration, so it will be carried out on a weekly basis during the evaluation phase and on a monthly basis during the operational phase. When MODIS data's availability is limited, the comparison will be in the form of a cross-calibration, while after MODIS data release, the same exercise will be routinely performed and used as validation. The accuracy of the cross-calibration is expected to be within 5% to 10% of MODIS calibration accuracy, principally due to the lack of knowledge of the specific response function of the Vis/NIR sensors.
D. Spectral Calibration
The spectral response of channel 1 through channel 3 is controlled by interference filters and the spectral characteristics of the silicon photodiode. The longwave region of channel 4 is controlled by the spectral characteristics of the silicon photodiode only. There is no onboard spectral calibration capability in the AIRS Vis/NIR instrument. However, the spectral response of the silicon detectors usually shifts slowly to shorter wavelength as a function of total radiation dose. The spectral response of the interference filters may change with time as well. Detection of change in AIRS Vis/NIR spectral response may be required. We will evaluate on-orbit the possibility of using cross-calibration with MODIS over surfaces with varying spectral properties to assess the magnitude of changes in spectral response.
E. Spatial Calibration 1) Geolocation and Coalignment of Vis/NIR Channels:
The first step in geolocation is to assemble a detailed instrument geometric model. This is a mathematical relation describing the line-of-sight vector associated with any pixel in terms of the instrument coordinate system. A transformation from instrument to spacecraft coordinate systems can then be computed. An additional component of the instrument model is a covariance matrix describing how each model parameter depends on all other parameters and how a pixel's longitude and latitude depends on each parameter. The instrument model, combined with absolute time information, spacecraft ephemeris data, and an earth model, allows any pixel in an image to be assigned to an earth longitude and latitude. The second step in spatial calibration is to assemble a database of ground control points (GCPs), which are easily located features for which extremely accurate geocentric positions are known. (Small islands and coastlines make excellent GCPs). By locating the GCPs in flight data, and comparing their calculated geocentric positions with their known locations, the instrument pointing can be validated or updated. We will select GCPs from geolocated images acquired by the nadir camera of the MISR instrument flying on the Terra spacecraft. MISR geolocation is expected to be good to better than 200 m.
2) Spatial Calibration of Visible Channels to the Infrared: Excluding research products, the primary purpose of the visible channels is to provide statistical information on cloud structures and surface inhomogeneities within an infrared footprint. For these purposes, it is sufficient that the visible and IR instruments be aligned to within half of a visible pixel. The previous section pointed out that it is straightforward to locate the visible channels with respect to the spacecraft boresight to about 200 m on the ground at nadir. The IR footprint can be determined to 1% of the IR field of view, which is 0.06 Vis/NIR pixels. The combined uncertainty between the IR and Vis/NIR boresights is then 0.12 Vis/NIR pixels, well within the 0.5-pixel requirement.
V. VALIDATION
The basic Vis/NIR products to be validated are the Level radiances, the cloud and low-cloud detection diagnostic, and the scene variability diagnostic quantities.
A. Radiance
Primary validation of Vis/NIR radiances is by comparison to calculated radiances over well-characterized ground sites under clear-sky conditions. This validation procedure is identical to the vicarious calibration procedure described previously. The best ground sites are MODIS/MISR validation field sites, such as Railroad Valley Playa and White Sands. These sites have bright surfaces, uniform on the 2-km scale of Vis/NIR pixels, and in situ teams provide information on the aerosol content of the atmosphere, the temperature, and water vapor profiles, and the surface reflectance at Visible/Near-IR wavelengths. Atmospheric Radiation Measurement-Cloud and Radiation Testbed (ARM-CART) sites are also useful because of the wide range of instruments available and the surface characterization that has taken place, though the nonuniformity of their surfaces degrades the accuracy of the forward calculation. The MODIS Calibration Group has provided sample data files from Railroad Valley for evaluation and testing of the approach (Thome, personal communication).
Secondary radiance validation is by direct comparison to select MODIS and/or AVHRR channels similar to AIRS Vis/NIR channels over cloud-free regions believed to be relatively homogeneous, thereby minimizing errors due to imperfect coregistration. Proposed regions for this are the Railroad Valley, White Sands, the Brazilian Amazon rain forest, and the Sahara Desert.
Because MODIS and AIRS are imaging the same regions simultaneously, radiance validation against MODIS is most straightforward. This validation cannot occur, however, until the MODIS team has completed its initial check-out and calibration. AVHRR data are not collected simultaneously with AIRS, requiring a statistical comparison of radiances, but has the advantage of being available immediately.
The noise and stability of Level Vis/NIR radiances will also be validated and monitored. Every Vis/NIR detector takes eight dark current readings per scan line, and long-term monitoring of the average and standard deviation of these observations provides a measure of the noise level and stability of the detectors-and can be compared to values measured prelaunch. Secondary targets for noise and stability monitoring are ground targets believed to be well characterized or stable and the onboard calibration lamps. Both these secondary targets, however, are possibly variable, making it difficult to interpret any changes that might be seen.
B. Cloud and Low-Cloud Detection
The Vis/NIR system has two cloud detection procedures. The first procedure detects whether or not a cloud is in the field of view of a pixel, while the second one determines whether or not the detected cloud can be classified "low" (within 2 km above the surface). Primary validation of both procedures will be performed against cloud data from the Great Plains ARM-CART site.
Lidar data from ARM-CART provides the most reliable cloud information to be used for comparison with our retrievals. This comparison will be made on a routine basis. Occasional observations from aircraft flying underneath the satellite will also be used when available. Further, a flux radiometer will be operated at UCSB and clouds will be identified from visual observations made at the ground during selected AIRS overpasses. This information will be most useful for validating the low-cloud detection algorithm, as such clouds are common above Santa Barbara at certain times.
Another validation source for the AIRS cloud flags is via comparison to the MODIS cloud-mask (when it becomes available) and a statistical comparison to AVHRR cloud products. (The lack of simultaneous observations between AIRS and AVHRR necessitates a statistical approach.) The consistency of AIRS IR products with the Vis/NIR cloud flags will also be monitored. Strong correlations should be seen between the IR and Vis/NIR cloud fractions, and between the Vis/NIR low-cloud flag and the IR cloud-top temperature. We will use a multiday composite (10 to 16 days) of our own Vis/NIR data to create a global cloud-free surface-type map similar to the NDVI maps generated by the AVHRR project. These maps are then used to help predict clear-sky radiances in our cloud detection algorithm The presence of thin cirrus can also be detected by using AIRS IR data in the window region when the clouds are extensive enough to have an impact on the 15-km IR footprint radiance.
C. Variability Indices
Vis/NIR generates two variability indices for each IR footprint, one for all pixels within the footprint, the other for only those pixels believed to be clear. The indices are simple functions of the L1B radiances, so validation of the radiances and the cloud flag also validates the calculated indices. The usefulness of the indices, however, needs to be demonstrated. This will be achieved by comparing the calculated indices with the internal error estimates on AIRS retrieved quantities and with the number of cloud layers detected by AIRS. The stronger the correlation between the indices and these AIRS products, the more useful the indices are as a diagnostic.
VI. SCIENCE
The main science product from the Vis/NIR instrument is the surface shortwave radiation flux . An accurate knowledge of the spatial and temporal distribution of this flux over the earth is essential to a variety of diagnostic and prognostic applications, in particular understanding the role of radiation in large-scale air-sea interactions, inferring meridional heat transport in the oceans, determining cloud radiative forcing and radiative heating effects on the general atmospheric circulation, specifying boundary conditions for surface models, validating cloud generation schemes and radiative parameterizations in climate models, and monitoring long-term climate trends.
The accuracy requirement for the surface shortwave radiation flux is difficult to assess, since its requirement depends strongly on the process or phenomenon investigated. For climate studies, for instance, the consensus is that the net surface ocean heat budget be determined to within 10 Wm on monthly and 2 latitude 5 longitude scales [18] . For some other research projects, however, higher space-and-time resolution data are required (e.g., process studies to improve parameterizations of subgrid scale inhomogeneities in general circulation models for which variations over the diurnal cycle are important).
Although much progress in our ability to derive the surface shortwave radiation flux from satellite observations has been made over the last couple decades (e.g., [19] - [22] ), there are still some issues that need to be addressed in order to improve the accuracy of the retrievals. These involve, in particular, retrievals for nonhomogeneous cloud [23] and surface conditions [24] and highly reflective surfaces [25] . Such improvements will affect the satellite climatologies now being routinely produced based on the International Cloud Climatology program datasets [26] - [28] . Inhomogeneous cloud fields and 3-D clouds are the conditions we will address with the AIRS Vis/NIR data, taking advantage of cloud height information provided by AIRS.
A. Physical Basis for Retrievals
Satellite visible radiances provide cloud visible reflectance, one of the two most important parameters governing the variability of , the other one being solar zenith angle. Geostationary satellite data are more often used to obtain daily integrated surface solar irradiance because they allow a better description of cloud temporal variability (having hourly observations). When only one satellite observation is available per day (as is the case with AIRS on Aqua), monthly averaged estimates could be underestimated by up to 15 Wm in the tropics [29] if cloud diurnal variability is not random. This problem might not be so significant, however, because the diurnal variability of I is largely confined to its clear-sky component, which can be decoupled from cloud effects, and it is the characterization of cloud effects that mostly requires satellite observations. So it is for regions where the cloud cover is very different most of the day from the cloud cover that exists at the time of the once-a-day satellite observation that the error will be the largest. An example of such a region is the California coastal region where morning low clouds often burn out by the afternoon at the time of the Aqua overpass. In this case, a once-a-day observation can lead to a strong underestimation of the cloud cover and an overestimation of .
Instantaneous can be estimated with the accuracy needed for most applications using a simplified one-dimensional (1-D) atmospheric radiative transfer model (e.g., [2] , [21] ), except when effects due to departures from plane-parallel radiative transfer theory are significant. These effects are due to either cloud finite size or cloud inhomogeneity [2] . They need to be corrected for to avoid systematic errors in the long-term averages that, even if small, can considerably distort the scientific interpretation of observed changes. New modeling results indicate that corrections for 3-D effects on solar radiation might be possible [3] , but proposed formulations still need to be validated.
1) Method to Compute Surface Shortwave Radiation:
We will use a slightly modified version of the 1-D method described in [2] to compute the surface solar radiation flux. This method, originally developed by Tarpley [19] , has been refined over the years, been proven to be as accurate as methods based on complete radiative transfer modeling, and is computationally efficient. It is based on simple physical modeling of the most important radiative processes occurring within the atmosphere, namely scattering and absorption by molecules, clouds, and aerosols. Since the variability of surface solar flux results primarily from changes in solar zenith angle and cloudiness, the method focuses on determining the effect of clouds on surface solar flux, since the solar zenith angle can be computed accurately from simple formulas. The method accomplishes this by computing cloud albedo, the governing cloud parameter, from Vis/NIR measurements.
The computational procedure uses calibrated TOA radiance in channel 4, transformed into flux using theoretical bidirectional reflectance (BRDF) values obtained from radiative transfer computations. The validity of this theoretical approach will be checked with CERES BRDF values obtained from Terra and Aqua and adjustments made, if necessary. The method starts with the computation of the surface albedo. From the clear-sky TOA flux in channel 4 for regions selected as clear by the cloud threshold procedure, we compute the surface albedo by solving (8) where and are direct and diffuse reflection coefficients, and characterizes ozone absorption. Equation (8) simply states that can be expressed as the sum of an atmospheric component (photons reflected back to space without surface reflection) and the signal reflected by the surface and diffusely transmitted to space. A surface albedo map is generated over time for the entire globe compositing clear scenes observed at different satellite overpass times. Corrections for surface BRDF effects are included.
For each pixel whose cloud condition has been determined by the cloud threshold procedure, we then apply either a clear-or a cloudy-sky radiative transfer model accordingly.
In clear-sky conditions, the surface solar flux is expressed as (9) where is the solar constant; is the ratio of actual to mean earth-sun distance; is solar zenith angle; and are ozone and water vapor amounts, respectively; and , , , , , and are coefficients ( and depend on the type and concentration of aerosols and account for Rayleigh scattering). The term accounts for photons that have sustained multiple surface reflections. Ozone and water vapor amounts are specified from climatology.
In cloudy-sky conditions, the clear-sky formulation is modified to account for reflection and absorption by clouds, which are assumed to occur in one layer. Cloudy-sky surface solar flux is therefore given by (10) where is cloud albedo, and is cloud absorption. The denominator represents the effect of multiple reflections between the cloud and the surface. This effect is generally small except over snow/ice surfaces for which the surface albedo can reach 0.8.
Cloud albedo is obtained by solving the following quadratic equation: (11) where is the TOA flux normalized by the solar constant. The cloud absorption parameter is adjustable and presently parameterized as a function of the cloud albedo, , used as a proxy for the cloud optical depth. The cloud absorption parameterization used can be empirically determined, adjusted to fit more sophisticated radiative transfer models, or obtained from observations. While its effect on the surface solar flux is relatively small, it is not negligible. The absorption of solar radiation in clouds is a very active research subject at this time and is not addressed in this paper. However, the most updated results will be integrated in our algorithm through the coefficient .
2) Cloud Field Inhomogeneity and 3-D Corrections:
Numerous studies have demonstrated that the macrophysical effects of cloud-to-cloud interactions, cloud shading, cloud leakage, and cloud radiation-water vapor interactions can greatly influence the observed albedo from the top of the atmosphere and the irradiance to the surface (e.g., [30] - [34] ).
We have developed a Monte Carlo-based 3-D radiative transfer model of high spectral and spatial resolution to compute spectral and broadband solar radiation at the top of and within the atmosphere and at the surface [35] . This model contains all of the important atmospheric and surface radiative constituents. It includes Rayleigh scattering, absorption and scattering by both cloud droplets and aerosols, and absorption by the major atmospheric gases. Inputs include 3-D liquid water fields, aerosols, and gas distribution, type, and concentrations. This model has been applied to cloud distributions simulated by a mesoscale model (NCAR MM5), and TOA and surface solar flux have been computed for a variety of cloud conditions. The database thus created has then been analyzed to determine the relationship between TOA and surface solar flux, the conditions under which cloud inhomogeneity and 3-D effects are important, and the corrections that could be implemented to correct for these 3-D effects. Our results [3] indicate that cloud height is the most important parameter that enters into such a correction. Since both Vis/NIR and IR AIRS data can be used to estimate cloud height, we are developing an algorithm that maximizes cloud height information retrieval, and will use it for our cloud inhomogeneity and 3-D correction.
3) Validation of Cloud Inhomogeneity and 3-D Corrections:
One of the challenges with 3-D corrections is their validation. For this, we propose to use surface observations of clouds at both the Southern Great Plains and the Tropical Western Pacific ARM-CART sites. In particular, we will be using the multispectral whole-sky imaging system to obtain the spatial distribution of clouds. This will provide a measure of cloud inhomogeneity. The presence of 3-D (vertically extending) clouds will be indicated in surface pyranometer measurements. Indeed, when clouds with vertical extent (e.g., cumuli) pass over the instrument, the measurements indicate an increase in surface solar irradiance immediately preceding the decrease in irradiance and immediately following it, due to the cloud passage overhead. This is due to the reflection of direct solar radiation on the sides of clouds. The magnitude of the increase is a measure of the 3-D effects that can be estimated using our 3-D model for different cloud properties. The ground measurements will be used to validate our parameterization.
VII. SUMMARY
This paper provides an overview of the AIRS Vis/NIR system, including both hardware design and data processing procedures. The Vis/NIR primary function is to support the infrared retrievals from the AIRS instrument by detecting the presence of clouds in the IR field of view. We have provided details of the calibration and validation procedure and an overview of the science to be done with this instrument.
