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Abstract-The Darboux transformation is explicitly constructed for a coupled system of an ar- 
bitrary number of focusing or defocusing nonlinear Schrodinger fields with cubic nonlinearity (i.e., 
a Manakov system with an arbitrary number of fields). An immediate consequence is an explicit 
formula for an auto-Biicklund transformation for the Manakov system. @ 2003 Elsevier Science 
Ltd. All rights reserved. 
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INTRODUCTION 
Manakov systems are coupled vector nonlinear Schrodinger (NLS) systems with cubic nonlinear- 
ity [l]. The auto-Backlund transformation for the coupling of two integrable NLS fields has been 
used to construct homoclinic orbits residing in the entire unstable manifold of plane waves [2,3]. 
The Darboux transformation of the associated linear operator of the integrable coupled NLS 
equation includes the Backlund transformation of the solution, as well as knowledge of how the 
associated eigenfunctions of the linear operator transform. As a result, the Backlund transfor- 
mation can be iterated to generate the entire unstable manifold of unstable solutions. 
Interest in vector NLS equations has increased markedly over the past decade with the intro- 
duction of new optical fiber technology that permits the transmission of pulses through many 
channels in a single fiber (wavelength division multiplexing) and the production of ultra-fast 
pulses (in the terahertz range) through birefringent fibers where more than one polarization is 
present [4,5]. Such systems possess short-wave, intermediate-wave, and long-wave instabilities de- 
pending on the nature of the coupling between the channels [2,3,6-81. The exact structure of the 
homoclinic waveforms produced by unstable planewaves has been examined using the Darboux 
transformation for a coupling of two NLS fields [2,3]. A detailed discussion of Darboux transfor- 
mations, including the case of the scalar nonlinear Schrodinger equation which is a special case 
of the system considered in this paper, is given in the book by Matveev and Salle [9]. 
The integrable generalization of the NLS equation to a multicomponent system by Manakov [l] 
can support arbitrary numbers of focusing and defocusing couplings. Denoting the N complex- 
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valued scalar fields by @(CC, t), the evolution can be written as the coupled PDE system 
N 
iPjt + Pjxx +;P3~~klPk12=0> j= l,...,N. 
k=l 
In the case of the birefringent fibers considered by Menyuk [5], the equations governing the 
coupling of the two fields are not integrable but are near to the integrable model. However, the 
two models differ by a conservative Hamiltonian perturbation and the averaged field equations 
do indeed reduce to the integrable model [lo]. 
In both the scalar and vector cases, the sign of the nonlinearity distinguishes two evolutions and 
two types of fiber regimes: gj = +l corresponds to focusing behavior and anomalous dispersion 
fibers, while 0-j = -1 corresponds to defocusing behaviour and normal dispersion fibers. The 
coupled system possesses an additional instability which occurs even when only the defocusing 
nonlinearity is present, i.e., an instability due to the nonlinear coupling [2]. 
THE DARBOUX TRANSFORMATION 
The integrable coupled NLS system that appears in equation (1) is equivalent to the compat- 
ibility (viz., the existence of solutions such that &t = T&) of the following Lax pair of linear 
eigenvalue problems in which the components of the solution p’of the coupled equations appear 
as potentials: 
I+& = (XA + B)$, 
& = (X2A + XB + C) 4, 
(2) 
where X is the spectral parameter and the matrices A, B, C are (N + 1) x (N + 1) matrices that 
depend on the solutions pj of the vector NLS system itself. In particular, the entries of the three 
matrices are given by 
N 
AlI = --a 
N+l ’ 
A,, = 1 i, 
N+l 
Ajk = 0, 
1 
Br(j+i) = TPj, 
j = 2,. , N + l> 
j # k. 
j=l,...,N, 
1 
B(j+i)~ = -5 ajp3+, j = l,...,N, 
B3k = 0, ifj=k=lorj#lork#l. 




qj+l)l = ; ffjPJ+,, j = l,...,N, 
C(j+l)(k+l) = -t ajpj’pk, j, k = 1, , N. 
The sign parameter uj = fl distinguishes between the focusing and defocusing fields. 
The Lax pair (2) possesses a linear (in the spectral parameter A) Darboux transformation of 
the potentials and the wavefunctions 
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where I is the identity matrix and Gc is an (N + 1) x (N + 1) matrix to be constructed. The 
wavefunction II, satisfies the Lax pair for the potentials pj and $ satisfies the Lax pair for the new 
potentials &. The transformation of the solution potentials pj alone is a special case of an auto- 
Backlund transformation. The Darboux transformation also provides the new wavefunctions, 
allowing the transformation to be iterated. 
In the following, we need to make use of the matrices A, B, C which were given in the 
definition of the Lax pair. Moreover, we define & and C to be the same as B and C except 
with ?jj replacing pj 
A direct calculation using the Lax pair shows that the transformation given in equation (6) 
is a Darboux transformation if and only if it satisfies certain constraints imposed by the spatial 
flow and the temporal flow of the wavefunctions. 
LEMMA 1. The linear in X transformation given by equation (6) is a Darboux transformation of 
the Lax pair (2) if and only if the matrix Gc satisfies the following two equations imposed by the 
spatial Aow of the wavefunctions: 
ILB+AG~-G~A=o, (7) 
G,,z = BG,, - GoB, (8) 
and two additional equations imposed by the temporal flow, 
I%-GOB+&-C=O, 
n 
Got = CGo - GoC. 
(9) 
(10) 
Equation (7) defines the auto-Backlund transformation of 
constraint of symmetry on certain entries gij of Go. 
LEMMA 2. Equation (7) is satisfied if and only if 
the solution p’ and also imposes a 
Sl(j+l) = t (Pj -$j) 9 j=l,...,N, 
%+i)l = -“j!?l(j+l), j = l,...,N. 
01) 
Note that the first equation is a definition of the new solution @j in terms of the old solution 
and the matrix entry gr(j+i) which is to be constructed. The second equation is a constraint of 
Hermitian or skew-Hermitian symmetry on some of the entries of the matrix Go. The assump- 
tion &j = uj is necessary to ensure an auto-Backlund transformation of the solutions. Other 
transformations may be possible but the construction of Go given in this paper is only valid 
under the assumption of an auto-Backlund transformation. 
In order to construct Go, two other matrices are needed, analogous to the case where A is 
nondegenerate [11,12], i.e., where all the diagonal entries are distinct (as is the case for the scalar 
NLS equation, but not for the vector NLS system). To this end, a certain (N + 1) x (N + 1) 
matrix Q is defined in terms of a wavefunction solution 1/; of the Lax pair (2) for the “seed” 
potentials pj and a fixed value of X = Xc. The components of Q are given by 
*jl = $j> j = 1,...,N+1, 
Qlj = $;*l j=2,...,N+1, 
9jj = -ffj_l*;, j=2,...,Ar+1, (12) 
\kjk = 0, j # k, j, k > 1. 
Also, let the (N + 1) x (N + 1) diagonal matrix A& = diag(Xc, XG, Xz, , AZ), i.e., the first entry 
in the diagonal is Xc and all the other diagonal entries are Xz. 
The matrix Q has snatial and temnoral evolution given bv the following lemma. 
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LEMMA 3. 
and 
Qz = A9M,, + B@ + @D, (13) 
qt = A@M; + B\kMO -i- CKIJ + \kE, (14) 
where D and E are two (N + 1) x (N + 1) matrices such that the first column and first row are 
both filled with only zero entries. 
The proof of the above lemma follows by direct calculation. The first column of \I, is just the 
solution of the Lax pair; this ensures that the first column of D and the first column of E are 
both filled with zero entries. One may verify that the j th column of D (for j = 2, , N + 1) is 
given explicitly by 
Dli = 0, 
1 *t 
Dkj = --P;_,--?- 
2 *;’ 
k=2 ,..., N+l, Ic#j, 
Similarly, the jth column of E (for j = 2,. , N + 1) is 
Elj = 0, 
k=2 ,..., N+l, kfj, 
A’+1 
i P -- 
4 n&$&j GTL-11P77L-112. 
(15) 
(16) 
Using \k, the matrix Ge needed in the Darboux transformation can be constructed. 
THEOREM 1. A linear Darboux transformation for the Manakov system (1) is 
$= (XI+Go)l(;, 
where 
Go = -\kMO\k-‘. 
The proof of the theorem proceeds as follows. The first equation imposed on Go by Lemma 2 is 
nothing more than the definition of $, so no verification is needed. The second equation requires 
Hermitian or skew-Hermitian symmetry for some entries of Ga; this symmetry can be verified by 
an explicit but laborious expansion of the expression for Gc in terms of the $i. Thus, Gs satisfies 
equation (7). 
Using [ , ] to denote the usual matrix commutator, 
GoZ = ‘P,‘I-‘Go - Go’P,‘I-l 
= [(B - AGo), Go] + [‘I!DW-l, Go] 
= (B - [A, Go])Go - G,,B - [!I’DV’, QM,‘J?] 
= &Go - GOB - ‘I!‘[D, MO]V1. 
(17) 
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The last term in brackets on the right of the final equation is identically zero because D and MO 
commute (because of the degeneracy in MO and the fact that the first row and column of D are 
all zero entries). Therefore, Ge satisfies the x-flow equation (8). 
Now, in order to show that Ge satisfies equation (9), it is useful to organize the calculations 
based on a splitting of the complex Lie algebra gC(N + 1). Let 
N+l 
(a,b) = 1 aijbZ; 
i,j=l 
denote an inner product on gB(N + 1) and let 
K = {M E gl(n + 1) : [M,A] = 0) 
be the normalizer of the matrix A, i.e., the subalgebra of all matrices which commute with A. 
Notice that K consists of precisely those matrices which have two “blocks” on the diagonal: a 1 x 1 
block followed by an n x n block. Using ICI to denote the orthogonal complement of K with 
respect to the inner product, we have the following splitting of the Lie algebra: 
ge(n + 1) = K ~3 K’. 
Thus, each matrix M E gl(iV + 1) can be decomposed into two unique components: the 
component of the matrix which commutes with A in K, denoted by {M}b for “block-diagonal”, 
and the component lying in K’-, denoted by {M}. since it is “off block-diagonal”. 
For convenience, let J = diag(-i, i, i, . , i, i) be an (N + 1) x (N + 1) diagonal matrix. Then, 
for any matrix M E gl?(N + l), 
{M}, = J[M, Al (18) 
and 
{M)b = M - {M},. (19) 
The purpose of this splitting becomes clearer when we observe that the { }b and the { },, matrices 
obey certain multiplicative rules that can be used to simplify many of the calculations. Clearly, 
“block-diagonal x block-diagonal = block-diagonal” because K is a subalgebra of gt(n + 1). Also 
“off block-diagonal x off block-diagonal = block-diagonal”, whereas the multiplication of two 
different types of matrices always produces an “off block-diagonal” matrix. 
Go has been shown to satisfy the spatial flow equations (7) and (8). If we also consider the 
derivative of equation (7) with respect to x, decompose each matrix in these equations into its 
“block-diagonal” and “off block-diagonal” parts, and use the multiplication properties described 
above, then it is easy to deduce the following three equations satisfied by Go: 
-J{Go}O = 6 - B, 
&Go}b - {GoW = J (9 - 8”)) (20) 
J{Goz}b = i2 - B2. 
Also, by definition of the matrices B and C, 
J(C), = B,, 
J{C}b = -B2 (21) 
Note that the last two equations are also valid for the matrices h and C’, by definition. Using 
the previous five equations and once again splitting the calculation into two parts, one on the 
(‘off block-diagonal” and the other on the “block-diagonal” piece, one shows that equation (9) is 
satisfied by Go. 
Finally, the temporal flow equation (10) is satisfied by Go based on a calculation using equa- 
tions (7) and (9) comnletelv analogous to the above calculation for the snatial flow euuation (8). 
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THE BiiCKLUND TRANSFORMATION 
In conclusion, since Theorem 1 explicitly constructs the Darboux transformation, Lemma 2 
provides an auto-B&cklund transformation for the solutions of the Manakov system. One simply 
explicitly evaluates the formulae for the entries of Go appearing in Lemma 2, viz., g1(3+1) for j = 
1,. , N, in terms of the wavefunction I$ The result is a natural generalization of the auto- 
Btiklund transformation for the scalar nonlinear SchrGdinger equation [ll]. 
THEOREM 2. An auto-BCklund transformation of the Manakov system (1) is given explicitly by 
j$ = pj + 2i (X;; - Xl)) 
c7+; 
1+ 5 QklN12 
(22) 
k=l 
where uj = $+~/T+!JI, for j = 1,. . , N, are the homogeneous coordinates of the wavefunction of 
the Lax pair corresponding to the solution ji of the Manakov system. 
The auto-BUlund transformation can be used to obtain global representations of homoclinic 
orbits connecting unstable solutions of an arbitrarily large Manakov system, as has been previ- 
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