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1. Introduction
A periodic Jacobi matrix (PJM) is a real symmetric matrix of the form
Ĵn =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 β1 βn
β1 α2 β2 0
0 β2 α3
. . . 0
...
. . .
. . .
. . .
...
0
. . . αn−1 βn−1
βn 0 · · · 0 βn−1 αn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
< This work is supported by the National Natural Science Foundation of China Grant 10801048 and 11071221.
E-mail address: xyh7913@163.com
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.12.034
Y. Xu / Linear Algebra and its Applications 436 (2012) 3618–3633 3619
with positive nondiagonal entries βi > 0, i = 1, 2, . . . , n. Its leading principal submatrix Jn−1 with
order n − 1 is a Jacobi matrix whose eigenvalues are real and distinct.
Let λ1  λ2  · · ·  λn and μ1 < μ2 < · · · < μn−1 be the eigenvalues of Ĵn and Jn−1,
respectively. A periodic Jacobi matrix differs from a Jacobi matrix in that its eigenvalues need not be
strictly separated, i.e., its eigenvalues satisfy the following interlacing property:⎧⎪⎨⎪⎩
λi  μi  λi+1,
μi < μi+1,
i = 1, . . . , n − 1. (2)
Let σ(J) be a spectrum of a matrix J. Given two real sets λ = {λ1, λ2, . . . , λn} andμ = {μ1, μ2, . . . ,
μn−1} satisfying the interlacing property (2) and a positive number β , we investigate the following
inverse problem for PJM [3] (IPPJM): find a periodic Jacobi matrix Ĵn such that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
σ (̂Jn) = {λ1, λ2, . . . , λn},
σ (Jn−1) = {μ1, μ2, . . . , μn−1},
n∏
i=1
βi = β.
(3)
In 1998, Xu [8] presented an existence theorem for the solution of IPPJM, and he stated that even
in the case of existence, no uniqueness could be ascertained. Several numerical algorithms for IPPJM
had been proposed in the literature [8,1,2,4,10].
In 2007, the author and Jiang [10] proved that a solution to IPPJM is unique if and only if the given
data μj, λi satisfy the following equations (see Corollary 8 in [10]),
j =
⎛⎝ n∏
i=1
|μj − λi|
⎞⎠⎛⎝ n∏
i=1
|μj − λi| − 4β(−1)n−j−1
⎞⎠ = 0, j = 1, 2, . . . , n − 1. (4)
Unfortunately, data satisfying (4) are difficult to be determined, and the following questions arise:
• What kind of matrix has eigenvalues that satisfy (4)?
• Conversely, if the solution to IPPJM is unique, then what is it?
Motivatedby the abovequestions, in this paperwegive the following theorem,whichwill beproved
in Section 3.
Theorem 1.1. The IPPJM has a unique solution if and only if it has a solution (1) such that
αi = αn−i, i = 1, 2, . . . , n − 1,
βi = βn−1−i, i = 1, 2, . . . , n − 2,
βn = βn−1.
(5)
The paper is organized as follows. In Section 2, we introduce some preliminary results. Section 3
contains a proof of Theorem 1.1. A simple example is given in this section. In Section 4, we present
an algorithm to construct the solution of IPPJM when it is unique. Some numerical examples are
presented to illustrate the efficiency of our proposed method. A stability analysis of the algorithm is
given in Section 5.
Some notations used throughout the paper are as follows. ‖x‖1 = ∑i |xi| is called the 1-norm, and
‖x‖2 = (∑i |xi|2) 12 is called the 2-norm. The Frobenius norm is defined by ‖A‖F = (∑i,j |aij|2) 12 . Let
the matrix Jn−1 have a complete system of eigenpairs (μi, si) (i = 1, 2, . . . , n − 1). The first and last
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components of the eigenvector si are denoted by s1i and sn−1,i, respectively. Let
Jp,q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
αp βp 0
βp αp+1 βp+1
βp+1
. . .
. . .
. . .
. . . βq−1
0 βq−1 αq
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1  p < q  m)
be a principal submatrix of a Jacobi matrix Jm of orderm. Let χp,q(λ) = det(λI − Jp,q) be the charac-
teristic polynomial of Jp,q, and χ
′
p,q(λ) its derivative.
2. Preliminaries
The following lemmaprovides anecessary and sufficient condition for Jn−1 and Jn to have a common
eigenvalue.
Lemma 2.1. (Lemma 1 in [10]) For j ∈ {1, 2, . . . , n − 1}, μj is an eigenvalue of Ĵn if and only if
βns1j + βn−1sn−1,j = 0. (6)
Suppose some of the eigenvalues of Jn−1 are eigenvalues of Ĵn. The following lemma deals with the
rest of the eigenvalues of Ĵn.
Lemma 2.2 (Lemma 3 in [10]). Let N = {1, 2, . . . , n − 1}. If there is a set N1 = {i1, i2, . . . , im} ⊂ N
such that
βns1j + βn−1sn−1,j = 0, j ∈ N1,
βns1j + βn−1sn−1,j = 0, j ∈ N\N1,
then μi1 , μi2 , . . . , μim are m eigenvalues of Ĵn, and the rest of the eigenvalues of Ĵn are the (n − m) roots
of the equation
F(λ) = λ − αn −
n−1∑
i=1, i/∈N1
(βns1i + βn−1sn−1,i)2
λ − μi = 0. (7)
Lemma 2.3 (Corollary of Theorem 2.8 in [6]). Let χ(μ) be the characteristic polynomial of Jn−1. For
j = 1, 2, . . . , n − 1, we have
s1jsn−1,jχ ′(μj) = β1β2 · · ·βn−2. (8)
From this lemma, we know that neither s1j nor sn−1,j is zero.
Lemma 2.4 (Theorem 2 in [7]). Let λ1 < μ1 < λ2 < · · · < λn−1 < μn−1 < λn. Then the linear
algebraic equation system
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x1
λi − μ1 +
x2
λi − μ2 + · · · +
xn−1
λi − μn−1 = λi − αn, i = 1, 2, . . . , n
and αn =
n∑
i=1
λi −
n−1∑
i=1
μi (9)
has a unique solution x = (x1, x2, . . . , xn−1)T , where
xj = −
∏n
i=1(λi − μj)∏n−1
i=1,i =j(μi − μj)
> 0. (10)
Note that the linear system (9) is overdetermined with n equations and n − 1 unknowns.
In [10], the authors state that if a solution of the IPPJM exists, the following procedure can be used
to construct it. Suppose μji , ji ∈ {1, 2, . . . , n − 1} are common elements of the sets λ and μ, and let
q be the subscript set of μji . Compute
βn =
⎡⎣ n−1∑
j=1,j ∈q
⎛⎝ |x′(μj)xj| − 2β(−1)n−j−1 ±
√
j
2|x′(μj)|
⎞⎠+ n−1∑
j=1,j∈q
β
|x′(μj)|
⎤⎦
1
2
, (11)
where
|x′(μj)xj| =
n∏
i=1
|μj − λi|, |x′(μj)| =
n−1∏
i=1,i =j
|μj − μi|.
Pick a column vector g = (gj) of order (n − 1), where
gj = s1j =
(
β
β2n |x′(μj)|
) 1
2
, j ∈ q, (12)
gj = s1j =
⎛⎝ |x′(μj)xj| − 2β(−1)n−j−1 ±
√
j
2β2n |x′(μj)|
⎞⎠
1
2
, j ∈ q, (13)
and for j ∈ q, the signs in the definition of βn and gj are chosen the same for the same value of j.
Using μ1, μ2, . . . , μn−1 and g, one can construct a matrix Jn−1. Furthermore, compute βn−1 and αn
by
βn−1 =
⎡⎣ n−1∑
j=1,j ∈q
⎛⎝ |x′(μj)xj| − 2β(−1)n−j−1 ∓
√
j
2|x′(μj)|
⎞⎠+ n−1∑
j=1,j∈q
β
|x′(μj)|
⎤⎦
1
2
(14)
and
αn =
n∑
i=1
λi −
n−1∑
i=1
μi.
Combing βn−1 and αn with Jn−1, one can determine the periodic Jacobi matrix Ĵn completely.
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3. Proof and example
Theorem 1.1 shows that a solution to IPPJM is unique if and only if it has the structure described in
(5). In this section, we prove Theorem 1.1.
3.1. Proof of Theorem 1.1
Proof. First, we consider the sufficiency part. Denote I˜ = (en−1, en−2, . . . , e1), where ei ∈ R(n−1)×1
with ith entry is 1. If Ĵn satisfies
αi = αn−i, βi = βn−1−i,
then,
Jn−1 = I˜Jn−1˜I,
Jn−1si = μisi,
I˜Jn−1˜Isi = μisi,
Jn−1˜Isi = μi˜ Isi.
This implies that I˜si is also a normalized eigenvector of Ĵn corresponding to μi, i.e.,
I˜si = ±si.
Therefore,
sn−1,j = ±s1j, j = 1, 2, . . . , n − 1.
Combining this with (8), we have⎧⎨⎩ s1j = sn−1,j, for (−1)
n−1−j > 0,
s1j = −sn−1,j, for (−1)n−1−j < 0.
We need to consider only the case in which n is even. If βn = βn−1, then
βns1,2k + βn−1sn−1,2k = 0, k = 1, 2, . . . , n
2
− 1.
Then μ2k are the eigenvalues of Ĵn, i.e.,
n∏
i=1
|μ2k − λi| = 0, k = 1, 2, . . . , n
2
− 1.
Except for μ2k, the rest of the eigenvalues of Ĵn, λj1 < λj2 < · · · < λj n
2
< λj n
2
+1 are the roots of the
nonlinear equation
λ − αn −
n
2∑
k=1
4β2n s
2
1,2k−1
λ − μ2k−1 = 0.
By Lemma 2.4 we have
4β2n s
2
1,2k−1 =
∏ n2 + 1
p=1 |λjp − μ2k−1|∏ n
2
i=1,i =k |μ2i−1 − μ2k−1|
> 0, k = 1, 2, . . . , n
2
. (15)
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From (8)
s21,2k−1χ ′(μ2k−1) = β1β2 · · ·βn−2. (16)
Combining (16) with (15), we have
4β2nβ1β2 · · ·βn−2 =
∏ n
2
+1
p=1 |λjp − μ2k−1|∏ n
2
i=1,i =k |μ2i−1 − μ2k−1|
×
n−1∏
j=1,j =2k−1
(μ2k−1 − μj)
= (−1)n−2k
∏ n
2
+1
i=1 |μ2k−1 − λjp |∏ n
2
i=1,i =k |μ2k−1 − μ2i−1|
n
2∏
i=1,i =k
|μ2k−1 − μ2i−1|
n
2
−1∏
i=1
|μ2k−1 − μ2i|.
Since μ2k (k = 1, 2, . . . , n2 ) are the eigenvalues of Ĵn, we have
4β1β2 · · ·βn−2βn−1βn =
n∏
i=1
|μ2k−1 − λi|.
Therefore, we obtain
j = 0, j = 1, 2, . . . , n − 1.
It follows from (4) that the spectral data of this matrix determine a unique solution to IPPJM.
For n being an odd number, we can prove it in a similar way.
Conversely, if a solution to IPPJM is unique, then the given data satisfy
j = 0, j = 1, 2, . . . , n − 1.
Combining (11) and (14), we have
βn = βn−1.
Moreover, for j = 1, 2, . . . , n − 1,
s1j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
βn
(
xj
2
− β
x′(μj)
) 1
2 , for (n − j − 1) even,(
−β
β2n x
′(μj)
) 1
2
, for (n − j − 1) odd.
By Lemma 2.3 and Lemma 2.4, we have
xj − 2βx′(μj) = (βns1j)2 + (βn−1sn−1,j)2, for (n − j − 1) even,
βns1j + βn−1sn−1,j = 0, for (n − j − 1) odd.
Hence⎧⎪⎨⎪⎩
s1j = sn−1,j, for (n − 1 − j) even,
s1j = −sn−1,j, for (n − 1 − j) odd.
Applying the Lanczos process with the vector g = (s11, s12, . . . , s1,n−1)T and μ1, μ2, . . . , μn−1, we
construct a Jacobi matrix Jn−1 that satisfies
αi = αn−i, βi = βn−1−i. 
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3.2. Example for Theorem 1.1
Example 3.1. In [2], Boley and Golub considered the following matrix of order n,
Ŵn =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 1 1
1 2 1
1 2 1
. . .
. . .
. . .
. . .
. . . 1
1 1 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (17)
For n = 4, 5, 6, they computed the eigenvalues of Ŵn and its leading principal submatrix of size
(n − 1), and found that j = 0 for all j = 1, 2, . . . , n − 1. By Theorem 1.1, we conclude that this
condition holds for any n > 3. For example, setting n = 11, using MATLAB 6.5, we have
1 = 0, 2 = −0.31974423109204 × 10−13,
3 = 0, 4 = 0.10658141036402 × 10−13,
5 = 0, 6 = 0.03552713678801 × 10−13,
7 = 0, 8 = 0.53290705182008 × 10−13,
9 = 0, 10 = 0.49737991503207 × 10−13.
Due to roundoff error, the computed eigenvalues λj and μj do not satisfy j = 0 exactly.
4. Algorithm and numerical examples
In this section, we describe an algorithm to find the unique solution for IPPJM. In accordance with
Theorem 1.1, we set j = 0.
4.1. An algorithm to construct the solution to IPPJM
Algorithm 4.1.
Step 1. Compute αn = ∑ni=1 λi −∑n−1i=1 μi.
Step 2. Compute
βn = βn−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
n−1∑
j = 1
(−1)n−j−1 > 0
(
xj
2
− β
x′(μj)
)
+
n−1∑
j = 1
(−1)n−j−1 < 0
( −β
x′(μj)
)
⎤⎥⎥⎥⎥⎥⎥⎦
1
2
, (18)
where
xj = −
∏n
i=1(μj − λi)∏n−1
i=1,i =j(μj − μi)
= −
∏n
i=1(λi − μj)∏n−1
i=1,i =j(μi − μj)
, x′(μj) =
n−1∏
i=1,i =j
(μj − μi).
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Step 3. Let g = (g1, g2, . . . , gn−1)T = (s11, s12, . . . , s1,n−1)T . Compute
s1j =
⎧⎪⎪⎨⎪⎪⎩
1
βn
(
xj
2
− β
x′(μj)
) 1
2 , for (−1)n−j−1 > 0,(
−β
β2n x
′(μj)
) 1
2
, for (−1)n−j−1 < 0.
(19)
Step 4. Use g andμ1, μ2, . . . , μn−1 to construct a Jacobi matrix Jn−1 by the Lanczos procedure [3]
or the Givens orthogonal reduction procedure [8].
Our algorithm does not need to compute j , so it is faster than the algorithms in [8,1,2,4,10].
4.2. Numerical examples
We give some examples to illustrate our algorithm. All the computations were done usingMATLAB
6.5. If a periodic Jacobi matrix Ĵn satisfying (5) is given, then we use its spectral data and Algorithm 4.1
to construct the solution for IPPJM.
Example 4.2. Let
Ŵ10 =
(
α̂i, β̂i
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
4 3 0 0 0 0 0 0 0 1
3 3 2
2 2 2
2 1 1
1 2 1
1 1 2
2 2 2
2 3 3
3 4 1
1 0 0 0 0 0 0 0 1 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We use the spectral data of this matrix to construct the solution for IPPJM and get W˜10 =
(
α˜i, β˜i
)
,
where
n α˜i β˜i
1 3.999999999999752 3.000000000000009
2 3.000000000000159 2.000000000000064
3 2.000000000000055 2.000000000000018
4 1.000000000000028 0.999999999999996
5 2.000000000000002 1.000000000000001
6 0.999999999999971 1.999999999999983
7 1.999999999999933 1.999999999999918
8 2.999999999999809 2.999999999999994
9 4.000000000000294 0.999999999999962
10 2.000000000000000 0.999999999999962
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For a large matrix, we assess the accuracy of the algorithm by computing the Frobenius norm of
the difference between the given matrix and the constructed matrix.
Example 4.3. Let
Ŝn =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a b c
b a b
b a b
. . .
. . .
. . .
b a b
b a c
c c d
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (20)
where a = 3, b = 0.5, c = 2, d = 1.We use the spectral data of this matrix to construct the solution
matrix S˜n for IPPJM. One has
n
∥∥̂Sn − S˜n∥∥F
100 8.864281180939232e−013
200 1.483724199989664e−012
400 2.235341446761642e−012
500 6.859570969856090e−012
600 1.089902101621265e−011
The algorithm produces close approximations to the original matrices.
Example 4.4. For a n × nmatrix Ĵn satisfying
αi = αn−i = 3 − in , i = 1, 2, . . . ,
[
n
2
]
,
βi = βn−1−i = 2 + in , i = 1, 2, . . . ,
[
n−1
2
]
,
αn = 8,
βn = βn−1 = 4,
we use its spectral data to construct the solution matrix J˜n for IPPJM. One has
n
∥∥̂Jn − J˜n∥∥F
10 2.102282859536442e−014
30 1.434640278702067e−010
45 2.051064730677994e−009
60 7.496182227635664e−005
75 0.00112873116849
For this example, the accuracy of the computed solution degrades with increasing size. In the next
section, we investigate how the solution is perturbed by changes in the problem data.
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5. Stability analysis
Suppose T1,n = (αi, βi) and T˜1,n = (α˜i, β˜i) (i = 1, 2, . . . , n) are the solutions to IPPJM when it is
unique, with given data
λ = (λ1, λ2, . . . , λn)T , μ = (μ1, μ2, . . . , μn−1)T , β > 0, (21)
λ˜ = (˜λ1, λ˜2, . . . , λ˜n)T , μ˜ = (μ˜1, μ˜2, . . . , μ˜n−1)T , β˜ > 0, (22)
respectively.
Denote the leading principal sub-matrices of order (n−1) of T1,n and T˜1,n by T1,n−1 and T˜1,n−1, re-
spectively. The first elements of the normalized eigenvectors of T1,n−1 corresponding toμ1, . . . , μn−1
are s11, . . . , s1,n−1 and thefirst elements of T˜1,n−1 corresponding to μ˜1, . . . , μ˜n−1 are s˜11, . . . , s˜1,n−1.
In the following, we derive an upper bound for
∥∥T1,n − T˜1,n∥∥F .Webeginwith some preliminary re-
sults that provide a foundation for our proofs of the main results, Theorem 5.7 and
Theorem 5.8.
Lemma 5.1 (Lemma 3.1 in [5]). Let the function F(t) be
F(t) =
∏n
i=1(ai + bit)∏n−1
i=1,i =j(ci + dit)
, (23)
where ai, bi, ci, di are real numbers. Then the derivative of F(t) is
F ′(t) = F(t)
⎡⎣ n∑
i=1
bi
ai + bit −
n−1∑
i=1,i =j
di
ci + dit
⎤⎦ .
Lemma 5.2. Define the functions gj(t) and hj(t) as follows:
gj(t) = β + t(β˜ − β)∏n−1
i=1,i =j[μj − μi + t(μ˜j − μj + μi − μ˜i)]
, t ∈ [0, 1],
hj(t) =
∏n
i=1[μj − λi + t(μ˜j − μj + λi − λ˜i)]∏n−1
i=1,i =j[μj − μi + t(μ˜j − μj + μi − μ˜i)]
, t ∈ [0, 1].
Then, for t ∈ (0, 1), we have
|g′j (t)| (n − 1)Gjδj(|β − β˜| + ‖μ − μ˜‖1), (24)
|h′j(t)| (2n − 1)Hjθj(‖μ − μ˜‖1 + ‖λ − λ˜‖1), (25)
where
Gj = max
t∈[0,1] |gj(t)|, Hj = maxt∈[0,1] |hj(t)|, δj = max(D0,Dj), θj = max(Ej,Dj),
D0 = 1
min(β, β˜)
, Dj = 1
min
i =j {|μj − μi|, |μ˜j − μ˜i|}
, Ej = 1
min
i
{|μj − λi|, |μ˜j − λ˜i|} .
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Proof. By Lemma 5.1,
|g′j (t)| =
∣∣∣∣∣∣gj(t)
⎡⎣ β˜ − β
β + t(β˜ − β) −
n−1∑
i=1,i =j
μ˜j − μj + μi − μ˜i
μj − μi + t(μ˜j − μj + μi − μ˜i)
⎤⎦∣∣∣∣∣∣
 max
t∈[0,1] |gj(t)|
⎡⎣ |β˜ − β|
min(β, β˜)
+
∣∣∣∣∣∣
n−1∑
i=1,i =j
μ˜j − μj + μi − μ˜i
μj − μi + t(μ˜j − μj + μi − μ˜i)
∣∣∣∣∣∣
⎤⎦
 GjD0|β − β˜| + GjDj[(n − 2)|μ˜j − μj| + ‖μ − μ˜‖1]
 GjD0|β − β˜| + (n − 1)GjDj‖μ − μ˜‖1
 (n − 1)Gj max(D0,Dj)(|β − β˜| + ‖μ − μ˜‖1)
and
|h′j(t)| =
∣∣∣∣∣∣hj(t)
⎡⎣ n∑
i=1
μ˜j − μj + λi − λ˜i
μj − λi + t(μ˜j − μj + λi − λ˜i) +
n−1∑
i=1,i =j
μ˜j − μj + μi − μ˜i
μj − μi + t(μ˜j − μj + μi − μ˜i)
⎤⎦∣∣∣∣∣∣
 HjEj(n|μ˜j − μj| + ‖λ − λ˜‖1) + HjDj[(n − 2)|μj − μ˜j| + ‖μ − μ˜‖1]
 HjEj‖λ − λ˜‖1 + [nHjEj + (n − 1)HjDj]‖μ − μ˜‖1
 (2n − 1)Hjθj(‖μ − μ˜‖1 + ‖λ − λ˜‖1). 
Theorem 5.3. Let p be the set of the subscripts j satisfying (−1)n−j−1 < 0. Then
|αn − α˜n| ‖λ − λ˜‖1 + ‖μ − μ˜‖1, (26)
|βn − β˜n| ρ0(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1), (27)
where ρ0 = (n−
1
2
)
(∑n−1
j=1,j ∈p Hjθj+
∑n−1
j=1 Gjδj
)
βn+β˜n .
Proof. We have
|αn − α˜n|
n∑
i=1
∣∣∣λi − λ˜i∣∣∣+ n−1∑
i=1
|μ˜i − μi| =
∥∥∥λ − λ˜∥∥∥
1
+ ‖μ − μ˜‖1 .
Applying the mean-value theorem of differential calculus, we have∣∣xj − x˜j∣∣ = ∣∣hj(0) − hj(1)∣∣ = ∣∣∣h′j(τ1)∣∣∣ , τ1 ∈ (0, 1),∣∣∣∣∣ β˜x′ (μ˜j) −
β
x′
(
μj
) ∣∣∣∣∣ = ∣∣gj(1) − gj(0)∣∣ = ∣∣∣g′j (τ2)∣∣∣ , τ2 ∈ (0, 1).
Then
|xj − x˜j|  (2n − 1)Hjθj
(
‖μ − μ˜‖1 +
∥∥∥λ − λ˜∥∥∥
1
)
,
∣∣∣∣∣ β˜x′ (μ˜j) −
β
x′
(
μj
) ∣∣∣∣∣  (n − 1)Gjδj (|β − β˜| + ‖μ − μ˜‖1) .
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Hence
|βn − β˜n|
∑n−1
j=1,j ∈p
∣∣∣ xj−x˜j
2
∣∣∣+∑n−1j=1 ∣∣∣∣ β˜x′(μ˜j) − βx′(μj)
∣∣∣∣
βn + β˜n

(
2n−1
2
)∑n−1
j=1,j ∈p Hjθj
(
‖μ − μ˜‖1 +
∥∥∥λ − λ˜∥∥∥
1
)
βn + β˜n
+ (n − 1)
∑n−1
j=1 Gjδj(|β − β˜| + ‖μ − μ˜‖1)
βn + β˜n

(
n − 1
2
) (∑n−1
j=1,j ∈p Hjθj +
∑n−1
j=1 Gjδj
)
βn + β˜n
(
|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1
)
. 
To establish a bound for ‖T1,n−1 − T˜1,n−1‖F , we need the following lemma.
Lemma 5.4. If q1 = (s11, s12, . . . , s1,n−1)T , q˜1 = (˜s11, s˜12, . . . , s˜1,n−1)T , then
‖q1 − q˜1‖2  ρ1(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1), (28)
where
ρ1 =
n−1∑
j=1,j∈p
Aj +
n−1∑
j=1,j ∈p
Cj,
Aj = (n − 1)Gjδj
βn(s1j + s˜1j) +
ρ0
βnβ˜n
√√√√ −β˜
x′(μ˜j)
,
Cj = (n −
1
2
)Hjθj + (n − 1)Gjδj
βn(s1j + s˜1j) +
ρ0
βnβ˜n
√√√√ x˜j
2
− β˜
x′(μ˜j)
.
Proof. For j ∈ p, we have
|s1j − s˜1j|
∣∣∣∣ −βx′(μj) − −β˜x′(μ˜j)
∣∣∣∣
βn(s1j + s˜1j) +
|βn − β˜n|
βnβ˜n
√√√√ −β˜
x′(μ˜j)
 (n − 1)Gjδj
βn(s1j + s˜1j) (|β − β˜| + ‖μ − μ˜‖1)
+ ρ0
βnβ˜n
√√√√ −β˜
x′(μ˜j)
(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1)

⎛⎝ (n − 1)Gjδj
βn(s1j + s˜1j) +
ρ0
βnβ˜n
√√√√ −β˜
x′(μ˜j)
⎞⎠ (|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1)
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and for j ∈ p, we have
|s1j − s˜1j|
| xj−x˜j
2
| + | β˜
x′(μ˜j) −
β
x′(μj) |
βn(s1j + s˜1j) +
|βn − β˜n|
βnβ˜n
√√√√ x˜j
2
− β˜
x′(μ˜j)

(
n − 1
2
)
Hjθj
βn(s1j + s˜1j) (‖λ − λ˜‖1 + ‖μ − μ˜‖1) +
(n − 1)Gjδj
βn(s1j + s˜1j) (|β − β˜| + ‖μ − μ˜‖1)
+ ρ0
βnβ˜n
√√√√ x˜j
2
− β˜
x′(μ˜j)
(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1)
 Cj(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1).
Hence
‖q1 − q˜1‖2 =
⎛⎝n−1∑
i=1
|s1i − s˜1i|2
⎞⎠
1
2

n−1∑
i=1,i∈p
|s1i − s˜1i| +
n−1∑
i=1,i ∈p
|s1i − s˜1i|

⎛⎝ n−1∑
j=1,j∈p
Aj +
n−1∑
j=1,j ∈p
Cj
⎞⎠(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1) . 
Lemma 5.5 (Lemma 4 in [9]). Let q = (ω1, ω2, . . . , ωn−1)T ∈ R(n−1)×1 with ωi > 0, and ‖q‖2 = 1.
Let  = diag(μ1, μ2, . . . , μn−1). Then the matrix
K = [q, q, . . . , n−2q]
is nonsingular, and
‖K−1‖2  α,
where
α = √n max
1in−1,i =j
1 + |μi|
|μj − μi|
/
min
1in−1ωi. (29)
Lemma 5.6 (Lemma 1 in [9]). Let A = QR be the QR decomposition of A ∈ Rn×n with rank(A) = n. If
E ∈ Rn×n satisfies
‖A−1‖2‖E‖2 < 1,
then there is a unique QR decomposition
A + E = (Q + W)(R + F)
and
‖W‖F  (1 +
√
2)‖A−1‖2
1 − ‖A−1‖2‖E‖2 ‖E‖F .
The following theorem is based on the above lemmas. We follow the same chain of the proof of
Theorem 1 in [9].
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Theorem 5.7. Let
δ =max{‖μ‖∞, ‖μ˜‖∞, 1}
γ = [√n − 1δn−2ρ1 + (n − 1)
√
n − 1δn−3](|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1),
and define α as in (29). If αγ < 1, then
‖T1,n−1 − T˜1,n−1‖F  ρ2(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1), (30)
where
ρ2 = 1 + 2
n−2∑
k=0
(δkρ1 + kδk−1)‖μ‖2 (1 +
√
2)α
1 − αγ .
Proof. For the Jacobi matrices T1,n−1 and T˜1,n−1, let
T1,n−1 = QQT , T˜1,n−1 = Q˜˜Q˜ T ,
where  = diag(μ1, μ2, . . . , μn−1), ˜ = diag(μ˜1, μ˜2, . . . , μ˜n−1), and Q and Q˜ are orthogonal
matrices with
QTe1 = q1 = (s11, s12, . . . , s1,n−1)T , Q˜ T e1 = q˜1 = (˜s11, s˜12, . . . , s˜1,n−1)T .
IfW = Q − Q˜ ,  =  − ˜, then
‖T1,n−1 − T˜1,n−1‖F  ‖‖F + 2‖‖F‖W‖F .
Define K = [q1, q1, . . . , n−2q1]. We have
QK = [e1, R1,n−1e1, . . . , Rn−21,n−1e1] = R,
so R is an upper triangular matrix with positive diagonal elements, and
K = QTR
is the QR decomposition of K .
Similarly, we can get the QR decomposition of K˜ = [˜q1, ˜q˜1, . . . , ˜n−2q˜1] as
K˜ = Q˜ T R˜,
where R˜ = [e1, R˜1,n−1e1, . . . , R˜n−21,n−1e1].
Let E = K − K˜ . Then
‖E‖2 = ‖[q1 − q˜1, q1 − ˜q˜1, . . . , n−2q1 − ˜n−2q˜1]‖2

√
n − 1 max
0kn−2 ‖
kq1 − ˜kq˜1‖2

√
n − 1
(
max
0kn−2 ‖
k‖2‖q1 − q˜1‖2 + max
0kn−2 ‖
k − ˜k‖2
)

√
n − 1δn−2‖q1 − q˜1‖2 + (n − 1)
√
n − 1δn−3‖ − ˜‖2
 [√n − 1δn−2ρ1 + (n − 1)
√
n − 1δn−3](|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1)
= γ.
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On the other hand, we know that
K + (−E) =
(
QT + (−W)T
)
R˜.
If ‖K−1‖2‖E‖2  αγ < 1, by Lemma 5.4 and Lemma 5.5, we have
‖W‖F  (1 +
√
2)α
1 − αγ ‖E‖F (31)
and
‖E‖F =
n−2∑
k=0
‖kq1 − ˜kq˜1‖2

n−2∑
k=0
‖k‖2‖q1 − q˜1‖2 +
n−2∑
k=1
‖k − ˜k‖2

n−2∑
k=0
δk‖q1 − q˜1‖2 +
n−2∑
k=1
kδk−1‖ − ˜‖2

n−2∑
k=0
(δkρ1 + kδk−1)(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1).
Thus,
‖T1,n−1 − T˜1,n−1‖F  ‖‖F + 2‖‖F‖W‖F

⎡⎣1 + 2 n−2∑
k=0
(δkρ1 + kδk−1)‖μ‖2 (1 +
√
2)α
1 − αγ
⎤⎦
× (|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1)
 ρ2(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1). 
We now give the main result in this section.
Theorem 5.8. If αγ < 1, then
‖T1,n − T˜1,n‖F  (1 + 2ρ0 + ρ2)(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1). (32)
Proof. By Lemma 5.1 and Lemma 5.2,
‖T1,n − T˜1,n‖F  ‖T1,n−1 − T˜1,n−1‖F + |βn−1 − β˜n−1| + |βn − β˜n| + |αn − α˜n|
 (1 + 2ρ0 + ρ2)(|β − β˜| + ‖λ − λ˜‖1 + ‖μ − μ˜‖1). 
From the above analysis, we conclude that the smaller the separation of the given eigenvalues and
the larger the positive number β are, the larger the coefficients ρ0 and ρ2 in the right side of (32)
are. For Example 4.4 with large order, the differences of the eigenvalues between the matrix Ĵn and its
leading principal submatrix Jn−1 are small, so the coefficients ρ0 and ρ2 in Theorem 5.8 are very large.
Therefore, the accuracy of the computed results is poor.
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