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Abstract A new algorithm for estimating particulate inorganic carbon (PIC) concentrations from ocean
color measurements is presented. PIC plays an important role in the global carbon cycle through the oceanic carbonate pump, therefore accurate estimations of PIC concentrations from satellite remote sensing
are crucial for observing changes on a global scale. An extensive global data set was created from ﬁeld and
satellite observations for investigating the relationship between PIC concentrations and differences in the
remote sensing reﬂectance (Rrs) at green, red, and near-infrared (NIR) wavebands. Three color indices were
deﬁned: two as the relative height of Rrs(667) above a baseline running between Rrs(547) and an Rrs in the
NIR (either 748 or 869 nm), and one as the difference between Rrs(547) and Rrs(667). All three color indices
were found to explain over 90% of the variance in ﬁeld-measured PIC. But, due to the lack of availability of
Rrs(NIR) in the standard ocean color data products, most of the further analysis presented here was done
using the color index determined from only two bands. The new two-band color index algorithm was found
to retrieve PIC concentrations more accurately than the current standard algorithm used in generating
global PIC data products. Application of the new algorithm to satellite imagery showed patterns on the
global scale as revealed from ﬁeld measurements. The new algorithm was more resistant to atmospheric
correction errors and residual errors in sun glint corrections, as seen by a reduction in the speckling and
patchiness in the satellite-derived PIC images.

Plain Language Summary The oceans are full of plant life which provides food for all the larger
animals in the oceans. This plant life is really small and you can only see individual plants with a microscope.
However, when there is a lot of this plant life in one place, it can change the color of the ocean so much
that we can see it from a ship, a plane or even from satellites. We call these plants algae, or phytoplankton.
Just like on the land, where there are lots of different types of plant, there are lots of different types of phytoplankton. We are interested in one particular type, which has a chalk outer shell, causing the ocean to
turn a milky blue when there are lots of them growing together. These chalk covered phytoplankton play a
major role in regulating carbon in the oceans, and so it is important to know both where these phytoplankton are and how many of them there are. We have developed a new way to estimate how much chalk is in
the ocean from satellite observations to help us estimate where these chalk covered phytoplankton are.

1. Introduction
Particulate inorganic carbon (PIC), or calcium carbonate, is a major component of the global ocean carbon
cycle. Through the process of calciﬁcation, marine organisms produce PIC shells and carbon dioxide from calcium ions and bicarbonate in seawater. These organisms, upon death, eventually sink to the ocean ﬂoor. During this process, the calcium carbonate shells may partially dissolve and what remains accounts for about 75%
of carbon deposition on the seaﬂoor (Groom & Holligan, 1987). Moreover, calcium carbonate production leads
to an increase in partial pressure of dissolved carbon dioxide in the surface layer of the ocean, weakening the
effectiveness of the carbon dioxide sink produced by photosynthesis (Shutler et al., 2013).
C 2017. American Geophysical Union.
V
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There are many calcifying marine organisms, including coral, foraminifera, and pteropods, but coccolithophores are a major producer of PIC in the pelagic zone of oceanic regimes (Milliman, 1993). Coccolithophores
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produce intricate calcium carbonate platelets, known as coccoliths, which are extended around the cells (Paasche, 2002). During a bloom, the coccoliths can detach from the coccolithophores, becoming suspended in
the water column.
Coccolithophores and their detached coccoliths can have a major impact on the oceanic light ﬁeld due to
their strong scattering nature. Typically, in nonbloom conditions 10–20% of the light backscattered from
the ocean is due to detached coccoliths, whereas, in bloom conditions this can be greater than 90% (Balch
et al., 1991, 1999). The strong scattering characteristics of coccolithophores and their associated PIC result
in enhanced reﬂectance across the visible spectrum (400–700 nm).
From the dawn of satellite ocean color measurements, large coccolithophore blooms have been visible as
highly reﬂective regions in satellite imagery (Holligan et al., 1983). Gordon et al. (2001) and Balch et al.
(2005) developed algorithms to estimate the PIC concentration of the surface layer of the water column
from water-leaving radiance. Both of these methods use absolute values of water-leaving radiances rather
than radiance ratios which are typically used when estimating chlorophyll-a, because PIC increases the radiance uniformly in the blue and green (Gordon et al., 1988). Currently, an algorithm merging the approach
of Gordon et al. (2001) and Balch et al. (2005) is included as a standard product in the data distributed by
NASA’s Ocean Biology Processing Group.
The method of Gordon et al. (2001) was developed for SeaWiFS and uses three wavebands: 670, 765, and
865 nm. In these red and near-infrared (NIR) wavebands, the absorption of water dominates the absorption
coefﬁcient, and, in the presence of coccolithophores, the backscattering coefﬁcient is dominated by PIC.
Using this assumption and the assumption that waters are traditional Case 1, i.e., optically signiﬁcant materials are either phytoplankton or they covary with phytoplankton (Morel & Prieur, 1977), the backscattering
coefﬁcient is estimated from the water-leaving reﬂectance. A calcite-speciﬁc backscattering coefﬁcient is
then used to estimate PIC concentration. The Gordon et al. (2001) algorithm relies on the occurrence of a
measurable change in radiance at red and NIR wavelengths. This is true in dense populations of coccolithophores; however, in nonbloom conditions the change in red and NIR radiance may not be measurable.
Balch et al. (2005) developed a method based on the semianalytical reﬂectance model of Gordon et al.
(1988). This reﬂectance model estimates the normalized water-leaving radiance using the backscattering
coefﬁcient and the diffuse attenuation coefﬁcient for downwelling irradiance, both of which are taken to be
a function of chlorophyll-a concentration. Balch et al. (2005) included an additional term for the backscattering due to coccolithophores. For a range of PIC (0–3.3 mmol m23) and chlorophyll-a (0–10 mg m23) concentrations, they generated a look-up table (LUT) of normalized water-leaving radiance at 443 and 555 nm
which span 0.2–10 and 0.26–5 mW cm22 mm21 sr21, respectively. Hence, for a given spectrum, the PIC concentration is estimated from the look-up table.
The merged algorithm of NASA’s Ocean Biology Processing Group usually uses the Balch et al. (2005) algorithm, since ocean waters are typically not turbid enough to apply the three-band algorithm. However, if
the measured normalized water-leaving radiance falls outside the LUT, then the Gordon et al. (2001) algorithm is applied. Typically this occurs at the peak of a coccolithophore bloom, when the water is extremely
reﬂective and the PIC concentration is greater than 0.003 mol m23. The merging of these two approaches
provides an algorithm which can recover PIC concentrations over 4 orders of magnitude. A limitation of the
look-up table approach of Balch et al. (2005) is its dependence on the reﬂectance model used to generate
the table; any errors in this model will be propagated through to the look-up table. The relationship
between inherent optical properties and the resultant light ﬁelds is well understood. The difﬁculty lies in
understanding the combined effects of different in-water constituents on the inherent optical properties,
and ultimately, the underwater light ﬁelds. While there have been many advances in this area (e.g., Babin
et al., 2003a, 2003b; Bricaud et al., 1995, 1998, 2005; Devred et al., 2006; Sathyendranath et al., 2001), there
will always be some error in these relationships.
Hu et al. (2012) developed a new approach to estimate chlorophyll-a concentrations from reﬂectance differences, in contrast to the band-ratio approach which is used in the traditional OCx type algorithms (O’Reilly
et al., 1998, 2000). The design of this reﬂectance difference approach is similar to the MODIS ﬂuorescence
line height (Letelier & Abott, 1996) and the MERIS maximal chlorophyll index (Gower et al., 2005). Hu et al.
(2012) deﬁned a color index (CI) as the difference between the remote sensing reﬂectance at 555 nm
(Rrs(555)) and a linear baseline running from Rrs(443) to Rrs(670):
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5552443
CI5Rrs ð555Þ2 Rrs ð443Þ1
ðRrs ð670Þ2Rrs ð443ÞÞ :
6702443

Hu et al. (2012) found the color index could be used to more accurately estimate chlorophyll-a concentrations (Chl-a) in the global oceans when Chl-a  0.25 mg m23 compared to the band-ratio approach. In addition they showed the band-difference approach was more resistant to residual errors in atmospheric
correction and in sun glint and whitecap corrections. The standard chlorophyll-a product distributed by
NASA’s Ocean Biology Processing Group is now also a merged approach, using this color-index method of
Hu et al. (2012) for Chl-a below 0.25 mg m23 and the OCx algorithm (O’Reilly et al., 1998, 2000) above this
concentration.
In an attempt to improve the look-up table approach of Balch et al. (2005), we investigated the applicability
of this reﬂectance difference concept in estimating PIC concentrations, with the objective of developing an
improved PIC algorithm for the global ocean. Using data from a combination of global in situ measurements and MODIS satellite data, three reﬂectance band-difference algorithms were developed. The algorithms were evaluated using a separate data set and applied to satellite data to compare the PIC
estimations with those from the merged PIC algorithm (Balch et al., 2005; Gordon et al., 2001) currently in
use.

2. Methods
2.1. Field Measurements
Data for this study were acquired from multiple ﬁeld campaigns across the globe. A total of 5,949 measurements of PIC were made in the Gulf of Maine, the Patagonian Shelf, the Atlantic Ocean (as part of the Atlantic Meridional Transect), the Western Arctic, the Paciﬁc, and the Atlantic and Indian Ocean sectors of the
Southern Ocean (see Figure 1).
PIC concentrations were measured using two different techniques, the acid-labile backscattering technique
and inductively coupled plasma optical emission spectrometry (ICPOES) (Balch et al., 2014).
2.1.1. Acid-Labile Backscattering Technique
A volume scattering function (VSF) meter was used in a continuous underway sampling system to estimate
the total backscattering coefﬁcient (bb tot) at 532 nm of surface waters along the ship track. In the Gulf of
Maine, all VSF measurements were made using a DAWN F, and its successor a DAWN EOS, laser light scattering photometer (Wyatt Technologies), which measures volume scattering at 15 different angles between
21.548 and 158.148 from the incoming beam. All other VSF measurements were made using a WETLabs

Figure 1. Location of ﬁeld measurements used in this study. These represent multiple ﬁeld campaigns: Gulf of Maine
North Atlantic Time Series or GNATS, 2002–2012 (Balch et al., 2016b); Atlantic Meridional Transect 16 (June) & 17, 18, 20,
21, 22 (October/November); Great Calcite Belt I (January/February) and II (March) (Balch et al., 2016a); Coccolithophores of
the Patagonian Shelf, December 2008 (Balch et al., 2014); Tangaroa, June 2011; and ICESCAPE, July 2011 (Arrigo et al.,
2012).
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ECO-VSF, which measures volume scattering at three different angles. The total backscattering coefﬁcients
were estimated from ﬁtting the Beardsley-Zaneveld function (Beardsley & Zaneveld, 1969) to the VSF measurements by extrapolating and integrating the VSF data from 908 to 1808.
Following the raw seawater measurement, acetic acid was added to the seawater sample stream to lower
the seawater pH to 5.8, well below the dissociation point of calcite (which is 6.35 (UNESCO, 1987)), to dissolve any calcium carbonate present in the sample. The backscattering coefﬁcient of the acidiﬁed seawater
(bb acid) was remeasured following the same procedure as above. The acid-labile backscattering coefﬁcient
(bb0 ) was calculated from the difference between total and acidiﬁed backscattering coefﬁcient:
b0b 5bbtot 2bbacid

The PIC concentration (in mol m23) was then related to bb0 using the following relationship:
PIC5b0b =bb

where bb* is the average backscattering cross section of calcite particles in m2 mol21. From calibrating the
acid-labile backscattering coefﬁcient to ICPOES estimates of PIC, bb is considered to be 1.628 m2 mol21 at
532 nm.
We continuously cycled through successive measurements of the total and acidiﬁed backscattering coefﬁcients during underway measurements. At the beginning and end of each cycle, i.e., when the sample is
not acidiﬁed at all or fully acidiﬁed, we took a series of backscattering coefﬁcient measurements. The total
(and acidiﬁed) backscattering coefﬁcients for a given cycle are taken as the mean value of the series of
backscattering coefﬁcient measurements from the beginning (and end) of each cycle. The standard deviation for each series of measurements was used to represent the uncertainty on the total and acidiﬁed backscattering coefﬁcients. These errors were propagated through the calculation of the PIC concentration to
provide an estimate of the uncertainty in PIC concentrations measured using this technique. The resultant
median error on the PIC measurements was 3 3 1025 mol m23, with a median relative error of 23%.
2.1.2. Analytical PIC Analyses
Discrete samples of PIC were taken from the surface layer at each station and every few hours via the underway system. The samples were prepared by ﬁltering 100–200 ml through 0.4 mm pore size, polycarbonate
ﬁlters, rinsed with potassium tetraborate buffer (pH  8.5) and analyzed using ICPOES.
2.2. MODIS Satellite Data
MODIS Aqua and Terra observations were acquired from the NASA Ocean Biology Distributed Active
Archive Center (Reprocessing 2014.0 for MODIS Aqua and Reprocessing 2013.0 for MODIS-Terra). Level 1A
ﬁles corresponding to ﬁeld measurements were downloaded and processed on-site at Bigelow Laboratory
for Ocean Sciences using SeaDAS 7.2. L2 ﬁles were created with the following data products: Rrs in all spectral bands (including NIR) and PIC as determined by the current merged algorithm of Gordon et al. (2001)
and Balch et al. (2005). Data, which were ﬂagged as high radiance, stray light contamination, or cloud, were
masked as nonvalid data. These Level 2 data were used for algorithm development, diagnosis, and
validation.
Algorithm comparison and analysis were done on a global scale, using monthly climatological Level 3 data.
Rrs(547), Rrs(667), and PIC data were obtained at 9 km resolution from MODIS Aqua (Reprocessing 2014.0).
2.3. Algorithm Development and Validation Data Sets
Field and satellite measurements of PIC and remote sensing reﬂectance were combined to create two
match-up data sets: one for the Gulf of Maine and one for the rest of the globe. The Gulf of Maine data
were kept separate from other data to limit biases due to the use of a different instrument to measure the
VSF. The Level 2 satellite data products were matched to the ﬁeld measurements if (i) the time difference
between satellite and ﬁeld observation was less than 3 h, and (ii) a 5 3 5 pixel region centered on the ﬁeld
sample location contained more than 50% valid data. For a valid match-up, the satellite data were averaged
over the 5 3 5 pixel region, and the standard deviation for each 5 3 5 region was taken as an estimate of
the uncertainty in the satellite products.
The two data sets were randomly split in half, giving four data sets: two Gulf of Maine sub data sets and
two global sub data sets. One Gulf of Maine sub data set was combined with one global sub data set, to
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Figure 2. Distribution of PIC concentration for each data set. Note the x axis is log-scaled.

create a data set for the algorithm development. The remaining two sub data sets were combined for an
algorithm validation data set. Splitting the data in this way ensures the Gulf of Maine stations are equally
represented in the development and validation data sets. Figure 2 shows in both data sets PIC is similarly
distributed, with more observations at lower concentrations and less in higher, bloom-like conditions.
2.4. Particulate Inorganic Carbon From Reflectance Band Differences: Algorithm Theoretical Basis
Gordon and Morel (1983) argued that band-difference algorithms will be sensitive to changes in bb when bb
is independent of phytoplankton absorption. This is because reﬂectance is proportional to bb to the ﬁrst
order, therefore a band-ratio algorithm can cancel the independent bb (thus retaining the absorption, which
is proportional to pigment concentration) but a band-difference algorithm cannot cancel the independent
bb (thus retaining the bb term, which is proportional to particle concentration). However, Hu et al. (2012)
demonstrated that for most open-ocean waters bb is dominated by backscattering due to water molecules
(which is constant) where particulate backscattering, even if independent of phytoplankton absorption, is
relatively small. Therefore, they developed a band-difference algorithm for oligotrophic oceans (Chla  0.25 mg m23). Indeed, for these waters, the Hu et al. color index is essentially a proxy for absorption.
Conversely, in the case of the PIC-CI algorithm, we are looking for variability in the reﬂectance due to independent bb changes. By not using a blue wavelength and considering the argument outlined by Gordon
and Morel (1983), the three color indices deﬁned in this study are proxies for backscattering rather than
absorption. Therefore, due to the scattering nature of coccolithophores and their coccoliths, these color
indices can be used to estimate PIC in most open-ocean environments where we do not expect other highly
scattering material (see later discussion).
The reﬂectance difference approach can be considered as either (i) a relative difference calculated from
three bands, or (ii) a relative difference between two wavelengths. In the case of using three wavelengths,
the signal in the third wavelength should be small (and not sensitive to PIC concentration), the second
wavelength should be relatively stable, and the ﬁrst wavelength should be sensitive to PIC concentration. In
the case of two wavelengths, the signal in the second wavelength should be relatively small and stable, and
the ﬁrst should be sensitive to PIC concentration. Hence, for both the two band and three band approaches,
the relative difference is related to PIC concentration.
Figure 3 shows spectra for varying concentrations of PIC and particulate absorption at 440 nm, ap(440),
which, in these oceanic stations, can be used as a proxy for phytoplankton abundance. As can be seen in
Figure 3a, Rrs(869), Rrs(748), and Rrs(667) are relatively small and stable, and Rrs(547) varies as PIC changes.
Figure 3b shows Rrs(869), Rrs(748), Rrs(667), and Rrs(547) are all relatively stable for constant PIC but varying
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particulate absorption. Rrs is approximately proportional to the ratio of
total backscattering coefﬁcient to total absorption coefﬁcient. There is
a peak in phytoplankton absorption at 667 nm, but water absorption
(0.5 m21) dominates at this wavelength. In comparison, bb(667) is
small, hence in these oceanic stations Rrs(667) is driven by water
absorption. This results in the stable signal at Rrs(667), which is seen in
Figure 3.
Three color indices were deﬁned based on band differences. Two use
three wavebands similarly to the Hu et al. (2012) chlorophyll-a color
index; however, one color index is deﬁned using only two wavebands
(see Figure 3 for a visual representation of the color indices):
1. Color index using 547, 667, and 748 nm, denoted CI748


6672547
CI7485Rrs ð667Þ2 Rrs ð547Þ1
ðRrs ð748Þ2Rrs ð547ÞÞ
7482547

2. Color index using 547, 667, and 869 nm, denoted CI869


6672547
CI8695Rrs ð667Þ2 Rrs ð547Þ1
ðRrs ð869Þ2Rrs ð547ÞÞ
8692547

Figure 3. Remote sensing reﬂectance spectra for (a) varying PIC concentrations
and (b) varying particulate absorption, used here as a proxy for phytoplankton
biomass, with the three color indices deﬁned in the text represented graphically. Note there is a slight wavelength offset (5 nm) between the spectra
within each plot to avoid overlap of error bars.

3. Color index using 547 and 667 nm, denoted CI2
CI25Rrs ð547Þ2Rrs ð667Þ

Above water radiometry measurements were made on the ﬁeld campaigns used in this study; however, these did not include near-infrared
wavelengths, therefore satellite-derived Rrs data were only used in this study. Uncertainty estimates on CI values were determined by propagating the error on the satellite-derived Rrs through the CI calculations.

3. Results
3.1. Relationship Between PIC and Color Index
Our PIC ﬁeld data does not represent the log-normal distribution expected to be observed in nature (see
Figure 2); it is dominated by observations at the low end of the concentration scale. To avoid bias by low
PIC concentrations when deriving the relationships between PIC and CI, the data were binned by CI value.
Over the range of CI values observed in the development data set, a series of logarithmically spaced bins
were deﬁned. For all CI observations within a given bin, the corresponding PIC values were averaged using
the arithmetic mean. Figure 4 shows the relationship between mean PIC and mean CI in each bin for all
three color indices using the algorithm development data set. The data are shown on both a log and linear
scale, but type 2 linear least squares regression was done on the linear data, with results displayed in Figure
4 and Table 1. The coefﬁcient of determination for the relationship between PIC concentration and all three
CIs is >0.9.
The major beneﬁt of using CI2 is it does not require any NIR wavelengths, which are not included as standard products in the satellite ﬁles distributed by NASA’s Ocean Biology Processing Group. For these reasons,
the rest of this paper focuses on the two-band color index, CI2; however, it is worth noting that the results
presented here could be further improved by using the three-band color index with 748 nm.
Figure 4c shows a linear relationship between PIC and CI2, with a least squares regression giving:
PIC50:4579CI220:0006

This new, band-difference algorithm will be referred to as the PIC-CI algorithm, whereas the merged algorithm of Balch et al. (2005) and Gordon et al. (2001) will be referred to as the PIC-BG algorithm.
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Figure 4. Relationship between color index and PIC on a linear scale for (a) CI-869, (b) CI-748, and (c) CI-2; and on a log
scale for (d) negative CI-869, (e) negative CI-748, and (c) CI-2. Note in Figures 4d and 4e negative of the color index is
used so that the data can be represented on a log scale. The lighter, open dots denote the binned data, and the darker
dots are the individual measurements. Errors on the measurements are shown. The result of a linear least squares regression on the binned linear data is indicated by the solid grey line.

3.2. Validation of the PIC-CI Algorithm
Using the validation data set, the recovery of PIC from both the PIC-CI and PIC-BG algorithms was compared
(see Figure 5 and Table 2). Note we use the unbiased root mean square error (uRMSE) to evaluate the relative difference between our ﬁeld measurements and the algorithm prediction. The uRMSE is calculated
using an error term of the form: (y – x)/(0.5(x 1 y)), where x 5 ﬁeld measurement and y 5 algorithm prediction (Hooker et al., 2002). The new PIC-CI algorithm has a higher coefﬁcient of determination, gradient
closer to unity, and lower unbiased root mean square error and median absolute difference (mean AD) compared to the current PIC-BG algorithm on a log scale. Conversely, on a linear scale, the coefﬁcient of determination is higher and the gradient is closer to unity for the PIC-BG algorithm, but the uRMSE is lower for
the PIC-CI, and the mean AD is the same for both algorithms.
3.3. Application of PIC Algorithms to Satellite Imagery
Monthly average global images of PIC determined by both the PIC-CI and PIC-BG algorithms were generated for December 2015 (see Figure 6). The modal value of PIC determined from the PIC-CI algorithm is
higher than from the PIC-BG algorithm, with a log-normal distribution across the globe (Figure 6c), which is
typical of biogeochemical parameters. There are less valid pixels in the PIC-CI algorithm image, due to two
main reasons: (1) the form of the PIC-CI algorithm allows negative PIC concentrations to be determined
when the color index is very small and (2) there is an artiﬁcial lower limit placed on the PIC-BG algorithm
Table 1
Regression Results on a Linear Least Squares Regression Between PIC and Each of the CI Algorithms

CI869
CI748
CI2

Slope
(mol m23 sr)

Intercept
(mol m23)

R2

RMSE
(mol m23)

Mean AD
(mol m23)

20.8013
21.3764
0.4579

20.00076
20.00071
20.0006

0.969
0.985
0.974

0.00036
0.00026
0.00031

0.00027
0.00023
0.00027

Note. These results are shown by the solid lines in Figure 4.
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based on the lowest PIC concentration ever measured in nature (Balch
et al., 2010). Figure 6c shows the effect of this lower limit on the PIC
distribution: a large number of observations in the lowest bin of the
PIC-BG histogram.
Looking in more detail at speciﬁc locations reveals the PIC-CI algorithm is more resistant to artifacts due to atmospheric correction
errors and sun glint corrections than the PIC-BG algorithm as can be
seen in Figure 7. Cloud shadows result in lower PIC concentrations
along the edge of clouds when PIC is estimated using the PIC-BG algorithm. However, the same effect is not visible when using the PIC-CI
algorithm as shown in box A in Figure 7. Additionally, the PIC-CI algorithm is able to recover more data in regions ﬂagged as sun glint (box
B of Figure 7). The transect shown in Figure 7c reveals that the spatial
variability of PIC is similar when derived via either of the algorithms.
The PIC-CI values are consistently higher, but the absolute value of
the noise in the PIC signal is similar for both algorithms. However,
near the cloud edges, there is more speckling visible (larger variability)
in the PIC-BG values, particularly around 260 km.
As a further validation, PIC measured in the ﬁeld along the Atlantic
Meridional Transect (AMT) ship track have been overlaid on global PIC
maps (Figure 8). The AMT cruises usually are performed annually from
late September to early November; hence, global PIC maps were created for the full MODIS Aqua mission (2002–2015) for the month of
Figure 5. Performance of (a) PIC-CI on linear scales, (b) PIC-CI on log scales, (c)
October using both the PIC-CI and PIC-BG algorithms. Field measurePIC-BG on linear scales, and (d) PIC-BG on log scales. Measurement errors are
ments were acquired on AMT15-AMT24 (2004–2014, excluding
shown for each data point. The solid line indicates the least squares ﬁt to the
AMT23 in 2013), and observations were averaged in 0.58 latitude bins.
data, and the dashed line is the 1:1 line. Statistics are listed in Table 2.
Both the satellite and ﬁeld observations show enhanced levels of PIC
at higher latitudes and around the Tropic of Cancer (238N). However,
the PIC-BG algorithm produces consistently lower PIC values, with PIC
lows around the equator and in the north Atlantic subtropical gyre. The PIC concentration from ﬁeld measurements and the PIC-CI algorithm follow the same trend and are of similar magnitude apart from around
the equator, where the PIC-CI algorithm estimates higher PIC concentrations.

4. Discussion
4.1. Two Band Versus Three-Band Color Index for PIC
Three color indices were investigated in this study: two using three wavebands (CI-748 and CI-869) and one
using two wavebands (CI2). PIC concentration explains >90% of the variability for all three CIs.
Currently Rrs data of the two infrared wavebands used in each of the three-band color indices, 748 and
869 nm, are not distributed as standard products by NASA’s Ocean Biology Processing Group. Therefore, the
2-band CI algorithm is easiest to implement on the existing satellite data ﬁles (either Level 2 or Level 3). The
NASA atmospheric correction assumes Rrs(NIR) 5 0 for chlorophyll-a concentrations less than 0.3 mg m23

Table 2
Regression Results for the Performance of the PIC-CI and the PIC-BG Algorithms as Shown in Figure 5

PIC-CI linear
PIC-CI log
PIC-BG linear
PIC-BG log

Slope

Intercept

R2

uRMSE

Mean AD

1.28
0.77
1.02
1.41

0.00007
20.58
0.0002
1.33

0.61
0.51
0.64
0.32

0.83
0.12
0.96
0.14

0.00021
0.34
0.00021
0.43

Note. Statistics were done on both linear and log-scaled data, therefore the intercept and mean AD is in mol m23 or
log(mol m23), respectively.
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Figure 6. Application of the PIC algorithms to MODIS Aqua satellite imagery for December 2015 using (a) PIC-CI algorithm
and (b) PIC-BG algorithm. (c) PIC distribution for Figures 6a and 6b, with the x axis log-scaled.

(Bailey et al., 2010); hence, for most (>80%) of the global oceans Rrs(NIR) is regarded as being negligible.
The regression results between PIC and the three CI variables (Table 1) reveal that Rrs(NIR) must be signiﬁcantly higher than 0 for some of the data in order for the third band to provide nonnegligible information.

Figure 7. Comparison between MODIS PIC imagery on 10 December 2008 derived from the (a) PIC-BG and (b) PIC-CI algorithms over a region of the Patagonian Shelf, and (c) along a 3 3 3 pixel transect marked in Figures 7a and 7b, with the
mean shown by the solid line and the shaded area indicating the standard deviation. See text for full discussion of the
highlighted features in A and B.
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Figure 8. Comparison of MODIS-derived PIC and ﬁeld observations in the Atlantic Ocean. MODIS mission average (2002–
2015) global satellite-derived PIC maps for October from (a) PIC-CI algorithm and (b) PIC-BG algorithm, with an overlay of
the mean AMT ﬁeld observations binned by 0.58 latitude. (c) PIC concentration along the mean AMT shiptrack shown in
Figures 8a and 8b.

From a total of 2,968 data points in the algorithm development data set, approximately 70% had
Rrs(NIR) > 0 sr21. By considering only the observations with Rrs(NIR) > 0 sr21 (data not shown), it was found
that the inclusion of an NIR wavelength in calculating the color index results in a relationship between PIC
and CI with a higher R2 (0.80 for CI2 compared to 0.84 and 0.86 for CI869 and CI748, respectively), and lower
RMSE (0.0005 mol m23 for CI2, compared to 0.00049 and 0.00046 mol m23 for CI869 and CI748, respectively).
These results suggest a three-band color index would result in a more accurate estimation of the PIC concentration. Additionally, using a third band in a reﬂectance difference algorithm can help to reduce artifacts due
to atmospheric correction errors, cloud adjacencies, sun glint and whitecap correction errors, and stray light
contamination (Hu et al., 2012).
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4.2. Comparison of PIC-CI and PIC-BG in Satellite Imagery
The PIC-CI algorithm is sensitive at low levels of PIC concentration; below 0.0001 mol m23, small changes in
the PIC concentration correspond to larger changes in the color index. Despite this, compared to the PIC-BG
algorithm, the estimations of PIC from satellite data are similar on linear scales, and have improved, with a
higher coefﬁcient of determination, lower uRMSE, and mean AD on log scales.
The PIC-CI algorithm was derived on data in linear space, therefore when the color index is small enough
(0.00013 sr21), the PIC concentration can be negative. For December 2015 (see Figures 6a and 6b), negative pixels result in 1.5% less coverage for the PIC-CI algorithm compared to the PIC-BG algorithm. When
the PIC concentration is estimated to be below 0.000012 mol m23 by the PIC-BG algorithm, it is set to this
limit (see Figure 6c). If all the pixels with PIC < 0.000012 mol m23 in Figure 6b are removed rather than set
to 0.000012 mol m23, then there is 8.2% less coverage compared to the PIC-CI algorithm. Therefore, the
PIC-CI algorithm is giving the comparable global coverage to the PIC-BG algorithm.
Global maps (Figures 6 and 8) show the highest concentration of PIC at the high latitudes, irrespective of
whether the PIC-CI or PIC-BG algorithms were used. However, at lower latitudes, there are slight differences
in the spatial distribution of PIC depending on the algorithm used to estimate PIC. There are elevated levels
of PIC in the equatorial Paciﬁc and distinct lows in the subtropical gyres, enhancing the equatorial upwelling
zone when the PIC-CI algorithm is used. This is in agreement with Balch and Kilpatrick (1996) who found
elevated concentrations of PIC, due to both plated coccolithophores and detached coccoliths, in the Paciﬁc
Ocean between the equator and 98S. In the Atlantic, both the PIC-BG and the PIC-CI algorithms produce
similar trends in PIC; however, the PIC-CI algorithm is consistently estimating higher PIC concentrations. The
in situ observations from 10 Atlantic Meridional Transect ﬁeld campaigns are in agreement with the estimations of PIC concentration from satellite observations using the PIC-CI algorithm on the MODIS mission average for October, apart from around the equator. This region can experience variable aerosol contributions
to the top of atmosphere reﬂectance due to Saharan dust, which can result in an incorrect atmospheric correction over this region (Kahn et al., 2016). Kahn et al. (2016) investigated the effect of aerosol optical depth
(AOD) anomalies on the Chl-a product derived via both OCx and the combined OCx plus CI (Hu et al., 2012)
algorithms. They found the AOD anomalies were reﬂected in the Chl-a values; however, the OCx 1 CI product was less sensitive to the AOD anomalies than the OCx product alone. Hence, the enhanced PIC-CI signal
may be due to dust affecting the AOD, or the presence of other scattering material (in the ocean or atmosphere) at the equator which was not identiﬁed during the ﬁeld campaigns. Both the PIC-CI data and the
ﬁeld data presented in Figure 8 are averaged over 13 and 10 years respectively; hence, any short term
changes or anomalies should be averaged out. The observed difference at the equator therefore implies a
more persistent source of error in this region.
Hu et al. (2001, 2012) used model simulations to evaluate the uncertainties in Rrs(k) and Chl-a (estimated
from both the band-ratio (OC4) and band-difference (CI) algorithm) due to digitization noise and atmospheric correction errors. They found the errors owing to digitization noise in Rrs(k) to be approximately
spectrally ﬂat, therefore, most of these errors canceled in the chlorophyll-CI algorithm. Whereas, for the OC4
algorithm, the errors in Rrs(k) do not cancel out in the same manner when the band ratio is high (i.e., oligotrophic waters). Additionally, atmospheric correction errors were found to be spectrally related; therefore,
the chlorophyll-CI algorithm is more resistant to these errors than the OC4 algorithm for oligotrophic
waters. Due to the similarity in structure between the PIC-CI and chlorophyll-CI algorithms, we expected the
PIC-CI algorithm to show less speckling and artifacts due to atmospheric correction errors than the PIC-BG
algorithm. Indeed, this is evident in the satellite imagery (see Figure 7 rectangular box, where errors near
cloud edge are more apparent in PIC-BG than in PIC-CI).
4.3. Sensitivity Due to Other in-Water Constituents
The PIC-CI algorithm relies on the assumption that PIC is the main driver for changes in Rrs(547) relative to
the red and NIR signal. However, there are other optically signiﬁcant materials which will inﬂuence reﬂectance spectra. Various modeling studies (Gordon et al., 1988; Morel, 1988; Morel & Maritorena, 2001) and
ﬁeld campaigns (Werdell & Bailey, 2005) have shown the effect of chlorophyll-a concentration on radiance
and reﬂectance spectra.
Clark (1981) found the relationship between nLw(555) and Chl-a to be relatively invariant below 0.4 mg
m23, but at higher concentrations there was no well-deﬁned relationship observed. Using a radiance model,
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Figure 9. (a) Quasi-true color image of the Patagonian Shelf, December 2008, (b) PIC and CHL along the transect marked
in Figure 9a.

Gordon et al. (1988) suggested the variability at higher Chl-a could be explained by differences in the backscattering coefﬁcient of phytoplankton. Morel and Maritorena (2001) showed changes in the irradiance
reﬂectance due to Chl-a, which suggests the color index may be affected by increasing chlorophyll concentrations; however, it is worth noting they did not include coccolithophores in their biooptical model.
Werdell and Bailey (2005) showed ﬁeld measurements of Rrs spectra for differing Chl-a from the NASA bioOptical Marine Algorithm Dataset (NOMAD). These measurements were in agreement with the early observations of Clark (1981) and Gordon et al. (1988). That is, there is low variability in Rrs(550) at low Chl-a, however as the concentration increases, so does the spread in observed Rrs(550) values. This is encouraging for
the PIC-CI algorithm, as Hu et al. (2012) found that 83.4% of the global ocean has Chl-a < 0.3 mg m23; therefore, the PIC-CI algorithm can be used with conﬁdence in these regions too.
The Patagonian Shelf is a complex region where coccolithophores, dinoﬂagellates, and diatoms bloom in
separate bands parallel to the shelf break (Balch et al., 2014; Romero et al., 2006). Figure 9a shows a quasitrue color image of this region in December 2008, where the intermixed regions of bright blue and green
waters are clearly visible. Balch et al. (2014) found the bright blue/cyan-colored waters to be dominated by
coccolithophores and the green waters to be a mix of dinoﬂagellates and diatoms. Transects of Chl-a and
PIC concentration estimated from the satellite Rrs data are shown in Figure 9b. Starting in the center of the
eddy and traveling south-west, the PIC data from both algorithms follow the same pattern, with peaks coinciding with the brighter blue waters and troughs coinciding with darker blue and green waters. Conversely,
the Chl-a data are highest in the green waters and lowest in the blue. The PIC-CI-derived data tend to be
higher than the PIC-BG data, but there are two main deviations from this trend: one at around 75 km and
one at the end of the transect. At these locations, the two PIC algorithms are responding differently to the
observed reﬂectance spectra, more speciﬁcally, the PIC-CI algorithm is decreasing when the PIC-BG algorithm is increasing. Both the Chl-a and PIC-BG transects peak at these two locations, and examination of the
quasi-true color image shows this is in green water. This suggests the PIC-CI algorithm is (1) more resistant
to Chl-a contamination than the PIC-BG algorithm and (2) performing at least as well as the PIC-BG algorithm in this complex environment.
Phytoplankton chlorophyll-a is not the only material which could interfere with the PIC-CI algorithm. In the
so-called optically complex shelf seas and coastal environments, the suspension of lithogenic sediments in
the water column has large effects on the reﬂectance spectra (Aurin & Dierssen, 2012; Binding et al., 2003;
Mitchell et al., 2015). Vantrepotte et al. (2012), characterized remote sensing reﬂectance spectra in coastal
regions based on their spectral shape and related the resultant optical classes to measured biogeochemical
and inherent optical properties. They showed how mixed assemblages of both biogenic and lithogenic particles affect different parts of the remote sensing reﬂectance spectrum. Of particular importance here, they
observed for waters dominated by lithogenic particles, light is more strongly absorbed in the blue-green
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region and scattered in the red part of the spectrum, which results in changes in the PIC color index. However, this optical class was only observed very close to the coast and river mouths during the winter
months. Hence, the application of the PIC-CI algorithm (similarly to the global Chl-a algorithms and PIC-BG
algorithm) must be treated with care in optically complex waters and we consider it to be for waters characterized by the traditional Case 1 type, i.e., where optically signiﬁcant materials are either phytoplankton or
covary with phytoplankton (Morel & Prieur, 1977). Validation of the PIC-CI algorithm in Case 2 environments
is an ongoing area of research.

5. Conclusions
A new algorithm for estimating PIC concentrations from satellite remote sensing has been presented. The
reﬂectance difference concept of Hu et al. (2012) was used to examine three color indices, with the inclusion of an NIR wavelength resulting in the strongest relationship between PIC and the color index. However,
most of the results presented in this paper use a color index which does not include an NIR wavelength
because the reﬂectance data in the NIR are not distributed as standard products by NASA. Compared with
the original PIC-BG algorithm for PIC, using a two-band color index to estimate PIC from ocean color measurements (1) reduces artifacts caused by residual errors in corrections of the atmospheric effects and in corrections of sun glint, (2) reproduces patterns derived from ﬁeld campaigns on a global basin scale, and (3)
provides more accurate estimations of PIC from satellite ocean color compared to the currently used
merged global algorithm. However, when water constituents other than PIC dominate the reﬂectance variability in the green and red wavelengths (e.g., river plumes rich in suspended sediments), the new algorithm may not be applicable.
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