Based in a very recent paper by Micchelli et al. [8], we present an algorithmic approach for computing the resolvent of composite operators: the composition of a monotone operator and a continuous linear mapping. The proposed algorithm can be used, for example, for solving problems arising in image processing and traffic equilibrium. Furthermore, our algorithm gives an alternative to Dykstra-like method for evaluating the resolvent of the sum of two maximal monotone operators.
To begin with, let us recall the following concepts which are of common use in the context of convex and nonlinear analysis, see for example Takahashi [13] or [1] . Throughout, H is a real Hilbert space, ·, · denotes the associated scalar product and · stands for the corresponding norm. An operator with domain Dom(T ) and range R(T ) is said to be monotone if u − v, x − y ≥ 0 whenever u ∈ T (x), v ∈ T (y).
It is said to be maximal monotone if, in addition, its graph, gphT := {(x, y) ∈ H × H : y ∈ T (x)}, is not properly contained in the graph of any other monotone operator. It is well-known that for each x ∈ H and λ > 0 there is a unique z ∈ H such that x ∈ (I + λT )z.
(
The single-valued operator J , by the relation
The latter is Lipschitz continuous with constant 
where ri stands for the relative interior of a set. The Krasnoselski-Mann algorithm is a widely used method for solving fixed-point problems. This algorithm generates from an arbitrary initial guess v 0 ∈ C (a closed convex set), a sequence (y k ) by the recursive formula
It is known that for a nonexpansive mapping Q, the Krasnoselski-Mann's algorithm converges weakly to a fixed point of Q provided that the sequence (α k ) is such that ∞ k=0 α k (1 − α k ) = +∞ and the underling space is a Hilbert space, see for example [2] . Given x ∈ H 1 , we will focus our attention in this paper on the following problem
The problem (1.3) was studied in the case where T = ∂φ because it arises in many applications in signal processing and image denoising, see for example, [8] , [9] and references therein. More precisely, If φ : H 2 → I R ∪ {+∞} is a convex and lower semicontinuous, and A : H 1 → H 2 is a continuous and linear mapping , then the composition φ•A is also convex and lower semicontinuous. Furthermore, by the chain rule of convex analysis,
where equality holds whenever the constraint qualification 0 ∈ ri(R(A) − Domφ) is satisfied, see for instance [12] , (here Domφ = {x ∈ H 2 ; φ(x) < +∞} and ∂φ(x) means the subdifferential of φ at x and is equal to the set {u ∈ H 2 : φ(y) ≥ φ(x) + u, y − x for all y ∈ H 2 } as usual). In this context (1.3) reduces to the problem of evaluating the proximity operator,
of φ • A at x. This arises, for instance, in studying the L 1 /TV image denoising model that involves the total-variation regularization term which is non-differentiable. This causes algorithmic difficulties for its numerical treatment. To overcome the difficulties, the authors formulate in [8] the total-variation as a composition of a convex function (the l 1 -norm or the l 2 -norm) and the first order difference operator, and then express the solution of the model in terms of the proximity operator of the composition, by identifying the solution as fixed point of a nonlinear mapping expressed in terms of the proximity operator of the l 1 -norm or the l 2 -norm, each of which is explicitly given.
Our aim here is to extend their analysis to evaluate the resolvent of the main operator A * TA. To begin with, let us recall that M. Fukushima [6] proved that if A • A * is an isomorphism, then the operator A * TA is maximal monotone. Whereas, in finite dimensional setting, S. Robinson [13] observed that we may avoid this condition provided that R(A) ∩ ri(DomT ) = ∅. Moreover,
However, the above formula is difficult to evaluate in practice since it involves T −1 . To overcome this difficulty, M. Fukushima [6] proposed an alternative computation of y = J
Let us remark the potential difficulties in implementing the above algorithm lie in the fact that it involves the inverse operator AA * . The evaluation of such a mapping is in general expensive.
In the sequel we will follow another approach developed in [8] in a convex optimization context.
Fixed-point approach
Under the assumption that we can explicitly compute the resolvent operator of T and by assuming that A * TA is a maximal monotone operator, our aim is to develop an algorithm for evaluating the resolvent of A * TA. Remember that from (1.1), for each x ∈ H 1 there is a unique z := J A * TA 1
x ∈ H 1 such that x ∈ (I + A * TA)z. Our main is to provide a constructive method to compute it. From (1.2), we clearly have J
This combined with the fact that
enable us to establish a relationship between the resolvent of A * TA and that of T . To that end, we define the following affine transformation for a fixed x ∈ H 1 at y ∈ H 2 by Fy := Ax + (I − λAA * )y and the operator Q : Proof. According to (2.1), we can write
Using, for instance, the fact that
that is y is a fixed-point of Q. Conversely, if y is a fixed-point of Q then
Definition of the resolvent yields λy ∈ TA(x − λA * y), thus λA * y ∈ A * TA(x − λA * y), and by (2.1) we obtain J A * TA 1 x = x − λA * y. This completes the proof.
Hence, it suffices to find a fixed-point y of Q and the resolvent of T is then equal to x − λA * y. Now, by assuming I − λAA * ≤ 1 and having in mind that I − J T 1/λ is nonexpansive, we easily derive: Lemma 2.2. If T is a maximal monotone operator and A a continuous linear mapping and λ > 0 such that I − λAA * ≤ 1, then the operator Q is nonexpansive.
To find a fixed point y ∞ of the operator Q, we can use, for example, the KM-algorithm, namely
and then set J A * TA 1
Using fact 2, we derive the following result. 
3) weakly converges to a fixed-point of Q.
Applications

Image denoising
L 1 /TV models can be cast into the following general form
where S and T are two maximal monotone operator and A a linear continuous mapping. For example, given a noisy image x which was contaminated by impulsive noise, we consider a denoised image of x as a minimizer of the following L 1 /TV model
where · 1 represents the l 1 −norm, · TV denotes the total-variation, and λ is the regularization parameter balancing the fidelity term u · −x 1 and the regularization term · TV . By rewriting u TV = φ • A, with φ a convex lower-semicontinuous function and A a real matrix and by using the chain rule, we obtain the following optimality condition of (3.2)
which is nothing else than (3.1) with S = ∂ · −x 1 and T = ∂φ. It is well accepted that the l 1 -norm fidelity term can effectively suppress the effect of outliers that may contaminate a given image, and is therefore particularly suitable for handling non-Gaussian additive noise. The L 1 /TV model (3.1) has many distinctive and desirable features. For the CUBO 16, 3 (2014) anisotropic total variation, φ is expressed with · 1 while for the isotropic total variation, φ is expressed with · 2 . Thus, we can obtain their proximity mappings in closed-forms. Indeed, for x ∈ I R m and λ > 0
Since in section 2, we developed a method for computing the resolvent of the operator A * TA, to solve (3.1), we can make use of any splitting algorithm for finding the zero of the sum of two maximal monotone operators, for instance that of Passty which consists in the Picard iteration for the composition of the resolvents of λS and A * TA. But, it is well known that we only have ergodic convergence. The algorithm which is of common use in this type of context is the so-called Douglas-Rachford (DR) proposed in its initial form by Lions and Mercier [7] and that takes here the following form
(y k ) (by a loop which uses the method introduced in section 2);
Thanks to the well-known convergence result for DR-algorithm, we derive that the sequence (y k ) converges weakly to a fixed-point y ∞ of (2J
Moreover, if dimH < +∞, then the sequence (x k ) converges to a solution of (3.1).
Resolvent of a sum of two operators
Let x ∈ H, let T 1 and T 2 be two maximal monotone operators from H to H. To compute the resolvent of the sum of T 1 and T 2 at x, Bauschke and Combettes [4] proposed the following Dykstralike method: and set
They proved that if x ∈ R(Id + T 1 + T 2 ), then both the sequences (x k ) and (y k ) strongly converges to J
Our aim is to propose an alternative approach for computing the resolvent of a monotone operator which can be decomposed as a sum of two maximal monotone operators, such that their individual resolvents can be implemented easily. Both methods we present will proceed by splitting in the sense that, at each iteration, they employ these resolvents separately.
First, note that if T 1 and T 2 are set-valued mappings from H to H, their pointwise sum can be expressed in the composite form A * TA; by defining
Indeed, then A * (y 1 , y 2 ) = y 1 + y 2 and so
This fact will allow us to give alternative algorithms to compute the resolvent operator of the sum of two maximal monotone operators relying on the fixed-point approach developed in section 2.
It is easily seen that finding a fixed point y = (y 1 , y 2 ) of the operator Q, defined by (2.2), amounts to solving the following system
Note that the operatorQ(y 1 , y 2 ) :
is nonexpansive for all λ > 0.
Thus, we can use the algorithm
to find a fixed-point (y . Furthermore, we have J
We would like to emphasize that we can also use a Von Neumann-like alternating algorithm for solving system (3.5). Indeed, the latter is equivalent to , we finally obtain
CUBO 16, 3 (2014) This suggests to consider the following alternating resolvent method: 2 ) of (3.8) provided that the latter exists. Moreover, t he resolvent of the sum of T 1 and T 2 at x is then given by J
To conclude, it is worth mentioning that in the case of convex optimization, the problem under consideration in this section amounts to evaluating the proximity operator of the sum of two proper, lower semicontinuous convex functions φ, ψ : H → I R ∪ {+∞}, namely: given x,
In this context, the resolvent operator is nothing else than the proximity operator and according to the fact that (I − prox φ ) = prox φ * , system (3.5) reduces to 
where φ * , ψ * stand for the Fenchel conjugate of the functions φ and ψ. Remember that the Fenchel conjugate of a given function f is defined as f * (x) = sup u { x, u − f(u)}.
Finally, we would like to emphasize that we can also consider as an application the traffic equilibrium problem consider in [6] . The advantage of our approach is that it does not require the inversion of the operator AA * . Roughly speaking, see [6] , the traffic equilibrium problem can be written as (3.1) with λ = 1, S = ∂δ C , namely
S = ∂δ C the partial differential of the indicator function of a polyhedral convex set, T a cost function (not assumed to be single-valued as in [6] , but we suppose that its resolvent operator can be computed efficiently) and A satisfying AA * = νI for ν ∈ I N.
The latter is also satisfied in image restoration problems by the so-called tight frames operators. It is well known that in this case the resolvent operator of ∂δ C is exactly the projection onto C (algorithms for computing projection which do not require any particular hypothesis on the input
