For an arbitrary positive integer T we introduce a notion of a (V, T )-module over a vertex algebra V , which is a generalization of a twisted V -module. Under some conditions on V , we construct an associative algebra A T m (V ) for m ∈ (1/T )N and an A T m (V )-A T n (V )-bimodule A T n,m (V ) for n, m ∈ (1/T )N and we establish a one-to-one correspondence between the set of isomorphism classes of simple left A T 0 (V )-modules and that of simple (1/T )N-graded (V, T )-modules.
Introduction
Twisted modules (or twisted sectors) were introduced in the study of the so-called orbifold models of conformal field theory (cf. [2, 3] ).
Let V be a vertex operator algebra and G a finite automorphism group of V . In terms of vertex operator algebras, the study of the orbifold models corresponds to the study of the subalgebra V G of Ginvariants in V . One of the main problems about V G is to describe the V G -modules in terms of V and G. Twisted modules have been studied systematically as representations of V related to this problem (cf. [6, 11, 13, 15] ). For g ∈ G, every g-twisted V -module becomes a V G -module. Moreover, it is conjectured that under some conditions on V , every simple V G -module is contained in some simple g-twisted V -module for some g ∈ G (cf. [2] ). However, the following easy observation tells us an inconvenience of twisted V -modules from the representation theoretic viewpoint: let g, h be two different elements of G, M a g-twisted V -module and N an h-twisted V -module. Although the direct sum M ⊕N is a V G -module, this is not a (twisted) V -module in general. This is one of obstructions to develop the representation theory of V G .
In this paper, for a vertex algebra V and a positive integer T we first introduce a notion of a (V, T )-module (cf. Definition 2.1), which is a generalization of a twisted V -module, in order to resolve the inconvenience just mentioned above. Roughly speaking, a (V, T )-module is a "twisted V -module" without automorphisms. We next generalize some results by Zhu [17] to (V, T )-modules. In [17] , if V is a vertex operator algebra, then Zhu constructed an associative algebra A(V ) and established a one-to-one correspondence between the set of isomorphism classes of the simple A(V )-modules and that of the simple V -modules with some conditions. Some generalizations of A(V ) have been obtained in [4, 5, 6, 7, 8] and they have played an important role in the representation theory of V . We shall show the following results for a vertex algebra V with a grading V = ⊕ ∞ i=∆ V i such that ∆ ∈ Z ≤0 , 1 ∈ V 0 and for all homogeneous element a ∈ V , a i V j ⊂ V wt a−1−i+j , where V i = 0 for i < ∆. For every positive integer T and n, m ∈ (1/T )N, we shall construct an associative algebra A T m (V ) and an A T n (V )-A T m (V )-bimodule A T n,m (V ) in Theorem 4.5. If T = 1, then A T n,m (V ) is the same as A n,m (V ) in [5] and A T n (V ) is the same as A n (V ) in [7] . In particular, A 1 0 (V ) is the same as A(V ) in [17] . For an automorphism g of V of finite order, A g,n,m (V ) in [6, 8] is a quotient of A |g| n,m (V ). For m ∈ (1/T )N and a left A T m (V )-module U , we shall show in Theorem 5.13 that the (1/T )N-graded vector space M (U ) = ⊕ n∈(1/T )N A T n,m (V ) ⊗ A T m (V ) U has a structure of (V, T )-modules with a universal property. In Corollary 5.14, we establish a one-to-one correspondence between the set of isomorphism classes of simple A T 0 (V )-modules and that of simple (1/T )N-graded (V, T )-modules.
The organization of the paper is as follows. In Section 2 we introduce a notion of a (V, T )-module. In Section 3 we introduce a subspace O T,1 n,m (α, β; z) of C[z, z −1 ] for n, m ∈ (1/T )N and α, β ∈ Z and study its properties. In Section 4 we construct an associative algebra A T m (V ) and an A T n (V )-A T m (V )-bimodule A T m (V ) for n, m ∈ (1/T )N by using the results in Section 4. In Section 5 we introduce a notion of a (1/T )N-graded (V, T )-module and study a relation between the left A T m (V )-modules and the (1/T )N-graded (V, T )-modules. Section 6 consists of two subsections. In Subsection 6.1 we compute the determinant of a matrix used in Section 3. In Subsection 6.2 we improve some results in [16] . In Section 7 we list some notations.
(V, T )-modules
We assume that the reader is familiar with the basic knowledge on vertex algebras as presented in [1, 6, 14] .
Throughout this paper, N denotes the set of all non-negative integers, T is a fixed positive integer and (V, Y, 1) is a vertex algebra. Recall that V is the underlying vector space, Y (−, x) is the linear map from V to (End V )[[x, x −1 ]], and 1 is the vacuum vector. For i, j ∈ Z, define Z ≤i = {k ∈ Z | k ≤ i}, 
We can also define the map
with M ((x 1/T ))((y 1/T )) and ι x−y,y with ι x,y . Now we introduce a generalization of a twisted V -module.
Definition 2.1. Let M be a vector space over C and
We note that in Definition 2.1, F (a, b, w|x, y) is uniquely determined by a, b ∈ V and w ∈ M since ι x,y is an injection. For a (V, T )-
Remark 2.2. It follows from Lemma 2.4 below that every (V, 1)-module is a V -module and vice versa and that every g-twisted Vmodule is a (V, |g|)-module for an automorphism g of V of finite order.
Let T ′ be a positive multiple of T . Then every (V, T )-module is a (V, T ′ )-module. Thus, for positive integers T 1 and T 2 the direct sum of a (V, T 1 )-module and a (V, T 2 )-module becomes a (V, T 3 )-module, where T 3 is a positive common multiple of T 1 and T 2 . Thus, (V, T )-modules are closed under direct sums in this sense, while twisted Vmodules are not as stated in the introduction. Example 2.3. We introduce an easy example of simple (V, T )-modules which is not a twisted V -module. Let U be a simple vertex operator algebra. Suppose the symmetric group S 3 of degree 3 is an automorphism group of U . Let σ, τ ∈ S 3 such that |σ| = 3 and |τ | = 2 and M = ⊕ j∈(1/3)N M (j) a simple σ-twisted U -module [6] . It follows from Remark 2.2 that M is a (U, 3)-module.
Since τ στ = σ −1 = σ, an improvement of [16, Theorem 2] (see Subsection 6.2) implies that M 0 , M 1 and M 2 are all inequivalent simple U S 3 -modules. Thus, W contains at least one of M 0 , M 1 and M 2 since U S 3 ⊂ U τ . We denote the eigenspace {u ∈ U | σu = e −2π √ −1r/3 u} of σ by U (σ,r) ,r = 0, 1, 2. It follows by [9, Proposition 3.3] and [12, Theorem 1] that U τ ⊂ U σ and hence there exists a = a 0 +a 1 +a 2 ∈ U τ , a r ∈ U (σ,r) such that at least one of a 1 , a 2 is not zero. Since
and M is a simple σ-twisted U -module, W contains at least two of M 0 , M 1 and M 2 . Repeating the same argument, we obtain that M is a simple (U τ , 3)-module.
Since at least one of a 1 , a 2 above is not zero, M is not a U τ -module. Suppose M is a g-twisted U τ -module for some g ∈ Aut U τ of order 3. Then, the eigenspace (U τ ) (g,r) = {v ∈ U τ | gv = e −2π √ −1r/3 v} of g is a subspace of U (σ,r) for each r = 0, 1, 2 since
. Therefore, (U τ ) (g,1) = (U τ ) (g,2) = 0 since there is no representation ρ of S 3 such that ρ(σ) = e −2π √ −1r/3 and ρ(τ ) = 1 for r = 1, 2. This contradicts to that the order of g is equal to 3. We conclude that M is not a twisted U τ -module.
Let M be a vector space. For s = 0, . . . , T − 1 and X(x, y) =
In the same way, for s = 0, . . . , T − 1 and
For 0 ≤ s ≤ T − 1, j ∈ s/T + Z, k ∈ (1/T )Z and l ∈ Z, the following fact is well known and straightforward:
The argument in the proof of the following lemma is well known (cf. [14, Sections 3.2-3.4]).
2 ))((x 0 )). Then, the three following conditions are equivalent.
, and
There are positive integers l, q and
and
In this case, F and
Proof. We show (1) implies (2) . Define
We show (2) implies (3). Let l be a positive integer such that
for all s = 0, . . . , T − 1. Multiplying (2.5) by x l 0 and then taking Res x 0 , we have (
and then taking Res x 1 , we have (2.7). We show (3) implies (1) . Since the left-hand side of (2.6) is an ele-
2 )) and the right-hand side of (2.6) is an element of
It is clear that ι x 1 ,x 2 F = A(x 1 , x 2 ) and ι x 2 ,x 1 F = B(x 2 , x 1 ). Applying the same argument to (2.7), we obtain
2 )) and ι x 1 ,x 2 is injective, we have F s,x 1 = H s for all s = 0, . . . , T − 1 and therefore
We show F and C [s] (x 2 , x 0 ), s = 0, . . . , T − 1 are uniquely determined. Since ι x 1 ,x 2 is injective and ι x 1 ,x 2 F = A(x 1 , x 2 ), F is uniquely determined. In the above argument that (3) implies (1), we have constructed (2) is the same as that in (3) for each s.
Remark 2.5. The following facts for (2.5) are well known and straightforward.
(1) A direct computation shows that (2.5) is equivalent to
, where
comparing the coefficients of both sides of (2.5). Thus, a direct computation shows that (2.5) is also equivalent to the condition that
Let a, b ∈ V and w ∈ M . We apply Lemma 2.4 to
where
3). The conditions in Lemma 2.4 (2) become
The uniqueness of M (a, b|x 2 , x 0 ) for a, b ∈ V and s = 0, . . . , t − 1 in this case. We denote by V (g,r) , r = 0, . . . , t − 1 the eigenspace {v ∈ V | gv = e −2π √ −1r/t v} of g. For a ∈ V , we denote by a (g,r) the r-th component of a in the decomposition
and s the integer uniquely determined by the conditions 0 ≤ s ≤ T − 1 and s/T ≡ j (mod Z). It follows by (2.9) or by comparing the coefficients of both sides of (2.14) that
It follows by (2.10) that
Lemma 2.8. We use the notation above. Let L be an integer such
. . .
This implies (2.18).
Let a, b ∈ V , w ∈ M , j, k ∈ (1/T )Z, l ∈ Z and s the integer uniquely determined by the conditions 0 ≤ s ≤ T − 1 and s/T ≡ j (mod Z). It follows by Lemma 2.4 that F (a, 1,
Comparing the coefficients of
we have
by Remark 2.6. We can also obtain (2.19) by taking b = 1 in (2.16). Taking
By a similar argument, we have F (1, a, w|x 1 ,
Let r ∈ Z with 0 ≤ r ≤ T − 1 and n ∈ r/T + Z. By (2.20) and (2.22), we have
Throughout this section we fix a non-positive integer ∆. This is the lowest weight of a graded vertex algebra V = ⊕ ∞ i=∆ V i which will be discussed in Section 4. In this section we introduce a subspace O Lemma 3.1. Fix N, q ∈ Z, Q ∈ Q and i ∈ Z ≤N . Then
3)
The proof of the following lemma is similar to that of [16, Lemma 3] .
as vector spaces.
Proof. It is sufficient to show that the induced map is surjective. Note that C[z, z −1 ] ≥N +1 is a subspace of O(N, Q s , q s ; z) for each s. Fix an integer q such that q ≤ min{q 0 , . . . , q T −1 }. We may assume q ≤ N from the comment right after (3.1). Since O(N, Q s , q; z) is a subspace of O(N, Q s , q s ; z) for each s = 0, . . . , T − 1, it is sufficient to show that the diagonal map
for s = 0, . . . , T − 1. We denote
is equal to the right-hand side of (3.4) for s = 0, . . . , T − 1, it is sufficient to show that the square matrix
of order T (N − q) is non-singular. It is proved in Subsection 6.1 that Γ is non-singular.
For N ∈ Z and γ ∈ Q, define a linear automorphism ϕ N,γ of
for Q ∈ Q and q ∈ Z.
Proof. We simply write ϕ = ϕ N,γ . Let i ∈ Z ≤N . Since
Throughout the rest of this section, m = l 1 + i 1 /T, p = l 2 + i 2 /T, n = l 3 + i 3 /T ∈ (1/T )N with l 1 , l 2 , l 3 ∈ N and 0 ≤ i 1 , i 2 , i 3 ≤ T − 1. We always denote m, p, n as above until further notice. For i, j ∈ (1/T )Z, r(i,
For s = 0, . . . , T − 1 and α, β ∈ Z, define 
The disjoint union {Ψ
n,m (α, β; z). 
Proof. Let ρ
) for s = 0, . . . , T − 1. It follows by m ′ ≤ m and n ′ ≤ n that ρ 1 and ρ 3 are non-negative integers. Since
the proof is complete.
A direct computation shows
for s = 0, . . . , T − 1 and hence
For a non-positive integer j, it follows by (3.7),(3.13) and (3.14) that
n,m (β, α, j; z)) = (−1)
and hence
n,m (α, β; z). (3.15)
Thus, ϕ α+β−1−∆,α+β+m−n−2 induces an isomorphism
n,m (α, β; z) n,m (α, β, i; z), such that
We also define
for convenience. Since
it follows by (3.2), (3.18) and (3.19) that
n,m (α, β; z)) (3.20) for r, s = 0, . . . , T − 1 and i ∈ Z. It follows from Lemma 3.2 that
where r(p, n) is defined in (3.8) . This is used to define the product * T n,p,m on a vertex algebra in Section 4. We denote Span
The following two results will be used to compute 1 * T n,p,m a for a ∈ V in Section 4.
Proof. Since 
Proof. If n ≡ p (mod Z), then it follows by Lemma 3.5 that
Suppose n ≡ p (mod Z). By Lemma 3.5 again, the same computation as in the proof of [4, Lemma 4.7] shows
The following result will be used in order to obtain Lemma 4.3, which induces the commutator formula in Lemma 5.9. Proof. The proof is similar to that of [5, Lemma 3.4] . We simply write r = r(p, n) and ϕ = ϕ α+β−1−∆,α+β+m−n−2 . It follows by
n,m (β, α; z), where r ∨ is defined in ( 
Thus, it follows by (3.7) that
and therefore
n,m (α, β; z)).
The same argument as in the proof of [5, Lemma 3.4] shows
The proof is complete. Let T ′ be a positive multiple of T and α, β ∈ Z. 
n,m (α, β, i; z))
for i ∈ Z and r, s = 0, . . . , T − 1. Therefore, Lemma 3.2 implies
n,m (α, β; z))
for i ∈ Z and r = 0, . . . , T − 1. By (3.22), we have the following result. Throughout the rest of this paper, we always assume the following properties for a vertex algebra V : V has a grading V = ⊕ ∞ i=∆ V i such that ∆ ∈ Z ≤0 , 1 ∈ V 0 and for any homogeneous element a ∈ V , a i V j ⊂ V wt a−1−i+j , where V i = 0 for i < ∆. Every vertex operator algebra satisfies these properties. Throughout this section, we fix m =
In this section, we first define a product * T n,p,m on V and a quotient space A T n,m (V ) of V . In the following, we shall use a similar argument as in [4, Section 3] . For a ∈ V i , we denote i by wt a. Definê n,m (V ) be the subspace of V spanned by
and O T,1 n,m (V ) the subspace of V spanned by
n,m (wt a, wt b; z)
. 
for i ∈ Q, j ∈ Z and homogeneous a, b ∈ V .
By (3.21), we have
for homogeneous a, b ∈ V , where Φ T n,p,m is defined in (3.22), and extend a * T n,p,m b for arbitrary a, b ∈ V by linearity. By Y (1, x) = id V and Lemma 3.6, we have
n,m (V ) be the subspace of V spanned by
for all a, b, c, u ∈ V and all p 1 , p 2 ,
n,m (V ).
By (4.6), we have
for a, b, c ∈ V and p 1 , p 2 ∈ (1/T )N.
where r(p, n) is defined in (3.8).
Proof. We may assume a and b to be homogeneous elements of V . We simply write r = r(p, n). Let ε be the integer defined in (3.24). By Lemma 4.1 and (3.25), we have
where ϕ wt a+wt b−1−∆,wt a+wt b+m−n−2 is defined by (3.6). Thus, the assertion follows from Lemma 3.7.
By (4.6) and Lemmas 3.5 and 4.3, we have
for a ∈ V . The same argument as in the proof of [5, Lemma 3.8] shows the following lemma.
We define 
Remark 4.8. Suppose V is a vertex operator algebra. Let g be an automorphism of V of finite order t. In [5] , a product * n g,m,p on V and a quotient space A g,n,m (V ) = V /O g,n,m (V ) of V are constructed for each n, p, m ∈ (1/t)N. If g = id V , then * n g,m,p = * n m,p and A g,n,m (V ) = A n,m (V ), where * n m,p is a product on V and A n,m (V ) is a quotient space of V constructed in [4] . 
where O ′ g,n,m (V ) is the subspace of V defined on p. 4240 in [5] . Thus, O t,1 n,m (V ) is a subspace of O ′ g,n,m (V ). We simply write r = r(p, n), which is defined in (3.8). For s = 0, . . . , t − 1, we havê
n,m (wt a (g,s) , wt b; z) by (3.20) . Therefore, by (3.22) and (4.5) we have
We conclude that O t,1 n,m (V ) ⊂ O g,n,m (V ) and A g,n,m (V ) is a quotient space of A t n,m (V ). For an automorphism group G of V of finite order, the same argument as above shows A G,n (V ) in [16] is a quotient space of A |G| n (V ).
(1/T )N-graded (V, T )-modules and A T n,m (V )
Throughout this section, we always assume the properties mentioned at the beginning of Section 4 for a vertex algebra V as stated there. In this section, for m ∈ (1/T )N we describe a relation between the A T m (V )-modules and the (1/T )N-graded (V, T )-modules defined below.
for homogeneous a ∈ V and i, n ∈ (1/T )N, where M (n) = 0 for n < 0. 
2 ))((x 0 )) ≥− wt a−wt b+∆ , it follows by Remark 2.6 that
where s ∨ is defined in (3.9) . Since a j+i = b k+i = 0 on M (m) for all i ∈ N, it follows by (2.16), (3.13) and (5.3) that 
Proof. We may assume a and b to be homogeneous elements of V . We simply write r = r(p, n), which is defined in (3.8) . By (3.20) and Lemma 5.2, we have
n,m (wt a, wt b, j; z))(w)x
where we used (3.13) in the last step and r ∨ is defined in (3.9). Thus, (5.5) becomes
The rest of the proof is the same as that of [5, Lemma 5.1] by (2.17).
The following result is a direct consequence of Lemma 5.4. 
For homogeneous a ∈ V and i ∈ (1/T )Z, define an operator a i from M (U )(n) to M (U )(n + wt a − i − 1) by
for b ⊗ u ∈ M (U )(n) with b ∈ V and u ∈ U . This operation is well-defined (cf. [4, p.815]). We extend a i for an arbitrary a ∈ V by linearity and set We recall that Y r M (a, x) denotes i∈r/T +Z a i x −i−1 for a ∈ V (cf. (2.11) ). 6 Appendix
The determinant of a matrix
In this subsection we shall show that the matrix Γ in (3.5) is nonsingular. Let b, t be positive integers and x 0 , . . . , x t−1 indeterminates. We denote by E n the n × n identity matrix. Define α k i (x s ) = 
It follows by
Thus, the degree of det A ∈ C[x 0 , . . . , x t−1 ] is at most The proof is complete.
