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1 Introduction
1.1 Summary
1.1.1. Let F be a function field in one variable over a finite field. Fix a place∞ of F , and let A
be the subring of F consisting of all elements which are integral outside∞.
In this paper (Part I) and its sequel (Part II), we construct toroidal compactifications of the
moduli spaces of Drinfeld A-modules. In this Part I, we construct them in the case A = Fq[T ].
In Part II, we will construct them for general A by a method of reduction to the case A = Fq[T ].
1.1.2. In this paper, we refer to Drinfeld A-modules more simply as Drinfeld modules.
Assume A = Fq[T ], and let N be an element of A which does not belong to Fq.
In the case that N has at least two distinct prime divisors (resp. N has only one prime
divisor), letMdN over A (resp. over A[
1
N
]) be the moduli space of Drinfeld modules of rank d
with Drinfeld level N structure. Recall that by [5, Section 5], the moduli spaceMdN is regular,
andMdN ⊗A A[
1
N
] is smooth over A[ 1
N
].
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In this paper, we construct toroidal compactifications of MdN as the moduli spaces of log
Drinfeld modules of rank d with level N structure.
1.1.3. Similarly to toroidal compactifications of the moduli spaces of abelian varieties as in [3, 6],
our toroidal compactifications are indexed by cone decompositions and they form a projective
system under subdivisions. After inverting N , they are log smooth over A[ 1
N
], and among them,
smooth toroidal compactifications are cofinal. In the case N has at least two prime divisors,
toroidal compactifications (without invertingN) are log regular (or equivalently, log smooth over
Fq by 2.7.2), and among them, regular toroidal compactifications are cofinal.
1.1.4. The compactification ofMdN of Satake-Baily-Borel type (called a Satake compactification
in [25]) was constructed by Kapranov [18] in the case thatA = Fq[T ] and by Pink [25] in general.
In a short summary [24], Pink explained how to construct toroidal compactifications ofMdN
quoting a work of K. Fujiwara. The details are not yet published. In this paper, we use the ideas
of Pink and Fujiwara.
The toroidal compactification of the moduli space of Drinfeld modules with A = Fq[T ] and
N = T is contained in the work of Puttick [28].
In the case d = 2, our toroidal compactifcation coincides with the proper model of the Drinfeld
modular curve constructed in Lehmkuhl [23].
1.2 Log Drinfeld modules with level structures
ãĂĂ Let F ,∞, and A be as in 1.1.1. Let p be the characteristic of F .
1.2.1. Let S be a scheme over A.
Recall that a Drinfeld module over S of rank d ≥ 1 is a pair (L, φ) where L is a line bundle
over S and φ is an action of A on the additive group scheme L, satisfying a certain condition. A
generalized Drinfeld module over S is such a pair (L, φ) satisfying a slightly weaker condition,
found in 2.1.
The Satake compactification ofMdN obtained in [18] and [25] is regarded as the moduli space
of generalized Drinfeld modules (see Section 5.1).
For the toroidal compactification, we introduce the notion of a log Drinfeld module of rank d
with levelN structure below.
1.2.2. LetN be an element ofA which does not belong to the total constant field of F . Let d ≥ 1
be an integer.
Recall that for a scheme S over A and for a Drinfeld A-module (L, φ) over S of rank d, a
Drinfeld levelN structure on (L, φ) is a homomorphism
ι : ( 1
N
A/A)d → L,
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which is compatible with the actions of A, where A acts on L via φ, and which satisfies a certain
condition (2.6.1). If N is invertible on S, the condition is that ι induces an isomorphism
( 1
N
A/A)d
∼
−→ φ[N ]
of group schemes, where φ[N ] = ker(φ(N) : L → L).
1.2.3. In this paper, we consider schemes with log structures. For generalities of log structures,
see [19] and [15]. See 2.5.1 of this paper for a short introduction. A scheme endowed with a log
structure is called a log scheme. In this paper, we use saturated log structures (2.5.1). Saturated
log structures have good relations with toric geometry and cone decompositions which we use in
our theory of toroidal compactifications.
1.2.4. A standard example of a saturated log structure which we consider is as follows.
Let S be a normal scheme and let U be a dense open subset of S with the inclusion morphism
j : U → S. Then the sheafMS := OS ∩ j∗(O
×
U ) ⊂ j∗(OU ) = {f ∈ OS | f is invertible on U}
with the mapMS
⊂
→ OS is a saturated log structure. We callMS the log structure on S associated
to U (or the log structure on S associated to the closed set S r U).
1.2.5. Our toroidal compactifications are related to toric varieties. Consider the affine toric variety
Spec(Fp[P ]) over Fp for a finitely generated saturated monoid (fs monioid for short, see 2.5.1) P ,
where Fp[P ] denotes the semi-group ring of P over Fp. It has the standard log structure.
For a scheme S overA endowedwith a log structureMS , the following four conditions (i)–(iv)
are equivalent.
(i) S is log smooth over Fp.
(ii) S is log regular (2.7.1) and locally of finite type over A.
(iii) Étale locally on S, there are an fs monoid P and an étale morphism S → Spec(Fp[P ])
such thatMS is the inverse image of the standard log structure of Spec(Fp[P ]).
(iv) Étale locally on S, there are an fs monoid P and a smooth morphism S → Spec(Fp[P ])
such thatMS is the inverse image of the standard log structure of Spec(Fp[P ]).
Under these equivalent conditions, S is normal andMS = OS ∩ j∗(O
×
U ) as in 1.2.4, where U
is the dense open set of S consisting of all points at which the log structure of S is trivial.
1.2.6. Let S be a scheme with a saturated log structureMS . For a line bundle L on S, we define a
sheaf L on the étale site of S which contains L as a subsheaf. Put succinctly, L is an enlargement
of L allowing poles which belong to the log structure of S. It plays a role here because torsion
points of generalized Drinfeld modules have poles. Define
L := L ∪L× M
−1
S L
×.
Here L× ⊂ L denotes the sheaf of bases of L,
M−1S = {f
−1 | f ∈MS} ⊂M
gp
S = {fg
−1 | f, g ∈MS},
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M−1S L
× denotes the quotient M−1S ×
O×
S L× of M−1S × L
× by the relation (hu, e) ∼ (h, ue)
(h ∈M−1S , u ∈ O
×
S , e ∈ L
×), and ∪L× means the union obtained by identifying the subsheaf L×
of L and the subsheaf L× ofM−1S L
×.
For (S, U) as in 1.2.4 and for the associated log structureMS , L = L ∪M
−1
S L
× ⊂ j∗(L|U).
Note that the additive group structure of L does not extend to L.
If L is the trivial line bundle OS , then L is identified with the union OS ∪O×
S
M−1S , and it is
identified with the sheaf of morphisms to the log scheme P1Z, the projective line over Z, with the
log structure associated to the divisor at infinity.
Let
pole : L → MS/O
×
S
be the map which sends L to 1 and sends f−1e to f mod O×S for f ∈MS and e ∈ L
×.
1.2.7. Let (S, U) be as in 1.2.4 and assume that S is a scheme over A. Then by a generalized
Drinfeld module over (S, U) of rank d with level N structure, we mean a pair ((L, φ), ι) of a
generalized Drinfeld module (L, φ) over S whose restriction (L, φ)|U to U is a Drinfeld module
of rank d and ι is a levelN structure on (L, φ)|U .
We can show (2.6.4) that for such (S, U) and ((L, φ), ι), ι : ( 1
N
A/A)d → L|U extends uniquely
to a map ι : ( 1
N
A/A)d → L ⊂ j∗(L|U), where L is defined by the log structure of S in 1.2.4.
1.2.8. Let S be a scheme overA with saturated log structure. By a log Drinfeld module over S of
rank d with levelN structure, we mean a pair ((L, φ), ι) of a generalized Drinfeld module (L, φ)
over S and a map
ι : ( 1
N
A/A)d → L
satisfying a certain condition (i)
(i) Étale locally on S, there are a log scheme S ′ over A satisfying the equivalent conditions
(i)–(iv) in 1.2.5, a morphism f : S → S ′ of log schemes over A, a generalized Drinfeld module
((L′, φ′), ι′) over (S ′, U) of rank d with level N structure in the sense of 1.2.7, where U denotes
the dense open set of S ′ at which the log structure of S ′ is trivial, and an isomorphism between
((L, φ), ι) and the pullback of ((L′, φ′), ι′) (here ι′ is regarded as a map ( 1
N
A/A)d → L′ (1.2.7))
under f .
Note that we are not attempting to define the notion of a log Drinfeld module without reference
to a level structure.
Remark 1.2.9.
(1) If S is a scheme over A with trivial log structure, a log Drinfeld module over S of rank d
with level N structure is equivalent to a Drinfeld module over S of rank d with Drinfeld
levelN structure (see 2.7.3).
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(2) A Drinfeld module is additive and a log structure is multiplicative. Hence it is not very easy
to connect these two different notions to define a log Drinfeld module. In our formulation,
a log Drinfeld module is like a centaur: It has the body L whose half L is additive and
whose the other halfM−1S L
× is multiplicative.
We will prove the following two propositions.
Proposition 1.2.10. Let S be as in 1.2.8, and let ((L, φ), ι) be a log Drinfeld module over S. Let
a, b ∈ ( 1
N
A/A)d. Then locally on S, we have either
pole(ι(a))
pole(ι(b))
∈MS/O
×
S or
pole(ι(b))
pole(ι(a))
∈MS/O
×
S in M
gp
S /O
×
S .
See 2.7.6 for the proof.
Proposition 1.2.11. Let S and ((L, φ), ι) be as in 1.2.8. Assume A = Fq[T ]. Then:
(1) Locally on S, there is an A/NA-basis (e0)0≤i≤d−1 of (
1
N
A/A)d satisfying the following
condition:
(1.1) For each nonnegative integer i with i ≤ d− 1, we have
pole(ι(a))
pole(ι(ei))
∈MS/O
×
S ⊂ M
gp
S /O
×
S
for all a ∈ ( 1
N
A/A)d with a /∈
∑i−1
j=0(A/NA)ej .
Furthermore, we have the following.
(2) The values pole(ι(ei)) with 0 ≤ i ≤ d − 1 are independent of the choice of basis (ei)i in
(1.1), and pole(ι(e0)) = 1 for every choice of (ei)i.
See 3.4.2 for the proof.
1.3 Main results
1.3.1. In the rest of this introduction, we suppose that A = Fq[T ].
We fix N and d as in Section 1.2. In the case N has at least two prime divisors (resp. N has
only one prime divisor), let Clog be the category of schemes overA (resp.A[
1
N
]) with saturated log
structures.
1.3.2. Let
M
d
N : Clog → (Sets)
be the contravariant functor for whichM
d
N(S) is the set of all isomorphism classes of log Drinfeld
modules over S of rank d with level N structure.
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1.3.3. LetMdN be as in 1.1.2. We endowM
d
N with the trivial log structure. Viewed as a functor,
MdN : Clog → (Sets) sends an object S to the set Mor(S,M
d
N) which consists of all isomorphism
classes of Drinfeld modules over the underlying scheme of S over A of rank d endowed with
Drinfeld levelN structure. So by 1.2.9(1), we have an embedding of functorsMdN →֒M
d
N .
1.3.4. Consider the cone
Cd := {(s1, . . . , sd−1) ∈ R
d−1 | 0 ≤ s1 ≤ · · · ≤ sd−1}.
For a finite rational cone decomposition Σ of Cd, we define the subfunctor M
d
N,Σ of M
d
N which
containsMdN as follows.
For an object S of Clog, the setM
d
N,Σ(S) consists of all
((L, φ), ι) ∈M
d
N (S)
such that locally on S, there exist an A/NA-basis (ei)0≤i≤d−1 of (
1
N
A/A)d satisfying (1.1) of
1.2.11 and a cone σ ∈ Σ such that
d−1∏
i=1
pole(ι(ei))
b(i) ∈MS/O
×
S ⊂M
gp
S /O
×
S
for all b = (b(i))i ∈ Zd−1 for which
∑d−1
i=1 b(i)si ≥ 0 for all (si)i ∈ σ.
The following theorem is the main result of this paper.
Theorem 1.3.5.
(1) For every finite rational cone decomposition Σ of Cd, the functor M
d
N,Σ is represented by
an objectM
d
N,Σ of Clog. This log schemeM
d
N,Σ is log regular, andM
d
N,Σ ⊗A A[
1
N
] is log
smooth over A[ 1
N
]. The underlying scheme of M
d
N,Σ is proper over A (resp. A[
1
N
]) if N
has at least two prime divisors (resp. only one prime divisor).
(2) If Σ′ is a finite rational subdivision of Σ, the morphism M
d
N,Σ′ → M
d
N,Σ is proper,
birational, and log étale.
(3) For a given finite rational cone decompositionΣ of Cd, there is a finite rational subdivision
Σ′ of Σ such that the underlying scheme ofM
d
N,Σ′ is regular, the boundaryM
d
N,Σ′ rM
d
N
is a divisor with normal crossings, the underlying scheme of M
d
N,Σ′ ⊗A A[
1
N
] is smooth
over A[ 1
N
], andM
d
N,Σ′ ⊗AA[
1
N
]rMdN ⊗AA[
1
N
] is a relative normal crossing divisor over
A[ 1
N
].
We call the space M
d
N,Σ in (1) a toroidal compactification of M
d
N . The proof of Theorem
1.3.5 is given in Section 5.
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Our theory of cone decompositions bases on the decomposition of the Bruhat-Tits building
into simplices which is reviewed in Section 2.8, as is explained in Section 3.1.
A relation between the shapes of cones in Σ and local shapes of toroidal compactifications is
explained in the following Theorem 1.3.6 (3).
Theorem 1.3.6. There is a special finite rational cone decomposition Σk of Cd for each k ≥ 1
such that if k is the degree of the polynomialN ∈ A = Fq[T ], we have the following (1)–(3):
(1)M
r
N = M
r
N,Σk
.
(2) For a finite rational cone decomposition Σ of Cd, we have M
r
N,Σ = M
r
N,Σ∗Σk
, where ∗
means the join.
(3) Let Σ be a finite rational subdivision of Σk. Then there are schemes Uσ for σ ∈ Σ, an
étale surjective morphism
∐
σ∈Σ Uσ →M
d
N,Σ, smooth morphisms Uσ → toricFp(σ) over Fp such
that the inverse image ofMdN in Uσ coincides with the inverse image of the torus part G
d−1
m,Fp
of
the toric variety toricFp(σ) over Fp, and étale morphisms Uσ⊗AA[
1
N
]→ toricA[ 1
N
](σ) over A[
1
N
]
such that the inverse image ofMrN ⊗A A[
1
N
] in Uσ ⊗A A[
1
N
] coincides with the inverse image of
the torus partGd−1
m,A[ 1
N
]
of toricA[ 1
N
](σ).
See Section 5 for the proof. The part (3) of Theorem 1.3.5 follows from the part (3) of
Theorem 1.3.6 by the fact that there is a finite subdivision Σ′ of Σ such that toricFp(σ) is smooth
over Fp for all σ ∈ Σ′.
The following Theorem 1.3.7 shows that log Drinfeld modules over an object S of Clog are
simply understood in the case S is as in 1.2.4.
Theorem 1.3.7. Let S be an object of Clog such that the underlying scheme of S is normal and
such that the log structure of S is associated to a dense open subset U of S as in 1.2.4. Then the
following two notions are equivalent.
(i) A log Drinfeld module ((L, φ), ι) over S of rank d with level N structure.
(ii) A generalized Drinfeld module ((L, φ), ι) over (S, U) of rank d with level N struc-
ture in the sense of 1.2.7 such that for each a, b ∈ ( 1
N
A/A)d, locally on S, we have either
pole(ι(a)) pole(ι(b))−1 ∈MS/O
×
S or pole(ι(b)) pole(ι(a))
−1 ∈MS/O
×
S inM
gp
S /O
×
S .
We obtain (ii) from (i) by restricting ι of (i) to U , and conversely, (i) from (ii) by taking the
unique extension of ι in (ii) to a map to L (1.2.7).
This will be proved in Section 5.
1.4 Comparison with abelian varieties
We describe that our constructions of toroidal compactifications are similar to the constructions
of the troidal compactifications of the moduli spaces of aelian varieties in [3, 6] but that there
are differences. In particular, we explain the Tate uniformizations of Drinfeld modules on adic
spaces, and a theory of iterated Tate uniformizations on formal schemes that we use.
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1.4.1. The most difficult part of this paper is to prove that our toroidal compactification is log
regular (that is, it has only toric singularities) worthy of the name.
Consider the theory of compactification of the moduli space of elliptic curves with level N
structure. The formal completion of the compactified moduli space at the boundary is isomorphic
to Spf(Z[ζN ]Jq1/NK), and from this we can deduce that the compactified moduli space is regular
and its tensor product with Z[ 1
N
] is smooth over Z[ 1
N
]. Here q is the q-invariant which appears
in the formal moduli theory. The universal degenerate elliptic curve over Spf(Z[ζN ]Jq1/NK) is
expressed as the quotient of the multiplicative group by a Z-lattice of rank 1, which is the theory
of Tate uniformization in (1) below, and q is the Z-basis of this Z-lattice.
Similarly, to prove the log regularity and the log smoothness of our toroidal compactification,
we consider the formal completion of the compactification at the boundary, which is a moduli
space of degeneration of Drinfeld modules over formal schemes.
(1) In the theory of degeneration of abelian varieties over formal schemes, an important thing
is an anaytic presentationX = Y/Λ of an abelain varietyX with degeneration as a quotient
of a semi-abelian variety Y by a Z-lattice Λ. This is due to Tate, Raynaud, Mumford, and
Faltings-Chai. This Λ is useful to understand the formal completion of the compactified
moduli space.
(2) In the theory of degeneration of Drinfeld modules over formal schemes, in Section 4.2 of
this paper, we will obtain the Tate uniformization X = Y/Λ of a Drinfeld module with
degeneration as a quotient of a Drinfeld module Y by a certain Λ, generalizing the result of
Drinfeld over complete discrete valuation fields. Though the result of Drinfeld was useful
to understand the compactifed moduli space of Drinfeld modules of rank 2, this generalized
Tate uniformization is not so useful in general because this Λ, which is a locally constant
sheaf of A-lattices on an adic space, has too big monodromy action in the case of rank > 2
and not merely an A-lattice. What is useful is a theory of iterated Tate uniformizations,
which expresses X as an iterated quotient of Y . That is, we obtain X from Y via Y0 = Y ,
Yi+1 = Yi/Λi (0 ≤ i ≤ n− 1) andX = Yn, where Yi (1 ≤ i ≤ n) are generalized Drinfeld
modules and Λi (0 ≤ i ≤ n − 1) are A-lattices in Yi of rank 1. These Λi are useful to
understand the compactified moduli space. See Section 4.5.
The difference between (1) and (2) is explained more in 4.2.20.
1.4.2. The difference between the above (1) and (2) is related to the following difference of local
monodromy over a valuation ring.
Let V be a strictly Henselian valuation ring (which need not be of height one) with field of
fractions K. For an abelian variety overK, the local monodromy satisfies (σ1 − 1)(σ2 − 1) = 0
after taking a finite extension of K. On the other hand, for a Drinfeld module over K, the local
monodromy satisfies (σ1 − 1)(σ2 − 1) . . . (σn − 1) = 0 for some n after a finite extension of K,
but we cannot always take n = 2. This is discussed in Section 2.4.
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1.4.3. In [17], the notion of a log abelian variety is defined, and it is shown that the toroidal
compactifications ([3], [6]) of moduli spaces of abelian varieties are understood as the moduli
spaces of log abelian varieties. This notion is similar to the notion of a log Drinfeld module in
this paper. For a log scheme S, a log abelian variety A over S is contravariant functor from the
category of fs log schemes over S to the category of abelian groups satisfying certain conditions
and which has a subgroup functor represented by a semi-abelian scheme G over S. The inclusion
G ⊂ A is similar to L ⊂ L. One difference is that L does not have a group structure, though A
does.
1.5 Plan of this paper, acknowledgements
1.5.1. The plan of this paper is as follows. Section 2 contains generalities on Drinfeld modules,
generalized Drinfeld modules and log Drinfeld modules. In Section 3, we discuss cone decompo-
sitions related to Bruhat-Tits buildings and Drinfeld exponential maps. In Section 4, we discuss
Tate uniformizations, and we discuss formal moduli by using iterated Tate uniformizations. In
Section 5, we prove our main theorem.
In Section 2 and Sections 4.1, 4.2 and 4.3, we consider general A. In the rest of the paper
(that is, Sections 3, Sections 4.4, 4.5, and Section 5), we restrict to the case A = Fq[T ]. In a
forthcoming paper, Sections 3–5 will be extended to general A.
1.5.2. The reasons why we divide this work into two papers, Part I and Part II, are as follows.
First, in the theory for general A, we use reduction to the case A = Fq[T ] in several key points.
Hence, it is better to treat the case A = Fq[T ] first. Second, the case A = Fq[T ] is especially
simple and the ideas can be seen clearly (for general A, the description of the theory becomes
very involved in parts, and the ideas are hidden behind complicated definitions).
1.5.3. In this paper, we use ideas of Richard Pink and Kazuhiro Fujiwara described in the paper
[24] of Pink. In [24], Pink uses torsion points of Drinfeld modules for his theory of toroidal
compactifications of moduli spaces of Drinfeld modules. Our use of torsion points in the above
Section 1.3 is similar to it. The importance of the iterated Tate uniformization appears in Pink [24]
at the place where he introduces the study of Fujiwara. The log regularity and the log smoothness
of the toroidal compactifications are not discussed in [24].
Though details are not written in [24], we believe that the ideas of Pink and Fujiwara in [24]
were enough to have the theory of toroidal compactifications.
1.5.4. The second author wishes to express his thanks to Sampei Usui, Chikara Nakayama, and
Takeshi Kajiwara that the joint works with them on partial toroidal comactifications of period
domains and on log abelian varieties ([22], [21], [17]) were very helpful to find the right ways in
this work.
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The work of the first two authors was supported in part by the National Science Foundation
under Grant Nos. 1303421 and 1601861. The work of the third author was supported in part by
the National Science Foundation under Grant Nos. 1661658 and 1801963.
2 Generalized and log Drinfeld modules
Let F be a function field in one variable with total constant finite field Fq. Fix a place∞ of F .
Let A be the ring of all elements of F which are integral outside∞. Let F∞ be the local field of
F at∞, and let | | be the standard absolute value of F∞.
2.1 Basic things
We review the definitions of a Drinfeld module [5] and of a generalized Drinfeld module (in the
terminology of [25]).
Let S denote a scheme over A.
2.1.1. A generalized Drinfeld module over S is a pair (L, φ), where L is a line bundle over S
and φ is an Fq-linear action of the ring A on the (additive) group scheme L over S satisfying the
following conditions. Locally on S, take a basis δ of L, and write
φ(a)(zδ) =
∞∑
n=0
c(δ, a, n)znδ
(a ∈ A, z ∈ OS , c(δ, a, n) ∈ OS independent of z and zero for sufficiently large n). Then
(i) c(δ, a, 1) = a for all a ∈ A, and
(ii) for each s ∈ S, there are a ∈ A and n ≥ 2 such that c(δ, a, n) ∈ O×S,s.
A generalized Drinfeld module (L, φ) will frequently be written simply as φ. Its local
coefficients c(δ, a, n) for a given δ will also be written c(a, n). By definition, we have
c(uδ, a, n) = c(δ, a, n)un−1
for u ∈ O×S . If OS
∼= L, we will often identify L with OS by a choice of δ and omit the notation
for δ in the formula for φ.
A homomorphism of generalized Drinfeld modules is a homomorphism of line bundles which
is compatible with the given actions of A.
2.1.2. For a generalized Drinfeld module φ over S, we have φ(a)(z) = az for all a ∈ Fq. From
this, it follows that c(a, n) = 0 for all a ∈ A unless n is a power q. That is, locally we have
φ(a)(z) =
∞∑
i=0
aiτ
i(z)
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for some ai ∈ OS , where τ is the homomorphism z 7→ zq .
2.1.3. For a generalized Drinfeld module φ over S and s ∈ S, there is an integer r(s) ≥ 1 such
that for each a ∈ Ar {0}, the coefficient c(a, |a|r(s)) is invertible at s and c(a, n) is not invertible
at s if n > |a|r(s). This is quickly reduced to the case that S = Spec(k) for a field k over A and
[5, Prop. 2.1]. That r(s) is an integer is [5, Cor. to Prop. 2.2] (see also [10, Prop. 4.5.3]).
2.1.4. A generalized Drinfeld module over S is called a Drinfeld module over S of rank d if it
satisfies
(i) r(s) = d for all s ∈ S, where r(s) is as in 2.1.3, and
(ii) c(a, n) = 0 if a ∈ A and n > |a|d.
Remark 2.1.5. The definition of an elliptic module over S of rank d and the definition of a
standard elliptic module over S of rank d are given in (B) of [5, Section 5]. Actually, the above
definition of a Drinfeld module over S of rank d is the same as the definition of a standard elliptic
module over S of rank d. As is explained in [5, Section 5], the category of Drinfeld modules (i.e.,
standard elliptic modules) over S of rank d is equivalent to the category of elliptic modules over
S of rank d.
2.1.6. In the case that S is an integral scheme, by a generalized Drinfeld module over S of generic
rank d we mean a generalized Drinfeld module over S whose restriction to the generic point of S
is a Drinfeld module of rank d.
Note that for a generalized Drinfeld module φ over S of generic rank d, we have r(s) ≤ d for
every s ∈ S, and φ is a Drinfeld module if and only if r(s) = d for all s ∈ S.
2.2 Stable reduction theorem
The following proposition and its corollary are generalizations of [5, Prop. 7.1]. The proofs are
essentially the same as those given in [5, Section 7].
Let S be an integral scheme over A, and letK be its function field. We require the following
lemma.
Lemma 2.2.1. Suppose that S is normal. Let (L, φ) and (L′, φ′) be generalized Drinfeld modules
over S, and let f : (L, φ)K
∼
−→ (L′, φ′)K be an isomorphism between their pullbacks to SpecK.
Then f induces an isomorphism (L, φ)
∼
−→ (L′, φ′).
Proof. Wemay assume that (L, φ)K = (L′, φ′)K and f is the identitymap. It suffices to prove that
L = L′. Let s ∈ S, and let δ and δ′ be basis elements of L and L′ at s, respectively. Write δ′ = uδ
with u ∈ K×. Choose a, a′ ∈ A and integers n, n′ ≥ 2 such that c(δ, a, n), c(δ′, a′, n′) ∈ O×S,s.
Since c(δ′, a, n) ∈ OS,s, we have un−1 ∈ OS,s, and similarly c(δ, a′, n′) ∈ OS,s implies that
u1−n
′
∈ OS,s. Since S is normal, we have u ∈ O
×
S,s. Since this holds for all s, we have
L = L′.
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Proposition 2.2.2. Let U be a dense open subset of S, and let φ be a generalized Drinfeld module
over U . There exist a proper birational morphism T → S and a finite separable extensionK ′ of
K such that if T ′ denotes the integral closure of T in K ′ and U ′ denotes the inverse image of U
in T ′, then the pullback of φ to U ′ extends uniquely to a generalized Drinfeld module over T ′.
Proof. Take a finite set of Fq-algebra generators yi of A with 1 ≤ i ≤ k. Fix a linear basis
element δ of the Drinfeld module overK, and define c(yi, n) ∈ K using δ. Let Y be the finite set
of all pairs (i, n) of integers with 1 ≤ i ≤ k and n ≥ 2 such that c(yi, n) 6= 0. LetK ′ be the finite
extension of K obtained by adjoining all (n − 1)th roots of c(yi, n) for all (i, n) ∈ Y . Since for
every (i, n) ∈ Y , the integer n is a power of q by 2.1.2, the field K ′ is separable overK.
Take an integerm ≥ 1 which satisfies m
n−1
∈ Z for all (i, n) ∈ Y , and consider the fractional
OS-ideal I on S generated by the c(yi, n)m/(n−1). Let T → S be the blowup of S by I , and let
T ′ be the integral closure of T in K ′. For (i, n) ∈ Y , let U(i, n) be the open part of T on which
c(yi, n)
m/(n−1) divides c(yj, h)m/(h−1) for all (j, h) ∈ Y . Then the U(i, n) form an open covering
of T . Let U ′(i, n) be the inverse image of U(i, n) in T ′.
Let L′ be the line bundle on T ′ for which δi,n := c(yi, n)−1/(n−1)δ is a basis on U ′(i, n). For
x ∈ OU ′(i,n), we set
φ′(yj)(xδi,n) = yjxδi,n +
∑
h
xh
(
c(yj, h)
1/(h−1)
c(yi, n)1/(n−1)
)h−1
δi,n,
where h ranges over all integers such that (j, h) ∈ Y . Since
c(yj, h)
1/(h−1)
c(yi, n)1/(n−1)
∈ OU ′(i,n)
by definition, (L′, φ′) is a generalized Drinfeld module over T ′. OverK ′, this Drinfeld module φ′
is the pullback of φ onK. Since T ′ is normal, Lemma 2.2.1 tells us that φ′ is the unique extension
to T ′ of the pullback of φ to U ′.
Taking S to be the spectrum of a valuation ring in Proposition 2.2.2, we have the following
corollary (as the valuative criterion for properness forces T = S).
Corollary 2.2.3. Let V be a valuation ring with field of fractions K, and let φ be a Drinfeld
module over K. Then there is a finite extensionK ′ of K such that the pullback of φ to K ′ comes
from a generalized Drinfeld module over the integral closure of V inK ′.
2.3 Generalized Drinfeld modules over complete rings
We give complements Prop. 2.3.1 and Prop. 2.3.5 to [5, Section 7].
Proposition 2.3.5 says that the complete discrete valuation ring in [5, Prop. 7.2] is generalized
to a complete valuation ring of height one. Proposition 2.3.1 says that a part of [5, Prop. 7.2]
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is generalized to commutative rings which are I-adically complete for an ideal I . The proofs of
2.3.1 and 2.3.5 are essentially the same as the arguments given in [5, Section 7].
Proposition 2.3.1. Let R be a commutative ring over A, and let I be an ideal of R such that
R
∼
−→ lim
←−i
R/I i. Let φ be a generalized Drinfeld module over R with trivial line bundle, and
suppose it reduces to a Drinfeld module over R/I of rank r. Then there is a unique pair (ψ, e),
where ψ is a Drinfeld module over R of rank r with trivial line bundle and ψ ≡ φ mod I , and
where e ∈ RJzK is such that e ≡ z mod I , the zn-coefficient of e is zero unless n is a power of q,
the reduction modulo In of e is a polynomial for every n, and e ◦ ψ(a) = φ(a) ◦ e for all a ∈ A.
Proof. As in the first five lines of part (2) of the proof of [5, Prop. 7.2], the result follows
from [5, Prop. 5.2] (taking B = R/In therein). More details are given in the argument of [25,
Prop. 3.4]. Very roughly, [5, Prop. 5.2] is used to find the existence of a unique e and ψ(b) such
that e ◦ ψ(b) = φ(b) ◦ e, given a nonconstant b ∈ A. By the commutativity of eφ(a)e−1 and
eφ(b)e−1 for every a ∈ A, we can use [5, Prop. 5.1] to see that the same e works for φ(a).
Remark 2.3.2. There is a natural generalization of 2.3.1 to the situation where we do not assume
that the line bundle L of φ is trivial. We have still a correspondence φ 7→ (ψ, e) where the line
bundle of ψ is L and e =
∑∞
i=0 ciτi where ci ∈ R and τi is a semi-linear map L → Lwith respect
to the ring homomorphism R→ R ; x 7→ xq
i
.
In the rest of this Section 2.3, Drinfeld (resp. generalized Drinfeld) modules are assumed to
have trivialized line bundles.
2.3.3. Let V be a valuation ring over A with maximal ideal m, and let K be the field of fractions
of V . Fix an algebraic closure K¯ of K, let Ksep ⊂ K¯ be he separable closure of K, and set
GK = Gal(K
sep/K). Let vK be an additive valuation ofK associated to V . We suppose that
• V is of height one, i.e., the value group of vK is isomorphic as an ordered group to a
subgroup of R, and
• V is complete, i.e., for every nonzero a ∈ m, the canonical map V → lim←−i V/a
iV is an
isomorphism.
Let vK¯ denote the unique extension of vK to an additive valuation of K¯.
For a Drinfeld module ψ overK, by a ψ(A)-lattice in Ksep, we mean a projective GK-stable
ψ(A)-submodule Λ of finite type ofKsep such that {x ∈ Λ | vK¯(x) ≥ c} is finite for all c ∈ R.
We say that a Drinfeld module ψ over K has potentially good reduction if it comes from a
Drinfeld module over the integral closure of V in some finite extension ofK.
The following lemma will be useful later.
Lemma 2.3.4. Let the notation be as in 2.3.3. Let ψ be a Drinfeld module over V of rank r, and
let Λ be a ψ(A)-lattice in Ksep. Then vK¯(λ) < 0 for all λ ∈ Λr {0}.
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Proof. If λ ∈ Λ is nonzero and vK¯(λ) ≥ 0, then vK¯(ψ(a)λ) ≥ 0 for all a ∈ A, and this contradicts
the finiteness of {λ ∈ Λ | vK¯(λ) ≥ 0}.
Proposition 2.3.5. Let the notation be as in 2.3.3.
(1) Generalized Drinfeld modules of generic rank d over V are in one-to-one correspondence
with pairs (ψ,Λ) consisting of a Drinfeld moduleψ over V of rank r ≤ d and a ψ(A)-lattice
Λ in K¯ of rank d− r.
(2) Drinfeld modules of rank d over K are in one-to-one correspondence with pairs (ψ,Λ)
consisting of a Drinfeld module ψ over K of rank r ≤ d with potentially good reduction
and a ψ(A)-lattice Λ in Ksep of rank d− r.
Proof. The proof is similar to that of [5, Prop. 7.2]. Given a generalized Drinfeld module φ over
V of rank d, its reduction modulom is a Drinfeld module of some rank r ≤ d. Let t be a nonzero
element in m. Then ψ mod t is also a Drinfeld module of rank r. Moreover, as V is complete
for the ideal generated by t, Proposition 2.3.1 and Remark 2.3.2 provide a unique pair (ψ, e) with
ψ a Drinfeld module over V of rank r and, after trivializing the line bundle of φ, with e ∈ VJzK
such that e ≡ z mod t and e ◦ ψ(a) = φ(a) ◦ e for all a ∈ A. The lattice Λ is then taken to be the
kernel of e inKsep.
2.4 Local monodromy over valuation rings
2.4.1. Let V be a strictly Henselian valuation ring over A with maximal ideal m and field of
fractions K. Let Ksep denote a separable closure of K. Let φ be a generalized Drinfeld module
over V with generic rank d.
For a place v 6= ∞ of F that does not correspond to the kernel of A → V/m, let Fv denote
the completion at v and Ov its valuation ring. Consider the v-adic Tate module
Tv(φ) = HomA(Fv/Ov, φ{v})
of φ, where φ{v} is the v-primary torsion of φ in Ksep. Then Tv(φ) is a free Ov-module of rank
d with a continuous action of GK . Let Vv(φ) = Fv ⊗Ov Tv(φ).
For each prime ideal p of V , let r(p) denote the rank of the Drinfeld module over the residue
field Vp/pVp of p obtained from φ. Let
0 = d(−1) < d(0) < · · · < d(m) = d
be such that
{d(i) | 0 ≤ i ≤ m} = {r(p) | p ∈ Spec(V)}.
Theorem 2.4.2. The action of GK on Vv(φ) is quasi-unipotent. More precisely, the following
statements hold.
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(1) For a sufficiently small open subgroup H of GK , there are GK-stable Fv-subspaces Vi of
Vv(φ) of dimension d(i) for −1 ≤ i ≤ m such that
0 = V−1 ⊂ V0 ⊂ · · · ⊂ Vm = Vv(φ)
andH acts trivially on the graded subquotients Vi/Vi−1 with 0 ≤ i ≤ m.
(2) Assume furthermore that the value group Γ of V has the property that Γ ⊗Z Z(p) for
p = char(Fq) is a finitely generated Z(p)-module. Then Vi−1 = IHVi for all 0 ≤ i ≤ m,
where IH denotes the augmentation ideal in the group ring Fv[H ].
Proof. We fix a trivialization of the line bundle of φ. For each positive integer i ≤ m, let Pi be
the union of all prime ideals p of V such that r(p) = d(i), and let Qi be the intersection of all
prime ideals q of V such that r(q) = d(i− 1). Since the set of ideals of a valuation ring is totally
ordered, Pi and Qi are prime ideals of V with r(Pi) = d(i), r(Qi) = d(i − 1), and Pi ( Qi.
The image of the local ring VQi in the residue field κi = V/Pi is a valuation ring of height one
as it has a unique nonzero prime ideal. Let Vi be the completion of this image. Let φi be the
generalized Drinfeld module over Vi induced by φ. Let (ψi,Λi) be the corresponding pair as in
2.3.5(1). We also let V0 = V , φ0 = φ, and P0 = m.
For each nonnegative integer i ≤ m, let φ′i be the Drinfeld module of rank d(i) over κi given
by φi. We have a GK-stable Fv-subspace Vi of Vv(φ) as follows. Let φ{v}i be the subgroup of
φ{v} consisting of all elements which belong to the integral closure of the local ring VPi inK
sep.
Let
Ti = HomA(Fv/Ov, φ{v}i)
and Vi = Fv ⊗Ov Ti. The map φ{v}i → φ
′
i{v} is an isomorphism, and hence we have isomor-
phisms Ti
∼
−→ Tv(φ
′
i) and Vi
∼
−→ Vv(φ
′
i). It follows that dimFv(Vi) = d(i).
For each positive integer i ≤ m, we have an exact sequence
0→ Ti−1 → Ti → Ov ⊗A Λi → 0.
By construction, the GK-action on Λi factors through the absolute Galois group of κi. Since V is
Henselian, the local ring VQi and its image in κi are also Henselian. Hence the absolute Galois
group of κi and that of the field of fractions of Vi are isomorphic. Hence an open subgroup of
GK acts trivially on Λi. This proves (1) and therefore the quasi-unipotence of the GK-action.
We prove (2). By replacing φ by φi (1 ≤ i ≤ m) and replacing V by Vi, we may assume that
V is of complete of height one, Pi is the zero ideal, Qi is the maximal ideal of V , and i = 1. By
replacing V by its integral closure in some finite separable extension of K, we may assume that
GK acts on Λ1 trivially. Write Λ1 as Λ and ψ1 as ψ.
Take an element f ofA such that (f) = va for some a ≥ 1. We identify Tv(φ)with lim←−n φ[f
n],
where φ[fn+1] → φ[fn] is φ(f). Let Ω be the set of all families (xj)j≥0 such that xj ∈ Ksep,
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x0 ∈ Λ, and ψ(f)xj+1 = xj for all j ≥ 0. Then we have a commutative diagram of exact
sequences
0 // T0 // Ω //
f

Λ //

0
0 // T0 // Tv(φ) // Ov ⊗A Λ // 0,
where f((xj)j) = (e(xj))j for e ∈ VJzK such that e ◦ ψ(a) = φ(a) ◦ e for all a ∈ A.
Takeλ ∈ Λr{0} and take λ˜ = (λj)j≥0 ∈ Ω such that λ0 = λ. Regard λ˜ as an element ofTv(φ)
by the above commutative diagram. Let c be the order of the torsion part of (Z(p)⊗ZΓ)/Z(p)vK(λ).
As vK(λ) < 0 by Lemma 2.3.4, we have
λ = ψ(f j)λj = uλ
|f |d(0)j
j ,
where u is a unit of V . The ramification index ofK(λj)/K is then |f |d(0)jc−1, so
[K(λj) : K] ≥ |f |
d(0)jc−1.
Since the degree of the latter extension is the number of distinct conjugates of λj , the image of
the function GK → T0/φ(f j)T0 given by g 7→ (g − 1)λj has order at least |f |d(0)jc−1. Since
T0/φ(f
j)T0 has order |f |d(0)j , this image has index ≤ c. Since j is arbitrary, the image of the
map GK → T0 given by g 7→ (g − 1)λ˜ generates an Ov-submodule of T0 also of index ≤ c. In
particular, the image of the latter map generates V0 over Fv, proving (2).
We consider a result for abelian varieties corresponding to Theorem 2.4.2.
Proposition 2.4.3. Let V be a strictly Henselian valuation ring with field of fractions K. Let
B be an abelian variety over K, and let ℓ be prime number which does not coincide with the
characteristic of V/m. Then there is an open subgroupH of GK such that (σ1 − 1)(σ2 − 1) = 0
on Tℓ(B) for all σ1, σ2 ∈ H .
This should be very well-known, but we give a proof.
Proof. The abelian variety B over K (with a polarization and level structure) gives a morphism
from Spec(K) to the moduli space. By the valuative criterion, this morphism extends to a
morphism from Spec(V) to a toroidal compactification of the moduli space. At each point of this
toroidal compactification, the universal abelian variety on the moduli space has local monodromy
that is unipotent of length two [6].
2.4.4. From 2.4.2(2), we see that the analogue of 2.4.3 for Drinfeld modules is not true. For
example, take A = Fq[T ], let k be a separably closed field over A, and let
V = kJt1K + t2k((t1))Jt2K ⊂ k((t1, t2)).
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Then V is a strictly Henselian valuation ring and the value group of V is isomorphic to Z2 with
the lexicographic order. Consider the generalized Drinfeld module over V defined by
φ(T )(z) = Tz + zq + t1z
q2 + t2z
q3 .
Let p1 = (t1) ) p2 = (t2) ) p3 = 0 be the prime ideals of V . Then the Drinfeld module over the
residue field of pi induced by φ has rank i for i = 1, 2, 3. Hence 2.4.2(2) shows that if v is a place
of A such that v 6=∞ and such that A→ k does not factor through the residue field of v, there is
no open subgroup of GK such that (σ1 − 1)(σ2 − 1) = 0 on Vv(φ) for all σ1, σ2 ∈ H .
2.5 Log geometry and toric geometry
2.5.1. Let S be a site with a sheaf of commutative rings O. A log structure M on S is a sheaf
of commutative monoids endowed with a homomorphism α : M → O of sheaves of monoids for
the multiplicative structure of O such that the map α−1(O×)
α
→ O× is an isomorphism. Hence,
O× is regarded as a subgroup sheaf of M via α. We say the log structure is trivial ifM = O×.
The semigroup law of the log structureM is written multiplicatively.
By a saturated monoid, we mean a commutative monoid P which satisfies the following
conditions (i) and (ii).
(i) In P , if ab = ac, then b = c. That is, for the group completion P gp = {ab−1 | a, b ∈ P}
of P , the canonical homomorphism P → P gp is injective.
(ii) If a ∈ P gp and if an ∈ P ⊂ P gp for some n ≥ 1, then a ∈ P .
A finitely generated saturated monoid is called an fs monoid.
We say a log structureM is saturated if it is a sheaf of saturated monoids.
A log structure M is called an fs log structure if locally on S, there is an fs monoid P and
a homomorphism α : P → O (called a chart of M) such that M is isomorphic to the pushout
of P ← α−1(O×) → O× in the category of sheaves of commutative monoids on S, which is
endowed with the natural homomorphism to O. An fs log structure is saturated.
LetM be a saturated log structure on S and let L be an O-module on S which is locally free
of rank 1. Then we define a sheaf L on S as L ∪L× (M−1 ×O
×
L×). It is regarded as the twist
L× ×O
×
(O ∪O× M
−1) of O ∪O× M−1 by theO×-torsor L×.
In this paper, we consider log structures in the following cases.
(a) A log structure on the étale site S of a scheme S with O = OS .
(b) A log structure on the étale site S of a locally Noetherian formal scheme S withO = OS .
(c) A log structure on the site of open sets S of an adic space S with O = O+S .
(d) A log structure on the étale site S of an adic space S with O = O+S .
In (c) and (d), recall that an adic space has two sheaves of commutative ringsOS andO
+
S ⊂ OS
([13]). For the étale site of a formal scheme, see [12]. For the étale site of an adic space, see [14].
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In the case (a) (resp. (b)), S endowed with a log structure is called a log scheme (resp. a log
locally Noetherian formal scheme). A scheme endowed with an fs log structure is called an fs log
scheme. The category of fs log schemes has fiber products.
In this paper, we will use saturated log structures. In the applications in later sections in this
paper, we will use log structures on adic spaces in (c) and (d) only in the following restricted
ways. When we use (c), we will consider only the special log structure M = O+S ∩ O
×
S ⊂ OS
endowed with the inclusion map α : M → O = O+S . When we use (d), we will consider only
whether the log structure is trivial or not.
2.5.2. Let S be an fs log scheme.
For a line bundle L on S, we can understand L as the sheaf of S-morphisms to the the
projective bundle PS(L⊕OS) ⊃ L which is endowed with the log structure as the fiber product
of S → S◦ ← P where S◦ is the scheme S with the trivial log structure and P = PS(L⊕OS) is
endowed with the log structure associated to the Cartier divisor P r L.
A generalization of this to a vector bundle V on S is as follows. Let V be the sheaf of
morphisms to the projective bundle P = PS(V ⊕ OS) endowed with the log structure defined
similarly to above by using the Cartier divisor P r V . We have V = V ∪V × M
−1
S V
× where
V × = {v ∈ V | v is a part of a base of V }. The authors wonder whether V can be used to
formulate log shtuka, the shtuka version of log Drinfeld module, for a shtuka is a vector bundle.
We review basic things about toric geometry (the geometric meaning of cone decompositions
in toric geometry, etc.) formulated in terms of log structures.
2.5.3. In the rest of this Section 2.5, let LZ be a finitely generated free Z-module and let
L∗Z = HomZ(LZ,Z).
Set LR = R⊗Z LZ and L∗R = R⊗Z L
∗
Z, and let
( , ) : LR × L
∗
R → R
be the canonical pairing.
For a finitely generated cone σ in LR, let
σ∗ = {x ∈ L∗R | (y, x) ≥ 0 for all y ∈ σ}.
Then σ∗ is a finitely generated cone in L∗R, and we have
σ = {y ∈ LR | (y, x) ≥ 0 for all x ∈ σ
∗}.
Then σ is rational if and only if σ∗ is rational.
Let
σ∨ := σ∗ ∩ LZ.
Then σ∨ is an fs monoid.
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2.5.4. Let LZ and L∗Z be as in 2.5.3.
By a finite rational fan in LR, we mean a finite set of finitely generated rational sharp cones in
LR such that
(i) if σ ∈ Σ, all faces of σ belong to Σ,
(ii) if σ, τ ∈ Σ, then σ ∩ τ is a face of σ.
For example, if σ is a finitely generated rational sharp cone in LR, the set face(σ) of all faces
of σ is a finite rational fan in LR.
IfΣ is a finite rational fan in LR, by a finite rational subdivision ofΣ, we mean a finite rational
fan Σ′ in LR such that.
(iii) for each τ ∈ Σ′, there is σ ∈ Σ such that τ ⊂ σ,
(iv)
⋃
σ∈Σ σ =
⋃
τ∈Σ′ τ .
In the case Σ = face(σ), a finite rational subdivision of Σ is called a finite rational cone
decomposition of σ and is called also a finite rational subdivision of σ.
2.5.5. Let Σ be a finite rational fan in LR. Let S be a site with a sheaf of commutative rings O
and with a saturated log structureM . We define the sheaves toric(Σ) and [Σ] on S by
toric(Σ) =
⋃
σ∈Σ
toric(σ) ⊂ LZ ⊗Z M
gp where toric(σ) := Hom(σ∨,M),
[Σ] =
⋃
σ∈Σ
[σ] ⊂ LZ ⊗Z (M
gp/O×) where [σ] := Hom(σ∨,M/O×),
where
⋃
are the unions as sheaves. In the case Σ = face(σ), we have toric(Σ) = toric(σ) and
[Σ] = [σ]
2.5.6. Let Σ be as in 2.5.5. In the cases (a)–(d) in 2.5.1, let
toric(Σ)(S) = Γ(S, toric(Σ)), [Σ](S) = Γ(S, [Σ]).
In the case (a), the functor S 7→ toric(Σ)(S) is represented by the toric variety toricZ(Σ) over Z
associated to Σ in the classical toric geometry regarded as a log smooth fs log scheme over Z:
toricZ(Σ) is the union of its open sets toricZ(σ) = Spec(Z[σ∨]) (σ ∈ Σ) which represent toric(σ)
and which are endowed with the fs log structures associated to the chart σ∨ → Z[σ∨]. In all the
cases (a)–(d), toric(Σ)(S) is identified with the set morphisms (S,O,M)→ toricZ(Σ) of locally
ringed spaces with log structures. By this and by the fact toricZ(Σ) = ∪σ∈ΣtoricZ(σ) is an open
covering, we have the following 2.5.7.
In the case (a) (resp. (b), resp. (d)), by the weaker topology on S, we mean we regard the
category S as another site in which we take open coverings of schemes (resp. formal schemes,
resp. adic spaces) as coverings. Thus the weaker topology on S in the case (a) means Zariski
topology.
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Lemma 2.5.7. In the case (a) (resp. (b), resp. (d)), the sheaf toric(Σ) on the étale site S of S,
which is the union of toric(σ) (σ ∈ Σ) as a sheaf of the étale site, is actually the union of toric(σ)
as the sheaf for the weaker topology on S.
2.5.8. Let Σ be as above and let S, S, O andM be as one of the cases (a)–(d) in 2.5.1,
We have
LZ ⊗Z O
× ⊂ toric(Σ) ⊂ LZ ⊗Z M
gp,
LZ ⊗Z O
× acts on toric(Σ), and
toric(Σ)/(LZ ⊗Z O
×) ∼= [Σ]
also as sheaves on S.
Lemma 2.5.9. In the case (a) (resp. (b), resp. (d)),
toric(Σ)/(LZ ⊗Z O
×) ∼= [Σ]
as sheaves for the weaker topology on S.
Proof. The stalksOS,s (resp. OS,s, resp. O
+
S,s) for s ∈ S are local rings. Hence the exact sequence
0→ O× → Mgp →Mgp/O× → 0 of sheaves on S is exact also for the weaker topology because
for each object S ′ of S, each element of H1(S ′,O×) vanishes locally for the weaker topology.
This shows that the map toric(Σ)→ [Σ] is surjective as a map of sheaves for the weaker topology.
This proves 2.5.9.
Lemma 2.5.10. In the case (a) (resp. (b), resp. (d)), the sheaf [Σ] on the étale site of S, which is
the union of [σ] (σ ∈ Σ) as the sheaf on the étale site, is actually the union of [σ] as the sheaf for
the weaker topology.
Proof. This follows from 2.5.7 and 2.5.9.
Lemma 2.5.11. Assume we are in one of the cases (a) (resp. (b), resp. (d)) in 2.5.1, let M be
a saturated log structure on S, and let f, g ∈ Γ(S,M/O×). Then the following (i) and (ii) are
equivalent.
(i) Étale locally on S, we have either fg−1 ∈ M/O× or f−1g ∈M/O× inMgp/O×.
(ii) Locally on S for the weaker topology, we have either fg−1 ∈ M/O× or f−1g ∈ M/O×
inMgp/O×.
Proof. Let LZ = Z2, let σ1 = {(x, y) ∈ R2 | x ≥ y ≥ 0}, σ2 = {(x, y) ∈ R2 | y ≥ x ≥ 0},
Σi = face(σi) for i = 1, 2, Σ = Σ1 ∪ Σ2. If the condition (i) is satisfied, then (f, g) belongs
([Σ1]∪ [Σ2])(S) where ∪ is the union of sheaves for the étale topology. By 2.5.10. this union [Σ]
is in fact the union of [Σ1] and [Σ2] as a sheaf for the weaker topology. Hence the condition (ii) is
satisfied.
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2.5.12. Assume we are one of the cases (a)–(d). Let Σ and Σ′ be finite rational fans in LR and
assume that for each σ′ ∈ Σ′, there exists σ ∈ Σ such that σ′ ⊂ σ. Then we have injective maps
toric(Σ′)(S) → toric(Σ)(S) and [Σ′](S) → [Σ](S). The morphism toricZ(Σ′) → toricZ(Σ) of
fs log schemes is log étale.
On the category of fs log schemes, the morphism [Σ′] → [Σ] is represented by log étale
morphisms. In fact, if we are given an element a ∈ [Σ](S), then Zariski locally on S, a comes
from an element of toric(Σ)(S) (2.5.9), that is, from a morphism S → toricZ(Σ) of fs log
schemes, and S ×[Σ] [Σ′] = S ×toricZ(Σ) toricZ(Σ
′) in this case.
In the case Σ′ is a finite rational subdivision of Σ, the morphism toricZ(Σ′) → toricZ(Σ) is
the well known proper birational morphism in the classical toric geometry. In this case, on the
category of fs log schemes, [Σ′]→ [Σ] is represented by proper morphisms.
2.5.13. Assume we are one of the cases (a)–(d). Let Σ be a finite rational fan in LR. Define the
topology of Σ by taking the sets face(σ) for σ ∈ Σ as a base of open sets.
An element a of [Σ](S) induces a continuous map ϕ : S → Σ which sends s ∈ S to
the smallest cone σ of Σ such that the map L∗Z → M
gp/O× induced by a sends σ∨ ⊂ L∗Z to
M/O× ⊂ Mgp/O× at s. This map is understood as follows. Locally on S, a lifts to an element
a˜ of toric(Σ)(S). This a˜ gives a continuous map S → toricZ(Σ). On the other hand, we have
a continuous map toricZ(Σ) → Σ which sends x ∈ toricZ(Σ) to the smallest element σ of Σ
such that x belongs to toricZ(σ). The map ϕ is locally the composition S → toricZ(Σ) → Σ of
continuous maps.
2.5.14. Consider the case (c) of 2.5.5. We call the log structureM = O+S ∩O
×
S with the inclusion
map M → O+S on the site of open sets of S, the canonical log structure. This is a saturated log
structure.
Note that for s ∈ S, the stalkOS,s is a local ring and there is a valuation ring V in the residue
field κ(s) of OS,s such that the field of fractions of V coincides with κ(s) and such that the stalk
O+S,s coincides with the inverse image of V underOS,s → κ(s). Hence the stalkMs is the inverse
image of V r {0} in OS,s. HenceMgp = O
×
S . We haveM
gp
s = Ms ∪M
−1
s .
Proposition 2.5.15. For an adic space S endowed with the canonical log structure 2.5.14 and
for a finite rational subdivision Σ′ of Σ, the canonical map [Σ′](S)→ [Σ](S) is bijective.
2.5.16. We give a preparation for the proof of 2.5.15.
Let Σval = lim←−Σ
′, where Σ′ ranges over all finite rational subdivisions of Σ. Then Σval is
identified with the set of all submonoids V of L∗Z satisfying the following conditions (i) and (ii).
(i) V ∪ (−V ) = L∗Z.
(ii) σ∨ ⊂ V for some σ ∈ Σ.
In fact, for x = (xΣ′)Σ′ ∈ Σval, the corresponding V is given by V = ∪Σ′(xΣ)∨ ⊂ L∗Z.
Conversely, from V , we have the corresponding x = (xΣ′)Σ′ where xΣ′ the smallest element τ of
Σ′ such that τ∨ ⊂ V .
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With this identification, the inverse limit topology on Σval is described as follows. The sets
{V ∈ Σval | I ⊂ V }, where I ranges over all finite subsets of L∗Z, form a base of open sets.
2.5.17. We prove 2.5.15.
An element a of [Σ](S) induces a continuousmapϕ : S → Σ (2.5.13). Furthermore, a induces
a continuous map ϕval : S → Σval which sends s ∈ S to the inverse image V of (M/O×)s under
L∗Z → (M
gp/O×)s. (Note that since Mgps = Ms ∪ M
−1
s , we have L
∗
Z = V ∪ (−V ).) The
composition S
ϕval→ Σval → Σ coincides with ϕ.
Let ϕ′ be the composition S
ϕval→ Σval → Σ
′. For each s ∈ S, a : L∗Z → (M
gp/O×)s induces
ϕ′(s)∨ → (M/O×)s. By the continuity of ϕ′, there is an open neighborhood U of s in S such
that a induces ϕ′(s)∨ → (M/O×)U . Hence a comes from [Σ′](S).
2.6 Level structures
We fix an element N of A which does not belong to the total constant field of F . Fix an integer
d ≥ 1.
2.6.1. Recall that for a scheme S overA and a Drinfeld module (L, φ) over S of rank d, aDrinfeld
level N structure on (L, φ) is a homomorphism ι : ( 1
N
A/A)d → L which is compatible with the
actions of A where A acts on L via φ such that
ker(φ(N)) =
∑
a∈( 1
N
A/A)d
[ι(a)]
as Cartier divisors. Here [ι(a)] is the image of the section ι(a) : S → L regarded as a Cartier
divisor on L. We will call Drinfeld level N structure simply a level N structure.
Lemma 2.6.2. Let S be a normal scheme over A and let (L, φ) be a Drinfeld module over S.
Let U be a dense open subset of S, and let ι be a level N structure on (L, φ)|U . Then ι extends
uniquely to a level N structure of (L, φ).
Proof. We may assume that S = Spec(R) for a normal integral domain R with field of fractions
K and the line bundle L is trivialized. Then the coefficient of polynomial φ(N)(z) the in the
highest degree n = |N |d (d is the rank of (L, φ)) is a unit c ofR. Since this polynomial is a product
of polynomials over K of degree 1 and since R is normal, φ(N)(z) = c
∏n
i=1(z − αi) for some
αi ∈ R. Hence theA/NA-homomorphism ι : (
1
N
A/A)d → L|U is extended to ι : (
1
N
A/A)d → L
and we have ker(φ(N)) = div(φ(N)(z)) =
∑
i div(z − αi) =
∑
a∈( 1
N
A/A)d [ι(a)].
Lemma 2.6.3. Let R be a normal local integral domain with maximal idealmR, residue field k,
and field of fractionsK. Consider a polynomial f ∈ R[z] in one variable. Assume that the image
of f in k[z] is not zero and assume that f is a product of polynomials of degree 1 in K[z]. Then
f = c
m∏
i=1
(z − ai) ·
n∏
j=1
(1− bjz)
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for somem,n ≥ 0, ai ∈ R with 1 ≤ i ≤ m, bj ∈ mR with 1 ≤ j ≤ n, and c ∈ R×.
Proof. By a simple limit argument, we are reduced to the case that R is a local ring of a finitely
generated Z-algebra. Assume we are in this case. We can write f = g
∏m
i=1(z − ai) with ai ∈ R
and with g ∈ R[z] which has no root in R. The completion Rˆ of R is also a normal integral
domain as R is excellent. By the Weierstrass preparation theorem, g = hu where h is a monic
polynomial over Rˆ and u ∈ RˆJzK×. If h is of degree ≥ 1, take a root α of h which is integral
over Rˆ. Then α is a root of g and hence belongs to K. By the normality of Rˆ, it then belongs
to Rˆ ∩K = R. This is a contradiction. Hence h = 1 and g = u. Thus the constant term c of g
is a unit of R. Write g = c · (1 +
∑n
i=1 ciz
i) with ci ∈ R. Then the inverse of any root β of g
is a root of the monic polynomial zn +
∑n
i=1 ciz
n−i, and hence β−1 ∈ R. Since β /∈ R, we have
β−1 ∈ mR.
Proposition 2.6.4. Let (S, U) be a pair as in 1.2.7. If ((L, φ)), ι) is a generalizedDrinfeld module
over (S, U) of rank d with levelN structure. Then ι : ( 1
N
A/A)→ L|U extends uniquely to a map
( 1
N
A/A)d → L, where L is defined by the associated log structure of S (1.2.4).
Proof. Working locally on S, we may assume L = OS . Let s ∈ S. Note that the polynomial
φ(N) modulo the maximal ideal of OS,s is not zero. We apply Lemma 2.6.3 to R = OS,s and
f = φ(N). Then we see that for a ∈ ( 1
N
A/A)d, we have either ι(a) ∈ OS,s or ι(a)−1 ∈ OS,s. We
also have ι(a) ∈ j∗(OU). This proves that ι(a) belongs to L at s.
To reduce various problems to the case of complete discrete valuation rings, the following
lemma is useful.
Lemma 2.6.5. Let R be an integral domain with field of fractions K and let I be an ideal of
R. Assume R is an excellent ring. Let E be the set of all discrete valuation rings V such that
R ⊂ V ⊂ K and such that the maximal idealmV of V contains I .
(1) Assume R is a normal. Assume {1 + x | x ∈ I} ⊂ R× (note that I has this property if
either R is a local ring and I is its maximal ideal, or if R
∼=
→ lim←−nR/I
n). Then R = ∩V∈E V .
(2) Assume R/I is a non-zero reduced ring. Then I = ∩V∈E mV .
Proof. We first prove the following (0).
(0) If R is a local ring with maximal ideal m, there is a discrete valuation ring V such that
R ⊂ V ⊂ K and R ∩mV = m.
In fact, let X be the normalization of the blowing-up of Spec(R) along m and take a point x
of X lying overm. Then m generates a principal ideal in OX,x generated by an element t which
is not a unit. SinceOX,x is normal and Noetherian, there is a prime ideal p of height one of OX,x
which contains t. Then the local ring V of OX,x at p has the desired property.
We prove (1). Let f ∈ K and assume f /∈ R. Let X be the blowing-up of Spec(R) along the
fractional ideal R +Rf . On X , for each point x of X , we have either f ∈ OX,x or f−1 ∈ OX,x.
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Since g∗OX = R, there is x ∈ X such that f /∈ OX,x. Since X → Spec(R) is proper, the image
in Spec(R) of the closure of x inX is closed and hence contains a maximal idealm of R. By the
assumption on I in (1), m contains I . Let y ∈ X be the element of the closure of x in X whose
image in Spec(R) is m. Then f /∈ OY,y. Hence f−1 belongs to the maximal ideal my of OY,y.
By (0), there is a discrete valuation ring V such that OY,y ⊂ V and OY,y ∩mV = my. We have
f−1 ∈ mV and hence f /∈ V .
(2) By the assumption, I is the intersection of all prime ideal p of R such that I ⊂ p. By (0)
applied to the local ring of R at p, there is a discrete valuation ring V such that R ⊂ V ⊂ K and
p = R ∩mV .
In this paper, for a sheaf F on the étale site, Fs¯ denotes the stalk of F lying over the point s
in the sense of étale topology.
Lemma 2.6.6. Let (S, U) be as in 1.2.7 and let (L, φ, ι) be a generalized Drinfeld module of rank
d with levelN structure. Define the subsheafE of ( 1
N
A/A)d on the étale site of S to be the inverse
image of L under ι : ( 1
N
A/A)d → L (2.6.4).
(1) Let s ∈ S. We have Es := Γ(Spec(OS,s), E)
∼=
→ Es¯. Let r be the rank of the fiber of (L, φ)
at s. Then the A/NA-module Es is free of rank r. Let E ′s = (
1
N
A/A)drEs. If the line bundle L
is trivialized at s, the polynomial φ(N)(z) is expressed over OS,s as
φ(N)(z) = c
∏
a∈Es
(z − ι(a)) ·
∏
a∈E′s
(1− ι(a)−1z)
for some unit c of OS,s, and ι(a)−1 belongs to the maximal idealms of OS,s for all a ∈ E ′s.
(2) Let I be a quasi-coherent ideal of OS , and assume that OS/I is a sheaf of reduced rings,
and that (L, φ) mod I is a Drinfeld module of rank r over OS/I . Assume that the line bundle L
is trivialized. Then the image of the composite map
(
1
N
A/A)d r E
ι
→ M−1S L
× = M−1S
c
→ MS → OS,
where c(f) = f−1, is contained in I .
Proof. (1) The bijectivity Es
∼=
→ Es¯ is clear. Trivialize the line bundle L at s. By 2.6.3, we
obtain the producte formula for φ(N)(z) stated above and that ♯(Es) has order |N |r. To prove
Es ∼= (A/NA)
r, we may assume that S is of finite type over A and hence is excellent. Take a
discrete valuation ring V ′ in the field of fractions of OS,s such that OS,s ⊂ V ′ and ms ⊂ mV ′
(2.6.5). Let V be the completion of V ′ and letK be the field of fractions of V . By replacing OS,s
by V , we may assume that OS,s = cV . Then we have an exact sequence
0→ ψ[N ]
e
→ φ[N ]→ Λ/NΛ→ 0
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of finite flat group schemes overK, where e exponential map of the latticeΛ. Concerning the level
N-structure ι over K, for a ∈ ( 1
N
A/A)d with ι(a) ∈ ψ[N ], we have a ∈ Es. Since the finite flat
group scheme ψ[N ] has rank |N |r and this is equal to the order of Es, we have that ι(a) ∈ ψ[N ]
if and only if a ∈ Es. Hence the above exact sequence shows that (
1
N
A/A)d ∼= Λ/NΛ as an
A/NA-module. Hence Es ∼= (A/NA)r as an A/NA-module.
(2) We may assume that S is of finite type over A and hence is excellent. By 2.6.5 (2), we
may assume S = Spec(V) for a complete discrete valuation ring V . Then this (2) follows from
the formula for φ(N)(z) in (1) at the closed point s of Spec(V),
A goal of the rest of this Section 2.6 is to prove Proposition 2.6.11 on automorphisms of
((L, φ), ι).
Lemma 2.6.7. Let S be a normal integral scheme over A with function field K, and let φ be a
generalized Drinfeld module over S with line bundle OS . Let N1, N2 ∈ A be such that N1 is
invertible on S andN2 6= 0. Suppose that x ∈ K satisfies φ(N1N2)x = 0 and φ(N2)x 6= 0. Then
x−1 ∈ Γ(S,OS).
Proof. First assume N2 = 1. Since N1 is invertible on S and
0 = φ(N1)(x) = N1x+
n∑
i=2
aix
i
for some n ≥ 2 and ai ∈ OS for 2 ≤ i ≤ n, we have that x−1 is integral over OS . Since S is
normal, x−1 belongs to OS .
In general, assume that x−1 does not belong toOS . Since S is normal, there is a valuation ring
V ⊂ K which dominates S such that x−1 does not belong to V . Then x belongs to the maximal
ideal of V . Hence φ(N2)x belongs to the maximal ideal of V . Hence (φ(N2)x)−1 does not belong
to V . But φ(N1)φ(N2)x = 0 and we have seen (φ(N2)x)−1 ∈ OS , which is a contradiction.
2.6.8. In the following 2.6.9–2.6.11, let (S, U) be as in 1.2.7 and let ((L, φ), ι) be a generalized
Drinfeld module over (S, U) of rank d with level N structure. Assume we are in one of the
following situations (i) and (ii).
(i) N has at least two prime divisors.
(ii) N is invertible on S.
Proposition 2.6.9. Assume we are in one of the following situations (i) and (ii).
(i) We are in the situation (i) of 2.6.8 and let ( 1
N
A/A)d∗ to be the non-empty subset of (
1
N
A/A)d
consisting of all elements a such that the ideal {b ∈ A | ab = 0} of A has at least two prime
divisors.
(ii) We are in the situation (ii) of 2.6.8 and let ( 1
N
A/A)d∗ := (
1
N
A/A)d r {0}.
Then we have
ι(( 1
N
A/A)d∗,S) ⊂ M
−1
S L
× ⊂ L.
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Proof. We may assume that the line bundle L is trivial. Let a ∈ ( 1
N
A/A)d∗. Working locally
on S, let v be a maximal ideal of A which divides the ideal {b ∈ A | ab = 0} and which
is not in the image of S → Spec(A). Let N1 ∈ A generate the highest power of v dividing
N , and let N2 = N/N1. Then the conditions of Lemma 2.6.7 are satisfied for x = ι(a), so
ι(a)−1 ∈ Γ(S,OS), which implies the result.
Proposition 2.6.10. Let the situation be as in 2.6.8. Then locally on S, there exists an a ∈
( 1
N
A/A)d such that ι(a) is a base of L.
Proof. Let s ∈ S, trivialize L at s, and let Es be as in 2.6.6. Since Es ∼= (A/NA)r as an
A/NA-module with r ≥ 1 by 2.6.6, there exists a ∈ Es which belongs to (
1
N
A/A)d∗. For this a,
since a ∈ Es, ι(a) belongs to OS,s. On the other hand, ι(a)−1 belongs to OS,s by 2.6.9. Hence
ι(a) ∈ (OS,s)
×.
Proposition 2.6.11. Under the assumption in 2.6.8, the automorphism group of ((L, φ), ι) is
trivial.
Proof. This follows from 2.6.10.
2.7 Log Drinfeld modules
We fix an element N of A which does not belong to the total constant field of F . Fix an integer
d ≥ 1. We prove basic results on log Drinfeld modules of rank d with N level structure.
2.7.1. Let S be a schemewith a log structureM . We say S is log regular ifS is locally Noetherian,
the log structure is fs, and the following (i) and (ii) are satisfied for every s ∈ S. Let I be the
ideal of OS,s¯ generated by the image ofMS,s¯ rO
×
S,s¯ → OS,s¯.
(i) OS,s¯/I is a regular local ring, and
(ii) dim(OS,s¯) = dim(OS,s¯/I) + rankZ((M
gp
S /O
×
S )s¯).
For log regularity, see [20] for log structures on the Zariski site, and see [16, Exposé VI] and
[8, Section 12.5] etc. for log structures on the étale site (which we use in this paper). We call a
log regular log scheme a log regular scheme for brevity.
2.7.2. For a log regular scheme S, the following (1)–(4) hold by 4.1, 11.6, 8.2, and 3.1 of [20], in
that order.
(1) The underlying scheme of S is normal.
(2) We haveMS = OS ∩ j∗(O
×
U ) ⊂ j∗(OU).
(3) Any log smooth scheme over S is log regular.
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(4) Let k be a perfect field, and suppose that S is a scheme over k of finite type with an fs log
structure. Then S is log regular if and only if S is log smooth over k.
For a scheme S overAwith a saturated log structure, we define the notion log Drinfeld module
over S of rank d with level N structure as in 1.2.8.
2.7.3. We prove (1) of 1.2.9, that is, in the case the log structure of S is trivial, a log Drinfeld
module over S of rank d with levelN structure is equivalent to a Drinfeld module over S of rank
d with level N structure.
Assume we are given a log Drinfeld module over S of rank d with level N structure. By
definition, it comes from a log regular S ′. The morphism S → S ′ factors as S → U → S ′, where
U is the part of S ′ with trivial log structure which is open in S ′. On U , we have a Drinfeld module
of rank d with level N structure in the usual sense. Since we pull it back, the original object is
a Drinfeld module of rank d with level N structure. Conversely, assume that we have a Drinfeld
module over S of rank d with level N structure. It is obtained by a morphism S →MdN as the
pullback of the universal object over the regular scheme MdN , yielding a log Drinfeld module
with levelN structure.
2.7.4. Let (S, U) be as in 1.2.7 and let ((L, φ), ι) be a generalized Drinfeld module over (S, U)
of rank d with level N structure. We consider the followng condition on divisibility.
(div) For every a, b ∈ ( 1
N
A/A)d, we have locally on S either pole(a)pole(b)−1 ∈ MS/O
×
S
or pole(b)pole(a)−1 ∈MS/O
×
S inM
gp
S /O
×
S .
Note that by 2.5.11, we have the same condition (div) if we replace “locally” (this means
Zariski locally) by “étale locally”.
Theorem 2.7.5. Let S is a log regular scheme over A, let U is the dense open set of S consisting
of all points at which the log structure is trivial, and let ((L, φ), ι) be a generalized Drinfeld
module of rank d with level N structure. Then the condition (div) is satisfied.
This 2.7.5 proves 1.2.10.
Since we can work étale locally on S by the remark at the end of 2.7.4, 2.7.5 follows from
Lemma 2.7.6. Let S be a log regular scheme over a field, and assume it is strictly local. Let s be
the closed point of S. Let x, y ∈ MS,s, and assume that x−1 + y−1 ∈ OS,s ∪M
−1
S,s . Then either
xy−1 ∈MS,s or yx−1 ∈MS,s.
Proof. Letms be the maximal ideal of OS,s. We may assume that x, y ∈ ms. If
x−1 + y−1 = c ∈ OS,s,
then y = x(cx− 1)−1 with cx− 1 a unit. Hence we may assume that x−1 + y−1 = z−1 for some
z ∈MS,s.
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The completion R of OS,s is isomorphic to kJP KJT1, . . . , TnK for some field k and sharp fs
monoid P such that the log structure of Spec(R) is given by P → R [20, 3.1]. It is sufficient to
prove that if γ1, γ2, γ3 ∈ P and u1, u2, u3 ∈ R× are such that
u1γ
−1
1 + u2γ
−1
2 = u3γ
−1
3 ,
then either γ1γ
−1
2 ∈ P or γ2γ
−1
1 ∈ P . Assume this is not satisfied.
As is well known, if γ ∈ P gp is such that f(γ) ≥ 0 for every homomorphism f : P → N,
then γ ∈ P . Taking γ = γ1γ
−1
2 and also γ = γ2γ
−1
1 , we see that there exist homomorphisms
g, h : P → N such that g(γ1) > g(γ2) and h(γ1) < h(γ2). The pair (g, h) induces P → N × N
and hence induces a ring homomorphism
kJP KJT1, . . . , TnK → kJN× NK = kJt1, t2K,
where each Ti is sent to 0. Let a = g(γ1), b = g(γ2), c = h(γ1), d = h(γ2) so that a, b, c, d ∈ N
with a > b and c < d. Write the image of γ3 in kJt1, t2K as te1t
f
2 with e, f ∈ N. Then there are
v1, v2, v3 ∈ kJt1, t2K
× such that
v1t
−a
1 t
−c
2 + v2t
−b
1 t
−d
2 = v3t
−e
1 t
−f
2 .
Thus we have
v1t
d−c
2 + v2t
a−b
1 = v3t
a−e
1 t
d−f
2
with a− b > 0 and d− c > 0, which is impossible.
Remark 2.7.7. Without the log regularity, the condition (div) in 2.7.4 need not be satisfied. See
5.4.10.
Proposition 2.7.8. Let ((L, φ), ι) be a log Drinfeld module of rank d with level N structure over
a scheme S over A with a saturated log structure. Suppose that either N has at least two prime
divisors or N is invertible on S. Then locally on S, there exists an a ∈ ( 1
N
A/A)d such that
ι(a) ∈ L×.
Proof. This is reduced the case S is log regular and hence to 2.6.10.
Proposition 2.7.9. Under the assumptions of Proposition 2.7.8, the automorphism group of
((L, φ), ι) is trivial.
Proof. This follows from 2.7.8.
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2.8 Bruhat-Tits buildings
Like the toroidal compactificatios considered in [3] and [6], our toroidal compactifications are
associated to cone decompositions. Our cone decompositions base on the decomposition of the
Bruhat-Tits building of PGLn(F∞) into simplices.
In this Section 3.1, we review the Bruhat-Tits buildings of PGLn(E) in a style which matches
this paper. At the end of this Section 2.8, we give a proposition 2.8.21 via which Bruhat-Tits
buildings are related to Drinfeld modules.
Let E be a complete discrete valuation field with finite residue field Fq. Let OE be the
valuation ring of E and let mE be the maximal ideal of OE. Let | | : E → R≥0 be the standard
absolute value. Let n ≥ 1.
2.8.1. Let V be an E-vector space of finite dimension n. By a norm on V , we mean a map
µ : V → R≥0 which satisfies the following two equivalent conditions.
(i) There exists a basis (ei)1≤i≤n of V such that there are (si)1≤i≤n ∈ Rd>0 for which
µ
(
n∑
i=1
xiei
)
= max{si|xi| | 1 ≤ i ≤ n}
for all xi ∈ E.
(ii) We have
(a) µ(ax) = |a|µ(x) for a ∈ E and x ∈ V ,
(b) µ(x+ y) ≤ max(µ(x), µ(y)) for x, y ∈ V , and
(c) µ(x) > 0 for all x ∈ E r {0}.
See [9] for the equivalence. Note that in (b), we have µ(x+y) = max(µ(x), µ(y)) if µ(x) 6= µ(y).
We will call a basis of V satisfying (i) an orthonormal basis for µ.
2.8.2. Let |BTn| be the set of all homothety classes of norms (2.5.1) on the E-vector space En.
The topology of |BTn| is defined by the embedding
|BTn|
⊂
→
∏
(x,y)
R>0 ; µ 7→ µ(x)µ(y)
−1,
where (x, y) ranges over all elements of (En−{0})× (En−{0}) and for µ ∈ |BTn|, µ(x)/µ(y)
means µ˜(x)/µ˜(y) for a norm µ˜ with class µ.
We have a natural action of PGLn(E) on |BTn|: The class g ∈ PGLn(E) of g˜ ∈ GLn(E)
sends the class µ ∈ |BTn| of a norm µ˜ to the class gµ ∈ |BTn| of the norm x 7→ µ˜(g˜−1(x)).
2.8.3. The Bruhat-Tits building |BTn| is identified with the geometric realization of a simplical
complex BTn which is also called the Bruhat-Tits building.
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The set of 0-simplices of BTn is introduced in 2.8.4. The set of general simplices of BTn is
introduced in 2.8.7. For each simplex S of BTn, its geometric realization |BTn|(S) ⊂ |BTn| is
introduced in 2.8.10.
2.8.4. A 0-simplex of BTn is the class of an OE-lattice in En. Here by an OE-lattice in En, we
mean a finitely generated OE-submodule of En which generates En over E. Two OE-lattices L
and L′ are said equivalent if L′ = aL for some a ∈ E×.
For an OE-lattice L in En, we have the associated norm µL on En defined as
µL(x) = min{|a| | a ∈ E, x ∈ aL}.
By class(L) 7→ class(µL), we regard a 0-simplex of BTn as an element of |BTn|.
2.8.5. We consider a condition C(S) for a subset S of |BTn| and a condition C(S, µ) for a subset
S of |BTn| and for µ ∈ |BTn|.
C(S): For each pair (x, y) of non-zero elements of En, we have either µ(x) ≥ µ(y) for all
µ ∈ S or µ(x) ≤ µ(y) for all µ ∈ S. Here µ(x) ≥ µ(y) (resp. µ(x) ≤ µ(y)) means µ˜(x) ≥ µ˜(y)
(resp. µ˜(x) ≤ µ˜(y)) for a norm µ˜ with class µ.
C(S, µ): If x and y are non-zero elements of En and if µ′(x) ≥ µ′(y) for all µ′ ∈ S, then we
have µ(x) ≥ µ(y).
Proposition 2.8.6. For a non-empty set S of 0-simplices of BTn, the following conditions (i) –
(iii) are equivalent.
(i) C(S).
(ii) For OL-lattices L and L′ in En whose classes belong to S, we have either L ⊂ L′ or
L′ ⊂ L.
(iii) There are OE-lattices L0, . . . , Lr in En such that S is the set of equivalence classes of
L0, . . . , Lr and such that L0 ) L1 ) · · · ) Lr ) mEL0.
Proof. (i) ⇒ (ii). Assume (ii) is not satisfied. Then there are OE-lattices L, L′ in En whose
classes belong to S such that L 6⊂ L′ and L′ 6⊂ L. Take x, y ∈ En such that x ∈ L, x /∈ L′,
y ∈ L′, y /∈ L. Then µL(x) < µL(y) and µL′(x) > µL′(y).
(ii)⇒ (iii). Fix an OE-lattice L0 in En whose class belongs to S. For each element s of S,
take the OE-lattice L(s) in En with class s such that L(s) ⊂ L0 and L(s) 6⊂ mEL0, Then the set
{L(s) | s ∈ S} is totally ordered for the inclusion and L(s) ⊃ mEL0. This proves that (iii) is
satisfied.
(iii)⇒ (i). Take OE-lattices L0, . . . , Lr satisfying the condition (iii). Let Li+(r+1)t = mtEL
i
for 0 ≤ i ≤ r and t ∈ Z. Then Li for i ∈ Z form a decreasing filtration on En and ∪i∈ZLi = En.
Let x, y be non-zero elements of En. Let i, j ∈ Z be such that x ∈ Li, x /∈ Li+1, y ∈ Lj ,
y /∈ Lj+1. If i ≤ j (resp. i ≥ j), we have µLm(x) ≥ µLm(y) (resp. µLm(x) ≤ µLm(y)) for all
m ∈ Z.
30
2.8.7. A simplex of BTn is a non-empty set of 0-simplices of BTn satisfying the equivalent
conditions in 2.8.6. By the condition (iii) there, we see that a simplex is a finite set (it is an
r-simplex, where r is as in (iii) there).
The group PGLn(E) acts on BTn in the natural way and this action is compatible with the
action of PGLn(E) in |BTn|. For each r, the action of PGLn(E) on the set of all r-simplices in
BTn is transitive.
Lemma 2.8.8. Let (µi)i∈I be a non-empty finite family of norms on En such that the set S of the
classes of µi satisfies C(S). Let ai ∈ R>0 (i ∈ I). Then µ :=
∑
i aiµi is a norm on E
n.
Proof. Let x and y be non-zero elements of En. We prove that µ(x + y) ≤ max(µ(x), µ(y)).
We may assume that µi(x) ≥ µi(y) for all i. We have µ(x + y) =
∑
i aiµi(x + y) ≤∑
i aimax(µi(x), µi(y)) =
∑
i aiµi(x) = µ(x).
Proposition 2.8.9. Let S be a simplex of BTn and let µ ∈ |BTn|. Then the following two
conditions are equivalent.
(i) C(S, µ).
(ii) µ˜ =
∑
s∈S ass˜ for some as ∈ R≥0, where µ˜ is a norm with class µ and s˜ is a norm with
class s.
Proof. (i) ⇒ (ii). Let Li (i ∈ Z) be as in the proof of the part (iii) ⇒ (i) of 2.8.6. For
m ∈ Z, let Ym be the set of all x ∈ En such that x ∈ Lm and x /∈ Lm+1. Let P be the
set of all maps En → R such that f(0) = 0, f(x) = f(y) if m ∈ Z and x, y ∈ Ym, and
f(ax) = |a|f(x) if a ∈ E and x ∈ En. For m ∈ Z, take an element xm of Ym. Then we have
an isomorphism P
∼=
→ Rr+1 ; f 7→ (f(xm))0≤m≤r. On the other hand, we have an isomorphism
Rr+1
∼=
→ P ; (ai)0≤i≤r 7→
∑r
i=0 aiµLi . Furthermore, a simple computation shows that if f is the
image of (ai)0≤i≤r ∈ Rd−1 in P , then ai = (f(xi−1)−f(xi))(q−1)−1. Hence if f(xi) ≥ f(xi+1)
for all i ∈ Z, then ai ≥ 0 for all 0 ≤ i ≤ r and ai > 0 for some i.
Claim. µ˜ ∈ P . Furthermore, µ˜(xi) ≥ µ˜(xi+1) for all i.
We prove Claim. If x, y ∈ Ym, µLi(x) = µLi(y) for all i, and hence the condition C(S, µ)
shows that µ˜(x) = µ˜(y). Furthermore, since µLi(xm) ≥ µLi(xm+1) for all i, the condition
C(S, µ) shows that µ˜(xm) ≥ µ˜(xm+1). This proves Claim.
Hence µ˜ =
∑r
i=0 aiµLi for some ai ≥ 0 such that ai > 0 for some i.
The implication (ii)⇒ (i) is clear.
2.8.10. For a simplex S of BTn, the geometric realization |BTn|(S) ⊂ |BTn| of S is the set of
all µ ∈ |BTn| satisfying the equivalent conditions in 2.8.9.
If s is a 0-simplex, then |BTn|({s}) is the one point set {s}.
2.8.11. We have a canonical map
Rn>0 → |BTn| ; s 7→ class(µs) ; µs(x) = max
i
(|xi|si) for x ∈ E
n.
31
It induces an injection Rn>0/R>0
⊂
→ |BTn| where the multiplicative group R>0 acts on Rn>0
diagonally. Let |APn| ⊂ |BTn| be the image of this injection.
The map PGLn(E)× Rn>0 → |BTn| ; (g, s) 7→ gclass(µs) is surjective as is seen from the
condition (i) in 2.8.1 on a norm. The topology of |BTn| is also described as the quotient topology
of the topology of PGLn(E)× Rn>0 under this surjection.
For a norm µ on En whose class belongs to |APn|, µ = µs for s = (µ(ei))1≤i≤n where (ei)i
is the standard base of En. Hence if (µ(i))i is a finite family of norms on En such that the class of
µ(i) belongs to |APn| for every i and such that the set S of the classes of µ(i) satisfies C(S), then
the norm µ =
∑
i aiµ
(i) for ai ∈ R>0 (2.8.8) is described as µ = µs, where s =
∑
i ais
(i) ∈ Rn>0
with s(i) the element of Rn>0 such that µ
(i) = µs(i) .
Remark 2.8.12. For a finite family of elements s(i) = (s(i)j )1≤j≤n of R
n
>0 and for s =
∑
i s
(i) ∈
Rn>0, we need not have µs =
∑
i µs(i)unless the conditionC(S) for S = {class(µs(i))} is satisfied.
For example, if n = 2 and s(1) = (q, 1), s(2) = (1, q), then for s = s(1) + s(2) = (q + 1, q + 1),
µs(1, 1) = q + 1 does not coincide with µs(1)(1, 1) + µs(2)(1, 1) = 2q.
2.8.13. For an OE-lattice L in En, the class of L in BTn belongs to |APn| if and only if
L = ⊕ni=1m
a(i)
E ei for some a(i) ∈ Z where (ei)i denotes the standard base of E
n. For this L,
µL = µs where s = s(L) := (qa(1), . . . , qa(n)) ∈ Rn>0.
LetAPn be the simplicial complex whose simplex is a simplex S ofBTn such that S ⊂ |APn|
in |BTn|. For a simplex S of APn, let σ(S) be the subcone of Rn≥0 generated by s(L) ∈ R
n
>0 for
OE-lattices L in En whose classes belong to S.
The subset |BTn|(S) for a simplex S in BTn is characterized by the following (i) and (ii).
(Note that every simplex of BTn is written as gS for some g ∈ PGLn(E) and for some simplex
S of APn.)
(i) For g ∈ PGLn(E), we have |BTn|(gS) = g(|BTn|(S)).
(ii) Let S be a simplex of APn and let σ(S) be the associated subcone of Rn≥0. Then we have
a bijection σ(S)r {(0, . . . , 0)} → |BTn|(S) ; s 7→ class(µs).
In the theory of Bruhat-Tits buildings, |BTn|(S) for simplices S ofAPn are called apartments
in |APn|.
When S ranges over all elements of APn, the above cones σ(S) form a cone decomposition
of Rn>0 ∪ {(0, . . . , 0)}. This cone decomposition will be the base of the cone decompositions for
our toroidal compactifications.
Proposition 2.8.14. Let I = {(h, i, j) ∈ Z3 | 1 ≤ j < i ≤ n}. For a map α : I →
{R≤0, {0},R≥0}, let
c(α) := {s ∈ Rn≥0 | q
hsj − si ∈ α(h, i, j) for all (h, i, j) ∈ I}.
Let Σ be the set of cones c(α) for these maps α. Then we have a bijection S 7→ σ(S) from APn
to Σ.
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This is easy to see.
Example 2.8.15. By the standard (n − 1)-simplex of BTn, we mean the (n − 1)-simplex S
consisting of the classes of the OE-lattices Li (0 ≤ i ≤ n− 1) defied by
Li :=
n−i∑
j=1
OEej +
n∑
j=n−i+1
mEej .
We have
d∑
i=1
OEei = L
0 ⊃ L1 ⊃ · · · ⊃ Ln−1 ⊃ mEL
0.
We have
σ(S) = {s ∈ Rn≥0 | s1 ≤ s2 ≤ · · · ≤ sn ≤ qs1}
and this is the set of all s ∈ Rn≥0 such that for h ∈ Z and for 1 ≤ i < j ≤ n, q
hsi − sj ≥ 0 if
h ≥ 1 and qhsi − sj ≤ 0 if h ≤ 0.
Example 2.8.16. In the case n = 2, the cone decomposition of R2≥0 given by σ(S) for simplices
S of AP2 consists of the cones σ(Sh) = {s ∈ R2≥0 | q
h−1s1 ≤ s2 ≤ q
hs1} (h ∈ Z) where
Sh = {class(OEe1 + m
h−1
E e2), class(OEe1 + m
h
Ee2)}, and the cones σ({class(Lh)}) = {s ∈
R2≥0 | s2 = q
hs1} where Lh = OEe1 + πhOEe2.
2.8.17. We prove that |BTn| = ∪S |BTn|(S), where S ranges over all simplices of BTn.
Since the map PGLn(E) × |APn| → |BTn| ; (g, µ) 7→ gµ is surjective, it is sufficient to
prove that each µ ∈ |APn| belongs to ∪S |BTn|(S). Take a simplex S of APn such that a norm
with class µ belongs to σ(S). Then µ ∈ |BTn|(S).
Lemma 2.8.18. Let S be a simplex ofBTn, let µ˜ =
∑
s∈S ass˜, where as > 0 and s˜ is a norm with
class s, and let µ ∈ |BTn| be the class of µ˜.
(1) For µ′ ∈ |BTn|, µ′ ∈ |BTn|(S) if and only if C({µ}, µ′) is satisfied.
(2) The set S coincides with the set of all 0-simplices s ofBTn such thatC({µ}, s) is satisfied.
Proof. (1) Let Li and Yi for i ∈ Z be as in the proof of 2.8.9. If x ∈ Yi and y ∈ Yj , then
µ(x) ≥ µ(y) if and only if i ≤ j. For µ′ ∈ |BTn|, the condition µ′ ∈ |BTn|(S) is equivalent to
the condition that if x ∈ Yi and y ∈ Yj and i ≤ j, then µ′(x) ≥ µ′(y). This proves (1).
(2) Let s be a 0-simplex of BTn. If s ∈ S, C({µ}, s) is satisfied by (1). Conversely, assume
C({µ}, s) is satisfied. Then s ∈ |BT |(S). This implies s ∈ S.
Proposition 2.8.19. Let S be a subset of |BTn|. Then the condition C(S) is satisfied if and only
if S ⊂ |BTn|(S ′) for some simplex S ′ in BTn.
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Proof. The if part is clear. We prove the only if part. Assume C(S) is satisfied. For each
s ∈ S, let S ′(s) be the set of all 0-simplices s′ of BTn such that C({s}, s′) is satisfied. Then
C(S ∪ ∪s∈SS
′(s)) is satisfied. Hence C(∪s∈SS ′(s)) is satisfied and hence S ′ := ∪s∈SS ′(s) is a
simplex. We have S ⊂ |BTn|(S ′) by 2.8.18.
2.8.20. We prove that |BTn|(S) ∩ |BTn|(S ′) = |BTn|(S ∩ S ′) for simplices S, S ′ of BTn such
that S ∩ S ′ 6= ∅.
The inclusion |BTn|(S)∩ |BTn|(S ′) ⊃ |BTn|(S ∩ S ′) is clear. We prove the other inclusion.
Let µ ∈ |BTn|(S)∩ |BTn|(S ′). Let S ′′ be the set of all 0-simplices s of BTn such that C({µ}, s)
is satisfied. Then S ′′ ⊂ S ∩ S ′ and µ ∈ BTn(S ′′) by 2.8.18.
We take E = F∞.
Proposition 2.8.21. Let V be a complete valuation ring of height one over A as in 2.3.3. Let ψ
be a Drinfeld module over V of rank r with trivial line bundle, and let Λ be a ψ(A)-lattice (2.3.3)
in Ksep. Then there exists a unique norm µ on the F∞-vector space F∞ ⊗A Λ, where A acts on
Λ via ψ, having the property that if z ∈ K¯ and a ∈ A r {0} are such that ψ(a)z is a nonzero
element of Λ, then
−vK¯(z) = |a|
−rµ(ψ(a)z)r.
Proof. Let a ∈ A and z ∈ K¯, and write
ψ(a)(z) =
m∑
i=1
aiz
i with a1 = a, m = |a|
r, am ∈ V
×.
If vK¯(z) < 0, then since ai ∈ V for each i and am ∈ V
×, we have ψ(a)(z) = uz|a|
r
for some
u ∈ V×, so
vK¯(ψ(a)z) = |a|
rvK¯(z).
Since vK¯ takes negative values on nonzero elements of Λ by Lemma 2.3.4, there is then a
well-defined map µ : Λ→ R≥0 given by µ(λ) = (−vK¯(λ))
1/r and satisfying µ(ψ(a)λ) = |a|µ(λ)
for all a ∈ A and λ ∈ Λ. This map µ uniquely extends to a map µ : F ⊗A Λ → R≥0 such that
µ(a⊗ λ) = |a|µ(λ) for all a ∈ F and λ ∈ Λ. By continuity, µ extends uniquely to a continuous
map µ : F∞ ⊗A Λ→ R≥0. This µ satisfies the condition (ii) of a norm in 2.8.1.
If z ∈ K¯ and a ∈ A are such that ψ(a)z ∈ Λ r {0}, then vK¯(ψ(a)z) < 0 by 2.3.4, which
forces vK¯(z) < 0. We then have
|a|rvK¯(z) = vK¯(ψ(a)z) = −µ(ψ(a)z)
r.
The uniqueness of the norm µ is evident.
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3 Cone decompositions
In this section, we suppose that A = Fq[T ].
3.1 Cone decompositions and torsion points. 1
In this Section 3.1, after we consider Bruhat-Tits buildings more, we state the results 3.1.6, 3.1.8,
3.1.9, 3.1.10 concerning torsion points of generalized Drinfeld modules over complete valuation
rings of height one. The proofs of these results are given in Sections 3.3 later.
The following proposition will be applied to the study of generalized Drinfeld modules in the
case A = Fq[T ], through 2.3.5 and 2.8.21.
Proposition 3.1.1. Assume A = Fq[T ]. Let Λ be a free A-module of finite rank n, and let µ be a
norm on F∞ ⊗A Λ.
(1) For a family (λi)1≤i≤n of elements of Λ, the following two properties are equivalent.
(i) The collection (λi)i is an A-basis of Λ such that µ(λi) ≤ µ(λi+1) for 1 ≤ i ≤ n− 1
and is orthonormal as an F∞-basis of F∞ ⊗A Λ in the sense of (2.8.1).
(ii) For each i with 1 ≤ i ≤ n, we have λi /∈ Λi−1 :=
∑i−1
j=1Aλj , and λi has the smallest
norm among Λr Λi−1.
(2) There is a family (λi)1≤i≤n satisfying the equivalent conditions in (1).
(3) Let (λi)1≤i≤n be a family of elements of Λ satisfying the equivalent conditions in (1). Let
λ′i =
∑n
j=1 aijλj (1 ≤ i ≤ n) with aij ∈ A. Then (λ
′)1≤i≤n satisfies the equivalent
conditions in (1) if and only if the following conditions (i)–(iii) are satisfied.
(i) aij = 0 if µ(λj) < µ(λi).
(ii) µ(aijλj) ≤ µ(λi) if µ(λj) ≤ µ(λi).
(iii) Let 0 ≤ k < k +m ≤ n and assume that µ(λi) = µ(λk+1) if and only if k + 1 ≤ i ≤
k +m. Then (as+i,s+j)1≤i,j≤m ∈ GLm(Fq).
(4) If (λi)1≤i≤n and (λ′i)1≤i≤n are families of elements of Λ satisfying the equivalent conditions
in (1), we have µ(λi) = µ(λ′i) for 1 ≤ i ≤ n.
Proof. It is clear that for part (2) we can find (λi)i satisfying the condition (ii) of part (1)
recursively. The implication (i) ⇒ (ii) of part (1) is easily seen. We prove that (ii)⇒ (i). Let
(λi)i be as in (ii). Let
Λ′ =
(
n−1∑
i=1
Fλi
)
∩ Λ.
By induction on n, the tuple (λi)1≤i≤n−1 is an A-basis of Λ′ and is an orthonormal basis (2.8.1)
for the restriction of µ to F∞ ⊗A Λ′.
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Claim 1. (λi)1≤i≤n is an orthonormal basis (2.8.1) for µ.
We prove Claim 1. Since λi has the smallest norm among elements of ΛrΛi by (ii), we have
in particular that µ(λi) ≤ µ(λi+1) for i ≤ n− 1. It remains to prove that (λi)i is an orthonormal
basis for µ.
Given (xi)1≤i≤n ∈ F n∞, we must show that
µ
(
n∑
i=1
xiλi
)
= max{|xi|µ(λi) | 1 ≤ i ≤ n}.
By induction, we have this if xn = 0, so we may assume xn 6= 0. By replacing xi with x−1n xi for
i ≤ n− 1, we may further assume that xn = 1. By induction, we are quickly reduced to the case
that
µ(λn) = max{|xi|µ(λi) | 1 ≤ i ≤ n− 1},
since the result otherwise follows quickly from the triangle inequality for the norm. Let us assume
this equality holds.
Since F∞ = A + m∞, we can write xi = ai + ri for some ai ∈ A and ri ∈ m∞ for all
1 ≤ i ≤ n− 1. We then have
n∑
i=1
xiλi =
(
n−1∑
i=1
riλi
)
+
(
λn +
n−1∑
i=1
aiλi
)
.
Note that
µ
(
n−1∑
i=1
riλi
)
= max{|ri|µ(λi) | 1 ≤ i ≤ n− 1} < µ(λn).
By condition (ii), we also have
µ
(
λn +
n−1∑
i=1
aiλi
)
≥ µ(λn),
and it follows from these two inequalities that
µ
(
n∑
i=1
xiλi
)
= µ
(
λn +
n−1∑
i=1
aiλi
)
.
On other hand, for 1 ≤ i ≤ n− 1 such that ai 6= 0, we have µ(aiλi) = µ(xiλi). Hence
µ
(
λn +
n−1∑
i=1
aiλi
)
≤ max(µ(λn),max{|ai|µ(λi) | 1 ≤ i ≤ n− 1}) = µ(λn).
Therefore, we have µ(
∑n
i=1 xiλi) = µ(λn), as desired.
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Claim 2. (λi)1≤i≤n is an A-basis of Λ.
We prove Claim 2. We can write any nonzero λ ∈ Λ as
λ =
(
n−1∑
i=1
aiλi
)
+ bλn
with ai ∈ A and b ∈ F . Suppose b /∈ A, and write b = an + r with an ∈ A and r ∈ F such that
|r| < 1. Replacing λ by λ−
∑n
i=1 aiλi, we may assume that λ = rλn. Then µ(λ) < µ(λn). This
contradicts condition (ii).
The proof of (3) is straightforwards. (4) follows from (3).
Proposition 3.1.2. The map Rn>0 → |BTn| ; s 7→ class(µs) induces a bijection
{s ∈ Rn>0 | s1 ≤ · · · ≤ sn}/R>0
∼=
→ PGLn(A)\|BTn|.
Proof. Let P = {s ∈ Rn>0 | s1 ≤ · · · ≤ sn}/R>0, Q = PGLn(A)\|BTn|, and let R be the
set of all isomorphism classes of pairs (Λ, µ) where Λ is a free A-module of rank n and µ is
a homothety class of a norm on the F∞-vector space F∞ ⊗A Λ. We have a canonical map
Q → R ; µ 7→ (An, µ). We have the map R → P which sends the class of (Λ, µ) to the class
of (µ˜(λ1), . . . , µ˜(λn)), where (λi)1≤i≤n is an A-base of Λ satisfying the equivalent conditions in
3.1.1 (1) and µ˜ is a norm with class µ. This map R → P is well defined by 3.1.1 (4). Then as
is easily seen, the compositions P → Q → R → P and Q → R → P → Q are the identity
maps.
3.1.3. Let d ≥ 1 and let
Cd := {(s1, . . . , sd−1) ∈ R
d−1 | 0 ≤ s1 ≤ · · · ≤ sd−1}.
Let V be a complete valuation ring of height one over A = Fq[T ] and let φ be a generalized
Drinfeld module over V of generic rank d. We define
c(φ) ∈ Cd/R>0
as follows. Let r and (ψ,Λ) be as in 2.3.5 (1), and let n = d − r be the rank of Λ. By 2.8.21,
we have a homothety class µ of a norm on F∞ ⊗A Λ. By the proof of 3.1.2, (Λ, µ) determines
an element x of {s ∈ Rn>0 | s1 ≤ · · · ≤ sn}/R>0. We define c(φ) = (0
r−1, x). Thus, c(φ) is
the class of (0r−1, µ˜(λ1), . . . , µ˜(λn)) ∈ Cd where (λ1, . . . , λn) is an A-base of Λ satisfying the
equivalent conditions in 3.1.1 (1) and µ˜ is a norm with class µ.
3.1.4. Let k ≥ 1 be an integer. Let dΣ(k) (denoted also simply byΣ(k)) be the cone decomposition
of Cd defined as follows. Let I = {(h, i, j) ∈ Z3 | 1 ≤ j < i ≤ d − 1, 0 ≤ h ≤ k − 1}. For a
map α : I → {R≤0, {0},R≥0}, let
σ(α) = {s ∈ Rd−1 | 0 ≤ s1 ≤ · · · ≤ sd−1, q
hsj − si ∈ α(h, i, j) for all (h, i, j) ∈ I}.
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Then Σ(k) is the set of the cones σ(α) for these maps α.
This is a coarser version of the restriction of the cone decomposition {σ(S) | S ∈ APd−1}
(2.8.14) to Cd.
Example 3.1.5. Assume d = 3.
For integers h ≥ 1, let
σh = {(s1, s2) ∈ R
2
≥0 | q
h−1s1 ≤ s2 ≤ q
hs1}.
This is the cone σ(Sh) in 2.8.16 associated to the simplex Sh of AP2. For h ≥ 0, let
σh = {(s1, s2) ∈ R
2
≥0 | q
hs1 ≤ s2} = (∪h′>h σh′) ∪ {(0, s) | s ≥ 0}.
Then for k ≥ 1, Σ(k) consists of σh for 1 ≤ h ≤ k − 1 and σk−1, and their faces.
The remaining part of this Section 3.2 is about torsion points and cone decompositions. We
give statements of our results which will be proved in Section 3.4.
Proposition 3.1.6. Let V be a complete valuation ring of height one over A = Fq[T ] with field
of fractions K and let φ be a generalized Drinfeld module over V of generic rank d whose line
bundle is trivialized. Let N be an element of A which does not belong to Fq.
(1) Let (ψ,Λ), r and n = d − r be as in 2.3.5, and let eΛ be the exponential map of Λ. Let
(βi)1≤i≤n be a family ofN-torsion points of φ in K¯. Then the following conditions (i) and (ii) are
equivalent.
(i)βi = eΛ(λ˜i) for 1 ≤ i ≤ nwhere λ˜i are elements of K¯ such that (λi)1≤i≤n withλi = ψ(N)λ˜i
is an A-base of Λ satisfying the equivalent conditions in 3.1.1 (1).
(ii) For 1 ≤ i ≤ n,
−vK¯(βi) = min
{
−vK¯(β) | β ∈ φ[N ] \
(
eΛ(ψ[N ]) +
i−1∑
j=1
φ(A/NA)βj
)}
.
(2) For given ai ∈ A/NA (1 ≤ i ≤ n), vK¯(
∑n
i=1 aiβi) is independent of the choice of (βi)i
as in (1). In particular, vK¯(βi) is independent of the choice of such (βi)i.
3.1.7. Let V be a complete valuation ring of height one overA = Fq[T ], and let φ be a generalized
Drinfeld module over V of generic rank d. Let N be an element of A which does not belong to
Fq. We define
c(φ,N) ∈ Cd/R>0
as the class of (0r−1, (−vK¯(βi))1≤i≤n), where r and (βi)1≤i≤n are as in 3.1.6.
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Theorem 3.1.8. Let k ≥ 1. For each σ ∈ Σ(k) = dΣ(k), there is a unique finitely generated
rational subcone σ′ of Cd satisfying the following condition (*):
(*) For every complete valuation ringV of height one overA = Fq[T ] and for every generalized
Drinfeld module φ over V , and for every N ∈ A whose degree as a polynomial over Fq is k,
c(φ,N) ∈ σ′ if and only if c(φ) ∈ σ.
It is also characterized by the following condition (**).
(**) The same condition as (*) except that complete valuation ring of height one in (*) is
replaced by complete discrete valuation ring.
When σ ∈ Σ(k) varies, these σ′ form a finite rational subdivision Σk = dΣk of Cd.
Proposition 3.1.9. The fan Σ1 coincides with the fan of all faces of Cd.
Proposition 3.1.10. Let k and k′ be integers such that 1 ≤ k ≤ k′. If τ is a finitely generated
rational cone inRd−1 and is a subcone of some element of Σk′ , there is a unique finitely generated
rational cone σ in Rd−1 which is a subcone of some element of Σk satisfying the following
condition:
For every complete valuation ring V of height one over A = Fq[T ] and for every generalized
Drinfeld module φ over V , and for every N,N ′ ∈ A such that the degree ofN is k and the degree
of N ′ is k′ and such that N |N ′, c(φ,N ′) ∈ τ if and only if c(φ,N) ∈ σ. If Σ′ is a subdivision of
Σk′ , these σ associated to τ ∈ Σ′ form a cone decomposition of Cd which is a sudivision of Σk.
Let Σk,k′ be the subdivision of Σk associated to the subdivisionΣk′ itself of Σk′ . Thus we have
a one-to-one correspondence between subdivisions of Σk′ and subdivisions of Σk,k′ through this
correspondence.
3.2 Study of Drinfeld exponential maps
3.2.1. Fix integers r ≥ 1 and n ≥ 0. Let s = (si)1≤i≤n ∈ Rn>0. We define a map
ǫr,ns : R>0 → R>0
as follows:
ǫr,ns (x) =
∑
y∈An
max(x−max{|yi|
rsi | 1 ≤ i ≤ n}, 0).
We have
ǫr,ns (x) = x+
∑
m∈Zn
≥0
(
q
∑n
i=1m(i)(q − 1)nmax(x−max{qm(i)rsi | 1 ≤ i ≤ n}, 0)
)
.
In the case n = 0, we have ǫr,ns (x) = x, for s the empty tuple.
Relations between this map ǫr,ns and the Drinfeld exponential map are given in 3.2.7 and 3.2.9.
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Example 3.2.2. Consider the case n = 1. Let s = s1 ∈ R>0, x ∈ R≥0, h ∈ Z≥0, and assume
q(h−1)rs ≤ x ≤ qhr. Then
ǫr,1s (x) = q
hx− (qh(r+1) − 1)
q − 1
qr+1 − 1
s.
3.2.3. This is a preparation for the following 3.2.4.
For n ≥ 1 and an simplex S of APn, we defined a finitely generated rational cone σ(S) in
Rn≥0 (2.8.13). We define here a modified version σr(S) of σ(S) for each integer r ≥ 1 by
σr(S) := {(x
r
1, . . . , x
r
n) | x ∈ σ(S)}.
This σr(S) is also a finitely generated rational cone in Rn. In fact, if α is a map I = {(h, i, j) ∈
Z3 | 1 ≤ i < j ≤ n} → {R≤0, {0},R≥0} such that σ(S) coincides with the set of all x ∈ Rn≥0
satisfying qhxi − xj ∈ α(h, i, j) for all (h, i, j) ∈ I (2.8.14), σr(S) coincides with the set of
x ∈ Rn≥0 satisfying q
hrxi − xj ∈ α(h, i, j) for all (h, i, j) ∈ I
Lemma 3.2.4. Let S be a simplex of APn+1. Then there is a linear map l : Rn+1 → R such that
ǫr,ns (x) = l(s1, . . . , sn, x) for all s ∈ R
n
>0 and x ∈ R>0 satisfying (s1, . . . , sn, x) ∈ σr(S).
This follows from the definition of ǫr,ns .
Corollary 3.2.5. The map ǫr,ns : R≥0 → R≥0 is a piecewise linear, increasing homeomorphism.
3.2.6. Let V ,K, and K¯ be as in 2.3.3. Let Λ be a subgroup of the additive group K¯ such that the
set {λ ∈ Λ | vK¯(λ) ≥ c} is finite for all c.
Let eΛ : K¯ → K¯ be Drinfeld exponential map associated to Λ defined by
eΛ(z) = z
∏
λ∈Λr{0}
(1− λ−1z).
The following 3.2.7 and 3.2.9 give relations between the function ǫr,ns and Drinfeld exponential
map.
Proposition 3.2.7. Let V be a complete valuation ring of height one over A = Fq[T ]. Let d, r,
n = d−r, φ, (ψ,Λ), and λi (1 ≤ i ≤ n) be as in Propositions 2.8.21 and 3.1.1. Let si = −vK¯(λi).
Let α ∈ K¯×, let E1 be the finite set {λ ∈ Λ | λ 6= 0, λ ∈ OK¯α}, and let β = α
∏
λ∈E1
αλ−1.
Then −vK¯(β) = ǫ
r,n
s (−vK¯(α)). We have β
−1e(αz) ∈ OK¯ [[z]], the coefficients of this formal
power series converge to 0, and some coefficient of it is a unit of OK¯ .
Proof. The first assertion follows from the definition of ǫr,ns . Let E2 = Λr (E1 ∪ {0}). We have
e(αz) = αz
∏
λ∈E1
(1− λ−1αz)
∏
λ∈E2
(1− λ−1αz) = βz
∏
λ∈E1
(α−1λ− z)
∏
λ∈E2
(1− λ−1αz).
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3.2.8. For x ∈ K¯, let
vK¯,Λ(x) = max{vK¯(x− λ) | λ ∈ Λ}.
Note that our assumption on Λ implies that {λ ∈ Λ | vK¯(x− λ) ≥ c} is finite for all c as well, so
this maximum exists.
The map vK¯,Λ factors through the projection K¯ → K¯/Λ, and we use the same symbol to
denote the resulting map.
Proposition 3.2.9. Let V , d, r, n, (ψ,Λ), and si be as in 3.2.7. Then for x ∈ K¯, we have
−vK¯(eΛ(x)) = ǫ
r,n
s (−vK¯,Λ(x)).
Proof. Let α be an element of x+Λ such that vK¯(α) = vK¯,Λ(x). In the proof of 3.2.7, let z = 1.
Then for every λ ∈ E1, α−1λ− 1 is a unit of OK¯ . Hence 3.2.9 follows by the proof of 3.2.7.
Remark 3.2.10. Our theory of cone decomposition for toroidal embeddings bases on simplices
of the Bruhat-Tits building. The key point is the following. By 3.2.4 and 3.2.7, 3.2.9, the poles of
the Drinfeld exponential map have a linear property on simplices (3.2.4, 3.2.7, 3.2.9) and hence
poles of torsion points of generalized Drinfeld modules have linear properties if we introduce
cone decompositions related to simplices.
3.2.11. For integers r and n such that r ≥ 1, n ≥ 0, and for s ∈ Rn>0, define
δr,n(s1, . . . , sn) =
q − 1
qr+n − 1
n∑
i=1
qn−iǫr,i−1s1,...,si−1(si).
If n = 0, this is the zero function.
A relationship between δr,n and generalized Drinfeld modules over V is given in 3.2.24.
We define a modified version ǫˆr,ns of ǫ
r,n
s as
ǫˆr,ns (x) = ǫ
r,n
s (x)− δ
r,n(s1, . . . , sn).
Example 3.2.12. As in 3.2.2, let n = 1, s = s1 ∈ R>0, x ∈ R≥0, h ∈ Z≥0, and assume
q(h−1)rs ≤ x ≤ qhr. Then
δr,1(s) =
q − 1
qr+1 − 1
s,
and hence
ǫˆr,1s (x) = ǫ
r,1(x)− δr,1(s) = qhx− qh(r+1)
q − 1
qr+1 − 1
s.
As in 3.2.16 and 3.2.17 below for example, formulas concerning ǫr,ns have simple forms when
we use ǫˆr,ns in place of ǫ
r,n
s .
The following is the ǫˆ-version of 3.2.4.
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Lemma 3.2.13. Let S be a simplex of APn+1. Then there is a linear map l : Rn+1 → R such that
ǫˆr,ns (x) = l(s1, . . . , sn, x) for all s ∈ R
n
>0 and x ∈ R>0 satisfying (s1, . . . , sn, x) ∈ σr(S).
Proof. This follows from 3.2.4.
3.2.14. It follows from the definitions that
δr,n+1(s1, . . . , sn+1) = δ
r,n(s1, . . . , sn) +
q − 1
qr+n+1 − 1
ǫˆr,ns1,...,sn(sn+1).
We also have the following.
Proposition 3.2.15. Assume that si ≤ si+1 for 1 ≤ i ≤ n. We have
δr,n+1(s1, . . . , sn+1) = δ
r,1(s1) + δ
r+1,n(s′),
where s′ = (ǫˆr,1s1 (si+1))1≤i≤n.
Proposition 3.2.16. Assume that si ≤ si+1 for 1 ≤ i ≤ n+m− 1. Then we have
ǫˆr,n+ms (x) = (ǫˆ
r+m,n
s′ ◦ ǫˆ
r,m
t )(x),
where t = (s1, . . . , sm) ∈ Rm>0 and s
′ ∈ Rn>0 with s
′
i = ǫˆ
r,m
t (sm+i).
We note that Proposition 3.2.16 has the following corollary.
Corollary 3.2.17. Assume that si ≤ si+1 for 1 ≤ i ≤ n− 1. Then we have
ǫˆr,ns (x) = (ǫˆ
r+n−1,1
s′n
◦ · · · ◦ ǫˆr+1,1s′2
◦ ǫˆr,1s′1
)(x)
where s′i = ǫˆ
r,i−1
s1,...,si−1
(si) for 1 ≤ i ≤ n.
Proposition 3.2.18. Assume that si ≤ si+1 for 1 ≤ i ≤ n− 1 and sn ≤ x. Then we have
ǫˆr,ns (x) = q
r+nǫˆr,ns (q
−rx).
We prove these propositions.
3.2.19. First, the case n = 1 of 3.2.18 follows from 3.2.2, as it yields
ǫˆr,1s (x) = q
h
(
x−
q − 1
qr+1 − 1
qhrs
)
for h = h(x) as in 3.2.2, and h(x) = h(q−rx) + 1 as s ≤ x.
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3.2.20. Wewill treat 3.2.15 and the casem = 1 of 3.2.16 simultaneously by induction on n. Both
are easy to see for n = 0. Proposition 3.2.16 follows from the casem = 1 of 3.2.16 by induction
onm as follows. Assuming the result form and si ≤ si+1 for all 1 ≤ i ≤ n+m, we have
ǫˆr,n+m+1s = ǫˆ
r+m,n+1
s′′ ◦ ǫˆ
r,m
s1,...,sm+1 = ǫˆ
r+m+1,n
s′ ◦ ǫˆ
r+m,1
s′′1
◦ ǫˆr,ms1,...,sm+1 = ǫˆ
r+m+1,n
s′ ◦ ǫˆ
r,m
s1,...,sm,
where s′′ ∈ Rn+1>0 with s
′′
i = ǫˆ
r,m
t′ (sm+i), and where s
′ ∈ Rn>0 with s
′
i = s
′′
i+1.
3.2.21. We show 3.2.16 and 3.2.15 for n − 1 imply 3.2.15 for n. To this end, for s = (si)
n+1
i=1 ,
t = (si)
n
i=1, s
′ = (s′i)
n
i=1, and t
′ = (s′i)
n−1
i=1 with s
′
i = ǫˆ
r,1
s1 (si+1) for 1 ≤ i ≤ n, we compute
δr,n+1(s) = δr,n(t) +
q − 1
qr+n+1 − 1
ǫˆr,nt (sn+1)
= δr,1(s1) + δ
r+1,n−1(t′) +
q − 1
qr+n+1 − 1
ǫˆr,nt (sn+1)
= δr,1(s1) + δ
r+1,n(s′) +
q − 1
qr+n+1 − 1
(ǫˆr,nt (sn+1)− ǫˆ
r+1,n−1
t′ (ǫˆ
r,1
s1
(sn+1)))
= δr,1(s1) + δ
r+1,n(s′).
Here, the first step is 3.2.14, the second step is 3.2.15 for n− 1 and, the third step is 3.2.14 again,
and the fourth step is 3.2.16 for n− 1.
3.2.22. We complete the proof of 3.2.15 and m = 1 of 3.2.16 by showing that 3.2.15 for n and
the proven case of 3.2.18 imply 3.2.16 form = 1 and n.
Let s ∈ Rn+1>0 . Let y = (yi)1≤i≤n+1 ∈ A
n+1, and considermy = max(Py −Qy, 0), where
Py = max(x− |y1|
rs1, 0), Qy = max
(
max
2≤i≤n+1
{|yi|
rsi} − |y1|
rs1, 0
)
.
If x ≤ max2≤i≤n+1{|yi|rsi}, thenmy = 0. If x ≥ max2≤i≤n+1{|yi|rsi}, then
my =

max(x− |y1|
rs1, 0) if max2≤i≤n+1{|yi|rsi} ≤ |y1|s1,
max(x−max2≤i≤n+1{|yi|
rsi}, 0) otherwise.
Hencemy = max(x−max1≤i≤n+1{|yi|rsi}, 0) for all y ∈ An+1, and∑
y∈An+1
my = ǫ
r,n+1
s (x).
On the other hand, if we fix y2, . . . , yn+1 with x ≥ max2≤i≤n+1{|yi|rsi}, the sum ofmy for y
with these fixed y2, . . . , yn+1 is equal to∑
y1∈A
my = max
(
ǫr,1s1 (x)− ǫ
r,1
s1
(
max
2≤i≤n+1
{|yi|
rsi}
)
, 0
)
= max
(
ǫr,1s1 (x)− max2≤i≤n+1
{ǫr,1s1 (|yi|
rsi)}, 0
)
= max
(
ǫˆr,1s1 (x)− max2≤i≤n+1
{ǫˆr,1s1 (|yi|
rsi)}, 0
)
.
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By the case n = 1 of 3.2.18 proved in 3.2.19, we have
max
2≤i≤n+1
{ǫˆr,1s1 (|yi|
rsi)} = max
2≤i≤n+1
{|yi|
r+1ǫˆr,1s1 (si)}
unless q−rs1 > si for all i (which does not hold by assumption on s) or y2 = · · · = yn+1 = 0. It
follows that the sum of allmy is also given by∑
y∈An+1
my = (ǫ
r+1,m
s′ ◦ ǫˆ
r,1
s1
)(x) + δr,1(s1),
where s′ = (ǫˆr,1s1 (si+1))1≤i≤n. By comparing with our first calculation of the sum and applying
3.2.15 for n, we obtain
ǫr,n+1s (x) = (ǫ
r+1,n
s′ ◦ ǫˆ
r,1
s1 )(x) + δ
r,n+1(s)− δr+1,n(s′),
which implies 3.2.16 form = 1 and n.
3.2.23. We prove Proposition 3.2.18 using Proposition 3.2.16 by induction on n. Suppose it holds
for n: we prove it for n+ 1. For s = (si)
n+1
i=1 , t = (si)
n
i=1, and s
′ = ǫr,nt (sn+1), we have
ǫˆr,n+1s (x) = ǫˆ
r+n,1
s′ ◦ ǫˆ
r,n
t (x) = ǫˆ
r+n,1
s′ (q
r+nǫˆr,nt (q
−rx)),
the first inequality by 3.2.16 and our assumption on the si, and the second equality by induction
and our assumption on the si and x. By induction and the fact that sn ≤ sn+1, we have
q−r−nǫˆr,nt (sn+1) = ǫˆ
r,n
t (q
−rsn+1) ≤ ǫˆ
r,n
t (q
−rx),
the inequality following from the fact that sn+1 ≤ x, since ǫˆ
r,n
t is inceasing. By the equality in
the case n = 1 proven in 3.2.19, we then have
ǫˆr+n,1s′ (q
r+nǫˆr,nt (q
−rx)) = qr+n+1ǫˆr+n,1s′ (ǫˆ
r,n
t (q
−rx)).
Proposition 3.2.24. Let V be a complete valuation ring of height one over A. Let d, r, n = d− r,
φ, (ψ,Λ), and λi (1 ≤ i ≤ n) be as in 3.1.1. Let si = −vK¯(λi). Let f = c(T, q
d) be the coefficient
of φ(T ) of the highest degree. Then
vK(f) = (q
d − 1)δr,n(s1, . . . , sn).
Proof. Take z ∈ K¯ such that vK¯(z) ≪ 0, vK¯(z) = vK¯,Λ(z), and vK¯(ψ(T )z) = vK¯,Λ(ψ(T )z).
Since vK¯(ψ(T )z) = q
rvK¯(z), Propositions 3.2.9 and 3.2.18 imply that
vK¯(eΛ(ψ(T )z)) = −ǫ
r,n
s (−q
rvK¯(z))
= −qdǫˆr,ns (−vK¯(z))− δ
r,n(s1, . . . , sn)
= qdvK¯(eΛ(z)) + (q
d − 1)δr,n(s1, . . . , sn).
On the other hand, we have
vK¯(eΛ(ψ(T )z)) = vK¯(φ(T )(eΛ(z))) = q
dvK¯(eΛ(z)) + vK¯(f),
the latter statement in that vK¯(eΛ(z)) can be made arbitrarily negative by making vK¯(z) so.
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3.3 Cone decompositions and torsion points. 2.
We prove the results 3.1.6, 3.1.8, 3.1.9, 3.1.10 stated in Section 3.1.
In this Section 3.3, V denotes a complete valuation ring of height one over A.
3.3.1. Let φ be a generalized Drinfeld module over V of generic rank d. Assume that the line
bundle of φ is trivialized. Let (ψ,Λ) be the corresponding pair of a Drinfeld module of rank r
over V and a ψ(A)-lattice Λ of rank n = d− r inKsep. Let µ be the norm on F∞ ⊗A Λ attached
to (ψ,Λ) by Proposition 2.8.21. This norm satisfies µr = −vK¯ on Λr {0}.
3.3.2. Let
ψ(N)−1Λ = {x ∈ K¯ | ψ(N)x ∈ Λ},
φ[N ] = {x ∈ K¯ | φ(N)x = 0} and ψ[N ] = {x ∈ K¯ | ψ(N)x = 0}.
We have
eΛ : ψ(N)
−1Λ/Λ
∼
−→ φ[N ].
We have also an exact sequence
0→ ψ[N ]
eΛ−→ φ[N ]→ Λ/ψ(N)Λ→ 0.
The map φ[N ]→ Λ/ψ(N)Λ sends β ∈ φ[N ] to the class of any λ ∈ Λ such that there is a λ′ ∈ K¯
satisfying β = eΛ(λ′) and ψ(N)λ′ = λ.
Proposition 3.3.3. Let (λi)1≤i≤n ∈ Λn satisfy the equivalent conditions in 3.1.1(1). Let λ ∈ K¯
be such that ψ(N)λ ∈ Λ, and for 1 ≤ i ≤ n, let ai ∈ A with |ai| < |N | be such that
ψ(N)λ ≡
∑n
i=1 ψ(ai)λi mod ψ(N)Λ. Then
−vK¯(eΛ(λ)) = ǫ
r,n
s (|N |
−rmax{|ai|
rsi | 1 ≤ i ≤ n})
where si = −vK¯(λi).
Proof. By Proposition 2.8.21, we have
|N |rvK¯,Λ(λ) = vK¯,Λ(ψ(N)λ) = −µ
(
n∑
i=1
ψ(ai)λi
)r
= −max{|ai|
rsi | 1 ≤ i ≤ n}.
By this, the result is reduced to a direct consequence of Proposition 3.2.9.
3.3.4. We prove 3.1.6.
We prove (1). The implication (i)⇒ (ii) follows from 3.3.3. We prove the implication (ii)⇒
(i). Let (βi)i be as in (i) with the relation there to a base (λi)i of Λ satisfying 3.1.1 (1). Let (β ′i)i
be as in (ii). We prove that (β ′i)i is as in (i) with the relation to a base (λ
′
i)i of Λ satisfying 3.1.1
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(1). For each 0 ≤ j ≤ n, we construct a base (λ(j)i )i of Λ satisfying 3.1.1 (1) by induction on j,
and we will define λ′i = λ
(n)
i . First, let λ
(0)
i = λi. Assume 1 ≤ j ≤ n. By induction on j, we may
assume that j ≥ 1 and that we have a base (λ(j−1)i )i of Λ satisfying 3.1.1 (1) such that if we define
β
(j−1)
i := eΛ(λ˜
(j−1)
i ) for some λ˜
(j−1)
i ∈ K¯ satisfying ψ(N)λ˜
(j−1)
i = λ
(j−1)
i , then β
′
k = β
(j−1)
k for
1 ≤ k < j. Write β ′j = ξ +
∑n
k=1 akβ
(j−1)
k , where ξ ∈ eΛ(ψ[N ]) and ak ∈ A/NA. By 3.3.3,
if k ≥ j and ak 6= 0, then ak ∈ Fq and −vK¯(β
(j−1)
k ) = −vK¯(β
′
j). Let s be the largest integer k
such that k ≥ j and ak 6= 0. Define (λ
(j)
i )i as follows: λ
(j)
j =
∑s
k=j akλ
(j−1)
j , λ
(j)
k = λ
(j−1)
k if
k < j or k > s, λ(j)k = λ
(j−1)
k−1 if j < k ≤ s. Then (λ
(k)
i )i is a base of Λ satisfying 3.1.1 (1) and
β ′k = eΛ(λ˜
(j)
k ) for 1 ≤ k ≤ j for some λ˜
(j)
k ∈ K¯ such that ψ(N)λ˜
(j)
k = λ
(j)
k .
(2) follows by the condition (i) in (1), by 3.3.3, and by the fact that (µ(λi))i is independent of
the choice of (λi)i.
We give preparations for the proofs of 3.1.8, 3.1.9, and 3.1.10.
3.3.5. Let k ≥ 1 and let σ ∈ Σ(k). We define a map
πk,σ : σ → R
d−1
≥0
as follows, and will relate it to the maps ξdk′ for 0 ≤ k
′ ≤ k.
For 1 ≤ i ≤ d− 1, let
θ(i) = min{j ∈ Z | 1 ≤ j ≤ i, qk−1sj ≥ si for all s ∈ σ}
(note that this set of j is not empty because it contains i). For s = (si)
d−1
i=1 ∈ Cd, set
r = r(s) = min{i | si 6= 0}
if it exists and r = d otherwise, and define
πk,σ(s)i =

0 if 1 ≤ i < rǫˆr,θ(i)−rsrr,...,srθ(i)−1(sri ) if r ≤ i < d.
Example 3.3.6. Let d = 4, and let
σ = {(s1, s2, s3) ∈ R
3
≥0 | qs1 ≤ s2 ≤ s3, qs2 ≥ s3} ∈ Σ
(2).
We have θ(1) = 1, θ(2) = θ(3) = 2. Let s ∈ σ. Then π2,σ(s) is as follows.
First assume s1 > 0. Take h, h′ ∈ Z such that qh−1s1 ≤ s2 ≤ qhs1 and qh
′−1s1 ≤ s3 ≤ q
h′s1
(h ≥ 2, h′ is h or h+ 1). By 3.2.12, we have
π2,σ(s) = (s1, q
hs2 − q
2h(q + 1)−1s1, q
h′s3 − q
2h′(q + 1)−1s1).
If s1 = 0, we have π2,σ(s) = (0, s22, s
2
3).
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Proposition 3.3.7. Let k and σ be as in 3.3.5 and let 0 ≤ k′ ≤ k. Let i, i′ be integers such that
θ(i)− 1 ≤ i′ ≤ i ≤ d− 1. Let πσ,k′,i,i′ : σ → R≥0 be the map defined as follows. For s ∈ σ, let
r = r(s) be as in 3.3.5 and let
πk′,σ,i,i′(s) =

0 if 1 ≤ i < rǫˆr,i′+1−rsrr,...,sri′ (q−k′rsri ) if r ≤ i < d.
(Note that πk,σ(s)i = πσ,0,i,θ(i)−1(s).) Then there is a linear map lk′,i,i′ : Rd−1 → R such that
πσ,k′,i,i′(s) = lk′,i,i′πk,σ(s)
for every s ∈ σ.
Proof. Let b = (srr, . . . , s
r
θ(i)−1). For an integer j such that θ(i) ≤ j ≤ i, let tj = ǫˆ
r,θ(i)−r
b (s
r
j).
Then ti = πk,σ(s)i by 3.2.18. By 3.2.16,
πσ,k′,i,i′(s) = ǫˆ
θ(i),i′+1−θ(i)
tθ(i),...,ti′
(q−k
′θ(i)ti).
By 3.2.18, (tθ(i), . . . , ti′ , q−k
′θ(i)ti) ranges in σr(S) for some simplex S of APi′−θ(i)+2 (3.2.3).
Hence by 3.2.13, the right hand side is a linear function of tθ(i), . . . , ti′ and ti. Recall that
ti = πk,σ(s)i. By induction on i, for θ(i) ≤ j < i, tj is a linear function of πk,σ(s)j′ for
j′ < i.
Proposition 3.3.8. The map πk,σ : σ → R
d−1
≥0 is injective and the image coincides with the
cone consisting of all x ∈ Cd satisfying the following condition (*). Assume σ is defined by
qhsj − si ∈ α(h, i, j), α(h, i, j) ∈ {R≤0, {0},R≥0} (1 ≤ j < i, 0 ≤ h ≤ k − 1).
For each i, j such that 1 ≤ j < i ≤ d − 1 and θ(i) − 1 ≤ j, choose an integer c(i, j) such
that θ(i)− 1 ≤ c(i, j) ≤ j. (For example, we can take c(i, j) = j.)
(*) qh(c(i,j)+1)l0,j,c(i,j)(x)− l0,i,c(i,j)(x) ∈ α(h, j, i) for all (i, j) such that 1 ≤ j < i ≤ d− 1.
(Here l0,∗.∗ is as in 3.3.7. l0,∗,∗ was not determined uniquely. We can make any choices.)
Proof. We prove this by induction on d. We may assume d ≥ 2. Let σ′ be the subcone of Rd−2≥0
consisting of all elements s such that qhsj−si ∈ α(h, i, j) for allh, i, j such that 1 ≤ j < i ≤ d−2,
0 ≤ h ≤ k − 1. By induction on d, we have
(1) πk,σ′(σ′) = {a ∈ R
d−2
≥0 | q
h(c(i,j)+1)aj − ai ∈ α(h, i, j) (1 ≤ j < i ≤ d − 2, 0 ≤ h ≤
k − 1)}.
We have
σ = {s ∈ Rd−1≥0 | (s1, . . . , sd−2) ∈ σ
′, qhsj−sd−1 ∈ α(h, d−1, j) (1 ≤ j < d−1, 0 ≤ h ≤ k−1)}
= {s ∈ Rd−1≥0 | (s1, . . . , sd−2) ∈ σ
′, qh(c(i,j)+1)πσ,0,j,c(d−1,j)(s)−πσ,0,d−1,c(d−1,j)(s) ∈ α(h, d−1, j)
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(1 ≤ j < d− 1, 0 ≤ h ≤ k − 1)} by 3.2.18.
Hence
(2)πk,σ(σ) = {a ∈ R
d−1
≥0 | (a1, . . . , ad−2) ∈ πk,σ′(σ
′), qh(c(i,j)+1lk,j,c(d−1,j)(a)−lk,d−1,c(d−1,j)(a) ∈
α(h, d− 1, j) (1 ≤ j < d− 1, 0 ≤ h ≤ k − 1)}.
3.3.8 follows from (1) and (2).
Example 3.3.9. Let σ be as in 3.3.6. Take c(2, 1) = c(3, 1) = c(3, 2) = 1. Since πσ,0,i,1(s) =
π2,σ(s)i for i = 2, 3 and πσ,0,1,1(s) = q(q + 1)−1s1 = q(q + 1)−1π2,σ(s)1, the condition (*) in
3.3.8 can be written as
(*) q3(q + 1)−1x1 ≤ x2, x2 ≤ x3, q2x2 ≥ x3.
Hence we have
π2,σ(σ) = {(a1, a2, a3) ∈ R
3
≥0 | q
3(q + 1)−1a1 ≤ a2 ≤ a3, q
2a2 ≥ a3}.
Lemma 3.3.10. Let 1 ≤ i ≤ d − 1 and let δ˜i : Cd → R be the map defined as follows. For
s ∈ Cd, let
δ˜i(s) =

0 if 1 ≤ i < rδr,i+1−r(srr, . . . , sri ) if r ≤ i < d.
Let k ≥ 0 and σ ∈ Σ(k). Then there is a linear map l : Rd−1 → R such that
δ˜i(s) = lπk,σ(s)
for every s ∈ σ.
Proof. For i ≥ 1, we have
δ˜i(s) = δ˜i−1(s) +
q − 1
qi+1 − 1
πσ,0,i,i−1(s).
Hence 3.3.10 follows from 3.3.7 by induction on i.
3.3.11. For k ≥ 0, let
ξdk : Cd → Cd
be the map defined as follows. For s = (si)
d−1
i=1 ∈ Cd, let r = r(s) be as in 3.3.5 and let
ξdk(s)i =

0 if1 ≤ i < rǫr,d−rsrr ,...,srd−1(q−krsri ) ifr ≤ t < d.
Since ǫr,d−rsrr ,...,srd−1 is an increasing bijection R≥0 → R≥0, the map ξ
d
k is easily seen to provide a
bijection Cd → Cd.
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Proposition 3.3.12. Let r, φ and (ψ,Λ) be as in Proposition 2.3.5 (1), let n = d− r be the rank
of Λ, and let eΛ be the exponential map of Λ. Let (λi)1≤i≤n be as in 3.1.1. LetN be an element of
A which does not belong to Fq, let λ˜i be an element of K¯ such that ψ(N)λ˜i = λi, let βi := eΛ(λ˜i),
and let a be a non-zero element of A such that |a| < |N |. Then we have
ξdk−k′(0
r−1, µ(λ1), . . . , µ(λn))i+r−1 = −vK¯(aβi))
(aβi means φ(a)βi), where µ is the induced norm, k is the degree of N , and k′ is the degree of a,
and 0r−1 = (0, . . . , 0) (r − 1 times).
In particular (take a = 1), we have
ξdk(0
r−1, µ(λ1), . . . , µ(λn)) = (0
r−1,−vK¯(β1), . . . ,−vK¯(βn)).
Proof. Set si = −vK¯(λi) for 1 ≤ i ≤ n and s = (si)i. By definition of µ, we have si = µ(λi)
r.
Thus
ξdk−k′(0
r−1, µ(λ1), . . . , µ(λn))i = ǫ
r,n
s (q
−(k−k′)rsi).
By Proposition 3.3.3, we have ǫr,ns (q
−(k−k′)rsi) = −vK¯(aβi).
Proposition 3.3.13. Let k and σ be as in 3.3.7 and let 0 ≤ k′ ≤ k. Then there is a linear map
lk′ : R
d−1 → Rd−1 such that
ξdk′(s) = lk′πk,σ(s)
for every s ∈ σ.
Proof. By definition of the maps ǫ in 3.2.1, the first r− 1 coordinates of ξdk(s) are zero, and since
s ∈ Cd, we have equalities
ξdk′(s)i = ǫ
r,i+1−r
srr ,...,s
r
i
(q−k
′rsri )
for all i with r ≤ i ≤ d− 1. Hence
ξdk′(s)i = πσ,k′,i,i(s)− δ˜i(s)
for all i. Hence 3.3.13 follows from 3.3.7 and 3.3.10.
Example 3.3.14. Let σ be as in 3.3.6.
We compute the maps ξ41 and ξ
4
2 restricted to σ. Let s ∈ σ.
First assume s1 > 0 take h, h′ ∈ Z as in 3.3.6. Then by 3.2.12, for k = 1, 2, we have
ξ4k(s1, s2, s3) = (q
−ks1, q
h−2ks2− (q
2h−2k− 1)(q+1)−1s1, q
h′−2ks3− (q
2h′−2k− 1)(q+1)−1s1).
Next assume s1 = 0. Then
ξ41(s) = (0, q
−2s22, q
−2s23), ξ
4
2(s) = (0, q
−4s22, q
−4s23).
Compare this with the computation of π2,σ in 3.3.6. We have the linear maps lk for k = 1, 2
such that ξ4k = lk ◦ π2,σ on σ given by
lk(a1, a2, a3) = (q
−ka1, q
−2ka2 + (q + 1)
−1a1, q
−2ka3 + (q + 1)
−1a1).
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Lemma 3.3.15. Let s ∈ Cd ∩ Qd−1, 1 ≤ r ≤ d − 1, and assume si = 0 for 1 ≤ i ≤ r − 1 and
sr > 0. Then there are a complete discrete valuation ring V and a generalized Drinfeld module
φ over V of generic rank d such that the rank of φ mod mV is r and such that the class c(φ) in
Cd/R>0 coincides with the class of s.
Proof. Take a discrete valuation ring V ′ over A and a Drinfeld module over V of rank r. Let
n = d− r, and let V be the completion of the local ring of the polynomial ring V ′[u1, . . . , un] in
n variables at the maximal ideal generated by mV ′ . Let K be the field of fractions of V . Take an
integer c ≥ 1 such that csi ∈ Z for all 1 ≤ i ≤ d − 1, take elements λ′i (1 ≤ i ≤ n) of V
′ such
that ordK(λ′i) = −csi−r+1, let λi = λ
′
iui, and let Λ =
∑n
i=1 ψ(A)λi. Then Λ is a ψ(A)-lattice in
Ksep of rank n in the sense of 2.3.3. Let φ be the generalized Drinfeld module of generic rank d
corresponding to (ψ,Λ) in the correspondence 2.3.5. Then c(φ) is the class of s.
3.3.16. Theorem 3.1.8 follows from 3.3.8 and 3.3.13, and 3.3.15. The cone inΣk corresponding to
σ ∈ Σ(k) is ξk(σ). By 3.3.15, the correspondence σ 7→ σ′ is characterized by the condition (**) in
3.1.8 because the map ξk is continuous on the subset {s ∈ Cd | si = 0 for 1 ≤ i ≤ r− 1, sr > 0}
of Cd for each r.
3.3.17. We prove 3.1.9. By 3.1.8, the bijection ξd1 : Cd → Cd induces a bijection Σ
(1) →
Σ1 : σ 7→ ξ
d
1(σ). The fan Σ
(1) is the fan of all faces of Cd. A face of Cd has the form
{s ∈ Rd−1 | 0 ≤ s1 ≤ · · · ≤ sd−1, si = sj if (i, j) ∈ I} for some subset I of {1, . . . , d − 1}2.
For a face σ of Cd, since ξd1(σ) ⊂ ξ
d
1(Cd) = Cd ∈ Σ1, ξ
d
1(σ) ∈ Σ1 must be a face of Cd. We have
easily σ ⊂ ξd1(σ) but ξ
d
1(σ) 6= τ for every face τ of Cd such that σ ( τ . Hence ξ
d
1(σ) = σ.
Remark 3.3.18. As in Example 3.3.22 below, if d ≥ 3, themap ξdk is not continuous. Furthermore,
this map ξdk involves the operator x 7→ x
r for r ≥ 2, so it is far from being a linear map. Hence
the fact the images of the cones σ ∈ Σ(k) under ξdk are still cones is a highly nontrivial fact.
Example 3.3.19. Let σ be as in 3.3.6.
The cones ξ41(σ) ∈ Σ1,2 and ξ
4
2(σ) ∈ Σ2 are given by
ξ4k(σ) = {(a1, a2, a3) ∈ R
3
≥0 | qb1 ≤ b2 ≤ b3, q
2b2 − b3 − q
k(q − 1)b1 ≥ 0}
for k = 1, 2.
Proposition 3.3.20. Let k and k′ be positive integers. Define
ξdk,k′ = ξ
d
k′ ◦ (ξ
d
k)
−1 : Cd → Cd.
(1) The map ξdk,k′ : Cd → Cd is a homeomorphism.
(2) For each σ ∈ Σk,k′ , there exists a bijective linear map l : Rd−1 → Rd−1 such that the
restrictions of l and ξdk,k′ to σ coincide.
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Proof. This follows from 3.3.13.
3.3.21. Proposition 3.1.10 follows from 3.3.20 by 3.3.15. For a subcone σ of an element of Σk′,k
(0 ≤ k ≤ k′), the corresponding cone in Σk′ is ξk,k′(σ).
Example 3.3.22. Assume d = 3.
(1) Assume s1 > 0. Let h be the integer such that qh−1s1 ≤ s2 ≤ qhs1. Then
ξ3k(s1, s2) =

(q
−ks1, q
h−2ks2 − (q
2(h−k) − 1)(q + 1)−1s1) if h ≥ k,
(q−ks1, q
−ks2) if h ≤ k.
On the other hand, we have ξ3k(0, s) = (0, q
−2ks2).
In particular, ξ3k is not continuous. In fact, when an integer h tends to∞,
ξ3k(q
−h, 1) = (q−k−h, (qh+1−2k + q−h)(q + 1)−1),
and this tends to (0,∞) and does not converge to ξ3,k(0, 1) = (0, q−2k).
(2) Let 1 ≤ k ≤ k′. Then Σk,k′ consists of
ξ3k(σh) = {(s1, s2) ∈ R
2
≥0 | q
h−1s1 ≤ s2 ≤ q
hs1}
for 1 ≤ h ≤ k,
ξ3k(σh) = {(s1, s2) ∈ R
2
≥0 | (q
2h−1−k + qk)s1 ≤ (q + 1)s2 ≤ (q
2h+1−k + qk)s1}
for k < h ≤ k′ − 1,
ξ3k(σ
k′−1) = {(s1, s2) ∈ R
2
≥0 | (q
2k′−1−k + qk)s1 ≤ (q + 1)s2},
and their faces. Here σh and σk
′−1 are as in 3.1.5.
(3) Under the assumption of (3), if σ is either ξ3k(σh) with h ≥ 1 or ξ
3
k(σ
k′−1), the map ξ3k,k′ on
σ coincides with the linear map (x, y) 7→ (qk−k
′
x, qk(1− q−2k−2k
′
)(q+ 1)−1x+ q2k−2k
′
y).
3.4 Moduli functors and cone decompositions
Here we prove 1.2.11 in Introduction first, and then consider the moduli functors which appeared
in Introduction and related moduli functors.
Proposition 3.4.1. Let (S, U) be as in 1.2.7, let ((L, φ), ι) be a generalized Drinfeld module over
(S, U) of rank d with level N structure, and let
ι : (
1
N
A/A)d → L
be the map induced by ι : ( 1
N
A/A)d → L|U on U (2.6.4). Assume that the condition (div)
in 2.7.4 is satisfied. Then we have the same statements as (1) and (2) in 1.2.11 concerning
pole(ι(a)) ∈ MS/O
×
S for a ∈ (
1
N
A/A)d also in this situation.
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Proof. We may assume that S is of finite type over A and hence is excellent (so we can apply
2.6.5).
We prove (1). Let s ∈ S, let r be the rank of the fiber of the generalized Drinfeld module
(L, φ) at s, and let n = d− r. Let Es be as in 2.6.6. By the condition (div), there are elements bi
(1 ≤ i ≤ n) satisfying the following condition (i).
(i) Let 1 ≤ i ≤ n. Then pole(ι(b)) pole(ι(bi))−1 ∈MS/O
×
S at s for all elements b of (
1
N
A/A)d
which do not belong to Es +
∑i−1
j=1(A/NA)bj .
We define elements ei (0 ≤ i ≤ d − 1) of (
1
N
A/A)d as follows. Let (ei)0≤i≤r−1 be a base of
the freeA/NA-moduleEs of rank r (2.6.6). Let ei = bi−r+1 for r ≤ i ≤ d−1. Then by 2.6.5 and
3.1.6 (1), (ei)0≤i≤d−1 is an A/NA-base of (
1
N
A/A)d and satisfies the condition (1.1) of 1.2.11.
(2) is reduced to 3.1.6 (2) by 2.6.5.
3.4.2. We prove 1.2.11. This is reduced to the case S is log regular and hence to 3.4.1 by 2.7.5.
3.4.3. We consider the moduli functors
M
d
N ,M
d
N,Σ,M
d
N+,σ : Clog → (Sets) (M
d
N ⊃M
d
N,Σ, M
d
N ⊃M
d
N,+,σ)
M
d
N,Sa,M
d
N ,M
d
N,Σ,M
d
N,+,σ : Cnl → (Sets) (M
d
N,Sa ⊃M
d
N ⊃M
d
N,Σ, M
d
N ⊃M
d
N,+,σ).
Here Σ is a finite rational cone decomposition of Cd and σ is a finitely generated rational subcone
of Cd.
The first two functorsM
d
N andM
d
N,Σ on Clog were defined in 1.3.2, 1.3.4.
For (S, U) ∈ Cnl, let M
d
N,Sa(S, U) be the set of all isomorphism classes of generalized
Drinfeld modules over (S, U) of rank dwith levelN structure (1.2.7). LetM
d
N (S, U) be its subset
consisting of those which satisfy (div) (2.7.4).
We define the remaining moduli functors reviewing the definition of M
d
N,Σ on Clog. Both on
Clog and Cnl, M
d
N,Σ (resp. M
d
N,+,σ) is the part of M
d
N classifying objects such that locally for
the standard basis (resp. locally for some σ ∈ Σ and for some basis) (ei)0≤i≤d−1 of the free
A/NA-module ( 1
N
A/A)d, the following (i) and (ii) are satisfied.
(i) For every 1 ≤ i ≤ d− 1 and for every family (aj)0≤j≤d−1 of elements of A/NA such that
aj 6= 0 for some j ≥ i, we have pole(ι(
∑d−1
j=0 ajej))pole(ι(ei))
−1 ∈MS/O
×
S inM
gp
S /O
×
S .
(ii) (pole(ι(ei))1≤i≤d−1 ∈ [σ](S) in the sense of 2.5.5, 2.5.6. That is, if b(i) ∈ Z (1 ≤ i ≤ d−1)
and if
∑d−1
i=1 b(i)si ≥ 0 for all s ∈ σ, then we have
∏d−1
i=1 pole(ι(ei))
b(i) ∈MS/O
×
S inM
gp
S /O
×
S .
On both Clog and Cnl, as a sheaf functor, we have
M
d
N,Σ =
⋃
σ,g
g(M
d
N,+,σ)
where σ ranges over Σ, g ranges over GLd(A/NA). For σ ∈ Σ, on Clog, M
d
N,+,σ is an open
subfunctor of M
d
N,Σ. That is, for an object S of Clog and for an element of M
d
N,Σ(S), the fiber
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product of the functors S → M
d
N,Σ ← M
d
N,+,σ is represented by an open subscheme of S. For
an object (S, U) of Cnl and for an element of M
d
N,Σ(S, U), the fiber product of the functors
(S, U) → M
d
N,+,σ ← M
d
N,+,σ is represented by (S
′, U) for some open set S ′ of S such that
S ′ ⊃ U .
We used the same notation (M
d
N ,M
d
N,Σ andM
d
N,+,σ) for functors on different categories Clog
and Cnl. This is fine as we will see in Theorem 5.3.8 in Section 5.3.
Proposition 3.4.4. Let k be the degree of N . Both on Clog and on Cnl, we have
M
d
N = M
d
N,Σk
.
Proof. Let S (resp. (S, U)) be an object of Clog (resp. Cnl) and let ((L, φ), ι) be an element
of M
d
N(S) (resp. M
d
N(S, U)). Let s ∈ S. Working locally at s, by 1.2.11 (resp. 3.4.1), we
have a base (ei)0≤i≤d−1 of (
1
N
A/A)d satisfying the condition (1.1) in 1.2.11. As in 3.1.4, let
I = {(h, i, j) ∈ Z3 | 1 ≤ j < i ≤ d − 1, 0 ≤ h ≤ k − 1}. We define a map α : I →
{R≤0, {0},R≥0}. Let (h, i, j) ∈ I . Take an element a of A such that |a| = qh. We have
either pole(ι(ei)) pole(ι(aej))−1 ∈ MS/O
×
S or pole(ι(aej)) pole(ι(ei))
−1 ∈ MS/O
×
S at s. In
the former case, let α(h, i, j) = R≤0. Otherwise, let α(h, i, j) = R≥0. Define τ ∈ Σ(k) by
τ = {(si)1≤i≤d−1 ∈ Cd | q
hsj − si ∈ α(h, i, j) for all (h, i, j) ∈ I} (3.1.4). Let σ be the cone
of Σk corresponding to τ (3.1.8). Then by 2.6.5, we have (pole(ι(ei))1≤i≤d−1 ∈ [σ](S ′) for some
open neighborhood S ′ of s in S.
3.4.5. We describe the plans of Section 4, 5 for our toroidal compactifications. Let k be the
degree of the polynomialN .
In Section 4, we consider the formal scheme version of the moduli functorM
d
N,+,σ. Assuming
that σ is contained in some cone in Σk, we will prove there that it is represented by a formal
scheme which is strongly related to the toric variety toricFp(σ) = toricZ(σ)⊗Z Fp (2.5.6).
In Section 5, we prove that the moduli functor M
d
N,Σ on Clog is represented by an fs log
schemeM
d
N,Σ overA which has the properties in Theorem 1.3.5 and Theorem 1.3.6, and that the
moduli functorM
d
N,Σ on Cnl is represented by (M
d
N,Σ,M
d
N). In the proofs, the relation with toric
varieties proved in Section 4 is used.
4 Tate uniformizations, iteratedTate uniformizations, and for-
mal moduli
In Section 4.1–4.2, we will generalize the correspondence
φ↔ (ψ,Λ)
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of Drinfeld for complete discrete valuation fields in 2.3.5 to normal adic spaces. This is the theory
of Tate uniformizations for Drinfeld modules. However, as is described in Section 1.4, not like the
corresponding theory for abelian varieties, this is not so useful for the toroidal compactifications
of the moduli spaces of Drinfeld modules. In Sections 4.3–4.5, we give the moduli theory of log
Drinfeld modules on formal schemes using iterated Tate uniformizations, which is useful as the
local theory for our toroidal compactifications.
4.1 Construction of the quotient
4.1.1. We begin by setting up the necessarily notation.
Let R be an excellent normal integral domain over A. Let Q be the field of fractions of R,
let Q¯ be an algebraic closure of Q, let Qsep ⊂ Q¯ be the separable closure of Q, and let R¯ be the
integral closure of R in Q¯.
Let I be an ideal of R such that R/I is reduced, and assume that R is I-adically complete.
Let I¯ be the radical of the ideal IR¯ of R¯.
Let ψ be a generalized Drinfeld module (not necessarily a Drinfeld module) overR of generic
rank r. We assume that the line bundle of ψ is trivial. Let Λ be an A-submodule of Qsep for the
action of A via ψ.
We suppose that the following conditions are satisfied:
(i) Λ is stable under that action of Gal(Qsep/Q).
(ii) As an A-module, Λ is projective of rank n.
(iii) For every non-zero element λ of Λ, we have λ−1 ∈ I¯ .
(iv) For each n ≥ 1, we have λ−1 ∈ InR¯ for almost all non-zero elements λ of Λ.
We will construct a generalized Drinfeld module φ over R of generic rank d := r + n such
that φ ≡ ψ mod I in 4.1.3–4.1.7. It can be regarded as the quotient of ψ by Λ.
4.1.2. We will use the following cases of this construction:
(1) ψ is a Drinfeld module of rank r.
This case is useful in Section 4.2 in the direction (ψ,Λ) 7→ φ of the correspondence in the
Tate uniformization. It was considered by K. Fujiwara and R. Pink ([24, page 181]). (The
formulation there is slightly different from what is discussed in this Section 4.1.)
(2) A = Fq[T ] and n = 1.
This case is useful for iterated Tate uniformizations in Section 4.5.
4.1.3. Define a formal power series e(z) over R in one variable z by
e(z) := z
∏
λ
(
1−
z
λ
)
∈ RJzK,
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where λ ranges over all non-zero elements of Λ. We have
e(z) ≡ z mod I.
Hence e(z) has an inverse function e−1(z) ∈ RJzK satisfying e−1(z) ≡ z mod I .
4.1.4. For a ∈ A, let
φ(a)(z) := (e ◦ ψ(a) ◦ e−1)(z) ∈ RJzK.
We have φ(a)(z) ≡ ψ(a)(z) mod I .
4.1.5. The power series φ(a)(z) is a polynomial of degree |a|d.
4.1.6. We prove 4.1.5. By 2.6.5, we are reduced to the case R is a complete discrete valuation
ring. In this case, we can imitate the proof of Drinfeld who proved the case ψ is a Drinfeld
module over R ([5]). Let ψ(a)−1Λ = {x ∈ Q¯ | ψ(a)(x) ∈ Λ}. By comparing zeros using
nonarchimedean analysis over Q, we have
e(ψ(a)z) = c
∏
β∈ψ(a)−1Λ/Λ
(e(z)− e(β))m(β)
for some constant c ∈ Q× andm(β) is defined as follows. Take a lifting β˜ of β in ψ(a)−1Λ and let
γ := ψ(a)(β˜). Thenm(β) denotes the multiplicity of the root β˜ of the polynomial ψ(a)(x)− γ,
which is independent of the choice of β˜. Hence e(ψ(a)(z)) = ϕ(a)e(z) is a polynomial of e(z)
of degree |a|d.
4.1.7. By 4.1.5, we have constructed a generalized Drinfeld module φ over R of generic rank d.
such that φ ≡ ψ mod I .
In the remainder of this section 4.1, we consider the case the lattice Λ is of rank 1 assuming
A = Fq[T ].
Proposition 4.1.8. Let (R, I,Q, r, ψ) be as above. Assume A = Fq[T ].
Let f = c(T, qr) ∈ R be the coefficient of ψ(T ) of degree qr. Let t be a nonzero element of I
such that f−qt(q
r−1)(q−1) ∈ R. Then the map
A→ Q, a 7→ ψ(a)(t−1)
is injective, and the image ψ(A)(t−1) satisfies the condition of Λ in Prop. 4.1.1 with n = 1.
To prove this Proposition, we use the following Lemma. For a, b ∈ Q×, we write a ∼ b if
ab−1 ∈ R×.
Lemma 4.1.9. Let a ∈ Ar {0}, and let fa = c(a, |a|r). Then fa ∼ f b, where b =
|a|r−1
qr−1
.
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Proof. Consider the case a = Tm (m ≥ 1). In this case, we compute fa by using the equality
ψ(Tm) = ψ(T ) ◦ · · · ◦ ψ(T ), where the composition is of m elements. From it, we see that the
leading coefficient of ψ(Tm) is that of
fτ r · · · fτ r = f 1+q
r+···q(m−1)rτnr = f bτmr
For general a =
∑m
i=0 biT
i with bi ∈ Fq and bm 6= 0, we have fa = bmfTm ∼ fTm .
To prove Proposition 4.1.8, it is sufficient to prove the following proposition.
Proposition 4.1.10. Let the assumptions be as 4.1.8. For a ∈ Ar {0}, we have ψ(a)(t−1) 6= 0.
Set ha := ψ(a)(t−1)−1. Letm be the degree of the polynomial a. Then we have ha ∼ t ifm = 0
and ha ∼ tq
rm
f−b ifm ≥ 1, where b = q
rm−1
qr−1
. We also have tq
rm−1
| ha ifm ≥ 1. In particular,
ha ∈ I , and the elements ha approach 0 in the I-adic topology asm→∞.
4.1.11. We prove Proposition 4.1.10.
We haveψ(a)(t−1) =
∑rm
i=0 xi with xi := c(a, q
i)t−q
i
. Ifm = 0, then clearlyψ(a)(t−1) ∼ t−1
and hence ha ∼ t ∈ I . Suppose thatm ≥ 1. Set g = f−(q
rm−1)/(qr−1)tq
rm−qrm−1 . Note that g ∈ I
as
gq(q
r−1) = (f−qt(q
r−1)(q−1))q
rm−1 · t(q
r−1)(q−1) ∈ I
and R/I has no nonzero nilpotent elements. By Lemma 4.1.9, we have that
xrm = c(a, q
rm)t−q
rm
∼ f (q
rm−1)/(qr−1)t−q
rm
.
Hence
x−1rm = gt
qrm−1 ∈ tq
rm−1
I
and x−1rm tends to zero I-adically asm→∞. For i < rm, since c(a, q
i) ∈ R, it follows that
xix
−1
rm ∼ c(a, q
i)gtq
rm−1−qi ∈ I.
In particular, we have ψ(a)(t−1) ∼ xrm 6= 0. Hence ha ∼ x−1rm ∈ I and ha → 0 whenm→∞.
4.2 Tate uniformizations
The following is a generalization of 2.3.5 to normal adic spaces.
Theorem 4.2.1. Let S be an adic space which has an open covering each member of which is
isomorphic to an open subspace of the adic space Spa(R,R) associated to the formal scheme
Spf(R) for some excellent ring R complete with respect to an ideal I of definition.
We assume S is normal (that is, all local rings of S are normal).
Fix integers d, r ≥ 1 such that r ≤ d. Let n = d − r. Then the following two categories (a)
and (b) are equivalent.
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(a) The category of Drinfeld modules overOS on S of rank d satisfying the following condition
(i). Let I be the ideal O+S of definition such that O
+
S /I is reduced.
(i) This Drinfeld module comes from a generalized Drinfeld module φ over O+S such that
φ mod I is a Drinfeld module of rank r over OS/I .
(b) The category of pairs (ψ,Λ) where ψ is a Drinfeld module of rank r over O+S and Λ is an
A-submodule ofOS⊗O+
S
L on the étale site Sét of S, where L is the line bundle of ψ and the
action ofA onOS⊗O+
S
L is via ψ (not the usual action), satisfying the following conditions.
(i) Locally on Sét, Λ is isomorphic to the constant sheaf associated to a projective A-
module of rank n.
(ii) For every non-zero local section λ of Λ, λ is a local basis of the line bundleOS⊗O+
S
L
and λ−1 is topologically nilpotent.
(iii) For any ideal I of definition of O+S , locally on Sét, λ
−1 ∈ IL for almost all non-zero
local section λ of Λ.
4.2.2. The functor (b) 7→ (a) is given by Section 4.1. (We may assume S = Spa(B,B+) with
B+ = R as in 4.1.)
The functor (a)→ (b) is φ 7→ (ψ,Ker(e)) where (ψ, e) is as in 2.3.1. (Note that φ in (a) is
uniquely determined by 2.2.1.) The crucial problem is to show that Ker(e) is big enough as is
discussed in 4.2.6–4.2.17.
In the proof of Theorem 4.2.1, the theory of simplices of the Bruhat-Tits building plays a key
role (4.2.10, 4.2.11).
4.2.3. If r = d (so n = 0), the categories (a) and (b) coincide, and hence the theorem is evident.
We assume r < d (that is, n > 0).
Lemma 4.2.4. (Note that r < d is assumed.) If the category (a) or the category (b) is non-empty,
then the adic space S is Tate (that is, a topologically nilpotent unit exists locally).
Proof. Assume that the category (a) is not empty. Locally on S, trivialize the invertible O+S -
module Lφ of φ. Then for an element a of A which is not in the total constant finite field of F , if
we write φ(a)(z) =
∑m
i=1 ciz
i (ci ∈ O
+
S ) with m = |a|
d
∞, cm is a topologically nilpotent unit of
OS .
Next assume that the category (b) is not empty. Locally on S, trivialize the invertible O+S -
module Lψ of ψ. Then for a non-zero local section λ of Λ, λ−1 is a topologically nilpotent unit
of OS .
In the rest of Section 4.2, we assume S is Tate.
4.2.5. We show that we may assume A = Fq[T ].
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There is a finite flat ring homomorphism f : Fq[T ] → A, and via this homomorphism, a
Drinfeld A-module of rank d is regarded as a Drinfeld Fq[T ]-module of rank dd′ where d′ is the
degree of f . A generalized Drinfeld A-module is similarly regarded as a generalized Drinfeld
Fq[T ]-module. The category (a) (resp. (b)) for (A, d) is equivalent to the category of objectsE of
the category (a) (resp. (b)) for (Fq[T ], dd′) endowed with a ring homomorphism h : A→ End(E)
over Fq[T ] such that Lie(h(a)) = a for all a ∈ A.
By this, the proof of 4.2.1 is reduced to the case A = Fq[T ].
In the rest of Section 4.2, we assume A = Fq[T ].
We prove the following Proposition in 4.2.7–4.2.17.
Proposition 4.2.6. Let φ be as in (a) of 4.2.1 and let (ψ, e) be the associated pair in 2.3.1. On
the étale site of S, consider the sheaf Λ := Ker (e).
(1) Λ satisfies the conditions (i)–(iii) on Λ in (b) in 4.2.1.
(2) For every complete discrete valuation field K with valuation ring V with a morphism
Spa(K,V)→ S, the kernel of e of the pullback of φ to V in the separable closure ofK coincides
with the pullback of Λ.
4.2.7. For the proof of 4.2.6, we may assume that T is invertible in O+S . In fact, S is covered by
the open subspaces S ′ and S ′′ such that T is invertible onO+S′ and T − 1 is invertible onO
+
S′′ . On
S ′′, we can argue replacing T − 1 by T .
So, we assume that T is invertible on S.
Working étale locally on S, we may assume that our Drinfeld module φS over OS on S has a
level T structure. We assume this.
We trivialize the invertible O+S -module Lψ = Lφ of ψ and φ by using a non-zero T -torsion
point of ψ which is a base of Lφ.
Lemma 4.2.8. Let Φ be the group of all T -torsion points of φS. Let Ψ ⊂ Φ be the group of e(b)
where b is a T -torsion point of ψ. Then
(1) Ψr {0} ⊂ (O+S )
×.
(2) If β ∈ ΦrΨ, β−1 ∈ O+S is a topologically nilpotent unit in OS .
Proof. This follows from 2.6.6.
4.2.9. Note that for sections f , g of O+S ∩ (OS)
×, we have either f |g or g|f in O+S locally on
S. Hence by 4.2.8, working locally on S, we may assume that there is a base (γi)0≤i≤d−1 of the
Fp-vector space Φ such that Ψ =
∑r−1
i=0 Fpγi and such that if we put βi = γi+r−1 (1 ≤ i ≤ n),
then for 1 ≤ i ≤ n, β−1i |β
−1 in O+S for every β ∈ Φr (Ψ +
∑i−1
j=1 Fpβj).
By 4.2.8 (2), working locally on S, we may assume that β−1n |β
−c
1 in O
+
S for some c ≥ 1.
We assume these.
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Let Σ be the fan of all faces of the cone
{a ∈ Rd−1 | 0 ≤ a1 ≤ · · · ≤ ad−1, ai = 0 for 1 ≤ i ≤ r − 1, q
car ≥ ad−1}.
Then (γi)i determines an element of [Σ](S) (2.5.14).
Take an integer k such that qk−1 > c1/r. Let Σ1,k ∗ Σ be the join of the fans Σ1.k and Σ. By
2.5.15, [Σ1,k ∗Σ](S) = [Σ](S). Hence by localization on S, we may assume that (γi)i determines
an element of [τ1](S) for some cone τ1 in Σ1,k ∗ Σ. Take τ ∈ Σ1,k such that τ1 ⊂ τ . We have
τ = ξ1,k(σ) for some σ ∈ Σ(k) (3.3.11).
Lemma 4.2.10. Let σ′ be the face {s ∈ σ | si = 0 for 1 ≤ i ≤ r − 1} of σ. Then the cone
σn := {(si+r−1)1≤i≤n | s ∈ σ
′} in Rn is the cone associated to some simplex of APn (2.8.13).
Proof. Since Im ⊂ Rt ⊂ In for somem,n ≥ 1 and for some non-zero element t of R, there is a
prime ideal p of R of height one such that I ⊂ p. Let V be the completion of the local ring Rp,
letK be the field of fractions of V , and consider the pullback under Spa(K,V)→ S.
Let s be the element of σn such that ξd1(0
r−1, (si)1≤i≤n) = (0
r−1, (−vK¯(βi))1≤i≤n). We have
si > 0 for 1 ≤ i ≤ n. Let ǫ = ǫ
r,n
sr1,...,s
r
n
. By the fact β−1n |β
−c
1 in R, we have ǫ(q
−rsrn) ≤ cǫ(q
−rsr1).
Hence we have
q−rsr1 = ǫ(q
−rsr1) ≥ c
−1ǫ(q−rsrn) ≥ c
−1q−rsrn.
Hence c1/rs1 ≥ sn. If σn is not associated to a simplex of APn, since σ ∈ Σ(k), we should
have sn ≥ qk−1s1 and hence c1/rs1 ≥ qk−1s1. This is a contradiction because s1 > 0 and
qk−1 > c1/r.
Proposition 4.2.6 is reduced to the following
Proposition 4.2.11. Assume S = Spa(B,B+) with R := B+. Assume the T -level structure
(βi)1≤i≤d−1 gives an element of [τ ](S) for some τ ∈ Σ1,k for some k ≥ 1 and assume that the
cone σ ∈ Σ(k) such that τ = ξd1(σ) satisfies the condition that for σ
′ := {s ∈ σ | si = 0 for 1 ≤
i ≤ r − 1} and for σn := {(si+r−1)1≤i≤n | s ∈ σ′} ⊂ Rn, the cone σn corresponds to a simplex
of APn.
Then the following holds locally on Spf(R): There is a finite separable extension Q′ of
the field of fractions Q of R such that the integral closure B′ of B in Q′ is étale over B and
Λ := {x ∈ Q′ | e(x) = 0} has the following properties. Let R′ be the integral closure of R in Q.
(1) Λ satisfies the conditions (i)–(iii) on Λ in (b) in 4.2.1. That is:ãĂĂ
(i) Λ is a projective A-module of rank n.
(ii) For every non-zero element λ of Λ, λ is a unit of B′ and λ−1 is topologically nilpotent.
(iii) For each n ≥ 1, λ−1 ∈ (IR′)n for almost all non-zero elements λ of Λ.
(2) For every complete discrete valuation field K and with valuation ring V and with a
morphism Spa(K,V) → S, the kernel of e of the pullback of φ to V in the separable closure of
K coincides with the pullback of Λ.
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The proof of 4.2.11 is given in 4.2.13–4.2.17.
Lemma 4.2.12. Let p be a prime number, let R1 be a normal integral domain over Fp with field
of fractions K, and let R2 be a normal subring of K such that R1 ⊂ R2. Let ui (1 ≤ i ≤ t)
be elements of R1 which are invertible in R2 and let m ≥ 1 be an integer. Then there are a
finite separable extension K ′ of K and elements vi (1 ≤ i ≤ s) of K ′ such that if we denote
by R′j (j = 1, 2) the integral closure of Rj in K
′, then R′2 is étale over R2, vi ∈ (R
′
2)
×, and
R′1v
m
i = R
′
1ui (1 ≤ i ≤ t).
Proof. Let p be the characteristic of Fq. Write m = apb with integers a ≥ 1 and b ≥ 0 where
a is not divisible by p. Take wi ∈ Qsep (1 ≤ i ≤ t) such that wai = ui and take vi ∈ (Q
sep)×
(1 ≤ i ≤ t) such that (v−1i )
pb − v−1i = w
−1
i . Let Q
′ = Q(v1, . . . , vt). Then R′2 = R2[v1, . . . , vt]
and R′2 is étale over R2. It remains to prove that for every additive valuation v : K
′ → Γ ∪ {∞}
for a totally ordered abelian group Γ such that v(x) ≥ 0 for all x ∈ R1, we havemv(vi) = ui. In
fact, av(wi) = v(ui) evidently. If v(vi) > 0, pbv(vi) = v(wi) as is easily seen. If v(ui) < 0, we
should have v(wi) < 0. Since v(wi) ≥ 0, these prove pbv(vi) = v(wi).
4.2.13. Let τ , σ, σ′, σn be as 4.2.11 and let τ ′ := {a ∈ τ | ai = 0 for 1 ≤ i ≤ r − 1},
τn = {(ai+r−1)1≤i≤n | a ∈ τ
′} ⊂ Rn. Then by 3.2.4, there is a Q-linear map l : Qn → Qn such
that the bijection ξd1 : σ
′ → τ ′ sends (0r−1, x) ∈ σ′ for x ∈ σn to (0r−1, l(x)). Let l−1 : Qn → Qn
be a Q-linear map such that the inverse bijection τ ′ → σ′ sends (0r−1, x) ∈ τ ′ for x ∈ τn to
(0r−1, l−1(x)). Write l−1(ei) =
∑n
j=1 aijej with aij ∈ Q where (ei)1≤i≤n denotes the standard
base of Qn. Take an integer m ≥ 1 such that maijq−r ∈ Z for all i, j. By 4.2.12 applied to the
case R1 = R, R2 = B, K = Q, p the characteristic of Fq, t = n and ui = β
−1
i (1 ≤ i ≤ n),
there are a finite separable extension Q′ of Q and α′i (1 ≤ i ≤ n) such that the integral closure
B′ of B in Q′ is étale over B, α′i ∈ (B
′)×, and the integral closure R′ of R in Q′ satisfies
R′(α′i)
m = R′
∏n
j=1(βj)
maijq−r for 1 ≤ j ≤ n.
Replacing Spa(B,R) by Spa(B′, R′), we assume that α′i ∈ B.
These elements α′i (1 ≤ i ≤ n) have the following property.
Lemma 4.2.14. Let K be a complete discrete valuation field with valuation ring V and with
a morphism Spa(K,V) → S. Define s ∈ Rn≥0 by s
r
i = −q
rvK¯(α
′
i) for 1 ≤ i ≤ n. Then
ξ1(0
r−1, s) = (0r−1, (−vK¯(βi))1≤i≤n.
Lemma 4.2.15. Let 1 ≤ i ≤ n and let f(z) := β−1i e(α
′
iz) =
∑∞
j=1 cjz
j .
(1) cj ∈ R for all j ≥ 1.
(2) cj → 0 when j →∞.
(3) The following holds locally on Spf(R): cm ∈ R× for somem ≥ 1.
Proof. By 2.6.5, we may assume that S = Spa(K,V) where V is a complete discrete valuation
ring over A and K is the field of fractions of V . Let E1 = {λ ∈ Λr {0} | λ ∈ OK¯α
′
i}. This is a
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finite set. Let E2 = Λ r (E1 ∪ {0}). By 4.2.14, βi ∼ α′i
∏
λ∈E1
α′iλ
−1 where ∼ means that the
ratio is a unit ofOK¯ . Thus β
−1
i e(α
′
iz) ∼ z
∏
λ∈E1
(λ(α′i)
−1− z)
∏
λ∈E2
(1−α′iλ
−1z). (See 3.2.7.)
This modulomK¯ is z
∏
E1
(λ(α′i)
−1 − z).
Lemma 4.2.16. Let p be a prime number, let R be a normal integral domain over Fp, and let
f(z) =
∑∞
i=0 ciz
pi ∈ RJzK such that c0 6= 0 and some ci is a unit. Suppose that there is a multiple
π ∈ R of c0 such that R is π-adically complete and ci → 0 in the π-adic topology.
Let a ∈ R×. Then the following holds locally on Spf(R) (for the π-adic topology): There is
a finite separable extension Q′ of the field of fractions Q of R having the following properties: if
R′ denotes the integral closure of R in Q′, there is u ∈ (R′)× such that f(u) = a and R′[c−10 ] is
étale over R[c−10 ].
Proof. Takem ≥ 0 such that ci ∈ π3R for all i > m. Consider the polynomial
h(z) := −a +
m∑
i=0
ciz
pi
By 2.6.3 and the fact that some ci ∈ R×, there is an irreducible monic polynomial P (z) over R
such that P (z)|h(z). Let v be a root of P (z) and let Q′ = Q(v). Since v divides a ∈ R× in R,
we have v ∈ (R′)×. For i > m, write ci = π3bi (bi ∈ R). Then bi converges to 0 for the π-adic
topology.
As R is π-adically complete, there exists w ∈ R′ such that
w +
∞∑
i=1
ci(πc
−1
0 )π
2pi−3wp
i
= (πc−10 )
∞∑
i=m+1
biv
pi.
(Here, note that 2pi − 3 > 0 for all i ≥ 1.) We have
f(π2w) =
∞∑
i=0
ciπ
2piwp
i
= c0π
2(w +
∞∑
i=1
ci(πc
−1
0 )π
2pi−3wp
i
) = π3
∞∑
i=m+1
biv
pi =
∞∑
i=m+1
civ
pi.
Let u = v − π2w ∈ R×. We have
f(u) = f(v)− f(π2w) =
m∑
i=0
civ
i = a.
We prove that R′[c−10 ] is étale over R[c
−1
0 ]. By replacing R by the m-adic completion
of R by a maximal ideal m of R, we may assume that R is a local ring and complete by
the mR-adic topology for the maximal ideal mR of R. Let R〈z〉 be the mR-adic completion
of the polynomial ring R[z]. Let F = −a + f and let n be the degree of the polynomial
F mod mR ∈ (R/mR)[z]. Then R〈z〉/(F ) is generated by zi (0 ≤ i ≤ n − 1) as an R-
module. Hence we have zn ≡
∑n−1
i=0 ciz
i mod F for some ci ∈ R. Let P1 be the polynomial
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zn−
∑n−1
i=0 ciz
i and write P1 = uF with u ∈ R〈z〉. Then u mod mR ∈ (R/mR)[z] is an element
of (R/mR)×, and hence u ∈ R〈z〉×. Hence (F ) = (P1) as ideals of R〈z〉. Let P2 ∈ R[z] be
the monic irreducible polynomial of u over Q. Then P2|P1. Since dF/dz = c0, we see that
dP2/dz is invertible in R[c
−1
0 ]〈z〉/(P2). This proves that R[c
−1
0 ][z]/(P2) is étale over R[c
−1
0 ] and
R′[c−10 ] = R[c
−1
0 ][z]/(P2).
4.2.17. We complete the proof of 4.2.11 (and hence of 4.2.6).
By 4.2.15 and 4.2.16, there is a finite separable extension Q′ of Q such that; B′ is étale over
B, we find x ∈ (R′)× such that β−1i e(α
′
ix) = 1. Let αi := α
′
ix. Then e(αi) = βi.
Let Λ :=
∑n
i=1 ψ(AT )αi. Then Λ ⊂ Ker(e). For any complete discrete valuation field K
with valuation ring V and with a morphism Spa(K,V)→ S, the pullback of Λ inKsep coincides
with the kernel of e for the pullback of φ to V . This proves that Ker(e) is Λ and proves that the
pullback property for such Spec(K,V)→ S. By reduction to the case of Spa(K,V) by pullbacks,
we see that Λ satisfies the conditions (i)–(iii).
4.2.18. As above, we have the functor (a)→ (b). The converse functor (b)→ (a) is obtained by
Section 4.1.
They are the converses of each other is reduced to the case of complete discrete valuation
rings by 2.6.5.
4.2.19. Let v be a maximal ideal of A and assume that the image of S → Spec(A) induced by
A→ Γ(S,O+S ) does not contain v. Let Av be the v-adic completion of A. Then concerning the
v-adic Tate modules, we have an exact sequence 0→ Tvψ
e
→ Tvφ→ Av ⊗A Λ→ 0 on Set.
4.2.20. We compare this Section 4.2 with the corresponding theory of abelian variaties.
Let (B,B+) be a complete Huber pair such that R := B+ is an excellent normal integral
domain and B is contained in the field of fractions of R, and let S = Spa(B,B+).
In the theory of degeneration of abelian varieties, we often consider an abelian schemeX over
B, a semi-abelian schemeG overR which is an extension of an abelian scheme overR by a torus
over R, a subgroup Λ of G(B) which is discrete and which is a free Z-module of finite rank, and
an isomrophism XS ∼= GS/Λ, where XS and GS are adic spaces over S associated to A and G,
respectively. Let ℓ be a prime number which is invertible in R. We have an exact sequence for
Tate modules 0 → TℓG → TℓX → Zℓ ⊗Z Λ → 0 on the étale site of S. This is similar to the
exact sequence in 4.2.19.
In the case R is a ring over A, the Drinfeld module ψ over R in this Section 4.2 is similar to
the above G, Λ in this Section 4.2 is similar to the above Λ of the theory of abelian varieties, the
Drinfeld module over φB over B is similar to the abelian scheme X over B, and the theory to
obtain φS as the quotient of ψS by Λ is similar to AS = GS/Λ.
Let Q be the field of fractions of the strict henselization R′ of a local ring of R at an open
prime ideal of R. In the theory of abelian varieties, if ℓ is a prime number which is invertible in
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R, we have an exact sequence 0 → TℓG → TℓX → Zℓ ⊗Z Λ → 0 of Gal(Qsep/Q)-modules in
which the actions of Gal(Qsep/Q) on TℓG and on Zℓ ⊗Z Λ are trivial. However a big difference
is that in the theory of abelian varieties, the lattice Λ appears in G(B) ⊂ G(Qsep), but in the
theory of Drinfeld modules, the lattice Λ appears on Sét but can not appear in Lψ(Qsep), where
Lψ is the line bundle of ψ. If v is not contained in the image of Spec(R) → Spec(A), we have
a Gal(Qsep/Q)-module Tvφ such that the action of Gal(Qsep/Q) on Tvψ ⊂ Tvφ is trivial, but as
the examples 5.4.11 and 5.4.12 show, the image of Gal(Qsep/Q) in Aut(Tvφ/Tvψ) can be very
big and Tvφ/Tvψ can not have the form Av ⊗A Λ such that the action of Gal(Qsep/Q) on Λ
factors through a finite quotient of Gal(Qsep/Q). If we take a complete discrete valuation ring
V ⊃ R′ which dominatesR′ and ifK is the field of fractions of V , we can identify Tvφ/Tvψ with
Av ⊗A Λ where (ψ,Λ) corresponds to φ over K and Λ ⊂ Lψ(Ksep), but this Λ does not appear
in Lψ(Qsep) ⊂ Lψ(Ksep).
4.3 Log Drinfeld modules in formal geometry
4.3.1. If S is a locally Noetherian formal scheme and Sadic is the associated adic space, we have
a morphism of locally ringed spaces
(1) (Sadic,O
+
Sadic
)→ (S,OS).
In the case S = Spf(R), Sadic = Spa(R,R) and the map Sadic → S sends x ∈ Sadic to the
prime ideal {f ∈ R | |f(x)| < 1} of R. The ring homomorphism from the inverse image of OS
to OSadic induces the identity map R = Γ(S,OS)→ R = Γ(Sadic,O
+
Sadic
).
Hence if S is over A, a generalized Drinfeld module over S defines a generalized Drinfeld
module over O+Sadic on Sadic by pullback by (1) and hence a generalized Drinfeld module over
OSadic on Sadic.
4.3.2. We consider pairs (S, U) where S is a locally Noetherian formal scheme such that OS.s is
a normal integral domain for every s ∈ S and U is a dense open subset of Sadic.
4.3.3. Let (S, U) be as in 4.3.2 and assume that S is over A.
By a generalized Drinfeld module over (S, U) of rank d with level N structure, we mean a
pair ((L, φ), ι) of a generalized Drinfeld module over S whose pullback to U via 4.3.1 (1) gives a
Drinfeld module overOU of rank d and ι is a levelN structure of this Drinfeld module over OU .
Remark 4.3.4. (1) In 4.3.3, we consider a dense open subset U of Sadic, not a dense open subset
of S. The reason is as follows. In the case A = Fq[T ], a standard situation we consider is a
generalized Drinfeld module φ over the T -adic completion Fq[[T ]] of A which is not a Drinfeld
module but which induces a Drinfeldmodule overFq((T )). Then φ induces a generalized Drinfeld
module over the formal scheme S = Spf(Fq[[T ]]). But S is just a one point set, and we can not
have a non-empty open set of S on which the pullback of φ is a Drinfeld module. On the other
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hand, the pullback of this φ on S to Sadic = Spa(Fq[[T ]],Fq[[T ]]) induces a Drinfeld module over
OU on the dense open set U = Spa(Fq((T )),Fq[[T ]]) of Sadic.
(2) Let (S, U) and ((L, φ), ι) be as in 4.3.3. Then via the morphism (U,O+U ) → (S,OS)
induced by (1) in 4.3.1, it gives on U a generalized Drinfeld module over O+U which becomes a
Drinfeld module over OU . This is a situation considered in Section 4.2 (the present U is the S in
Section 4.2).
4.3.5. For (S, U) as in 4.3.2, define the saturated log structure M on S associated to U as
M = OS ∩ j∗(O
×
U ) in j∗(OU), where j is the composition U → Sadic → S and j∗ is for the étale
topologies of S and of U . For an object S ′ of the étale site of S, M(S ′) is described as follows.
We have the induced morphism S ′adic → Sadic of adic spaces. Let U
′ ⊂ S ′adic be the inverse
image of U . ThenM(S ′) is identified with the set of all elements f ∈ O(S ′) whose pullbacks to
OS′adic(U
′) are invertible.
For a line bundle L on S, this log structure M defines L = L ∪M−1L× ⊂ j∗(L|U) where
L|U means the invertibleOU -module on U induced by L.
Proposition 4.3.6. Let (S, U) be as in 4.3.3 and let ((L, φ), ι) be a generalized Drinfeld module
over (S, U) of rank d with level N structure. Then the map ι : ( 1
N
A/A)d → L|U on U extends
uniquely to a map ι : ( 1
N
A/A)d → L on S.
Proof. This is reduced to 2.6.4 applied to the normal schemes Spec(OS,s) (s ∈ S).
4.3.7. Let S be a locally Noetherian formal scheme over A with a saturated log structure. By
a log Drinfeld module over S of rank d with level N structure, we mean a pair ((L, φ), ι) of a
generalized Drinfeld module (L, φ) over S and a map
ι : (
1
N
A/A)d → L
satisfying the following condition (i).
(i) Étale locally on S, there are a log scheme S ′ over A satisfying the equivalent conditions
(i)–(iv) in 1.2.5, a closed subscheme Y of S, a morphism f : S → Sˆ ′ of log formal schemes
over A where Sˆ ′ denotes the formal completion of S along Y , a generalized Drinfeld module
((L′, φ′), ι′) over (Sˆ ′, U) of rank d with level N structure in the sense of 4.3.3, where U denotes
the dense open set of Sˆ ′ at which the log structure of Sˆ ′ is trivial, and an isomorphism between
((L, φ), ι) and the pullback of ((L′, φ′), ι′) (here ι′ is regarded as a map ( 1
N
A/A)d → L′ (4.3.6))
under f .
This is a formal scheme version of 1.2.8.
4.3.8. Let (S, U) be as in 4.3.3 and let ((L, φ), ι) be a generalized Drinfeld module over (S, U)
of rank d with level N structure. Let ι : ( 1
N
A/A)d → L be the induced map. We consider the
following formal scheme version of the condition (div) in 2.7.4.
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(div) For every a, b ∈ ( 1
N
A/A)d, we have locally on S either pole(a)pole(b)−1 ∈ MS/O
×
S or
pole(b)pole(a)−1 ∈MS/O
×
S inM
gp
S /O
×
S .
Note that again by 2.5.11, we have the same condition (div) if we replace “locally” by “étale
locally”.
By 2.7.5 if Spec(OS,s¯) with the log structure induced by MS is log regular for every s ∈ S
(for example, if S is the formal completion of a log regular scheme of finite type over A along a
closed subscheme) and if U is the dense open subset of Sadic consisting of all points at which the
log structure is trivial, then the condition (div) satisfied.
Hence we have
Proposition 4.3.9. Let S be a locally Noetherian formal scheme over A with a saturated log
structure, and let ((L, φ), ι) be a log Drinfeld module over S of rank d with N level structure.
Then:
For a, b ∈ ( 1
N
A/A)d, we have locally on S either pole(ι(a)) pole(ι(b))−1 ∈ MS/O
×
S or
pole(ι(b)) pole(ι(a))−1 ∈MS/O
×
S inM
gp
S /O
×
S .
Proposition 4.3.10. Assume we are in one of the following situations (i) and (ii).
(i) Let S be a locally Noetherian formal scheme over A with a saturated log structure, and let
((L, φ), ι) be a log Drinfeld module over S of rank d with N level structure.
(ii) Let (S, U) be as in 4.3.3 and let ((L, φ), ι) be a generalized Drinfeld module over (S, U)
of rank d with level N structure.
Suppose further that either N has at least two prime divisors or N is invertible on S.
Then the automorphism group of ((L, φ), ι) is trivial.
Proof. This is reduced to 2.6.10 and 2.7.8.
4.4 Formal moduli
We assume A = Fq[T ].
Proposition 4.4.1. Assume we are in one of the following situations (i) and (ii).
(i) Let S be a locally Noetherian formal scheme over A with a saturated log structure, and let
((L, φ), ι) be a log Drinfeld module over S of rank d with N level structure.
(ii) Let S be a formal scheme overAwhich has an open covering by Spf(R)withR an excellent
normal domain and let U be a dense open subset of the adic space Sadic. Let ((L, φ), ι) be a
generalized Drinfeld module over (S, U) of rank d with levelN structure satisfying the divisibility
condition (div) in 4.3.8.
Then we have the same statements as (1) and (2) in 1.2.11 concerning pole(ι(a)) ∈ MS/O
×
S
for a ∈ ( 1
N
A/A)d also in this formal situation.
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Proof. This can be proved in the same way as 1.2.11 and 3.4.1 by using the reduction 2.6.5 to the
case of complete discrete valuation rings given in Section 3.4.
4.4.2. In the case N has at least two prime divisors (resp. N has only one prime divisor), we
define the categories Cˆlog and Cnl as follows: Let Cˆlog be the category of locally Noetherian formal
schemes S over A (resp. A[ 1
N
]) endowed with a saturated log structureMS on the étale site Sét.
Let Cˆnl be the category of pairs (S, U) where S is a formal scheme overA (resp. A[
1
N
]) which has
an open covering by Spf(R) with R an excellent normal domain and U is a dense open subset of
the adic space Sadic.
4.4.3. Let r ≥ 1, n ≥ 0, d = r + n.
Let σ be a finitely generated rational subcone of Cd. We define functors
M
r,n
N , M
r,n
N,+,σ : Cˆlog → (Sets) (M
r,n
N ⊃M
r,n
N,+,σ)
M
r,n
N , M
r,n
N,+,σ : Cˆnl → (Sets) (M
r,n
N ⊃M
r,n
N,+,σ)
as follows
For an object S of Clog, let M
r,n
N (S) be the set of all isomorphism classes of log Drinfeld
modules ((L, φ), ι) over S of rank d with level N structure satisfying the following condition (i)
below.
For (S, U) ∈ Cnl, M
r,n
N (S, U) is the set of all isomorphism classes of a generalized Drinfeld
module ((L, φ), ι) over (S, U) of rank dwith levelN structure satisfying the divisibility condition
(div) (4.3.8) and the following condition (i).
(i) Let I ⊂ OS be the ideal of definition such that OS/I is reduced. Then (L, φ) mod I is a
Drinfeld module overOS/I of rank r.
Both on Cˆlog and Cˆnl, the subfunctor M
r,n
N,+,σ of MN is defined by putting the conditions on
the divisibility of pole(ι(a)) (a ∈ ( 1
N
A/A)d) in the same way as the cases of the categories Clog
and Cnl in 3.4.3, respectively.
We use the same notation for functors on different categories Clog and Cnl, but this is fine as is
seen in 4.4.10.
4.4.4. When we consider ((L, φ), ι) ∈M
r,n
N,+,σ, we trivialize the line bundle L by ι(e0) which is
a base of L.
4.4.5. On the category Clog (resp. Cˆnl), we have a canonical morphism of functors ((L, φ), ι) 7→
((L, ψ), ι′) fromM
r,n
N,+,σ to the functorS 7→ Mor(S,M
r
N) (resp. (S, U) 7→ Mor(S,M
r
N)), where
Mor is the set of morphisms of locally ringed spaces over A. Here ψ is that of (ψ, e) in 2.3.1 and
ι′ is defined by e(ι′(a0, . . . , ar−1)) = ι(a0, . . . , ar−1, 0, . . . , 0).
4.4.6. Let k be the degree of the polynomial N . Let r, n be integers such that r ≥ 1, n ≥ 0,
r + n = d, Let σ be a finitely generated rational subcone of Cd such that σ ⊂ τ for some
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τ ∈ Σk = dΣk. Let σ′ be the face {s ∈ σ | si = 0 for 1 ≤ i ≤ r − 1} ⊂ Rn≥0 of σ, and let
σn = {(si+r−1)1≤i≤n | s ∈ σ
′} ⊂ Rn≥0. Hence σ
′ = {0}r−1 × σn.
Let p be the characteristic of F and let toricFp(σn) be the toric variety toricZ(σn) ⊗Z Fp
over Fp associated to σn (2.5.6). That is, toricFp(σn) = Spec(Fp[σ
∨
n ]), where σ
∨
n = {b ∈
Zn |
∑n
i=1 b(i)si ≥ 0 for all s ∈ σn}.
4.4.7. Let the notation be as in 4.4.6.
Let M
r,n
N,(+,σ) be the formal completion of M
r
N ×Fp toricFp(σn) along the following closed
subscheme Y . The embedding σn ⊂ Rn≥0 of cones induces a morphism toricFp(σn) → A
n
Fp
of
toric varieties. Let Y be the inverse image of (0, . . . , 0) of AnFp underM
r
N ×Fp toricFp(σn) →
toricFp(σn)→ A
n
Fp
.
EndowM
r,n
N,(+,σ) with the inverse image of the standard log structure of toricFp(σn). Let W
be the dense open set of the adic space associated toM
r,n
N,(+,σ) consisting of all points at which
the log structure is trivial.
ThusM
r,n
N,(+,σ) represents the functor
Cˆlog → (Sets) ; S 7→ {(ψ, ι, t1, . . . , tn)},
where ψ is a Drinfeld module over S with level N structure whose line bundle is trivialized by
ι(e0) and ti ∈ Γ(S,MS) satisfying the following conditions.
(1) The image of ti in OS is topologically nilpotent.
(2) The element (ti mod O
×
S )1≤i≤n ofΓ(S, (M
gp
S /O
×
S )
n) belongs to [σn](S). That is,
∏n
i=1 t
b(i)
i ∈
MS for every b ∈ Zn such that
∑n
i=1 b(i)si ≥ 0 for all s ∈ σn.
The aboveW is the open set of the adic space associated toM
r,n
N,(+,σ) consisting of all points
at which t1 . . . tn is invertible.
4.4.8. On the category Cˆlog (resp. Cˆnl), we have a canonical morphism
θ : M
r,n
N,+,σ →M
r,n
N,(+,σ) (resp. M
r,n
N,+,σ → (M
r,n
N,(+,σ),W ))
(φ, ι) 7→ ((ψ, ι′), t1, . . . , tn),
where (ψ, ι′) ∈MrN is as in 4.4.5 and
ti := ι(ei+r−1)
−1 for 1 ≤ i ≤ n.
Theorem 4.4.9. Let the notation be as in 4.4.6 and 4.4.7.
There is a unique open setM
r,n
N,+,σ ofM
r,n
N,(+,σ) such that θ induces an isomorphism
M
r,n
N,+,σ
∼=
→M
r,n
N,+,σ
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of functors on Cˆlog and an isomorphism
M
r,n
N,+,σ
∼=
→ (M
r,n
N,+,σ,W )
of functors on Cˆnl.
The next 4.4.10 follows from 4.4.9.
Proposition 4.4.10. LetM beM
r,n
N orM
r,n
N,+,σ. Then the functorM on the category Cˆnl coincides
with the functor (S, U) 7→M(S) where the last S is endowed with the log structure associated to
U (1.2.4).
4.5 Iterated Tate uniformizations
We prove Theorem 4.4.9.
We prove Theorem 4.4.9 for Cˆnl by induction on n (fixing r) by using the method of iterated
Tate uniformizations.
4.5.1. For the proof of 4.4.9 for Cˆnl, we may assume σ ∈ Σk. In fact, if σ ⊂ τ ∈ Σk and if an open
setM
r,n
N,+,τ ofM
r,n
N,(+,τ) satisfies θ : M
r,n
N,τ,+
∼=
→ (M
r,n
N,+,τ ,W ). then the inverse imageM
r,n
N,+,σ of
M
r,n
N,+,τ underM
r,n
N,(+,σ) →M
r,n
N,(+,τ) satisfies θ : M
r,n
N,+,σ
∼=
→ (M
r,n
N,+,σ,W ).
Asume σ ∈ Σk.
Lemma 4.5.2. Let σ ∈ Σk = dΣk and let ′σ is the image of σ under the projection Cd → Cd−1.
Then ′σ ∈ d−1Σk,
Proof. Assume n ≥ 1. Let σ˜ ∈ dΣ(k) be the cone corresponding to σ. This σ˜ is described as
the set of s ∈ Cd satisfying the following conditions for some α (3.1.4): qhsj − si ∈ α(h, i, j)
(1 ≤ j < i ≤ d − 1, 0 ≤ h ≤ k − 1). Here α(h, i, j) ∈ {R≤0, {0},R≥0}. Let ′σ˜ ∈ d−1Σ(k) be
the cone of all s ∈ Cd−1 satisfying the following conditions for the same α: qhsj − si ∈ α(h, i, j)
(1 ≤ j < i ≤ d − 2, 0 ≤ h ≤ k − 1). That is, ′σ˜ is the image of σ˜ under the projection
Cd → Cd−1 : (si)1≤i≤d−1 → (si)1≤i≤d−2. Define ′σ ∈ d−1Σk to be the cone corresponding to
′σ˜. Then ′σ is the image of σ under the projection Cd → Cd−1.
4.5.3. By induction on n, we may assume that n ≥ 1 and that we have the open setM
r,n−1
N,+,′σ of
M
r,n−1
N,(+,′σ) and an isomorphism θ : M
r,n−1
N,+,′σ
∼=
→ (M
r,n−1
N,+,′σ,
′W ), where ′W is defined in the same
way asW .
Let V be the open set of M
r,n
N,(+,σ) consisting of (ψ, t1, . . . , tn) such that (ψ, t1, . . . , tn−1)
belongs toM
r,n−1
N,+,′σ. Here we define an open set V
′ of V . Later we will have W ⊂ M
r,n
N,+,σ ⊂
V ′ ⊂ V ⊂M
r,n
N,(+,σ). We will have a map ν :M
r,n
N,+,σ →M
r,n
N,+,σ by the method of iterated Tate
uniformization, which is almost the inverse of θ.
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Let ((ψ, ι′), t1, . . . , tn) ∈ V . Thenwehave (′φ, ′ι) ∈M
r,n−1
N,+,′σ corresponding to ((
′ψ, ′ι′), t1, . . . , tn−1) ∈
M
r,n−1
N,+,′σ.
For a ∈ A/NA, let a˜ ∈ A be the unique element such that a˜ mod N = a and |a˜| < |N |.
Let D = {a = (ai)
d−2
i=0 | ai 6= 0 for some i}. Let D1 be the subset of D consisting of all
elements a such that: |a˜i|si ≤ sd−1 for all i such that r ≤ i ≤ d − 2 and for all s ∈ σ˜. Let
D2 = D rD1. Then if a ∈ D2, there is i such that r ≤ i ≤ d− 2 and such that |a˜i|si ≥ sd−1 for
all s ∈ σ˜.
If a ∈ D1, we have an element ga := tnι(
∑d−2
i=0 aiei) of OV (V ). If a ∈ D2, we have an
element ga := t−1n ι(
∑d−2
i=0 aiei)
−1 ∈ OV (V ). Let V ′ be the open part of V consisting of points at
which 1− ga are invertible for all a ∈ D. Let E =
∑r−1
i=0 (A/NA)ei.
Note that ′φ(N)(z) = cz
∏
a∈E(z − ι(a))
∏
a∈DrE(1 − ι(a)
−1z) for some c ∈ OV (V )×.
Hence we have ′φ(N)(t−1n ) 6= 0 on V
′. Let
t := (′φ(N)(t−1n ))
−1.
4.5.4. By the definition of V ′, if V is a complete discrete valuation ring with field of fractionsK
and if we have amorphism Spf(V)→ V ′ of formal schemeswhich induces Spa(K,V)→W , then
the pullbacks to V satisfies that the d−1-th component of the image of (0r−1, vK(t1), . . . , vK(tn))
under ξ0 ◦ ξ
−1
k : Cd → Cd is vK(t).
4.5.5. Weobtain a generalizedDrinfeldmoduleφ onV ′ by dividing ′φ by the lattice ′φ(AN)(t−1n ) =
′φ(A)(t−1).
For this, we have to check that the assumption in 4.1.8 is satisfied if we take ′φ as ψ there (the
present t is used as t there). That is, we have to check that (′f)−qt(q
r+n−1−1)(q−1) belongs to OV ′ ,
where ′f is the coefficient of ′φ(T )(z) at the highest degree. By 2.6.5, it is sufficient to prove that
for V , K and Spf(V)→ V ′ as in 4.5.4, we have qvK(′f) ≤ (qr+n−1 − 1)(q − 1)vK(t).
Let s ∈ Cd be the element such that ξk(s) = (0r−1, vK(t1), . . . , vK(tn)). The formula 3.2.24
for ′φ is written as
vK(
′f) = (q − 1)
n−1∑
i=1
qn−1−iξ0(s)i+r−1.
By4.5.4, we have ξ0(s)i ≤ ξ0(s)d−1 = vK(t) for all i. Hence vK(′f) ≤ (q−1)
∑n−1
i=1 q
n−1−iv(t) =
(qn−1 − 1)vK(t). Hence it is sufficient to show q(qn−1 − 1) ≤ (qr+n−1 − 1)(q − 1). In fact,
(qr+n−1 − 1)(q − 1)− q(qn−1 − 1) ≥ (qn − 1)(q − 1)− q(qn−1 − 1) = (q − 2)qn + 1 ≥ 0.
Let en,n−1 be the exponential map for the lattice ′φ(A)(t−1).
4.5.6. Let V , K and Spf(V) → V ′ be as 4.5.4. Then the pullbacks of ′φ and φ to V have the
following properties.
Let φ↔ (ψ,Λ) and ′φ↔ (ψ, ′Λ) be the correspondences of Drinfeld overK. Let en,0 be the
exponential map forΛ and let en−1,0 be the exponential map for ′Λ. We have en,0 = en,n−1◦en−1,0
and we have an isomorphism en−1,0 : Λ/Λ′
∼=
→ ′φ(A)(t−1).
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4.5.7. Let the situation be as in 4.5.6. Then by 4.5.6, we have:
Let β be either a non-zero N-torsion point of φ or a non-zero N-torsion point of ′φ in Ksep
(actually all these points belong to K). Then β−1en,n−1(βz) ∈ V[[z]], and β−1en,n−1(βz) ≡
z mod tn.
4.5.8. By 4.5.7 and by 2.6.5, we have:
For every a ∈ D = ( 1
N
A/A)d r {0}, we have ι(a)−1en,n−1(ι(a)z) ≡ z mod tn on V ′.
4.5.9. We have the level N structure ι on φ by using the level N structure ′ι on ′φ as ι(ei) :=
en,n−1 ◦
′ι(ei) for 0 ≤ i ≤ d− 2 and ι(ed−1) := en,n−1 ◦ ′ι(t−1n ).
By 4.5.8, we have:
(1) For 1 ≤ i ≤ n, ι(ei+r−1)ti is a unit on V ′ and ι(ei+r−1)ti ≡ 1 mod tn.
4.5.10. Since V ′ is log regular, the level N structure ι of φ satisfies the condition (div) in 4.3.8.
We defineM
r,n
N,+,σ as the part of V
′ for which the following (i) holds (this is an open set by (div)).
(i) For 0 ≤ i ≤ d− 1 and for every a ∈ ( 1
N
A/A)d which does not belong to
∑i−1
j=1(A/NA)ej ,
we have pole(ι(a)) pole(ι(ei))−1 ∈M/O× inMgp/O×.
Then the restriction of (φ, ι) to (M
r,n
Σ,+,σ,W ) belongs toM
r,n
N,+,σ(M
r,n
N,+,σ,W ).
4.5.11. The image ofM
r,n
N,+,σ,+ → (M
r,n
N,(+,σ),W ) is contained in (M
r,n
N,+,σ,W )
Proof. This follows from 4.5.8.
4.5.12. By 4.5.8, the composition θ ◦ ν is an automorphism of X := M
r,n
N,+,σ, It induces the
identity morphism of the log formal scheme (X,OX/(tn)).
4.5.13. We completes the proof of Theorem 4.4.9 for Cˆnl.
By 4.5.12, It is sufficient to prove the surjectivity of ν.
Let x ∈M
r,n
N,+,σ and let y be the image of x in (M
r,n
N,+,σ,W ). Let z = (θ ◦ ν)
−1(y) ∈M
r,n
N,+,σ.
By 4.5.6 and by 2.6.5, we have x = ν(z).
4.5.14. The above proof of 4.4.9 for Cˆnl shows that if (S, U) is an object of Cˆnl and if an element
(φ, ι) ofM
r,n
N,+,σ(S, U) is given (σ is as in 4.4.9), then on U , we have local systems of A-modules
0 = Λ(φ0) ⊂ Λ(φ1) ⊂ · · · ⊂ Λ(φn−1) ⊂ Λ(φn) = Λ
on the étale site of U , where Λ is associated to φ by Theorem 4.2.1, φi for 0 ≤ i ≤ n is the gen-
eralized Drinfeld module over S corresponding to ((ψ, ι′), t1, . . . , ti), where ((ψ, ι′), t1, . . . , tn)
corresponds to (φ, ι), and Λ(φi) is associated to φi by 4.2.1. The quotients Λ(φi)/Λ(φi−1)
(1 ≤ i ≤ n) are constant sheaves and are isomorphic to A.
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4.5.15. We prove Theorem 4.4.9 for Cˆlog.
SinceM
r,n
N,+,σ is log regular, the universal object onM
r,n
N,+,σ gives the morphismM
r,n
N,+,σ →
M
r,n
N,+,σ of functors on Clog. We prove that this is an isomorphism. The surjectivity of this
morphism as a morphism of sheaves is straightforward. We prove the injectivity. We have the
morphism θ : M
r,n
N,+,σ → M
r,n
N,+,σ in the converse direction and the composition M
r,n
N,+,σ →
M
r,n
N,+,σ
θ
→M
r,n
N,+,σ is the identity map. This proves the injectivity.
5 Toroidal compactifications
Assume A = Fq[T ]. Let d ≥ 1, N ∈ Ar Fq, and let k be the degree of the polynomialN .
5.1 Satake compactifications
Here we review the Satake compactification M
d
N,Sa of M
d
N ([18], [25]) following the method
of [25]. In [18] and [25], Satake compactification is constructed over F . We simply extend the
explicit construction in [25] to that over A or A[ 1
N
].
In the next Section 5.2, we construct our toroidal compactification by using it.
5.1.1. Recall that in the case N has at least two prime divisors (resp. only one prime divisor), we
denote by Cnl the category of pairs (S, U) where S is a normal scheme over A (resp. A[
1
N
]) and
U is a dense open subspace of S. Recall that
M
d
N,Sa : Cnl → (Sets)
is the functor which sends (S, U) to the set of all isomorphism classes of ((L, φ), ι) where (L, φ)
is a generalized Drinfeld module over S whose restriction (L, φ)|U to U is a Drinfeld module of
rank d and ι is a Drinfeld level N structure on (L, φ)|U .
We will explain
Proposition 5.1.2. The pair (M
d
N,Sa,M
d
N) represents the functorM
d
N,Sa.
5.1.3. Proposition 5.1.2 follows from the explicit construction of Satake compactificationM
d
N,Sa
in Pink [25] which we review below.
(1) In the case N = T , we have
M
d
T,Sa = Proj(R⊗Fq A[
1
T
]),
where R is the Fq-subalgebra of the rational function field Fq(u0, . . . , ud−1) generated by
f−1 for all f ∈ V r {0} where V :=
∑d−1
i=0 Fqui. Here the grading of R is such that f
−1
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for f ∈ V r {0} is of degree 1. ThenM
d
T,Sa is normal by [26]. We regardM
d
T as the open
set ofM
d
T,Sa consisting of all points at which f
−1g are invertible for all f, g ∈ V r {0}.
The universal object ((L, φ), ι) on (M
d
T,Sa,M
d
T ) is defined as follows: L is O(−1) of the
projective scheme M
d
T,Sa. Then L ⊂ Of for all f ∈ V , and locally, L = Of for some
f ∈ V r {0}. The generalized Drinfeld module φ is characterized by
φ(T )(z) = Tz
∏
f∈V r{0}
(1− f−1z),
and the level structure ι sends (T−1ai mod A)0≤i≤d−1 to
∑d−1
i=0 aiui for ai ∈ Fq. This
(M
d
T,Sa,M
d
T ) represents the functorM
d
T,Sa.
(2) The compactificationM
d
N,Sa ⊗A A[
1
N
] ofMdN ⊗A[
1
N
] is obtained as follows. Let k be the
degree of the polynomial N . Via the ring homomorphism Fq[T ] → Fq[T ] over Fq which
sends T to N , a Drinfeld module of rank d for the latter Fq[T ] is regarded as a Drinfeld
module of rank dk for the formerFq[T ]. This gives a finitemorphismMdN⊗AA[
1
N
]→MdkT .
Let Z be the image of this morphism, let Z¯ be the topological closure of Z inM
dk
T,Sa, and
let M
d
N,Sa ⊗A A[
1
N
] be the integral closure of Z¯ in MdN ⊗A A[
1
N
]. The universal object
((L, φ), ι) onMdN ⊗A A[
1
N
] extends uniquely to the universal object onM
d
N,Sa ⊗A A[
1
N
].
We see that (M
d
N,Sa ⊗A A[
1
N
],MdN ⊗A A[
1
N
]) with the universal object represents the
restriction of the functor M
d
N,Sa to the full subcategory of Cnl consisting of all objects on
whichN is invertible. By the construction,M
d
N,Sa⊗AA[
1
N
] is proper overA[ 1
N
]. Note that
this definesM
d
N,Sa = M
d
N,Sa ⊗A A[
1
N
] if N has only one prime divisor, but we have not
yet definedM
d
N,Sa if N has at least two prime divisors.
(3) In the case N has at least two prime divisors, M
d
N,Sa is obtained as follows. Write
N = N1N2 where N1, N2 ∈ A r Fq, (N1, N2) = 1. LetM
d
N,Sa ⊗A A[
1
Ni
] be the integral
closure of M
d
Ni,Sa
⊗A A[
1
Ni
] in MN ⊗A A[
1
Ni
]. Then it represents the restriction of the
functor M
d
N,Sa to full subcategory of Cnl consisting of objects on which Ni is invertible.
HenceM
d
N,Sa⊗AA[
1
Ni
]⊗A[ 1
Ni
]A[
1
N
] =M
d
N,Sa⊗AA[
1
N
] for i = 1, 2. Hence we get the union
M
d
N,Sa over A of the schemesM
d
N,Sa⊗A A[
1
Ni
] over A[ 1
Ni
] (i = 1, 2). Then (M
d
N,Sa,M
d
N)
representsM
d
N,Sa. By the construction,M
d
N,Sa is proper over A.
5.2 The special toroidal compactification
Let k be the degree of the polynomialN over Fq.
In this Section 5.2, we will construct the special toroidal compactificationM
d
N,Σk
ofMdN , and
will see that the pair (M
d
N,Σk
,MdN) represents the functorM
d
N = M
d
N,Σk
(3.4.4) on the category
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Cnl. We also prove thatM
d
N,Σk
is log regular andM
d
N,Σk
⊗A A[
1
N
] is log smooth over A[ 1
N
]. For
the proofs of log regularity and log smoothness, we use the formal moduli theory in Section 4.4.
5.2.1. We construct it as follows. Let S =M
d
N,Sa ⊃ U =M
d
N , and letMS be the associated log
structure (1.2.4) on S. Let ((L, φ), ι) be the universal generalized Drinfeld module over (S, U)
of rank d with level N structure.
For each a ∈ ( 1
N
A/A)d, let Ia be the ideal ofOS which is locally generated by f ∈ MS ⊂ OS
such that the class of f in MS/O
×
S coincide with pole(ι(a)) (2.6.4). Let the ideal I of OS be
the product of ideals Ia + Ib for all pairs (a, b) of elements of (
1
N
A/A)d. Let M
d
N,Σk
be the
normalization of the blow-up of S along I .
From the properness ofM
d
N,Sa, we have the properness ofM
d
N,Σk
.
By the construction, we have
Proposition 5.2.2. The pair (M
d
N,Σk
,MdN) represents the functorM
d
N on Cnl.
SinceM
d
N = M
d
N,Σk
, we have
Proposition 5.2.3. The pair (M
d
N,Σk
,MdN) represents the functorM
d
N,Σk
on Cnl.
5.2.4. Forσ ∈ Σk, we have an open setM
d
N,+,σ ofM
d
N,Σk
containingMdN such that (M
d
N,+,σ,M
d
N)
represents the functorM
d
N,+,σ on Cnl.
We have an open coveringM
d
N,Σk
=
⋃
σ,g g(M
d
N,+,σ) where σ ranges over Σk and g ranges
over GLd(A/NA).
5.2.5. To study properties of M
d
N,Σk
(especially its log regularity) by using the formal moduli
theory in Section 4, we first review basic relations of schemes, formal schemes, and adic spaces.
5.2.6. Let S be a locally Noetherian scheme, let Y be a closed subscheme of S, let Sˆ be formal
completion of S along Y , and let S˜ = Sˆadic be the adic space associated to Sˆ. We have canonical
morphisms of locally ringed spaces
π : (S˜,OS˜)→ S, π
+ : (S˜,O+
S˜
)→ S
whose underlying maps S˜ → S need not coincide, defined as follows.
Recall that for a locally ringed space X and for a ring R,
(*) a morphism X → Spec(R) of locally ringed spaces corresponds to a ring homomorphim
R→ Γ(X,OX) in the one-to-one manner.
From an adic space X , we have two locally ringed spaces (X,OX) and (X,O
+
X).
In the case S is an affine scheme Spec(R) and I ⊂ R is the ideal defining Y , π is themorphism
(S˜,OS˜) → S corresponding to the ring homomorphism R → Γ(S˜,OS˜) = Rˆ = lim←−nR/I
n by
(*), and π+ is the morphism (S˜,O+
S˜
) → S corresponding to the ring homomorphism R →
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Γ(S˜,O+
S˜
) = Rˆ by (*). In this case, the map π : S˜ → S sends x ∈ S˜ to the prime ideal
{f ∈ R | |f(x)| = 0} of R, and the map π+ : S˜ → S sends x ∈ S˜ to the prime ideal
{f ∈ R | |f(x)| < 1} of R.
The morphism π+ coincides with the composition S˜ → Sˆ → S, where the first morphism is
the one discussed in 4.3.1 and the second morphism is the evident one.
By the above descriptions of the morphisms π and π+ in the case S is affine, we see that for a
generalized Drinfeld module over S, the generalized Drinfeld module over OS˜ on S˜ induced via
π coincides with that induced via π+.
Example 5.2.7. Let S = Spec(Fq[T ]) and Y = Spec(Fq[T ]/(T )). Then Sˆ = Spf(Fq[[T ]]) and
Sˆadic = Spa(Fq[[T ]],Fq[[T ]]) consists of two points s, η such that s is in the closure of η. We have
π(η) = (0), π+(η) = π(s) = π+(s) = (T ).
5.2.8. Let r ≥ 1 and n ≥ 0 be integers such that d = r + n. Let σ ∈ Σk and let S be the open
set of M
d
N,+,σ consisting of all points at which the fiber of the universal generalized Drinfeld
module has rank ≥ r, and let Y be the closed subset of S consisting of all points at which the
fiber of the universal generalized Drinfeld module has rank r. Let Sˆ be the formal completion
of S along Y , and consider the object (Sˆ, U) of Cˆnl where U is the inverse image ofMdN under
π : S˜ := Sˆadic → S (5.2.6). Let (X, V ) be an object of Cˆnl. We have a canonical bijection
between the following two sets.
(i) The set of morphismsX → Sˆ of formal schemes over A.
(ii) The set of morphismsX → S of locally ringed spaces overA (that is, morphismsX → S
of formal schemes over A where we regard S as a formal scheme with the sheaf OS of discrete
rings) whose image is contained in Y .
Hence we have a canonical bijection between the following two sets (i) and (ii).
(i’) The set of morphisms (X, V )→ (Sˆ, U) in Cˆnl.
(ii’) The set of morphismsX → S of locally ringed spaces over A whose image is contained
in Y such that the composite mapXadic → S˜
π
→ S induces V → U .
The set (ii’) is identified withM
r,n
N,+,σ(X, V ). Hence (Sˆ, U) is canonically isomorphic to the
object (M
r,n
N,+,σ,W ) in Theorem 4.4.9 for Cˆnl which representsM
r,n
N,+,σ.
Hence by 4.4.9 for Cˆnl, we have that the pair (M
d
N,Σk
,MdN) has the property stated in 1.3.6
(3). Hence the pair (M
d
N,Σk
,MdN) is log regular and the schemeM
d
N,Σk
⊗A A[
1
N
] is smooth over
A[ 1
N
].
5.3 General toroidal compactifications
5.3.1. Let ((L, φ), ι) be the universal generalized Drinfeld module over (M
d
N,Σk
,MdN) of rank d
with levelN structure. Then for the base (ei)0≤i≤d−1 as in (1) of 1.2.11, the family (pole(ι(ei)))1≤i≤d−1,
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which is independent of the choice of (ei)0≤i≤d−1, defines an element of [Σk](M
d
N,Σk
). That is,
we have a morphismM
d
N,Σk
→ [Σk] of functors on Clog. Consider the fs log scheme
M
d
N,Σ :=M
d
N,Σk
×[Σk] [Σ ∗ Σk]
(2.5.12). This is proper and log étale over M
d
N,Σk
. In the case Σ is a subdivision of Σk, it is
M
r
N,Σk
×[Σk] [Σ].
Since a log étale scheme over a log regular scheme is log regular, we have that M
d
N,Σ is
log regular. From the properness of M
d
N,Σk
, we have the properness of M
d
N,Σ. Form the log
smoothness ofM
d
N,Σk
⊗A A[
1
N
], we have the log smoothness ofM
d
N,Σ ⊗A A[
1
N
].
By the construction, the pair (M
d
N,Σ,M
d
N) ∈ Cnl represents the functor M
d
N,Σ∗Σk
= M
d
N,Σ
on Cnl.
5.3.2. For σ ∈ Σ, we have an open setM
d
N,+,σ ofM
d
N,Σ containingM
d
N such that (M
d
N,+,σ,M
d
N)
represents the functorM
d
N,+,σ on Cnl.
We have an open coveringM
d
N,Σ =
⋃
σ,g g(M
d
N,+,σ)where σ ranges overΣ and g ranges over
GLd(A/NA).
By the same arguments as in 5.2.8, we have
Proposition 5.3.3. Let σ be a finitely generated subcone of Cd which is contained in some cone
of Σk. Let r ≥ 1, n ≥ 0, and assume d = r + n. Let S be the open set of M
d
N,+,σ consisting
of points at which the fiber of the universal generalized Drinfeld module (L, φ) is of rank ≥ r,
let Y be the closed subset of S consisting of all points s ∈ S such that the fiber of (L, φ) at s
is of rank r, and let Sˆ be the formal completion of S along Y . Let U be the inverse image of
MdN ⊂ M
d
N,+,σ under the map π : Sˆadic → M
d
N,+,σ (5.2.6). That is, U is the part of Sˆadic on
which the log structure is trivial. Then the pair (Sˆ, U) is isomorphic to the pair (M
r,n
N,+,σ,W )
in Theorem 4.4.9 for Cˆnl which represents the functor M
r,n
N,+,σ on Cˆnl. In particular (by Theorem
4.4.9 for Cˆnl), there is a canonical morphism Sˆ →MrN and Sˆ is isomorphic overM
r
N to an open
set of the formal completion ofMrN ×Fp toricFp(σn) along a closed subscheme with the inverse
image of the canonical log structure of toricFp(σn).
5.3.4. Theorem 1.3.6 (3) follows from 5.3.3 because MrN is smooth over Fp, M
r
N ⊗A A[
1
N
] is
smooth over A[ 1
N
], and toricFp(σ) has the open set toric(σ
′) = Gr−1m,Fp ×Fp toricFp(σn).
Theorem 5.3.5. Le N ′ ∈ A r Fq and assume N ′|N . Let k (resp. k′) be the degree of the
polynomial N (resp. N ′). Let Σ be a finite rational subdivision of Σk, and let Σ′ be the
corresponding finite rational subdivision of Σk′,k (3.1.10). Then except the case N has at least
two prime divisors andN ′ has only one prime divisor,M
d
N,Σ is the integral closure ofM
d
N ′,Σ′ in
the function field ofMdN . In the exceptional case, the integral closure isM
d
N,Σ ⊗A A[
1
N ′
].
75
Proof. Assume we are not in the exceptional case. By 3.1.10 and 2.6.5, ifX denotes the integral
closure ofM
d
N ′,Σ′ in the function field ofM
d
N , (X,M
d
N) represents the functor M
d
N,Σ. Hence
we haveX =M
d
N,Σ. The exceptional case is similar.
Proposition 5.3.6. Let σ be a finitely generated rational subcone of an element of Σk. Assume
that σ ∩ Zd−1 is regular (that is, it is generated by m elements as a monoid where m is the
dimension of σ). Then the underlying scheme ofM
d
N,+,σ is smooth over A and the complement
of MdN in M
d
N,+,σ is a normal crossing divisor, the underlying scheme of M
d
N,+,σ ⊗A A[
1
N
] is
smooth overA[ 1
N
], and the complement ofMdN ⊗AA[
1
N
] inM
d
N,+,σ⊗AA[
1
N
] is a relative normal
crossing divisor over A[ 1
N
].
Proof. For a regular σ, toricFp(σ) is smooth overFp. Hence this follows from Theorem 1.3.6.
5.3.7. Since each finite rational cone decomposition of Cd has a finite rational subdivision whose
all cones are regular, we obtain Theorem 1.3.5 (3).
Theorem 1.3.7 follows from
Theorem 5.3.8. Let M be one of M
d
N , M
d
N,Σ, M
d
N,+,σ. Then the functorM on the category Cnl
coincides with the functor (S, U) 7→ M(S) where the last S is endowed with the associated log
structure (1.2.4).
Proof. This is because the functor F on Clog is represented by a pair (S, U) such that S is log
regular of finite type over A.
5.3.9. We prove that the functorM
d
N,Σ : Clog → (Sets) is represented byM
d
N,Σ.
The universal logDrinfeldmodule of rank rwith levelN structure defines (by taking pullbacks)
the morphism Mor(S,M
d
N,Σ)→M
d
N,Σ(S) of functors on Clog.
The functor M
d
N,Σ(S) on Clog is a sheaf for the étale topology, and by the definition of log
Drinfeld modules of rank dwith levelN struture, this morphism is a surjection of sheaves on Clog.
It remains to prove the injectivity.
Let a, b : S → M
d
N,Σ be morphisms in Clog which induce the same element of M
d
N,Σ(S).
We prove a = b. We may assume that S is of finite type over A. Let s ∈ S, let OˆS,s be the
completion of the local ring OS,s, and consider the morphisms aˆs, bˆs : Spec(OˆS,s) → M
d
N,Σ of
Clog induced by a and b, respectively. Here Spec(OˆS,s) has the inverse image of the log structure
of S. It is sufficient to prove that aˆs = bˆs. By 5.3.3, these morphisms correspond to morphisms
aˆ′s, bˆ
′
s : Spf(OˆS,s)→M
r,n
N,+,σ of Cˆlog, respectively, for some r, n such that r+n = d and for some
σ ∈ Σ. Here Spf(OˆS,s) has the inverse image of the log structure of S. Because they give the
same element ofM
r,n
N,+,σ(Spf(OˆS,s)), we have aˆ
′
s = bˆ
′
s by Theorem 4.4.9 for Cˆlog.
This completes the proof of Theorem 1.3.5.
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5.4 Example
Let d = 3 and N = T .
5.4.1. Let Σ be a finite rational cone decomposition of C3. We describe local structures ofM
3
T,Σ,
irreducible components of the boundaryD :=M
3
T,Σ rM
3
T , and how they intersect.
We have a proper birational morphism S := M
3
T,Σ → P
2
A[ 1
T
]
defined as follows. Let
((Lφ, φ), ι) be the universal log Drinfeld module overS of rank 3with level T structure. LetL′ :=∑
a∈( 1
T
A/A)3 OSι(a) ⊃ Lφ. Then with the notation V =
∑2
i=0 Fqui in 5.1.3 (1),L
′ =
∑
f∈V OSf ,
L′ is a line bundle, and the surjection OS ⊗Fq V → L
′ defines (u0 : u1 : u2) : S → P2A[ 1
T
]
.
We describeM
3
T,Σ via this morphismM
3
T,Σ → P
2
A[ 1
T
]
.
5.4.2. There are rational numbers αi with 0 ≤ i ≤ m for somem ≥ 0 such that
1 = α0 < α1 < · · · < αm
and such that Σ consists of the cones
σi := {(s1, s2) ∈ R
2
≥0 | αis1 ≤ s2 ≤ αi+1s1}
for 0 ≤ i ≤ m− 1 and
σm := {(s1, s2) ∈ R
2
≥0 | αms1 ≤ s2},
and their faces τi := {(s, αis) | s ∈ R≥0} for 0 ≤ i ≤ m and τm+1 := {(0, s) | s ∈ R≥0}.
For σ ∈ Σ, let
S(σ) :=
{
(
u0
u1
)b(1)(
u0
u2
)b(2) | b(i) ∈ Z, b(1)s1 + b(2)s2 ≥ 0 for all (s1, s2) ∈ σ
}
,
and consider the semi-group ring A[ 1
T
][S(σ)]. ThenM
3
T,+,σ coincides with the following open
subset of Spec(A[ 1
T
][S(σ)]) endowed with the log structure given by S(σ).
In the case σ is one of σi (1 ≤ i ≤ m− 1), τi (1 ≤ i ≤ m), we have
M
3
T,+,σ = Spec(A[
1
T
][S(σ)]).
In the case σ = τ0 (resp. τm+1), we have
M
3
T,+,σ = Spec(A[
1
T
][S(σ)])r
∐
v∈F×q
Yv,
where Yv is the images of the closed immersion Spec(A[
1
T
]) → Spec(A[ 1
T
][S(σ)]) given by the
ring homomorphism from
A[ 1
T
][S(σ)] = A[ 1
T
]
[
u0
u1
,
(
u1
u2
)±1] (
resp. A[ 1
T
]
[
u1
u2
,
(
u0
u1
)±1])
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to A[ 1
T
] over A[ 1
T
] which sends u0
u1
(resp. u1
u2
) to 0 and u1
u2
(resp. u0
u1
) to v.
In the case Σ 6= Σ1 and σ = σ0 (resp. σ = σm),M
3
T,+,σ = Spec(A[
1
T
][S(σ)]) r
∐
v∈F×q
Yv
where Yv is the above subset of Spec(A[
1
T
][S(τ)]) with τ = τ0 (resp. τ = τm+1) and we regard
Spec(A[ 1
T
][S(τ)]) as an open subset of Spec(A[ 1
T
][S(σ)]).
In the case Σ = Σ1 and σ = σ0, we have
M
3
T,+,σ = Spec(A[
1
T
][S(σ)])r (Y ∪ Y ′),
where Y (resp. Y ′) is the union of Yv for v ∈ F×q in Spec(A[
1
T
][S(τ0)]) (resp. Spec(A[
1
T
][S(τ1)])).
5.4.3. The irreducible components of D are
(i) D(a) for an Fq-rational point of P2Fq .
(ii) D(ℓ) for an Fq-rational line in P2Fq .
(iii) D(a, ℓ, i) for a as in (i) and ℓ as in (ii) such that ℓ contains a, and for an integer i such that
1 ≤ i ≤ m.
Here, D(ℓ) is the proper transform inM
3
T,Σ of ℓ⊗ A[
1
T
] ⊂ P2
A[ 1
T
]
. In the case that Σ = Σ1, the
componentD(a) is the inverse image of
a⊗ A[ 1
T
] ⊂ P2
A[ 1
T
]
.
In general, D(a) is the proper transform inM
3
T,Σ of D(a) inM
3
T,Σ1
. For 1 ≤ i ≤ m, the image
of D(a, ℓ, i) inM
3
T,Σ1 is the intersection of D(a) andD(ℓ) ofM
3
T,Σ1 .
These irreducible components are characterized by the following properties. Let a0 be the
Fq-rational point (0 : 0 : 1) of P2Fq and let ℓ0 be the Fq-rational line {(0 : x : y)} in P
2
Fq
. We
denoteD(a0) by D(a0, ℓ0, m+ 1) and denoteD(ℓ0) by D(a0, ℓ0, 0).
(1) If g ∈ GL3(Fq) sends a (resp. ℓ) to a′ (resp. ℓ′), then g sends D(a) (resp. D(ℓ)) to D(a′)
(resp. D(ℓ′)).
(2) If g ∈ GL3(Fq) sends (a, ℓ) to (a′, ℓ′), then g sendsD(a, ℓ, i) to D(a′, ℓ′, i).
(3) For 0 ≤ i ≤ m+ 1, D(a0, ℓ0, i) is the closure ofM
3
T,+,τm rM
3
T .
5.4.4. For 0 ≤ i ≤ m + 1, M
3
T,+,τi
is the union ofM3T and the interior of D(a0, ℓ0, i). (Here
for an irreducible component of D, the interior of it means the complement of the intersections
with other irreducible components.) For 0 ≤ i ≤ m,MT,+,σi is the union ofM
3
T , the interior of
D(a0, ℓ0, i), the interior ofD(a0, ℓ0, i+1), and the intersection ofD(a0, ℓ0, i) andD(a0, ℓ0, i+1).
5.4.5. The irreducible components of D intersect as follows:
• D(a) and D(a′) do not intersect if a 6= a′. D(ℓ) and D(ℓ′) do not intersect if ℓ 6= ℓ′.
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• D(a) and D(ℓ) if and only ifm = 0 and ℓ contains a.
• D(ℓ) and D(a, ℓ′, i) intersect if and only if ℓ = ℓ′ and i = 1.
• D(a, ℓ, i) and D(a′, ℓ′, i′) intersect if and only if a = a′, ℓ = ℓ′, and |i− i′| ≤ 1.
• D(a) and D(a′, ℓ, i) intersect if and only if a = a′ and i = m.
5.4.6. All irreducible components of D are isomorphic to P1
A[ 1
T
]
and all non-trivial intersections
of them are isomorphic to Spec(A[ 1
T
]). These are explained as follows.
• For 0 ≤ i ≤ m, write αi = cid
−1
i with integers ci, di > 0 which are coprime. Let cm+1 = 1
and dm+1 = 0. For 0 ≤ i ≤ m+ 1, let fi be the invertible element (
u0
u1
)ci(u0
u2
)−di of S(τi).
• For 0 ≤ i ≤ m+ 1, fi inducesD(a0, ℓ0, i)
∼
−→ P1
A[ 1
T
]
.
• For 0 ≤ i ≤ m, the intersection of D(a0, ℓ0, i) and D(a0, ℓ0, i+ 1) is the part of D(a, ℓ, i)
at which fi has value∞, and it is the part of D(a, ℓ, i+ 1) at which fi+1 has value 0.
5.4.7. For a point s ofM
3
T,Σ,M
3
T,Σ is smooth over A[
1
T
] at s unless s belongs to the intersection
of two irreducible components of D. For a point s of the intersection of D(a0, ℓ0, i) and
D(a0, ℓ0, i+ 1),M
3
T,Σ is smooth over A[
1
T
] at s is and only if ci+1di − cidi+1 = 1. HenceM
3
T,Σ
is smooth over A if and only if ci+1di − cidi+1 = 1 for all 0 ≤ i ≤ m.
5.4.8. Concerning the morphism M
3
T,Σ1 → M
3
T,Sa (5.2.1), the image of D(l) is isomorphic to
Spec(A[ 1
T
]) for each ℓ, and if we denote the image of
⋃
lD(l) by Z, then
M
3
T,Σ1 \
⋃
l
D(l)→M
3
T,Sa \ Z
is an isomorphism.
Concerning the universal generalized Drinfeld module on M
3
T,Sa, the rank of the fiber at
s ∈ M
3
T,Sa is 3 if s ∈ M
3
T , 1 if s ∈ Z, and 2 otherwise. Hence for the universal generalized
Drinfeld module on M
3
T,Σ, which is the pullback of that on M
3
T,Sa, the rank of the fiber at
s ∈ M
3
T,Σ is 3 if s ∈M
3
T , 2 if s belongs to the interior of D(a) for some a, and is 1 otherwise.
5.4.9. We describe some open set of the Satake compactificationX :=M
3
T,Sa explicitly assuming
Fq = F2 and describe a relation to the toroidal compactification explicitly.
Assume Fq = F2.
Take the affine open set U = {x ∈ X | u0f−1 ∈ OX.x for all f ∈ V r {0}} of X ,
denote u0u
−1
1 , u0u
−1
2 , u0(u1 + u2)
−1 ∈ OU(U) by t1, t2, t3, respectively, and let S be the open set
{x ∈ U | 1 + ti are invertible at x for 1 ≤ i ≤ 3} of U . We have
S = Spec(A[
1
T
][t1, t2, t3, (1 + t1)
−1, (1 + t2)
−1, (1 + t3)
−1]/(t1t2 + t2t3 + t3t1)).
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Then M3T is identified with the open set of S consisting of points at which t1t2t3 is invertible.
The generalized Drinfeld module ((L, φ), ι) over S is understood as L = OSu0,
φ(T )(zu0) = Tz(
∏
f∈V r{0}
(1−u0f
−1z))u0 = Tz(1−z)(
3∏
i=1
(1−tiz)(1−ti(1+ti)
−1z))u0 (z ∈ OS),
ι(ei) = ui for 0 ≤ i ≤ 2. The part t1 = t2 = 0 of S coincides with the set of all points of S at
which the fiber of the universal generalized Drinfeld module has rank 1.
For Σ = Σ1 and σ = σ0 = C3 = {s ∈ R2≥0 | s1 ≤ s2},M
3
T,+,σ is identified with the open
set of Spec(A[ 1
T
][t1, t2t
−1
1 ]) which is the complement of Y ∪ Y
′ where Y is the closed subset
defined by t1 = 1 + t2t
−1
1 = 0 and Y
′ is the closed subset defined by 1 + t1 = t2t
−1
1 = 0, as
is explained in 5.4.2. Let M be the open set of M
3
T,+,σ obtained by inverting 1 + t2t
−1
1 . The
mapM
3
T,Σ1 →M
3
T,Sa sendsM to S and the pullback of t3 toM is t2(1 + t2t
−1
1 )
−1. The divisor
M rM3T has two irreducible components, the divisor t1 = 0 and the divisor t2t
−1
1 = 0. The
former is D(ℓ) ∩M for the line ℓ : u0 = 0 and the latter is D(a) ∩M for a = (0 : 0 : 1). The
former coincides with the set of all points of M at which the fiber of the universal generalized
Drinfeld module has rank 1.
The formal schemeM
1,2
T,+,σ is isomorphic overM
3
T,Σ1
to the t1-adic formal completion ofM .
That is,M
1,2
T,+,σ = Spf(H) where H is the t1-adic completion of A[
1
T
][t1, t2t
−1
1 , (1 + t2t
−1
1 )
−1].
5.4.10. In 5.4.9, let s ∈ S be a point of the Satake compactification such that ti(s) = 0 for
i = 1, 2, 3. Then we have neither t1|t2 nor t2|t1 at s. Hence the universal generalized Drinfeld
module over (S,M3T ) does not satisfy the condition (div) in 2.7.4.
In the following 5.4.11 and 5.4.12, we consider the local monodromy of the universal gen-
eralized Drinfeld module at a point of Satake compactification and at a point of a toroidal
compactification, respectively.
5.4.11. In 5.4.9, let s be a point of S such that ti(s) = 0 for i = 1, 2, 3. Let R be the completion
of the strict henselization of the local ring OS,s and let Q be the field of fractions of R. Let v be
the maximal ideal (T ) ofA. We consider the action ofGal(Qsep/Q) on the three dimensional Fv-
vector space Vvφ = Fv ⊗Av Tvφ where Tvφ is the v-adic Tate module of the universal generalized
Drinfeld module φ over S viewed as a Drinfeld module over Q. Let ψ be the Drinfeld module
over R of rank 1 associated to φ (2.3.1). We can regard Tvψ ⊂ Tvφ.
Claim. Consider the action of Gal(Qsep/Q) on Vvφ by taking a base (ei)0≤i≤2 such that e0 is
a base of Vvψ. Then the image of Gal(Qsep/Q) in GL3(Fv) is an open subgroup of
{

1 e f0 a b
0 c d

 |
(
a b
c d
)
∈ SL(2, Fv), e, f ∈ Fv}.
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Proof of Claim. Let p1 be the prime ideal of R generated by t2, t3 and let p2 be the prime
ideal of R generated by t1, t3 (so ti /∈ pi for i = 1, 2). For i = 1, 2, let Vi be the completion of the
local ring of R at pi (so Vi is a complete discrete valuation ring), let Ki be the field of fractions
of the strict henselization of Vi, and fix embeddings Qsep → K
sep
i over Q. Let φi be the Drinfeld
module over Vi of rank 2 associated to φ (2.3.1). We can regard Tvψ ⊂ Tvφi ⊂ Tvφ. Take an
Av-base (ei)0≤i≤2 of Tvφ such that e0 is a base of Tvψ and the image of ei in the T -torsion φ[T ] is
ui = t
−1
i u0 and such that e0 and ei form an Av-base of Tvφi. For σ ∈ Gal(K
sep
i /Ki), σ − 1 kills
Tvφ, and by the proof of 2.4.2, (σ − 1)Ave3−i for σ ∈ Gal(K
sep
i /Ki) generate an Av-submodule
of Tvφi of finite index. The action of Gal(K
sep
i /Ki) on Tvφ factors through Gal(Q
sep/Q). The
action of Gal(Qsep/Q) on Vvφ is of determinant 1 by the theory of determinants of Drinfeld
modules ([1], [11, 2.6.3]). These prove Claim. Here we use the following fact (1).
(1) If U is an open subgroup of
(
1 Fv
0 1
)
and V is an open subgroup of
(
1 0
Fv 1
)
, then U
and V generate an open subgroup of SL2(Fv).
5.4.12. In 5.4.9, let x ∈ M =M3T,+,σ with σ = C3 be a point at which t1(x) = (t2/t1)(x) = 0.
Let R be the completion of the strict henselization of the local ring OM,x and let Q be the field
of fractions of R. Let ((L, φ), ι) be the universal log Drinfeld module of rank 3 with level
T -structure and let ((ψ, ι′), t1, t2) be the corresponding section ofM
1,2
T,+,σ over Spf(R). Let
′φ be
the generalized Drinfeld module over R corresponding to ((ψ, ι′), t1). Let v be as in 5.4.11. We
can regard Tvψ ⊂ Tv(′φ) ⊂ Tvφ.
Claim. Consider the action of Gal(Qsep/Q) on the thee dimensional Fv-vector space Vvφ by
using a base (ei)0≤i≤2 such that e0 is a base of Tvψ and (e0, e1) is a base of Tvφ′. Then the image
of Gal(Qsep/Q) in GL3(Fv) is an open subgroup of
{

1 a b0 1 c
0 0 1

 | a, b, c ∈ Fv}.
Proof of Claim. Let p1 be the prime ideal ofR generated by t2/t1, and let p2 be the prime ideal
of R generated by t1 and t2t
−1
1 . Let V1 be the valuation ring defined to be the set of all elements
of the local ring Rp1 whose residue classes are in the image of the local ring RR2 . Let K1 be the
field of fractions of the struct henselization of V1 and embed Qsep into K
sep
1 over Q1. We show
that the image of Gal(Ksep1 /K1) ⊂ Gal(Q
sep/Q) in GL3(Fv) already has the property in Claim
1. Let p′1 be the prime ideal of V1 generated by p1 and let V2 be the completipn of the local ring
of V1 at p′2. Then V2 is a complete discrete valuation ring. Let K2 be the field of fractions of the
strict henselization of V2 and embed K
sep
1 into K
sep
2 overK1. Then over V2,
′φ is identified with
the Drinfeld module of rank 2 associated to φ (2.3.1). The action ofGal(Qsep/Q) keeps Vvψ and
Vv(
′φ) and is trivial on Vvψ, Vv(′φ)/Vvψ, and on Vvφ/Vv(′φ). By the proof of 2.4.2, (σ− 1)Ave3
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for σ ∈ Gal(Ksep1 /K1) generates a subgroup of Tv(
′φ) of finite index, the images of (σ − 1)Tvφ
in Tv(′φ)/Tvψ for σ ∈ Gal(K
sep
2 /K2) generate a subgroup of finite index, and (σ − 1)Tv(
′φ) for
σ ∈ Gal(Ksep2 /K2) generate a subgroup of Tvψ of finite index. These prove Claim.
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