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1. Introduction 
In this paper we consider a linear singular perturbation problem of elliptic 
type in a bounded strictly convex domain G with boundary F in the (x, y)-plane, 
namely 
Ls~=-eL2~+Ll~=h(x,y)  in G 
9 (x, y)=~o(x, y) on F (1.1) 
where L 2 and Ll denote the differential operators 
~2 C~2 (~2 
L2 -- a(x, y) -~--~ + 2 b(x, y) -~-~+ c(x, y) -~+ d(x, y) -~x + e(x, y)-~y + f(x, y) 
and 
d 
L1-  d y g(x, y) . 
Due to the strict convexity of G there are two unique points A and B on F where 
the characteristics X=Xo and x=x 1 of L1 are tangent to F, x o and x~ being the 
extreme values of the x-coordinate in G+ F. The points A and B divide F into 
two parts: F+ (with equation y= y+ (x)) and F_ (with equation y= ?_ (x)). We 
suppose that the parametric representation f F with the arc length as parameter is 
(2 m + 6)-times continuously differentiable, that a (x, y) > 0 and g (x, y) - el(x, y) > 0 
in G and that the coefficients of L2 and L1, the right-hand side of equation (1.1), 
and the boundary values 
~, • (x)  = q, (x,  r + (x))  
are (2m + 3)-times continuously differentiable functions (m=0, 1, 2, ...). We note 
that this problem is certainly uniquely solvable. 
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Let V(A) and V(B) be arbitrarily small but fixed neighbourhoods of the points 
A and B respectively. ECKHAUS &DEJAOER [1] proved that in every closed 
subdomain G*= G-  V(A)-  V(B) of G+ F the following asymptotic expansion of 
the solution ~(x, y) of (1.1) holds: 
m m+l  
9 (x, y )= ~ 5'w~(x, y)+ ~. 5i~i(x, y; 8)+z,,(x, y; 8) (1.2) 
i=0  i=0  
with 
z,,(x,y;8)=O(e"+l), m=0,  1,2 .... , (1.3) 
as e tends to zero. Here w~(x, y) (i=0, 1 . . . .  , m) and b'i(x, y; 8) ( i=0, 1, ..., m + 1) 
are bounded functions in G*, defined as solutions of certain boundary value 
problems by means of an iteration process which will be described in section 2. 
This iteration procedure introduces ingularities in the functions w~(x,y) and 
~(x, y; 8) (i__> 1). If we assume F to be of the form [Y-Yol =Co(x-xo) lip near 
A and ]Y-Y1] = Cl (Xt -x )  1/q near B (where p and q are integers not less than 2, 
and Co and C t are positive constants) then these singularities are of the type 
i+1  
wi(x,y)=O{(x_xo) p 2~} , i= l , . . . ,m,  
L2 wi(x, y)=O {(x-Xo) (i+1) O/p-2)}, i=0, 1, ..., m 
near A, while similar expressions hold near B. This is the reason why the points 
A and B must be excluded from the domain of expansion. 
For the case m = 0, VISHIK t~r LYUSTERNIK [2] derived an expansion of the form 
9 (x, y)=wo(x, y)+Vo(X, y; 5)+evl(x, y; 8)+-Zo(X, y; 5) 
with 
] Zo I =< C min {(x - Xo) l/p, e (x - Xo) l/p- 1, (x i - x) l/~, e (x i - x) 1/~- 1 }, 
valid in all of G, where b'l(X, y; 5) from (1.2) is replaced by a bounded function 
~l(x, y, 8) and C is some positive constant. The derivation and presentation of this 
result is rather complicated, and is only given for the case p = q = 2. (We note also 
two misprints: the exponents l /p-1 and 1/q-1 should be l ip-2 and 1/q-2). 
In a somewhat different and more general way we shall prove here the following 
Theorem. Let ~(x, y) be the solution of problem (1.1)./ f  m=0 and 5 is small 
enough, the following expansion holds in all of G + F: 
9 (x, y)= w o (x, y)+ Vo (x, y;5)+ Zo (x, y;5) (1.4) 
with 
[ ~'o [__< Cmin {(X-xo)X/p(Xx - )  1/~, 8(x -Xo) 1/p-2 (Xl -x )  1/~-2 } (1.5) 
where C is some positive constant. Moreover, if s= max(p, q), we have the estimate 
~'o (x, y; 5)= O(81/2 ~), (1.6) 
uniformly in G + F. 
The proof of this theorem is straightforward and runs along the following 
lines. First we consider neighbourhoods V(A) and V(B) of A and B respectively, 
both of them being of breadth O(5 ~) with ~ > 0, and we estimate :T o (x, y; 8) in 
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V(A) u V(B). Next we estimate Z'o (x, y; e) in G*= G-  V(A)-  V(B), the expansion 
(1.4) being temporarily extended up to and including a term e Ol(x, y; e) similar 
to the expansion of VisrllK & LYUSTERNIK. From these results a suitable value of 
is calculated by comparing the estimates of ~o (x, y; e) and ~'o (x, y; e) along the 
common boundaries of V(A)w V(B) and G*. It should be mentioned that the 
result (1.5) includes that of ECKHAUS & DE JAGER (with m=0) as a special ease, 
namely when both (x-xo) and (x l -x )  are of order O(1). Moreover we note 
that the method used here to prove our theorem does not yield a better approxi- 
mation when applied to higher order expansions (m > 1). 
2. The Iteration Procedure 
In this section we give a brief sketch of the construction of the expansion (1.2). 
For details the reader is referred to the literature. Taking for a moment e= 0 in 
(1.1), we obtain the so-called reduced equation which is of the first order. The 
solution Wo (x, y) of the reduced equation is subject o the boundary condition of 
9 (x, y) at F_, so Wo(X, y) solves the problem 
LI Wo- -  {~y + g(x, y)} Wo(X, y)=h(x, y) in G, (2.1) 
w o (x, y) Ir_ - Wo (x, y_ (x)) = ~o_ (x). (2.2) 
The functions wi(x, y) (i> 1) are solutions of the following iteration scheme 
L 1 wi= -L  2 Wi_l, (2.3) 
Wilr_ = o. (2.4) 
As one can easily verify, the functions Wo(X,y) .... , Wm(X,y) are given by the 
formulae 
[' J Wo(X,y)=~o_(x)- i exp - I g(x,~)d( {h(x, tl)+g(x, rl).~o_(x)}dq, (2.5) - (x) 
W~(X,y)= v!x)exp -- g(x,()d( {L2wi_j.(x, rl)}dtl, i=1,2,  ..., m. (2.6) 
The functions w~(x, y) have continuous partial derivatives of orders < 2m + 3 -  2 i 
(i= 0, 1 . . . .  , m) and the sum 
m 
d w~(x, y) 
i=0  
satisfies the differential equation (1.1) up to the term e" L 2 Win, but only the lower 
boundary condition ~b_(x, y). In order to make the expansion of ~(x, y) satisfy 
the other boundary condition, a so-called boundary layer term is introduced 
which is concentrated along F+. Let (p, 0) be a curvilinear coordinate system de- 
fined as follows. The coordinate p varies along the inner normals to F+, 0 < p < Po, 
with p=0 at F+ and with Po chosen such that the normals do not intersect for 
0__<p<po; 0 (the arc length of F+) runs along F+ with 0(A)=0. We suppose F+ 
to be represented by the parametric equations x=x+ (0), y=y+ (0). Substitution 
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of the new variables into equation (1.1) yields an equation of the form 
(o~(p,O) 2_~+2fl(p, ~32~'02qb o)Tp-~+ ~o. o) y- U 
0 q, 0 q, O) ~) 
+~(p, O)--~p-+ q(p, O)-~o-+ f (p, 
,0 Oq} v O0 - p (p )-~p - (p, O) ~-  g (p, O) 9 = h (p, 0). 
It is of importance to note that ~(p, 0)>0 in the region 
h= {(p, O) lO<=p<po, O<_O<O(B)} 
and that 
OP I -=cos(p, y+) I <0 forO<O<O(B). t~(O. 0)--- ~-  ,=o ,=o 
Y F+ 
k cA;l / 
I 
I 
Xo xl 
Fig. 2 
(2.7) 
Due to the differentiability assumptions concerning the coefficients of L,, the 
right-hand side of the equation and the parametric representation of F, it is 
possible to expand all coefficients occurring in (2.7) into finite Taylor series with 
respect to p, 
r O)=~o(O)+oq(O)p+o~2(O)p2 + ... +O~N(O) pN +O~N+I(.p, O)p N+I , 
fl(P, O)= flo(O) + flX (O) P + fl2(O) P 2 + ... + flN(O) pN + flN+ l (p, O) p N + I , 
. . . . . . .  , . . . , . . . . , , . . . . . , . . . . .  . . . . . . . . . . 
~(p, 0 )=~o(0)+~l (0)p+~(0)p2  + "" + ~N(0)pN +~+ 1 (p, O)p N+~ , 
. . . . . .  9 . , , . . , . . . , . . , . . . ~ * * 9 9 * 9 9 9 ~ . . . .  * ~ 
with N+ 1 <2m+3,  ~o(0)>0 and/~o(0)--- #(0, 19)<0 for O<O<O(B). Introduction 
of the local variable t defined by p = st and substitution of the Taylor expansions 
of the coefficients c~(p, 0), ..., v(p, 0) into the expression for L~ yields, in 
f~= {(p, O) lO<p<po, O<O<O(B)}, 
the expansion 
eL,=Mo+eMI+ ... +~,NMN+SN+I-MN+ 1 (2.8) 
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with 
0 2 0 
Mo=~to(0) -~-taoOS" " Ot ' 
0 2 0 2 
Mx=~ ff-ff-f--Vo( 0 ) -~---go(O 0,) 
0 2 0 2 0 2 0 
M 2 =~2(0)  t 2 ~-~-1- 2il l  (0) t -~-~-q -  ~0 (0) -~-a  t- {~i (0) t- - f l2(0)/2} 0t 
+ {~to (0)-  va (0) t) -~0 + {fo (0)-  gx (0) t}, etc., 
(2.9) 
MN+ 1 being an operator in which the coefficients with index N+ 1 depend on both 
p and 0, as can be seen from the Taylor expansions. We now exclude arbitrarily 
small but fixed neighbourhoods V(A) and V(B) from G and consider the region 
t2*=t2-V(A)-V(B),  V(A) and V(B) being chosen such that #0(0)<0 in I2" 
(see Fig. 2). 
The so called boundary layer functions vi(x,y; e) (occasionally written as 
v i( p, 0; e) or v i (t, 0)) are now defined by the following iteration scheme 
Mo vo=O, 
i 
Mo vi= -- ~ Ms vi-,, 
S=I 
m+l 
MOVra+I =-  Z Msvra+l -s ,  
s=l 
Vo I,=. = o = ~o+ (x+ (0))-  WoO, 0). 
vilt=p=o=--wi(O,O), i= l , . . . ,m,  (2.10) 
vm+ 11,=p=0 =0. 
Here wi(O, O) is an abbreviation for wilr_ = wi(x+(O), 7+(x+(0)). The boundary 
layer functions hould only contribute along the upper boundary F+ and therefore 
one has the supplementary "boundary" condition 
lim vi(t, 0)=0. 
t--~ O0 
In order to define them in all of G*=G-V(A) -V(B) ,  the functions 17i(x , y; e) 
are multiplied by an infinitely differentiable smoothing function ~k (x, y), which is 
defined in G as follows: for (x, y) in ~, ~k(x, y) equals one for O<p<~ Po, ~(x,y) 
as a function of p is monotonically decreasing from one to zero for 89 Po < P < ~ Po, 
and ~k(x,y) equals zero for ~ po<p<po; outside ~, q/(x, y) is taken identically 
zero. Thus one obtains the proper boundary layer functions (which satisfy all 
conditions mentioned) 
vi(x, y; e)-~k(x, y) vi(x, y; 8) (i=0, 1 .... , re+l ) .  
Now it is possible to apply the operator L, to the sum 
m+l 
ei vi(x, y ; 81 
t=0 
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in the whole region G*. It is not difficult to show that the difference between the 
expressions 
ra r '+ l  ] 
and 
I "+2 1 -8  "+1 L2w'+ ~ miv-'+2-i 
i=1 
is asymptotically of higher order than 0 (8" + i), uniformly in G*. Furthermore the 
expansion 
" "+1 
i ~i 8) Z 8 W i(x, y) + ~ Vi(X, y ; 
i=0 i=0 
satisfies all boundary conditions imposed on r y). Therefore the remainder 
term 
" m+l 
Z'(x,y, 8)--r ~SiWi(X,y) - ~ 8ivi(x,y ; 8) (2.11) 
i=0 i=0 
is identically zero along F. It can then be proved (see [1]) that indeed 
z'(x, y; 8)=0(8 "+1) 
in all of G*. 
Avoiding detailed iscussions of the boundary layer functions, we only mention 
that the singularities of w~ (x, y) (i => l) and L 2 w i (x, y) (i > 0) enter into the functions 
vi (x, y; 8) through the right-hand sides of the equations (2.10) (i => 1) and the bound- 
ary values (1 <=i<=m). 
In the case m = 0 we have 
v o (x, y; 8) = {~o + (x + (0))-  Wo (0, 0)} exp {2 (0) t} (2.12) 
and 
1 
with 
/~o(0) (2.14) 
,~(0)= ~o(O) ' 
A (0) = 2 flo (0) [{r + (0) - Wo (0, 0)} 2 (0) 2' (0) + {r (0) -  w~ (0, 0)} 2 (0)] 
+ ~o (0) {q~ + (0)-- Wo (0, 0)} 2(0) + v o (0) {q~ + (0)-- Wo (0, 0)} 2' (0) (2.15) 
+ Vo (0) {r (0)-- w~ (0, 0)} + go (0), 
and 
B(O)= -~1(0){r 0)} 22(0)-/~x (0) {~0+ (O)-wo(O, 0)} 2(0) (2.16) 
(with r r (x+ (0))). 
Finally, it should be noted that v~+ 1 (x, y; 8) is uniformly bounded in G* if 
V(A) and V(B) are fixed, and therefore can be omitted in the expansion (1.2). 
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This term is only needed in the derivation of the result (1.2), (1.3) because of the 
occurrence of the operator )~tN+ x in the expansion (2.8) of eL~, which guarantees 
an expansion of L~ up to order o(eN). 
3. Proo[ of the Theorem 
Form here on, we restrict ourselves to the case m--0. Moreover, instead of the 
fixed neighbourhoods V(A) and V(B) considered by ECKHAUS & DE JAGER, we 
let the maximum values of X-Xo and x 1 -x  in V(A) and V(B) respectively, be 
of the order of magnitude O(e') with ct >0. We shall determine ~such that the 
estimates of Zo(X, y; e) in V(A)• V(B) and in G*=G-V(A)-V(B)are of the 
same order when x-x  o = O(e ") and x~-x= O(e~). We first consider the region 
v(.4) u v(B). 
In estimating 
~o(X, y; e)-O(x, y)-wo(x, y)-vo(X, y; e) 
( [! l - -~(x,y) -~o_(x)+ . exp - g(x, Od~ {h(x,~)+q~_(x)g(x, rl)}dtl (3.1) 
~_ (x) 
we make use of an important result of ECKHAUS & DE JAOER [1, Theorem IV] 
which states that there exists a positive constant M~ such that 
] 9 (x, y) - tp_ (x) [ -< Mx {Y - ? -  (x)} 
for sufficiently small values of e. The integrand occurring in (3.1) is a uniformly 
bounded function in V(A) w V(B), so there exists a positive constant M2 such that 
the absolute value of the integral is not greater than M 2 {y -  ?_ (x)} in V(A) u V(B). 
Due to the differentiability properties of ~b (x, y) and the uniform boundedness 
of exp {2(0)P} in  V(A)u V(B) there finally exists a third constant Ms>O such 
that in this region 
Combining these results, and assuming as in section 1 that 
[ Y - Yo I = Co (x - Xo) 1/p 
l Y -Y l  I =C~(x~-x)  ~/~ 
we immediately get the result 
~o(X, y; ~)=o {(X-Xo) ~"} 
and 
~o(X, y; 8)=0 {(x, -x )  1/~} 
14" 
near A, p integer, p > 2, Co > 0, 
near B, q integer, q-> 2, C1 > 0, 
in V(A) 
in V(B). 
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We write this in the form 
~o(X, y; ~)=O {(X-Xo)l/l'(xa -x)  ~/~} in V(A) u V(B), (3.2) 
provided 8 is small enough. Note that on the boundaries x = x* = Xo + O(~9 and 
x = x* = x l -  O (e0 the function Zo (x, y; ~) has the respective orders of magnitude 
0(8 ~/~) and 0(e=/~). (3.3) 
We now consider the region G*. It is clear that the method developed above will 
not give any useful result when applied to ~o (x, y; e) in G*. Here we shall have to 
apply the differential operator L, and use the iteration schemes defining the func- 
tions w~(x, y) and v~(x, y; e) (cf. (2.1) and (2.10)). 
As has been mentioned at the end of the preceding section, it is necessary to 
add the boundary layer function ~7~(x, y; e) to the expansion (1.4) and to apply 
L, to 
-io(x,y;8)-@(x,y)-wo(x,y)-~o(x,y;8)-8~l(x,y;~ ) (3.4) 
in G*. It will turn out that/~l(X, y; 8) and its derivatives are singular in A and B. 
Therefore we shall consider a smoothed version of ~l(x, y; e), i.e. 
vl(x, y; 8) =g(x) ~l(X, y; e) (3.5) 
in which X(x) is an infinitely differentiable function defined in r which equals zero 
for xo<x<_Xo+](x*-xo) and for Xl-](Xx-X*l)<=x<xl and one for Xo+ 
(x* - Xo) < x < x~ - ] (xl - x*). Furthermore X(x) is monotonically increasing 
for Xo+] (Xo-Xo)=X=Xo+](Xo-Xo)* < < * and monotonically decreasing for 
x l - ]  (xl-x*)<x<=xl-](xl-x*).  Now ~l-~'l  in G*, while it will be shown 
below that the addition of ~l(X, y; e) (instead of ~'x(x, y; e)) to the expansion (1.4) 
is consistent with (3.2), (3.3) if cr is chosen properly. We shall therefore hence- 
forth consider the expansion 
9 (x, y)=Wo(X, y)+'Vo(X, y; e) + e vl (x, y; e) + Zo(X, y; e) (3.6) 
in all of G. Applying the operator L, in G* to the remainder term, we obtain 
L, Zo = L, 9 - L1 Wo - e L 2 w 0 - L,(vo + e v-i) 
= -eL2 Wo-[e -1 Mo+M1 +eM2] (Vo + eol) 
(3.7) 
in virtue of (2.1) and (2.8). 
It has been mentioned in the introduction that we have, near A, the estimate 
L2 Wo(X, y)=O ((x- Xo) vp-z} 
if m=0. Collecting the expressions describing the behaviour of L 2 W o near A 
and B into one formula, we obtain the result that the first term -e  L2 Wo is of 
the order of magnitude 
O (~ (x -  Xo) l/p- 2 (xl - x) l/q- 2} (3.8) 
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in all of G*. Its maximum orders of magnitude in G* (occurring respectively on 
the boundaries x = x~ and x = x*) are consequently 
O(e I+p =) and O(e1+u (3.9) 
(;_ Clearly only values of e less than or equal to rain 2 1'  2q - l  are of 
interest since we are looking for positive powers of e as bounds for I~ o I. 
It will be shown now that the same estimates (3.0), (3.9) apply to the second 
term 
[ e-1 Mo +Mr q- 6M2] (Vo q- e Vl) 9 
For this purpose we distinguish three different parts of f2*, i.e. po>p>~po, 
Po>P>89 Po and ~ po_>_p>0. 
// 
Fig. 3 
a. For po>p>] Po the function O(x,y) is by definition equal to zero, and 
so are b'o(X, y; e) and ~l(x,y; e). Therefore only the term -eL  z Wo contributes 
in this region (and in G*-f2*). 
b. If ~ po>p>89 Po and O<O<O(B), we have asymptotically 
near x=x* (and similarly near x=x*) since 2(0)= O{(x-Xo) 1-1/p} near A and 
p=O(~ ) in this region. If we take again e<min  2p- l '  2 1 the factor 
exp {2(0) ~} is asymptotically equal to zero everywhere in the region under con- 
sideration, and so are ~o, ~1 and all derivatives of these functions. Again only the 
term -e  L 2 w o needs to be taken into account. 
c. ~ po>p>0.  In this region 0(x, y ) -  1 and therefore we have b'o = Vo, vl =vl. 
Consequently, using the definition of v o and v~ we obtain 
[ -lMo +MI +8 1) 
=e-lMovo+MlVo+Movl+e[Mlvx+--M2vo+~-M2vl] (3.10) 
=e [Mt v1+ M2vo +eM2vl]. 
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In order to obtain proper estimates of these terms it is necessary to inspect the 
functions 1)o(X, y;  ~) and v~(x, y;  ~) more closely. Denoting differentiation with 
respect to 0 with dashes, we obtain from (2.12): 
and 
01) 0 
0 0 = (q)'+ - W'o) e ~' + (q~+ - Wo) t 2' e ~' 
02/)0 - pl 
-~-O-f-=(tp +-W'o')e~t + 2(tp'+-W'o)t2'  eZt +(rp + -Wo)  {t2"  +t2(2 ' )a}e  ~* . 
In estimating these expressions we use the following formulae, 
(2t )neat=O(1)  (n=0, 1, 2 .... ); 
,~(0) = o {(x -Xo) '  - '/" (x, -x ) ' -  '/'}; 
fO  {(X - -  XO) 1 - 2/P(x 1 -- X) 1 - 2/q} 
2' (o) "1 
(0(1) 
j'o { (x -  Xo) ~- ~/'(x, - ~)1- ~/.} 
2" (o) 
(0(1) 
~o + - Wo = o {(x -  Xo) l / ' (xl  - x)l/q}; 
t t 9 rp+ -wo=O(1), 
~o;; - w;' = o {(x - Xo)- ~/'(x, - x) -  l/q}. 
if p>2, q>2,  
if p=2 or q=2; 
i fp>3,  q>3, 
if p=3 or q=3; 
(3.11) 
Using the results (3.9) we obtain 
0O 0 
0---0- = 0 (1), 
~213 0 
o 02 = o { (x -Xo) -  1/"(x~ -x ) -  1/,}, 
01) 0 
Ot 
- -=O{(xo-x ) (~-x , )}  , 
t ~ ~ = o {(x - Xo)-I + ~/" (xl - x ) - '  + ~/'}, 
t 01)o O{(x_xo)-l+~/.(x~_x)-,+~/,} 
-~0 - = 
t -~-  = o { (x -  Xo)'/' (x, - x) ' / '},  
t ~ ~176 = o { (x -  Xo)'/ '(x, - x)l / '},  
021)0 O(1)  
t -~ i -~ = 
From this it follows that 
. M~ ,~o = 0 { .  (~ - Xo) - '  + ' / "  (~,  - x) - '  + '/~} (3.12) 
in the region under consideration. 
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We now examine the expressions Ms vl and M2 vl, vl(x, y; e) being given by 
(2.13)-(2.16). Using (3.11) we obtain the following estimates, 
A(0)=O(1) ,  ~(0)=0 {(X-Xo) (X l -X)} ,  
A' (0) = 0 {(x - Xo)- :/~ (x - x0 -  "~}, 
B'(O) = 0 {(X--Xo) 1 - 1/P (x x -- x) 1- z/a} ,
v~ = o {(x - Xo)- 2 + ~/~ (xl - x)- ~ + ~/~}, 
(~ 1)1 = O ((X -- X0)- i  + l/p (X 1 -- X)- 1 + l/q}, 
8t 
0/3 2 A 
t ~ = U ((X I XO ) -  ~ + 2/p (X l ] X) - 2 + 2]q}, 
82Vl -1+1/p  t-~-=O((x-~o) @l-x)-'+'~}. 
8v~ __o((X_Xo)_2+.p(xl_x)_~+.,q 
gO 
85/)1 = o {(x -Xo) -~ @l -x ) -  2}. 
8t80  
Hence 
[ 82/ )1+ 82/)1 .. 8/) 1 8/) 1 ] 
eMlv l=-e  oqt~ 2flo--~-ff~-+{r Vo ~i -  - "-~- - g o /) l 
= 0 {8(X--X0) -2+ 1/P(x 1 - -X) -2+ 1/q} (3.13) 
in the region a x Po --> P > 0. 
Estimates of several terms occurring in e M I v I can be used for e z -M2 vl. 
Using (3.11) we obtain 
A" O) = O {(x - Xo)- ~/~ (x~ - x)- ~/~}, 
B"(e)=O((x -~o)  ' -  ~/~(~-x) ' -~/*} ,  
t v~ = o {(x -  Xo)- ~ + ~/~ (Xl - x) -  3 + ~/~}, 
t--~V=ov~ O{(x_xo)_3+21,(xx_x)_3+2/,} 
-~t =o ((X- Xo)- 3 + 3/p (xl- x)-~ +3/~}, t 2 
02/)1 -2+2/p tw~=O{(x--Xo) (x, --x)-2+2/'}, 
2 0 I) 1 ~cr  x-2+2/pz_ t --~2--=U~(X--XO) I X1--X)-2+2/q}, 
~2/) 1 - 
-~-  = 0 {(X -- X0)- 2 (X 1 __ X)- 2}. 
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Substituting all required estimates in the expression for e z -M2 vl we get 
f 2 a2vl 02Vl d2vl 8 2 22 v a = 8 2 La 2 (p, O) t ~ + 2#1 (0) t ~ + ro (0) 
+{(t(O)t-lt2(p,O)t2}-~t +{rlo(O)-vt(O)t}-~+{fo(O)-gl(O)t} v,] (3.14) 
= 0 (x - Xo)-  3 + (x l  - x ) -  3 + 
in the region ] po>p>O. 
Collecting the results (3.12), (3.13) and (3.14) we get finally the estimate 
8[M1 Vl q-M 2 Vo q-s M2 vl" ] 
=O[max{e(x-xo)-2+l/.(xl-x) -2+1/q, e2(x-x0)-3+2/,(xl-x)-3+2/~}]. 
Since we assumed that x*-xo = O(e') and x 1 -x*  = 0(8") and 
O<a<min 2 1 '  2q -1  ' 
we see at once that in G* 
,EM, (3.15) 
Comparing this result with (3.8) we arrive at the result 
L~ Zo ~ -e  L 2 Wo-- [/~ -1 Mo+M 1 "4-/~ ]~2] (~0 "3ff 8 F1) 
= 0 {e(X-Xo) -2+ lip (xl -x )  -z + 1/4} (3.16) 
which holds in the entire region G*. In order to estimate ~'o in G* we need estima- 
tes for ~'o along the boundary F* of G*. Along the part of this boundary that 
coincidences with F we have, due to the boundary conditions imposed on Wo, v o 
and vl, 
Zo [r* = 0. 
Along the parts x=x* and x=x* of the boundary F* we do not know ~'o. Along 
these lines, however, we have an estimate for ~o(X, y; e) given by (3.2), (3.3). 
Instead of Zo we take Z'o (x, y; e), as defined by (3.4) in all of G, and we show that 
the orders of magnitude of ~o and zo are the same in V(A)w V(B) if a is chosen 
properly. 
The remainder terms ~o and ~'o differ only by the term 
vl(x, y; e)=O{8(X-Xo)-2+2/p(xl -x)-2+2/~} 9 (3.17) 
The maximum order of magnitude of Zo in V(A)w V(B) is, according to (3.3), 
equal to O(e "/') with s=max(p,q). The maximum order of magnitude of 
e Ol(x,y;e) in V(A)uV(B) is, according to the definition (3.5), obtained by 
substituting x = x* or x = x* into the expression (3.17). This yields 
~vl(x, y; e)=O [max {-2~+~+ 1, -2~+~+1}]=O(81-2~+~)" 
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If now ,t satisfies the condition 
s 
~< 2s -1  
we have in V(A) u V(B): O (~ vl) < O (e,/s) < O (Zo) and consequently O (~'o) = O (~'o). 
$ 
It may be remarked that the condition ~ < was already required before. 
-2s - I  
We forget now about ~o(X, y; e) and consider ~'o(X, y; e) in all of G*. This 
remainder term has values of maximal order O(~/0 and O(, ~/p) (on x=x~ and 
x = x* respectively) and moreover satisfies equation (3.16). We consider the func- 
tion 
~ (x)= K e (x -  Xo) 1/p- 2 (Xl-X) 1/q-2 (3.18) 
where K is some positive constant. Applying L, to the function ~(x) we obtain 
+f(x, y) (x - x0) l/p- 2 (x i - x) t/q- 2 / 
- K s (x -  xo)l/P- 2 (x 1 - x)I/~- 2 g(x, y). 
If we now fix a = 1/2 and if we take K sufficiently large (g (x, y ) -  ef(x, y) > 0 in G), 
we obtain 
IZ,-do I<Z,( - f f )  in G*, (3.19) 
while along the boundary of G* 
I -do I_-< ~. (3.20) 
Hence we may conclude that the function ~ (x) is a barrier function in G for the 
remainder ~'o and that consequently 
I -do I _--- ~ (x) 
uniformly in G*. It follows immediately that in G* we have the uniform estimate 
-do(X, y; 8) = O {e(X-Xo) l/P-2(Xl - x)i/*- 2}. (3.21) 
The remainder terms ~'o and ~'o have the same orders of maximal magnitude in 
V(A) u V(B) and so according to (3.2) there results 
-do(X, y; e )=O{(x -xo) l /P (X l -x )  t/q} in V(A) u V(B). (3.22) 
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Thus since ~ = 1/2 we have along the common boundaries of G* and V(A) u V(B) 
O (/~(X--Xo) lip-2 (X 1 --X) l/q-2} =O {(X--Xo) 1]p(X l -x)l/q}. 
From (3.21) and (3.22) it now follows that for some positive constant C 
I ~o(X, y; e)l 
<Cmin{(x-xo)l/P(xl-x) l/q, 8(X-xo)a/p-2(xl-x) a/~-2} in G (3.23) 
if e is small enough. 
This estimate attains its maximal values if x = x* or x = x* (depending on the 
values of p and q), whence it follows that 
1 
I Zo (x, y; e) I < C 82 s, (3.24) 
with s=max(p,  q), completing the proof of the theorem. 
Finally, we remark that due to (3.17) it is irrelevant whether we use ~o (x, y; e) 
or ~o(X, y; e) in the final results (1.4), (1.5) and (1.6) (see the remark at the end 
of section 2). 
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