Suppose that A is a nonnegative n × m real matrix. The NMF problem is the determination of two nonnegative real matrices F , V so that A = F V with intermediate dimension p smaller than min{n, m}. In this article we present a general mathematical method for the determination of two nonnegative real factors F, V of A. During the first steps of this process the intermediate dimension p of F, V is determined, therefore we have an easy criterion for p. This study is based on the theory of lattice-subspaces and positive bases. Also we give the matlab program for the computation of F, V but the mathematical part is the main part of this article.
The NMF problem and positive bases
Suppose that A is a nonnegative n × m real matrix. In applications the nonnegative matrix factorization (NMF) problem is the following: Find two nonnegative real matrices F and V of n × p and p × m, with p ≤ min{n, m} such that A = F V or the matrix C = F V is an "approximation" of A and we say that the pair of factors F, V is an exact NMF or an NMF approximation of A. The NMF problem has many applications in data analysis problems such as in chemical concentrations, document clustering, image processing, e.t.c. Since the exact NMF problem is not solvable in general, the NMF problem is commonly approximated numerically, see in [3] and [7] for an introduction in numerical approximation methods. Recall that the factorization A = F V implies
f ij v j , and
where for any real matrix B = (b ij ), denote by b i the i-row and by b i the i-column of B. So each row (column) of A is a linear combination of the rows of V (columns of F ) and the coefficients of the i-row (i-column) of A in this expansion are the elements of the i-row of F (i-column of V ). This implies that rank(A) ≤ min{rank(F ), rank(V )} ≤ p.
The minimum intermediate dimension of all the factorizations of A is referred in [4] as the nonnegative rank of A and it is denoted by rank + (A). This implies that
If the intermediate dimension p of the factors F, V is equal to the rank of A, we say that F, V is a nonnegative rank factorization (NRF) of A, see in [2] . The NRF problem does not have always a solution because rank + (A) may be strictly greater than rank(A) but the determination of rank + (A) of A is an interesting problem of matrix factorization. The factorization A = F V is a symmetric NRF of A if it is a nonnegative rang factorization of A with V = F T , i.e. A = F F T , where F T is the transpose of F . In this article we give a general mathematical method based on the theory of lattice-subspaces and positive bases expanded in [8] and [9] which determines an exact factorization of A in the nonnegative factors F, V without any restriction for A. During the first steps of our algorithmic process and before the determination of the factors F, V we can determine the intermediate dimension p of F, V , and therefore we can know if F, V will be an NRF, an NMF, a trivial, or an other kind factorization of A. For the determination of the factors F, V of A we determine a positive basis of a minimal lattice-subspace Z of R m which contains a maximal set of linearly independent rows of A. The elements of the positive basis fixe some of the columns of A and also indicate some real numbers so that F is the matrix generated by positive multiples of these columns of A by the corresponding real numbers and V is the matrix with rows the vectors of the positive basis of Z. Of course an exact NMF factorization of A is not always possible because p < min{n, m} requires rank(A) < min{n, m}. In the case where rank(A) = 2 we determine by a simple and very easy way an exact rank factorization of A, see in Subsection 1.1. This result is not new. The case of rank(A) = 2 has been studied in [4] and [1] where an algorithmic process for an exact NRF of A is proposed but our way is very simple and a part of our general method of matrix factorization. In [5] , an exact, symmetric nonnegative rank factorization of A, i.e. A = W W T , is determined in the case where A is a symmetric n × n nonnegative real matrix which contains a diagonal principal submatrix of the same rank with A. In the more general case where A is a n × m nonnegative real matrix which contains a diagonal principal submatrix of the same rank with A, we show that by our factorization method we take also a nonnegative rank factorization of A, Subsection 2.1, but if A is symmetric this factorization is not necessarily symmetric as in [5] .
In this article, in order to simplify computations, we suppose that A does not have zero columns. Indeed, if before the determination of the factors F, V we have deleted the zero columns of A then if we put zero columns in V in the place of the deleted columns of A, the product F V is the initial matrix A. In our matlab program we delete the zero columns of A by the function "Zero" and after the determination of F, V we add zero columns in V , if it is needed, by the function "addzeros".
So in this article we suppose that A = (a ij ) is a nonnegative n × m real matrix without zero columns. For any i, a i = (a i1 , a i2 , ..., a im ) is the i-row of A and we will also denote by a i (j) the j-coordinate of a i , i.e. a i (j) = a ij . We start by a maximal set {y 1 , y 2 , ..., y r } of linearly independent rows of A which we will refer as basic set (of the rows of A) and we will denote by X the subspace of R m generated by these vectors, i.e.
Then a i ∈ X for any i. In the sequel we determine a positive basis {b 1 , b 2 , ..., b d } of a minimal latticesubspace Z of R m which contains the vectors {y 1 , y 2 , ..., y r } and we state Theorem 1.2 which gives a method for the determination of F, V . The fact that {b 1 , b 2 , ..., b d } is a positive basis of a minimal latticesubspace Z which contains the basic set {y 1 , y 2 , ..., y r } is crucial because it ensures that any y i and also any other row of A has nonnegative coordinates in this basis.
For the determination of a positive basis {b 1 , b 2 , ..., b d } of Z we follow the steps of [8] , Theorem 3.7 and [9] , Theorem 3.10 (Theorem 3.4 and Theorem 3.5 in the Appendix). We describe below the process for the determination of a positive basis of Z because it is needed in the proof of Theorem 1.2, in the examples and also in the whole article.
In the first step we start by a fixed basic set {y 1 , y 2 , ..., y r } and we determine the basic function β : {1, 2, ..., m} −→ R r + of the vectors y i . This function has been defined in [8] and is the following 1 :
, for each i = 1, 2, ..., m with y(i) > 0, where y = y 1 + y 2 + ... + y r , is the sum of the vectors y i . In our case we have y(i) > 0 for any i because we have deleted the zero columns of A. 2 The function β takes values in the simplex ∆ = {x ∈ R r + | r i=1 x(i) = 1} of the positive cone of R r . The set
is the range of β. Of course R(β), as a set, is consisting by mutually different vectors and also R(β) contains exactly r linearly independent vectors, see Lemma 3.2 in the Appendix. Suppose that µ is the cardinal number of R(β), i.e. µ is the number of the different values of the basic function β. Then
In the sequel, according to Theorem 3.5 in the Appendix we consider the convex polytope K of ∆ generated by the vectors of R(β) and suppose that P 1 , P 2 , ..., P d are the vertices of K. Then β(i) ∈ K for any i and any β(i) is a convex combination of the vertices P i . This shows that the set of vertices of K contains a maximal set of linearly independent vectors of R(β) and according to Lemma 3.2 this set has exactly r elements. So we have that
According to Theorem 3.5, we reenumerate the vertices P i of K so that the first r of theme to be linearly independent and we denote again by
the new enumeration of the vertices where the first r of theme are linearly independent. In Theorem 1.2, we show that the intermediate dimension p of the factors F, V is equal to the number d of vertices of K. If d ≥ min{n, m} our matlab programm sent the sign the intermediate dimension is equal to M1 and also M 1 is appeared (in matlab program M 1 = d). So we have the possibility to continue or not. If r = d, then according to Theorem 3.4, X is a lattice-subspace and therefore X is the minimal lattice subspace which contains the vectors y i , i.e. Z = X and a positive basis {b 1 
where L is the matrix with columns the vectors of P 1 , P 2 , ..., P d and in the sequel, the factors F, V are determined by Theorem 1.2. In the case where µ = r, i.e. if R(β) has exactly r elements, the vertices of K are the vectors of R(β) therefore we have again that d = r, the basis {b 1 , b 2 , ..., b d } of Z is given by the above formula so the factors F, V by Theorem 1.2. So we determine F, V by avoiding the computations of the vertices of K. Note also that if r = µ, X is a sublattice of R m although this information is not important for our method. In both of these cases, we have rank(A) = d therefore A = F V is a rank factorization of A and by our matlab program we determine this factorization with the sign Rank factorization, the rows of the matrix generate a lattice-subspace(sublattice). First, for any i = 1, 2, ...m, we expand β(i) as a convex combination of the vertices P 1 , P 2 , ..., P d and suppose that
Such an expansion of β(i) is not necessarily unique but we select one of theme. Of course ξ j (i) ≥ 0 for any j and d j=1 ξ j (i) = 1. In the sequel for any k = r + 1, ..., d, we define the new vector y k of R m as follows:
where y is the sum of the vectors y 1 , ..., y r . According to Theorem 3.5 in the Appendix, the subspace
generated by these vectors is a d-dimensional minimal lattice-subspace of R m which contains the vectors y 1 , ..., y r . So a positive basis of Z is determined by Theorem 3.4 in the Appendix, because the subspace Z generated by these vectors is a lattice-subspace. Therefore for the determination of a positive basis of Z, according to Theorem 3.4, we take the basic function of the vectors y 1 , ..., y r , y r+1 , ...y d which we denote by γ, i.e. the function
where 
where L is the matrix with columns the vectors R 1 , R 2 , ..., R d . Of course any R k is the image γ(i k ) of an index i k because the convex polytope is generated by a finite number of vectors. According to Theorem 3.5, the above vectors R i can be determined by the vectors P 1 , P 2 , ..., P d of (3) where the first r of theme are linearly independent as follows: R i = (P i , 0), for any i = 1, 2, ..., r and R r+k = (P r+k , e k ), for any k = 1, 2, ..., d − r where the second component of the vectors (P i , 0), is the the zero vector of R d−r and the second component e k of (P n+k , e k ) is the k-vector of the usual basis {e 1 , ...e d−r } of R d−r . This way of the determination of R i simplifies the computations because avoids the determination of the vertices of the convex polytope generated by R(γ) and we adopt this way in our the matlab program. We recall now the definition of the positive basis with nodes. Suppose that Y is a lattice-subspace of R m with a positive basis {b 1 , b 2 , ..., b ν }. If for some k ∈ {1, 2, ..., ν} there exists an index i k so that b k (i k ) > 0 and b j (i k ) = 0 for any j = k, we say that i k is a k-node of the basis {b 1 , b 2 , ..., b ν }. If a set {i 1 , i 2 , ..., i ν } of indices exists so that for any k = 1, 2, ..., ν, the index i k is a k-node of the basis, we say that {i 1 , i 2 , ..., i ν } is a set of nodes of the basis {b 1 , b 2 , ..., b ν } and also that {b 1 , b 2 , ..., b ν } is a basis with nodes. Then for any k = 1, 2, ..., ν we have b k (i k ) > 0 and b j (i k ) = 0 for any j = 1, 2, ..., ν with j = k.
Before to state our factorization theorem we note that according to [9] , Example 3.21, a minimal latticesubspace Z of R m which contains the basic set {y 1 , ..., y r } is not necessarily unique. This seems also by Example 2.1 of this article where two different minimal lattice-subspaces are determined. The reason is due to the fact that in (4) the convex combination of the values β(i) and therefore also and the new vectors y r+1 , ..., y d are not necessarily uniquely determined.
For the sake of completeness and for the importance of the next result we give its proof. The proof can be also followed by [8] in the special case where Ω = {1, 2, ..., m} but not directly. In the next result we keep the above terminology. First we consider the case d > r. Then according to Theorem 3.5, the basis is given by the formula
where L is the matrix with columns the vertices R 1 , R 2 , ..., R d of the convex polytope generated by the values γ(i) of the basic function γ of the vectors y 1 , y 2 , ..., y d . So we have
Then any R k is the image γ(i k ) of an index i k and so we take a set of indexes
Since L is the matrix with columns the vectors R 1 , R 2 , ..., R d we have
In the case where d = r, according to Theorem 3.4, the basis of Z is given again by (6) where L is the matrix with columns the vertices P 1 , ..., P d of K. We repeat the above proof where in the place of R i we have the vectors P i and we find again a set of nodes {i 1 
In the next result we give a factorization of A. As we have also noted before, the intermediate dimension (7) is an exact rank factorization of A.
(ii) If the function β takes exactly r different values, then (7) is a rank factorization of A.
(iii) If K has r vertices, then r = d and (7) is a rank factorization of A. Proof. Let Z be a minimal lattice-subspace of R m which contains the vectors y 1 , y 2 , ..., y r and suppose that
is a positive basis of Z constructed by the method described before the theorem. Then for any row a i of A, a i belongs to Z because Z is a subspace of R m containing a maximal set of linearly independent rows of A and suppose that
Therefore, by ( 1), we have
where We determine now the coefficients f ij as follows: We take a set of nodes
Therefore for any i we have
, for any i = 1, 2, ..., n.
Therefore, the k-column of F is the i k -column of A multiplied by
Then {y 1 , y 2 } is a basic set of the rows of A. We shall show that d = 2. The basic function β of y 1 , y 2 , takes values on the one-dimensional simplex ∆ of R 2 + defined by the points (1, 0) and (0, 1) of R 2 . Therefore the convex polytope K generated by the values of β is a line segment defined by two values of β, the ones with minimum and maximum first coordinate. Therefore K has two vertices hence d = 2. So F, V are n × 2, 2 × m matrices and ( 7) is a rank factorization of A.
(ii) Suppose that β has r different values. Then by Lemma 3.2, the values of β are linearly indpendent, therefore the convex polytope generated by the valyes of β has r vertices. So d = r and ( 7) is a rank factorization of A.
(iii) If d = r, then ( 7) is again a rank factorization of A. 
The case rank(A) = 2
We discuss the case r = 2 or equivalently rank(A) = 2. This case has been studied in [4] and [1] where an algorithmic process has been proposed for the determination of a nonnegative rank factorization of A. We present here, as a partial part of the Factorization Theorem, a simple and very easy way, for the determination of a NRF of A.
If r = 2, we start by a basic set {y 1 , y 2 } of the rows of A and we take the basic function β of y 1 , y 2 . The vales of β are on the one-dimensional simplex ∆ of R 2 + defined by the points (1, 0) and (0, 1), therefore the convex polytope K generated by R(β) is the line segment defined by two values of β, the ones with minimum and maximum first coordinate. So if a is the minimum and b is the maximum first coordinate of the values of β then K is the line segment defined by the points P 1 = (a, 1 − a) and P 2 = (b, 1 − b) and these points are the vertices of K. Therefore a positive basis of the minimal lattice-subspace Z which contains y 1 , y 2 , is given by the formula
where L is the 2 × 2 matrix with columns the vectors P 1 and P 2 and it is very easy to find a set of nodes {i 1 , i 2 } of the basis. Then F is the n × 2 matrix with first column the i 1 -column of A multiplied by
and the second column of F is the i 2 -column of A multiplied by 
Examples
In the next examples the matrix A is without zero columns. We find that {y 1 = a 1 , y 2 = a 2 , y 3 = a 3 } is a basic set, i.e. a maximal set of linearly independent rows of A. The basic function of the vectors y i is is the range of β. We determine the vertices of the convex polytope K generated by R(β) and we find that P 1 = β(1), P 2 = β(6), P 3 = β(5), P 4 = β(3) are the vertices of K. Therefore d = 4 and the intermediate dimension of the factors F, V will be equal to 4. We take a new enumeration of the vertices of K, which we denote again by P 1 , P 2 , P 3 , P 4 so that the first three of them (r = 3) to be linearly independent. Of course there are four such enumerations and the above is one of theme but for compatibility, we adopt the next one of our matlab program:
We expand the values of β as convex combinations of the vertices of K i.e. 
where L is the matrix with rows the vectors R 1 , R 2 , R 3 , R 4 and the the vectors R i are the following: and it is easy to check that F V = A.
In the second way, following our matlab computations we obtain as above the same values of β and the convex polytope K. We find that 
We find that {y 1 = a 1 , y 2 = a 2 , y 3 = a 3 , y 4 = a 4 , y 5 = a 6 } is a basic set and 1, 1, 2, 1, 2 ), β(6) = β(9) = 1 6 (1, 1, 0, 3, 1) and
The cardinal number of R(β) is equal to r. This ensures a rank factorization of A and also that the subspace X generated by the vectors y i is lattice-subspace (especially X is a sublattice). Hence Z = X is the minimal lattice-subspace which contains the vectors y i and a positive basis of Z is given by the formula
where L is the 5 × 5 matrix with columns the vectors P 1 , P 2 , P 3 , P 4 , P 5 of R(β). We find that 
Example 2.3. (rank(A)=2)
Suppose that A is a n × 16 nonnegative real matrix, {y 1 , y 2 } is a basic set of the rows of A, i.e. r = 2 and that X = 1 2 7 3 6 4 5 8 4 2 3 9 4 7 9 1 3 6 7 8 6 3 2 3 2 5 6 5 9 8 7 4 , is the matrix with rows the vectors y 1 , y 2 of the basic set. The values of β are on the one-dimensional simplex ∆ of R 2 + , therefore the convex polytope generated by R(β) is the line segment defined by the values of β with minimum and maximum first coordinate. We find that b(16) = 0 0 0 1 2 1 1 2 1 2 2 1 0 0 2 1 2 0 0 0 0 1 2 2 1 2 1 1 0 1 0 0 0 0 1 2 1 2 2 1 3 3 3 2 1 0 0 3 3 3 1 2 1 2 3 3 2 1 4 2 3 0 1 0 0 1 2 3 3 3 3 3 1 4 2 1 0 0 1 2 2 4 3 2 
Following the matlab program we find that {y 1 = a 1 , y 2 = a 2 , y 3 = a 3 , y 4 = a 4 } is a basic set, the convex polytope K generated by R(β) has seven vertices therefore d = 7 is the indermediate dimension of the factors. 
is determined, as an example of the algorithm expanded in [2] for rank factorization. By applying Theorem 1.2 we determine also a NRF of A as follows: We find that {y 1 = a 1 , y 2 = a 2 , y 3 = a 3 } is a basic set, β(1) = ( formula (b 1 , b 2 , b 3 )
T where L is the matrix with columns β(1), β(2), β(4). We have b 1 = (0, 2, 2, 0), b 2 = (8, 0, 8, 0), b 3 = (0, 0, 0, 19 ) and {i 1 = 2, i 2 = 1, i 3 = 4} is a set of nodes. Therefore A = F V , where the first column of F is the second column of A multiplied by 
A contains a diagonal principal submatrix of the same rank
Suppose that A contains a diagonal principal submatrix of the same rank, i.e. that under a set of permutations between rows of A and permutations between columns of A we take a new matrix A which has a diagonal k × k submatrix D k so that rank(A) = rank(D k ) = k. We apply the algorithmic process for the factorization of the new matrix A. The rows y 1 , ..., y k of A corresponding to D k define a basic set of the rows of A and consider the basic function β of the vectors y 1 , ..., y k . Suppose that the j-columns of A, for j = ν, ..., ν + k, are the columns of A corresponding to D k . It is easy that for any i = ν + t with 0 ≤ t ≤ k the value β(i) of β is the t-column of D k divided by its diagonal element, therefore β(i) is the t-vertex e t of the simplex ∆ of R k + . Therefore the values β(i) of β for i = ν, ..., ν + k, are the vertices e 1 , ...e k of the simplex ∆ of R k + . Since the values of β are on the simplex ∆ of R k + , the convex polytope K generated by the vales of β is the whole simplex ∆ and the vertices of K are the vertices e 1 , ..., e k of the simplex ∆ of R k + . So a positive basis of a minimal lattice-subspace Z which contains y 1 , ..., y k and therefore also the rows of A, is given by the
T where L is the matrix with columns the the vertices e 1 , ..., e k of K, therefore L is the identical k × k matrix. This implies that {y 1 , ..., y k } is a positive basis of Z and also that Z is the subspace generated by the rows of A. The set of indexes {ν, ..., ν + k} is a set of nodes of the basis {y 1 , ..., y k } because the columns ν, ..., ν + k of the matrix V with rows the vectors y i are the columns of the diagonal matrix D k . Therefore A = F V where F is the n × k matrix so that for j = 1, ..., k the j-column of F is the ν + j-columns of A multiplied by 1 yj (ν+j) and V is the matrix with rows y 1 , ..., y k . In the sequel, by the inverse process, where, by (1), the permutation of two columns in the initial matrix A implies the permutation of the corresponding columns in V and the permutation of two rows in initial matrix A implies the permutation of the corresponding rows in F we take from F , V the new matrices F , V which are factors of the initial matrix A, i.e. A = F V , with intermediate dimension of F, V equal to k. Therefore we have proved the existence of a nonnegative rank factorization of A. But for the determination of the factors F, V the set of permutations for a diagonal submatrix D k is needed. In the next theorem we prove that the factorization of A which is given by Theorem 1.2 is a rank factorization of A. So by Theorem 1.2 we can determine directly a rank factorization of A, independently from the knowing of the set of permutations for a diagonal submatrix. Proof. By the above process we have taken a factorization A = F V of A where V is coming from V by a set of permutations of the columns of V . Also we have shown that the rows y 1 , ...y k of V define a positive basis of a minimal lattice-subspace Z which contains the rows of A and that Z is the subspace generated by the rows of A. Since V is coming from V by a set σ of permutations of the columns of V we have that the subspace W of R m generated by the rows of V is a lattice-subspace. The proof is the following: Suppose that S : R m −→ R m so that S(x) is the vector of R m arising by applying on the coordinated of x the set of permutations σ. Then S is linear, one-to-one and onto with the property: x ∈ R Suppose that x, y ∈ W . Then there exist a unique pair of vectors x, y ∈ Z with x = S(x) and y = S(y). Since Z is a lattice-subspace there exists z ∈ Z which is the supremum of {x, y} in Z, i.e. z is the minimum of all upper bounds of {x, y} which belong to Z. If z = S(z), because of the positivity of S and S −1 we have that z is the minimum of all upper bounds of {x, y} which belong to W , therefore z is the supremum of {x, y} in W and W is a lattice-subspace. Also dim(W ) = k. Since A = F V and by the relation ( 1) we have that the rows of A belong to W , therefore W is the subspace of R m generated by the rows of A, because dim(W ) = k = rank(A). This shows that the minimal lattice-subspace which contains the rows of A is unique and equal to W . Suppose that A = FV is the factorization of A of Theorem 1.2. Then the rows of V generate a minimal lattice-subspace Z which contains the rows of A, therefore Z = W because this minimal lattice-subspace is unique. So we have that k = rank(A) = dim(Z) is the intermediate dimension of F, V and therefore the factorization A = FV of Theorem 1.2 is a rank factorization of A.
The next is an example of the above process.
Example 2.7. The matrix A below is the one of Example 7, Section 7 of [5] , where an exact, symmetric nonnegative rank factorization of A, A = W W T is determined. Below we take a factorization of A by two ways. In the first way, by a set of permutations we find a diagonal submatrix and in the second one we apply directly Theorem 1.2, but of course our factorization is not symmetric. We present here the basic mathematical notions and results of [8] and [9] which are needed for this article. In these articles finite dimensional lattice-subspaces or equivalently, finite dimensional ordered subspaces with positive bases of the space E = C(Ω) of the real valued functions defined on a compact Hausdorff topological space Ω are studied. For compatibility with our article we present these results in the case where Ω = {1, 2, ..., m} and
The space R m is ordered by the pointwise ordering i.e. for any x, y ∈ R m we have x ≥ y if and only if
is the positive cone of R m . For any x, y ∈ R m , x ∨ y = z where z(i) = x(i) ∨ y(i) is the supremum of {x, y} and x ∧ y = w where w(i) = x(i) ∧ y(i) is the infimum of {x, y}. For real numbers a, b, a ∨ b is the maximum and a ∧ b is the minimum of {a, b}. Any subspace X of R m , ordered by the induced ordering, is an ordered subspace of R m . Then X + = X ∩ R m + is the positive cone of X and for any x, y ∈ X we have x ≥ y ⇐⇒ x − y ∈ X + . Suppose that X is an ordered subspace of R m . X is a sublattice or a Riesz subspace of R m if for every x, y ∈ X, x ∨ y and x ∧ y belong to X. Suppose that x, y ∈ X. If a vector z ∈ X exists so that z is the minimum of the upper bounds of {x, y} which belong to X, then z is the supremum of {x, y} in X and we write z = sup X {x, y}. Similarly the maximum of the lower bounds of {x, y} in X (if exists) is the infimum, inf X {x, y}, of {x, y} in X. If for any x, y ∈ X the supremum sup X {x, y} and the infimum inf X {x, y} of {x, y} in X exist, we say that X is a lattice-subspace of R m . Then we have Although X has infinitely many bases, the existence of a positive basis of X is not always ensured. The next result see in [8] , identifies the class of ordered subspaces of R m with a positive basis with the class of the lattice-subspaces of R m . This result is in fact the Choquet-Kendall theorem for finite-dimensional ordered subspaces but there is also a more elementary proof based on the theory of ordered spaces. 
is such an expansion of β(i). 
The Matlab program
We give below the Matlab program for the determination of the factors F, V of a nonnegative matrix A1 . The input is the initial matrix A1. By the function[A,y,index]=Zero(A1) we take the matrix A which is A1 without zero columns, the sum y of the rows of A1 (in the places with y(i) = 0, the matrix A1 has zero columns) and an index "index" with values 0 and 1. index=1, if we have deleted zero columns from A1. The factors F, V and the test matrix R = A1 − F V are given by function[F,V,R]. If A1 has zero columns it is displayed "the matrix has zero columns". Note that a matlab program for the algorithm determining a positive basis of the lattice-subspace of Theorem 3.5 has been also given in [6] but the corresponding part of our matlab program of the factorization of A is not the same, with some variations and improvements. 
