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1. INTRODUCTION 
Singularities in solutions of linear hyperbolic partial differential equations 
are propagated along characteristic surfaces. If, for example, discontinuous 
initial data are prescribed, then the initial discontinuity is resolved into a sum 
of modes, each of which has its own speed of propagation. The modes do not 
interact with one another unless their propagation speeds coincide. In general, 
when there is anisotropy (i.e., the velocity of propagation depends upon the 
direction of propagation) such interaction occurs only for certain directions 
of propagation, and the usual treatment of propagation of singularities fails 
(see R. Courant [I], Ch. VI, Section 4). Here we give a uniformly valid 
representation of the singularities of solutions of linear hyperbolic systems 
with constant coefficients in the principal part, where two propagation speeds 
coincide for certain directions of the wave normal. The precise assumptions 
are formulated in Sections 2 and 5. These assumptions are satisfied by the 
equations of crystal optics, and more generally by symmetric hyperbolic 
systems with isolated double roots of the characteristic equation. Our methods 
may be extended to apply to elastic waves in crystals, which are governed by a 
system of equations of second order. A novel feature of the present results 
is that part of the singularity of the solution is not governed by a system of 
ordinary differential equations, but rather by a nontrivial hyperbolic system 
in two or three independent variables. This part of the singularity propagates 
within a hull of the wave front, not merely along rays. 
We consider a system of equations of the form 
(14 
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Here u is a vector with K components, Ap are k x k constant matrices, A0 is 
positive definite, B is a k x k matrix which may depend smoothly upon t and 
x; t and .Q ,..., x,~ are the independent variables. A repeated index TV will be 
summed from 1 to n, and a repeated index v will be summed from 0 to n, with t 
denoted by x0 . The characteristic equation associated with (1.1) is 
det (8. $1 = 0; U-2) 
the normal cone is the locus in Rn+l which satisfies 
det (Aoh + Ap[,) = 0, U-3) 
and the normal surface (or slowness surface) is the intersection of the normal 
cone with the plane h = 1. We assume that (1.1) is hyperbolic, in the sense 
that for all real 5 # 0, (1.3) has k real roots X1 ,... , hk (counting multiplicities) 
and the associated eigenvectors of Apt, form a complete set. A typical normal 
surface with self-intersection is shown in Fig. I .I. The segment OP* has 
FIG. 1.1 
the direction of ([r , 5s) and has the magnitude 1 f I/X*(.$, where X*(t) are 
the roots of (1.3). The point C is a double point of the normal surface, and 
the usual theory of propagation of singularities is not valid for wave normals 
near the direction of OC. The ray surface (see Fig. 1.2) is the wave front 
generated by a point source after unit time has elapsed. The rays are repre- 
sented by the vector k*, with components 
ah*(t) “i:=-r, (p = l,..., n). 
Thus the ray which corresponds to Pf (denoted by Q*) is perpendicular to 
the normal surface at P* and each point of the ray surface corresponds to a 
plane tangent to the normal surface. At C, there are two ray directions, and 
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thus C corresponds to the pair C, , C, in Fig. 1.2. The segment H joining C, 
and C, corresponds to the family of supporting lines of the lens CC’ at C. 
The double point A is the image of the double tangent A&. 
FIG. 1.2 
Just as in the absence of self-intersections of the normal surface, the solu- 
tion resulting from a point source is singular on the ray cone, whose cross- 
section is the ray surface. However, in general additional terms in the solution 
are required to account for self-intersections of the normal surface, and they 
give rise to an additional singularity on the hulls H and H’. In space-time, 
H and H’ are triangles, and the singularities on H and H’ are determined by 
solving a characteristic initial value problem for a pair of equations of first 
order. The theory for self-intersections is given in Sections 2,3,4 and Appen- 
dix A. It is an extension and improvement of the treatment in D. Ludwig [2]. 
Although self-intersections of the normal surface can occur in three space 
dimensions, conical points are more common in the equations of mathematical 
physics. A conical point is an isolated double point C of the normal surface, 
where the ray directions have limiting values at C which depend upon the 
direction of approach. If the locus of Fig. 1.1 is extended to a surface in three 
dimensions with symmetry about the (a axis, then C will be a conical point 
of the resulting normal surface, and the zca axis will be an axis of symmetry 
of the resulting ray surface. Conical points can appear in the absence of 
axial symmetry, as is shown by the equations of crystal optics (see [l], pp. 605- 
609). In space-time the hulls H and H’ are cones, and the singularities on H 
and H’ are determined by solving characteristic initial value problems for a 
pair of equations which are equivalent to the wave equation in three inde- 
pendent variables. The theory for conical points is presented in Sections 5 
and 6, and Appendix B. 
2. PROPERTIES OF SYSTEMS WITH SELF-INTERSECTIONS 
OF THE NORMAL SURFACE 
We consider the system (1.1): the associated characteristic polynomial is 
(1.3). We shall say that the normal surface has a self-intersection if two roots 
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of (1.3) (denoted by )I+ and h-) coincide for certain values of 5 with j E 1 = 1, 
but A’ and X- are regular analytic functions of 6, and the associated eigen- 
vectors of ,-2*[, (denoted by R+ and R-) remain linearly independent, and 
are regular analytic functions of 5. It follows from a theorem of F. Rellich 
(see [3], p. 371) that these assumptions are satisfied for all double roots of 
( 1.3) if the matrices AU are symmetric (or Hermitean) and ?r r:. 2. 
Many properties of systems with separated sheets of the normal surface 
remain valid at self-intersections, by a continuity argument. In particular, 
the left eigenvectors of =1”[,, (denoted by L-t) are linearly independent; 
they may be normalized so that 
L*&J”Rt c 1 Lr_4OR-t ~:- 0 
By the definition of R*-, we have 
(X*A” + A$,) R* = 0. 
After differentiation with respect to 5, , (2.2) becomes 
and multiplication of (2.3) by L* and LF yields 
L*AOR* ag, + L*14pR* = 0, 
%RS 
L*ApR* 5 (h+ -- X-) LrA” K = 0. 
Equation (2.4) is the basic result on bicharacteristic directions: 
L*ApR* = - ag, = 9,:. 
Where X+ = X-, (2.5) yields 
L*AaRh = 0. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
We first consider the propagation of a progressing wave with plane phase 
surfaces in a direction where X+ = k = X, i.e., 
u(t, x) = f f&h -t x - 5‘) a&, x). 
j=l 
(2.8) 
Here fo(v) is an arbitrary singular function and (d/dv)fj(v) =fiJv). If u 
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is an approximate solution of (1.1) (see [l], Ch. VI, Section 4), then we must 
have 
a,, = c&R+ + a-R-, (2.9) 
and the scalars 0~* must satisfy the pair of equations 
L*A’ (R+ $$ + R- $) + L*B(a+R+ + a-R-) = 0. (2.10) 
Y ” 
In view of (2.6) and (2.7), (2.10) becomes 
3E’+ * Volf + L+BR+a+ + L+BR-cc = 0, 
g + k- . Vor- f L-BRaf + L-BR-a- = 0. (2.11) 
This is a pair of equations in characteristic form (see Cl], Ch. V, Section 2), 
but not a system of ordinary differential equations as in the case of uniform 
multiplicity. Thus singularities will propagate within the phase surfaces 
At + x * [ = const. according to a system of two partial differential equations, 
whose characteristics have the limiting directions of the rays for h+ and h-. 
For directions of propagation where hf f h-, the equations for 01+ and OL- 
are uncoupled, and higher coefficients in the expansion (a:, etc.) become 
singular as h+ - h- -+ 0 (see (4.4)). Thus the behavior of solutions with plane 
phase surfaces changes radically in the vicinity of a double root of the charac- 
teristic equation. 
3. CONSTRUCTION OF THE SOLUTION NEAR SELF-INTERSECTIONS 
OF THE NORMAL SURFACE 
In this section we obtain a uniformly valid approximate solution of (1.1) 
in the presence of a self-intersection of the normal surface. The solution of 
the form (2.8) is modified by the addition of a term which is motivated by an 
example in Appendix A. The transport equations which determine aj are 
supplemented by a characteristic initial value problem which involves the 
additional term. 
We look for an approximate solution of (1.1) in the form 
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Here IJI* and CD satisfy 
& = A*(rv*), (3.2) 
at & cD5, = h*(T@), (3.3) 
qt, x’, 5 t) = qI*(t, x). (3.4) 
The system (3.3) and (3.4) is overdetermined. However, the assumption that 
-1~ is constant enables us to construct such a CD (see Appendix A). 
After applying the differential operator to (3.1) and using (3.4), we 
obtain 
T’u = f-&f) A+a,+ f-&p-) La;; 
where 
(3.5) 
.4* = AVgjyi. (3.6) 
Sincefj(p)) grows smoother as j increases, Zu can be made smooth by setting 
the coefficients off_, , f. , fi , etc. equal to zero. Thus we obtain 
A*& = 0, i.e. i f lk a, = a,R > (3.7) 
with some scalar factors LX;. If we write 
b, = /3,fR+ f &RR; (3.8) 
then in view of (3.3), 
A”@,b, = - @,A”[/3,+R+ - &-R-J (3.9j 
Thus an integration by parts yields 
r t _ J-#D) A”@,b, dr = f,,(v+) A’[- Bo+(t, A-, tj R’ + B&, x, t) R-1 
+fo(v-) A’[/@, .v, - t) R+ - P;(t, x, - t) R-1 
s 
t + fo(@) A” 2 [fi+R+ - /L-R-] d7. (3.10) 
-t 
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After substituting (3.10) into (3.5) and equating the coefficients offs(+) to 
zero, we obtain 
A+& + L?(a,+) + 2/3,(t, X, t) AOR- = 0, 
A-a; + d;P(aJ + 2/3,+(t, X, - t) AoR+ = 0. 
For the term involvingf,(@), it is sufficient to require that 
(3.11) 
A”@,b, + .Ep(bo) + A0 ; (/lo’,+ - ,8;R-) = @,q, (3.12) 
since a term of the form jL,fu(@) @,Q d 7 can be integrated by parts to obtain 
an expression involving only jr(p)*) and fi(@) (compare (3.9) and (3.10)). 
Where h+ = h-, we have L+A_ = 0 and L-,4, = 0. It follows that u: 
cannot be determined from (3.11) unless 
or 
L*[P(ao’) + 2&(t, X, t) AOR-] = 0, (3.13) 
L+z(a:) = 0, (3.14) 
L-P(a:) + 2/3,(t, X, t) = 0. (3.15) 
Similarly, (3.11) cannot be solved for a, unless 
L-qz,) = 0, (3.16) 
LfLz(u,) + 2/3of(t, X, - t) = 0. (3.17) 
We note that (3.14) and (3.16) are the usual transport equations (see [I], 
Ch. VI, Section 4), and (3.15) and (3.17) are boundary conditions for Qt, X, 7). 
Strictly speaking, (3.14)-(3.17) are required to hold only where h+ = h-, but 
it is convenient to satisfy (3.14)-(3.17) everywhere. 
Now in view of (2.5) and (3.3), (3.12) can be satisfied if we require that 
L+[,Ep(bo) + A0 ; (/3,+R+ - ,&R-)1 = 2@J.+A” gaF, 
u P 
z L-[L?(b,) + A0 $ (j3o’R’ - &-R-)1 - 2@,_L-A0 Far. (3.18) 
U P 
The terms on the right-hand side have been added in order to eliminate 
derivatives of /3- from the first equation and derivatives of /3: from the second 
equation. Indeed, in view of (2.1), (2.6), and (2.5), we have 
+ 
.+ 
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in+ -v/3;:+ L+ (AO;R+ i- cY(R')) /3; 
+L+j-A";R-+Z(R-))&=O, 
f- *VP, -t L-(A';R+ + P(R+)) ,/3,+ 
(3.19) 
+L- (- A";R- + Z(R-))&- = 0. 
We remark that the system (3.19) is similar to (2.11). In fact, (3.19) is a 
system in characteristic form and (3.15) and (3.17) provide appropriate 
boundary data on a pair of characteristics. These characteristics correspond 
to the rays for v*. 
We conclude that the transport equations (3.14)-(3.17) and (3.19) can be 
solved uniquely for u,’ and 6, if appropriate data are prescribed for t = 0. 
The prescription of initial values is analogous to the case of distinct charac- 
teristics, and it presents no difficulties. The equations for u: and bj forj > 0 
are derived and solved in a similar fashion. Thus an approximate solution of 
the form (3.1) can be constructed, and 9~ can be made as smooth asjN(v). 
4. INTERPRETATION OF THE RESULT FOR SELF-INTERSECTIONS 
In order to describe the singularities of the solution (3.1), we shall consider 
the simple case of two space dimensions, where the curve S, with equation 
~(0, X) = 0 is convex. We also assume thatjo( is smooth except where ~JI = 0. 
According to the method of characteristics for first order partial differential 
equations (see [l], Ch. II) the curves S*(t) where ‘p*(t, x) = 0 are obtained 
by translating each point of So by tf* (see Fig. 4.1), i.e., a point x0 on So 
is mapped onto x*(t) =. x,, + t&*(x,). The normal to S*(t) at x*(t) has the 
same direction as the normal to So at x0 . As is shown in Fig. 4.1, S+(t) and S-(t) 
3 
A-(t) 4 A 
so 
J?+(t) 
S+(t) 
FIG. 4.1 
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P(t) have a common tangent line. Since normals to S* are constant along 
rays and S, is convex, the points of tangency 5+(t) are images of a single 
point ?a on S,, . Let [be the common normal vector at Z*(t). Then since h(E) 
is homogeneous of degree one, we have 
0 = [f+(q - a-(ig] * [ = A-([) - A+([)* 
Thus the points of tangency of the double tangent are images of the point 
on S, where h+ = h-. 
The theory for distinct characteristics applies on either side of 4; it shows 
that u is singular on S*(t). The solution (3.1) also exhibits a singularity on 
the segment H which joins 5+(t) and P(t), actually a triangle in space-time 
(see Fig. 4.2). We note from Appendix A that @,(t, X, T) = 0 only if 
t+7 x=x,+- t-r 
2 
.e+ f2 15- .=i(l +)x+(t) ++(I -++), 
(4.1) 
FIG. 4.2 
i.e., each point where @,(t, x, 7) = 0 corresponds to a point on the segment 
joining x’(t) and x-(t). The condition that @,(t, x, r) = 0 determines 
7 = ?(t, x). If in addition we require that tD(t, X, ?) = 0, we must have 
x,, := 5, i.e., x must lie on H. Applying the method of stationaj phase 
to the integral in (3.1) (see D. Ludwig [4], Appendix B) we obtain the leading 
term 
(4.2) 
where fl,s(@) is a fractional integral of fO(@). According to Appendix A, 
1 @,,(t, x, ?) 1 = 1 K 1 V@ 1 I ji+ - 9- 12, (4.3) 
where K is the curvature of the surface @ = const. in the direction of 3ff - .x-. 
This curvature can be interpreted in terms of ray densities, as in the case 
of distinct characteristics. 
At points not on H, @, does not vanish in the interval of integration, or 
@, vanishes only where @ is different from zero. Thus the integral in (3.1) 
can be integrated by parts, giving rise to boundary terms which contribute 
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to the second terms in u. Thus away from H, 
+flb+(t> 4) 
b(t, x, t) 
409 4 + @,(& x, q I 
+f,(T-(t, 4) [ qt, x) - ;,;,; 1; + ... . I I 
(4.4) 
It is easy to verify from (3.3), (3.1 l), and (3.12), etc. that the coefficients of 
fi(v*) in (4.4) satisfy the algebraic and transport equations which apply to 
distinct characteristics. It is also clear from (4.4) how the coefficients of 
fl(rp*) become singular as hf - h- -+ 0, i.e., CD, + 0. 
Near the points Z*(t), no great simplification of (3.1) seems possible. 
We may summarize our results as follows: initial singularities on S, are 
propagated in the usual way along rays with directions 3~* (see (4.4)), except 
in the vicinity of the rays which emanate from the point .?,, on S, where 
I\+ = h-. Near these rays, there is interaction between the two modes of 
propagation, and energy is continually transferred between the modes accord- 
ing to the partial differential system (3.19). This interaction gives rise to 
a slightly weaker singularity along the segment H (actually a triangle in 
space-time) which connects the images of &, . The intersection of Sz and St 
is of no special interest, since the two singularities are simply superposed 
there. On the other hand, the behavior of the solution is rather complicated 
near the rays which emanate from G?,,  and in general no essential simplifica- 
tion of (3.1) seems possible. 
5. SYSTEMS WITH A CONICAL POINT OF THE NORMAL SURFACE 
A system of the form (1.1) with 1z = 3 may have distinct characteristics 
except for isolated directions of the wave normal, i.e., the roots of (1.3) 
may be distinct except for isolated points &, on the unit sphere. In the neigh- 
borhood of one such point, where hf = h-, we introduce spherical coordinates 
such that &, lies on the polar axis. The angle between 5, and the radius vector 
is denoted by W, and the longitudinal angle is denoted by 8 (see Fig. 5.1). 
FIG. 5.1 
4W/d3-7 
566 LUDWIG AND ClLkNOFE 
We shall say that the system (1 .l) has a conical point at &, if the roots h* 
and the associated eigenvectors of Apt,, are regular analytic functions of w 
and 6’ for w near zero. If the system (1.1) is symmetric or Hermitean hyper- 
bolic, it follows from the theorem of Rellich (see [3], p. 371) that all isolated 
double points are conical points. Since ;\* are continuous, we have 
(ah*/ae) (0, 0) = 0, and hence the ray direction i* exists where w = 0 
(see (1.4)), and k* is regular in w and 8 for w near zero. In order to exclude 
degenerate conical points (as in Raxwell’s equations for a uniaxial crystal), 
we assume in addition that 
g+iO for w = 0, 
and 
aA+(o, e) f ax-(0, e> 
au au for any 8. (5.2) 
Condition (5.2) ensures that the sheets of the normal surface are not tangent 
at 5, . 
As in Section 2, we first consider the propagation of singularities along 
planes with normal 5, . Equations (2.8)-(2.10) hold without alteration, but 
(2.6) and (2.7) are not valid. Thus no simplification is possible in (2. lo), and 
we obtain 
where 8* are linearly independent eigenvectors of Apf,,, , and L* are the 
associated left eigenvectors. It is true as before that the differentiation in (5.3) 
is within the plane Xt + x’ * 5, = const., and thus there are actually only 
three independent variables in (5.3). It is shown in Appendix B that (5.2) 
implies that (5.3) is a nondegenerate hyperbolic system in three independent 
variables, and the bicharacteristics of (5.3) are the limits of the bicharacter- 
istics of (1.1). The implications of this fact for the phenomenon of conical 
refraction are discussed in D. Ludwig [5]. For our present purposes, it is 
sufficient to remark that the system of transport equations has a complicated 
change of character for wave normals near Es, and the equations (5.3) are 
coupled in the differentiated terms, in distinction to the case of self-inter- 
sections. 
Now we consider the propagation of waves with plane phase surfaces, 
with normal 5 near 5, . Analogy with the case of a self-intersection suggests a 
solution in the form (3.1)-(3.4), where @, v*, a:, and bj depend upon 4; 
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but 6@ = ‘c@ = 5 and thus X* and R+ are independent of x. The calcula- 
tions of (3.5)-(3.17) can be carried out without alteration. However, (3.19) is 
replaced by 
; /3,’ + ; /I,’ + L+rZ”R+ 2 1 
“” 
+ L+A’“R- g + L+B(R+/3;: + R-P,) = 0, 
(5.4) 
.\ccording to Appendix B, (5.4) is a hyperbolic system in three independent 
variables, and appropriate data are prescribed on the characteristic surfaces 
r = * r by (3.15) and (3.17). A representation of ,3,’ is obtained by application 
of Green’s identity to a fundamental solution. Thus a uniformly valid des- 
cription of the propagation of waves with plane phase surfaces near a conical 
point is obtained in nearly the same way as for a self-intersection. 
6. PROPAGATION OF SINGULARITIES WITH CONVEX PHASE SURFACES 
IN THE VICINITY OF A CONICAL POINT 
We consider initial data of the form 
(6-l) 
where the surfaces q+,(x) = const. are strictly convex. For convenience, we 
also assume that (CT~(X))” = 1 and fj(~) is singular only where p = 0. The 
problem of propagation of singularities with initial phase q+, can be reduced 
to the problem of propagation along planes, if the phase surfaces of p0 are 
represented as envelopes of planes. We shall study the singularities of u(t, s) 
by analyzing a double integral of solutions of the type considered in the 
previous section. As was remarked by R. RI. Lewis, if B in (1.1) is independent 
of .Y and t, a very large class of solutions can be constructed as a superposition 
of plane waves, i.e., where the amplitudes are independent of N. In such a 
case, the integrated term in (3.5) is unnecessary, and the usual construction 
for propagation of singularities is valid. 
Since the surface where v0 = 0 is convex, the mapping s ---t Cv,,(s) is 
smoothly invertible from the surface where P,,(X) = 0 into the unit sphere. 
Thus we may define y(t) for / E 1 = 1 such that &y(f)) = 0 and 
Ov,,(y(t)) = 5. We define 
P(% E) = (x -Y) * E. (6.2) 
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Taking the differential of p with respect to f, 
dp,=(x-y).d6-dy*(. (6.3) 
Since dy * f = 0, p is stationary with respect to f on the unit sphere at 6 if 
and only if x - y is proportional to [. At the stationary point, our construc- 
tion together with the condition that (V~,,(X))~ = 1 yields p)(x, l(x)) = vs(x). 
Now we represent ~(0, X) in the form 
u(0, x) = J 
N-l 
,p,=l ,g h-lb(X9 5)) 40 dS* (6.4) 
The functions ai([) are determined recursively by applying the method of 
stationary phase to (6.4) (see D. Ludwig [4], Appendix B) and comparing 
with (6.1). The construction of the previous section can be applied with the 
integrand of (6.4) as initial data. The terms in the approximate solution 
which involve h* will be denoted by U(t, x): we obtain 
+.Ll(v-(4 4 5)) m, .t*, 0 
+ QLm t, X, 6, T) bj(t, X, 5, T) dT] sin w dw de. (6.5) 
We shall not attempt an exhaustive study of the singularities of (6.5), but 
instead we shall give a qualititave description. 
We first discuss the geometry of the rays which emanate from the initial 
singularity surface S, , especially for the simple case where the exceptional 
direction &, is an axis of symmetry of S, and h* are independent of t9 (see 
Fig. 6.1). For fixed 8, the rays corresponding to h+ and X- do not vary much 
FIG. 6.1 and FIG. 6.2 
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near y(&), and hence a cross-section of S, is translated in the direction of 3i+ 
and LF to yield two sheets for s(t). When the dependence on 6’ is taken into 
account, it is apparent that these sheets are actually part of a single surface 
with self-intersection, similar to the top of an apple with the stem removed. 
The point y(.$,) is mapped onto a curve C(t), which lies in a plane with 
normal to , since (.++ - 3i-) * &, = A-([a) -- A+((,,) = 0. In the case of axial 
symmetry, C(t) is a circle, and the self-intersection occurs only on the axis 
at A, which is a conical point of s(t). The convex hull of C(t) (denoted by 
H(t)) is generated by ends of broken lines of the form 
t+r 
N = y&J + --y- -+f(O, 0) + q i-(0, e>, (6.6) 
where t is fixed and 7 and 0 vary. In general, these lines will have an envelope 
or caustic. In the case of axial symmetry, the caustic is confined to the axis 
at A’. 
The terms in (5.5) which involve + are singular at a stationary point where 
q+.(t, s, w, e) = 0, ; v*(t, x, w, 0) = 0, (6.7) 
or at a boundary point where 
+(t, .‘c, w, e) = 0, lo = 0, & +(t, x, o, e) = 0. (6.8) 
Since ~9, (a/%‘) v* and (a/&) v* are constant along rays, we conclude that a 
stationary point can only occur on S(t). The stationary point will be bounded 
away from the boundary (where w = 0) if the initial point of the ray is 
bounded away from y(&,). Then the leading term of (6.5) will have the form 
near S(t), except on the curve C(t), or on caustics of the ray system. In general, 
the caustic is a curve on s(t) characterized by (6.7) and the condition that 
(Pv*/H2) (t, X, W, 0) = 0. Near C(t), the behavior of u is complicated, due 
to the proximity of stationary and boundary point contributions. 
The additional term involving @ in (6.5) is singular at a stationary point 
where 
qt, x, w, 8, T) = 0, w, 8, T) = 0, x, w, 8, T) = 0, 
(6.10) 
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or at an endpoint, where 
qt, x, w, 8, T) = 0, & @(t, % w, 8, T) = 0, 
x, co, 8, T) = 0, T=rft. (6.11) 
The end points contribute to the second most singular term on S(t), as in 
(4.4). The stationary point appears only where (a/&) Sp = 0, and hence 
(from (3.3)) where hf = h- an d w = 0. This term is significant only on H(t) 
(compare (6.6)). When 7 f f t the stationary point is bounded away from 
the endpoints and x is bounded away from C(t). Unless (~2/~~z) @ also 
vanishes, (as, for example, at A’), the leading term on H(t) will have the form 
u -Ma 46 4, (6.12) 
which is weaker by one degree than the singularity on S(t). Near C(t), the 
stationary and boundary points coalesce in (6.9, and only slight simplications 
seem possible. 
APPENDIX A 
This appendix deals with equations with self-intersections of the normal 
surface. We begin with a motivation of the Ansatz (3.1). 
A simple system with self-intersection of the normal surface is 
Ut - u, = 0, v, - WY - u = 0, (A.1) 
with initial data 
40, x, Y> =f(vo@, UN 4x9 Y) 
40, x9 Y) =.&d-T Y)) IB(x, Y)- 
The solution is given by Duhamel’s principle: 
(A4 
u(t, x, Y) =f(vo(t + x9 Y)) 4t + x9 Yh 
VP, X,Y) = J$P& + x, t - s + y)) a(s + x, t - s + Y) 02 
+f(%(x, t + Y)> I% t + Y)- (A.3) 
The various arguments which appear in (A.3) can be interpreted in terms of 
characteristics. The characteristics of (A.3) satisfy 
q.$ = A+(vtp+) = &, (A-4) 
P’t = A-(Vrp-) = pi; (A.51 
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p+(t, x7 Y> = %(t + % Y) 
v-(4 x, Y) = ??I(% t + Y) 
If F is defined by 
F(t, x,y, s) = v’o(x + s, t - s +Y), 
then it follows that 
F, = A-(VF), 
F, = h+(VF) - A-(VF), 
F(t, x, Y, 0) = cp-(t, x’, y), 
F(t, x, Y, t) = v+(t, *, Y)- 
These relations assume a symmetric form if we define 
(A4 
(A.7) 
(-4.8) 
(A.9) 
(A.lO) 
(A.1 1) 
(A. 12) 
then @ satisfies (3.3) and (3.4) and (A.3) assumes the form of (3.1). 
A similar construction of @ which satisfies (3.3) and (3.4) can be given for 
a general pair of characteristic equations (3.2) which do not involve the 
independent variables explicitly. We require F(t, X, S) to satisfy 
F, = X-(VF) for t>,s>O, (A.13) 
F(s, x, s) = p)+(s, 4 for s 2 0. (A.14) 
Where t = S, we differentiate (A.14) and apply (A.13) to obtain 
F, = h+(VF) - k(VF). (A.15) 
After differentiation, (A.13) becomes 
Fst + k- . VF, = 0, (A.16) 
i.e., F, is constant along rays with direction t-. Since VF is also constant along 
such rays, it follows that (A. 15) is satisfied where t > S. Thus (A.8) (A.9) and 
(A.ll) are satisfied with this more general definition of F. It follows from 
setting s = 0 in (A.13) and (A.14) that (A.lO) is also satisfied. If @ is defined 
by (A.12) it follows that CD satisfies (3.3) and (3.4). 
Now we analyze the locus where @, = 0. The rays for k have the form 
x(t, s) = (t - s) n-(VF) + X(S), (t > s), (A.17) 
where, in view of (A.14), 
x(s) = x0 + sR+(VF). (A.18) 
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Thus F, = 0 only at points (t, x, s) such that 
x = (t - s) &(VF) f s*+(vF) + x, , (A.19) 
where h+(VF) = k(VF) at x0 . Equation (4.1) follows by setting s = (t + ~)/2. 
Finally, we compute F,, where F, = 0. After differentiation with respect 
to s and x, (A. 15) becomes 
F,, - (3i”+ - 3i-) - VF, = 0, (A.20) 
VF, - VVF . (3i.f - 3i-) = 0. (A.21) 
When combined, (A.20) and (A.21) yield 
F,, = (“f - 3i-) . VVF s @+ - k-), (A.22) 
or 
IF,,1 =K/VFj (k+-&-(2. (A.23) 
Here K is the curvature of the normal section of the surface F = const. in 
the direction of 3i”f - &. 
APPENDIX B 
Here we derive some properties of the systems (5.3) and (5.4). First we 
show that the bicharacteristics of (5.3) are limits of the bicharacteristics of 
(1.1). 
The surface I/(X) = const. is characteristic for (5.3) if 
(B-1) 
Two families of solutions of (B. 1) can be constructed as follows: vf is defined 
bY 
pf(t, x, w, 0) = h’(w, 0) t + &J, 0) * x, 
and #* is defined by 
P.2) 
Since I?:+ and 8- span the nullspace of the characteristic matrix where w = 0, 
~2 can be found such that 
R*(O, e) = ,y+ + ,~-a-. (B-4) 
From the definitions of R*(O, e), we have 
A”y:R*(w, e) = 0. P.5) 
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After differentiating (B.5) with respect to w and setting w = 0, we obtain 
Ay:R*(o, e) + A?$ -__ = aR*(O, 0) 0 
aw 
, (B-6) 
which implies that 
Since (Y:)~ + (~2)~ # 0, #* must satisfy (B.l). In view of our assumption 
(5.2), #+ f @, and thus we have two solutions of the characteristic equation 
(B. 1). We observe from (B.7) that (rf, ~2) is a nullvector for the matrix of 
(B.l). Since the roots of the characteristic equation (B.l) are distinct, the 
lemma on bicharacteristic directions (see (2.6)) is applicable to (5.3). Thus the 
bicharacteristics of (5.3) are given by 
z&o, e) =L*(o,e)ApR*(O,e), VW 
which are the limits of the bicharacteristics of (1.1). 
Now we show that (5.4) is a regular hyperbolic system in three independent 
variables. We first find a curve w = s, B = e(s) such that 
aR+ L-(w,e)-$R+(w,e)=~-~+$~-~=O. P.9) 
We haveL-(aR+/aB) f 0 where w = 0 in view of (5.1) and (2.6), and hence 
(B.9) can be solved for de/ds. We define @ and !P by 
and 
qt, 7, X, w, e) = !-+++!$z A- + sew, 0) - .x, (B.lO) 
yy(t, r, X, w, e) = -$a (B.11) 
By the deiinition of Rf, 
( @,A0 +@TAO +Ap$) R+=O, (B.12) II 
and hence, after differentiation with respect to s, 
( Y'Y,Ao + YTA" f-4@ z)R+ +(@,A0 +@,A0 +A+)$+ =O. 
(B.13) 
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After multiplication by L+, (B.13) becomes 
a!P 
Yt + Y7 + L+ArR+ - = 0, 
ax/J 
and (B.9) implies that after multiplication of (B.13) by L-, 
ap 
L-ApR+ - = 0. 
ax, 
(B.14) 
(B.15) 
In a similar fashion, it follows that 
L*(Yy, - YJ AOR- + L*ApR- $ = 0. (B.16) 
LL 
Thus all of the differentiations in (5.4) are within the surface 
!P(t, T, x, W, ~9) = const. Since all of the differentiations in (5.4) are also 
within the surfaces @(t, 7, x, W, 0) = const., the system (6.3) actually involves 
only three independent variables, with w, 0, CD, and Y as parameters. 
The argument which was applied to the system (5.3) above can be adapted 
to (5.4). We define 
. (B.17) 
w=o 
Just as before, it follows that the surface I/J = const. are characteristic for (5.4) 
where w = 0. In view of (5.2), 4: f $7. It follows that (5.4) is regular 
hyperbolic for w = 0, and hence for neighboring values of w. 
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