Abstract. We study the properties of the distribution of the random variable
Introduction
Recall [7] that the distribution of a random variable is called singular if it is continuous and is concentrated on a set of zero Lebesgue measure. The interest to singular distributions has been growing lately because of their close relations to fractals [7] . However, representation, investigation, and applications of such distributions are difficult, since there are no specific analytical techniques to study these objects. To solve the problem, various number systems are used, including the representation of real numbers by continued fractions (see [2, 9, 10] ).
There are papers (see [2, 5, 6] ) devoted to the studies of the structure of a distribution (in other words, studies of the Lebesgue discrete, absolutely continuous, and singularly continuous components of a distribution) as well as of the topological and metric properties of the topological support of the distribution of the random variable
where the η k are independent random variables. The structure of the distribution of the random variable ξ is best studied in the case where the η k assume only positive integer values. It is proved in [6] that the distribution of the random variable ξ represented by an elementary continued fraction with independent elements η k cannot have an absolutely continuous component (thus, if the distribution is continuous, then it is singular).
In this paper, we study the properties of the distribution of a random continued fraction ξ with independent elements η k such that
The main question we are concerned with is the Lebesgue structure of the distribution and its properties. It is proved in [2] that the distribution of a random variable is pure if it is represented by a continued fraction with independent (not necessarily integer-valued) elements. A criterion for the discreteness of such a random variable is also proved in [2] .
We give an independent proof that the distribution of the above random variable is pure, and we provide a criterion for the discreteness of the random variable ξ. Moreover, we prove that the distribution of the random variable ξ is either discrete or singularly continuous. We also show that the distribution of ξ belongs to a specific class of singular distributions depending on topological and metric properties of the topological support.
A random A 2 -continued fraction with independent elements
Let ξ = 1
where η k are independent random variables with the distributions
Recall [3] that an infinite continued fraction of the form
It was proved in [3] that the condition α 1 α 2 = 1 2 implies that there is a countable set of points of the interval [β 1 , β 2 ] that have two different A 2 -continued representations (the elements of this set are called the A 2 -rational points), while the rest of the points of this interval have a unique representation in the form of an A 2 -continued fraction (these are the so-called A 2 -irrational points). In the first case, the two representations of a number x are given by
where the first n elements coincide, 
Moreover, at least one of the infinite products on the right hand side of (2) is equal to zero.
Proof. Equality (2) is obvious. If x is not an atom of the distribution, then P{ξ = x} = 0 and both products equal zero. If P{ξ = x} > 0, then at least one of the products is positive. Suppose
According to the necessary condition for the convergence of an infinite product,
where n is equal to the number of coinciding initial elements in both representations, and since the set A 2 contains only two elements, we get p b k k → 0 and the infinite product
Let c 1 , . . . , c n be a fixed family of elements of the set A 2 . Recall [3] that the set
is called a cylindrical set (cylinder) of rank n with the base c 1 . . . c n .
Define the set ∇ c 1 ...c n as follows: 
Proof. The random event {ξ ∈ ∇ c 1 c 2 ...c n } occurs if and only if all the events {η 1 = a 1 }, {η 2 = a 2 }, . . . , {η n = a n } occur. Since the random variables η k , k = 1, . . . , n, are independent,
3. Criteria for the pure discreteness and pure continuity of the distribution of ξ 
where
Proof. If the distribution of the random variable ξ is discrete, then there exists a point
Thus relation (4) holds if the distribution of the random variable ξ has atoms. Now we assume that relation (4) holds. Consider an arbitrary point x ∈ [β 1 , β 2 ] for which the A 2 -continued representation exists and differs from the representation of x 0 by at most a finite number of elements a k with p a k k > 0. It is then obvious that x is an atom of the distribution of ξ. 
It is clear that the set
is at most countable and
Therefore the random variable ξ is concentrated on at most countable set and thus ξ is discrete by definition.
The distribution of the random variable ξ is continuous if and only if
M ≡ ∞ k=1 max{p α 1 k , p α 2 k } = 0.
Properties of a continuously distributed random variable ξ
Recall [7] that the set
is called the topological support of the distribution of the random variable ξ.
The topological support of the distribution of a continuously distributed random variable ξ coincides with the set
A = x : x = [a 1 , a 2 , . . . , a k , . . .], p a k k > 0, for all k ∈ N . Proof. We prove that S ξ ⊂ A. Let x = [a 1 , a 2 , . . . , a k , . . .] ∈ S ξ , where x is a point that has a unique A 2 -continued representation. Then ∇ a 1 a 2 ...a k ∩ S ξ = ∅ and P{ξ ∈ ∇ a 1 a 2 ...a k } = k i=1 p a i i > 0 for an arbitrary positive integer k. This implies that p a k k > 0 for all k ∈ N, that is, x ∈ A. Let x be a point of S ξ that has two different A 2 -continued representations, say [a 1 , a 2 , . . .] and [b 1 , b 2 , . . .]. Since P{ξ ∈ (x − ε, x + ε)} > 0 for all ε > 0, there exists at least one representation. Let [a 1 , a 2 , . . .] be such that P{ξ ∈ ∇ a 1 a 2 ...a k } > 0 for every positive integer number k. This implies that p a k k > 0 for all k ∈ N, that is, x ∈ A. Now we prove that A ⊂ S ξ . Let x = [a 1 , a 2 , . . . , a k , . . .], where p a k k > 0 for all k ∈ N, that is, x ∈ A. Then P{ξ ∈ ∇ a 1 a 2 ...a k } = k i=1 p a i i > 0 for all k. Since, for all ε > 0, there exists k such that ∇ a 1 a 2 ...a k ⊂ (x − ε, x + ε), we get x ∈ S ξ . Theorem 4.1. Let α 1 α 2 > 1 2 .
If the distribution of the random variable ξ is continuous, then the distribution of ξ is a Cantor type singular distribution.
Proof.
Then S ξ ⊆ ∞ k=1 F k and the Lebesgue measure of the topological support λ(S ξ ) is such that
) .
Now we show that the series
Applying the formula for the length of a cylinder (see [3] ), we obtain
.
and the infinite product in (7) diverges to zero. Therefore λ(S ξ ) = 0 and the distribution of the random variable ξ is a Cantor type singular distribution. 
where the random events on the right hand side are disjoint. Then = [a 1 , . . . , a k , . . .] such that [δ 1 , . . . , δ n , a 1 , . . . , a k , . . .].
For an arbitrary Borel set
Consider the random event A = {ξ ∈ T (E)}. Since the random variables η k are independent, A is a tail event with respect to all σ-algebras B k generated by the first k elements η 1 , . . . , η k (k is an arbitrary finite number). Then Kolmogorov's 0-1 law implies that either P(A) = 0 or P(A) = 1.
It is easy to see that the Lebesgue measure of the sets T δ 1 ...δ n (E) and E is either zero or positive for both of them simultaneously, since the function y = [δ 1 , . . . , δ n + x] is absolutely continuous and strictly monotone on the interval [
..δ n (E)) = 0, then λ(T n (E)) = 0 and λ(T (E)) = 0. Since E ⊆ T (E), the continuity of P{ξ ∈ E} > 0 yields
P{ξ ∈ T (E)} ≥ P{ξ ∈ E} > 0, whence P{ξ ∈ T (E)} = 1.
Since the random variable ξ is continuously distributed, only one of the following two cases is possible:
1) There is a set E such that λ(E) = 0 but P{ξ ∈ E} > 0. Then
and λ(T (E)) = 0, that is, the distribution of ξ is pure and continuously singular by definition.
2) For all sets E, if λ(E) = 0, then
P{ξ ∈ E} = 0.
Then the distribution of ξ is absolutely continuous by definition. Therefore the distribution of ξ is pure, indeed.
5. The singularity of the distribution of the random variable ξ in the case of
In what follows we assume that the random variable ξ is continuously distributed and that α 1 α 2 = by q(a 1 , . . . , a k 
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Proof. It is clear that
Since the distribution of the random variable ξ is continuous,
By relation (3) and by formulas for the probability of a cylinder and for the length of a cylinder (see [3] ), we obtain 
2 for all k = 1, 2, . . . . It is known that every distribution function has a finite derivative almost everywhere (in the sense of Lebesgue measure), thus
Let q(η 1 , . . . , η n ) = q n be a random variable defined recursively as follows:
Lemma 5.2. If the random variables η k are independent and identically distributed, then the expectation of the random variable q n can be evaluated as follows:
Proof. It is clear that E q 0 = 1 and E q 1 = E η 1 = a. Since q n = η n q n−1 + q n−2 , where η n and q n−1 are independent, we get
The expectation E q n is equal to the denominator q(a, . . . , a n ), whence we obtain equality (11) by applying the corresponding formula for the evaluation of q(a, . . . , a n ) obtained in [4] .
Lemma 5.3. For an arbitrary positive integer k, we have
Proof. Applying the rule of formation of the denominators of convergents (see [3] ), it is easy to check that equality (12) holds for k = 1, 2, 3, 4:
Assume that equality (12) holds for all k < n, where n > 4. Then, for k = n, we have q(a 1 , . . . , a n ) = a n q(a 1 , . . . , a n−1 ) + q(a 1 , . . . , a n−2 ) = a 1 a n q(a n−1 , . . . , a 2 ) + a n q(a n−1 , . . . , a 3 ) + q(a 1 , . . . , a n−2 ) = a 1 a n q(a n−1 , . . . , a 2 ) + a n q(a n−1 , . . . , a 3 )
+ a 1 q(a 2 , . . . , a n−2 ) + q(a 3 , . . . , a n−2 ), q(a n , . . . , a 1 ) = a 1 q(a n , . . . , a 2 ) + q(a n , . . . , a 3 )
= a 1 a n q(a n−1 , . . . , a 2 ) + a 1 q(a n−2 , . . . , a 2 ) + q(a n , . . . , a 3 ) = a 1 a n q(a n−1 , . . . , a 2 ) + a 1 q(a n−2 , . . . , a 2 ) + a n q(a n−1 , . . . , a 3 ) + q(a 3 , . . . , a n−2 ), whence we derive that q(a 1 , . . . , a n ) = q(a n , . . . , a 1 ). Thus equality (12) holds for all positive integers k.
By definition, let q(∅) = 1.
Lemma 5.4. For arbitrary positive integers k and m,
Proof. Using the equality q(a 1 ) = a 1 and Lemma 5.3 for the case of k = 1 and m = 1, we obtain
and equality (13) follows. If k = 2 and m = 2, then
and equality (13) also follows.
Assume that equality (13) holds for the case of k ≤ s and m ≤ t. Consider the case of k = s, m = t + 1: q(a 1 , . . . , a s , b 1 , . . . , b t , b t+1 )   = b t+1 q(a 1 , . . . , a s , b 1 , . . . , b t ) + q(a 1 , . . . , a s , b 1 , . . . , b t−1 )   = b t+1 q(a 1 , . . . , a s )q(b 1 , . . . , b t ) + q(a 1 , . . . , a s−1 )q(b 2 , . . . , b t )   + q(a 1 , . . . , a s )q(b 1 , . . . , b t−1 ) + q(a 1 , . . . , a s−1 )q(b 2 , . . . , b t−1 )   = q(a 1 , . . . , a s ) b t+1 q(b 1 , . . . , b t ) + q(b 1 , . . . , b t−1 )   + q(a 1 , . . . , a s−1 ) b t+1 q(b 2 , . . . , b t ) + q(b 2 , . . . , b t−1 )   = q(a 1 , . . . , a s )q(b 1 , . . . , b t+1 ) + q(a 1 , . . . , a s−1 )q(b 2 , . . . , b t+1 ). Now let k = s + 1 and m = t. Since equality (13) holds for the case of k ≤ s and m ≤ t + 1, we conclude that s+1 q(a 1 , . . . , a s ) + q(a 1 , . . . , a s−1 )q(b 1 , . . . , b t )
Thus if equality (13) holds for k ≤ s and m ≤ t, then it also holds for k ≤ s and m ≤ t+1 or for k ≤ s + 1 and m ≤ t. Therefore, equality (13) holds for all positive integers k and m.
Lemma 5.5. The following inequalities hold for all positive integers n ≥ 2 and for all k ≥ 2:
Proof. Since q n = a n q n−1 +q n−2 (see [3] ), we deduce that q n > a n q n−1 and q n−1 < q n /α 1 . Taking into account equalities (12) and (13) 
where a is the mathematical expectation of the random variable η k .
Proof. Since
for all x ∈ [β 1 , β 2 ] (see [1] ), we derive from the multiplicative ergodic theorem that the limit lim m→∞ m q m (x) exists and is finite with probability one. Now we evaluate this limit. Lemma 5.5 implies that
where n and k are positive integers. Using the relation between arithmetical and geometrical means, we get
Since the random variables η k are independent and identically distributed, the random variables
where i = 1, . . . , n, are also independent and identically distributed and, moreover, the strong law of large numbers holds: (a 1 , . . . , a nk ) ≤ α
The order of the denominator increases if the number is a multiple of k. Since
where k(n − 1) ≤ m < kn, we have, for all positive integers k,
Passing to the limit as k → ∞ on the right hand side of the latter inequality, we prove that, for all x ∈ F ,
Hence P{ξ ∈ F } = 1. Let
Then, for all x ∈ G, q m /τ m diverges with probability one, whence P{ξ ∈ G} = 0. Therefore 
. It is obvious that the distribution of ξ is continuous. Theorem 5.1 implies that the Lebesgue measure of the set E is equal to zero. On the other hand, Lemma 5.6 implies that P{ξ ∈ E} = 1. Thus the distribution of ξ is purely singular and, for almost all x ∈ [β 1 , β 2 ], Proof. By assumption, the η k are independent identically distributed random variables such that
Moreover, there exists a number k 0 such that p α 1 k > 0 and p α 2 k > 0 for all k > k 0 .
Theorems 4.2 and 3.1 imply that ξ has a pure absolutely continuous or pure singular distribution. Assume that the distribution of ξ is absolutely continuous. Then the distribution function F ξ (x) has a nonzero finite derivative on a set of a positive Lebesgue measure.
Let ln p a i , i = 1, 2, . . . , be independent random variables, where p a i = p α 1 i if η i = α 1 , and p a i = p α 2 i if η i = α 2 .
We evaluate the mathematical expectation and variance of the random variable ln p a i :
Since the function y = ln 2 x x + ln 2 (1 − x) 1−x − ln 2 x x (1 − x) 1−x is bounded on the interval (0, 1), the series Let Since the matrix p ik contains an infinite number of zeros, the ratio λ(D k+1 )/λ(F k ) is bounded away from zero for infinitely many values of k, whence we conclude that the series (16) diverges. Therefore the Lebesgue measure λ(S ξ ) of the topological support equals zero and the distribution of ξ is Cantor type singular.
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