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REMARK ON DYADIC POINTWISE DOMINATION AND
MEDIAN OSCILLATION DECOMPOSITION
TIMO S. HA¨NNINEN
Abstract. In this note, we do the following:
a) By using Lacey’s recent technique, we give an alternative proof for
Conde-Alonso and Rey’s domination theorem, which states that each positive
dyadic operator of arbitrary complexity is pointwise dominated by a positive
dyadic operator of zero complexity:
∑
S∈S
⟨f⟩µ
S(k)
1S ≲ (k + 1) ∑
S′∈S′
⟨f⟩µ
S′
1S′ .
b) By following the analogue between median and mean oscillation, we
extend Lerner’s local median oscillation decomposition to arbitrary (possibly
non-doubling) measures:
∣f −m(f, Sˆ0)∣1S0 ≲ ∑
S∈S
(ωλ(f ;S) + ∣m(f,S) −m(f, Sˆ)∣)1S .
This can be viewed as a median oscillation decomposition adapted to the
dyadic (martingale) BMO. As an application of the decomposition, we give an
alternative proof for the dyadic (martingale) John–Nirenberg inequality, and
for Lacey’s domination theorem, which states that each martingale transform
is pointwise dominated by a positive dyadic operator of complexity zero.
Contents
Notation 2
1. Introduction 2
2. Pointwise domination theorem for positive dyadic operators 3
2.1. Alternative proof by adapting Lacey’s recent technique 3
2.2. Weak-L1 estimate for positive dyadic operators 5
3. Median oscillation decomposition 6
3.1. Definition of median and median oscillation 6
3.2. Properties of median and median oscillation 7
3.3. Proof of the decomposition adapted to the dyadic BMO 7
3.4. Corollaries 8
3.5. Median oscillation decomposition adapted to the RBMO? 10
References 11
Date: July 15, 2018.
2010 Mathematics Subject Classification. 42B20.
The author is supported by the European Union through T. Hyto¨nen’s ERC Starting Grant
‘Analytic-probabilistic methods for borderline singular integrals’.
1
2 TIMO S. HA¨NNINEN
Notation
µ An arbitrary locally finite Borel measure on Rd.
f An arbitrary measurable function f ∶ Rd → R.
k An arbitrary non-negative integer.
⟨f⟩Q The average of f on Q, ⟨f⟩Q ∶= ⟨f⟩µQ ∶= 1µ(Q) ∫Q f dµ.
Lp Lp ∶= Lp(µ).
D The collection of dyadic cubes.
Qˆ The dyadic parent of a dyadic cube Q
Q(k) The kth dyadic ancestor of a dyadic cube Q,
defined recursively by Q(k+1) = Q̂(k).
ch
(k)
D (Q) The kth dyadic descendants of a dyadic cube Q,
defined by ch
(k)
D (Q) ∶= {Q′ ∈ D ∶Q′(k) = Q}.
chF(F ) The F-children chF(F ) of a dyadic cube F ,
defined by chF(F ) ∶= {F ′ ∈ D ∶ F ′ maximal such that F ′ ⊊ F}.
EF(F ) EF(F ) ∶= F ∖⋃F ′∈chF(F ) F ′.
(g(x))
x∈Q
The notation for the constant value of a function g on Q.
It is implicitly understood that the
function g ∶ Rd → R is constant on Q.
m(f,Q) Any median of f on Q, defined in Subsection 3.1.
rλ(f,Q) The relative median oscillation of f (about zero) on Q,
defined in Subsection 3.1.
It is implicitly understood that λ ∈ (0,1/2).
ωλ(f,Q) The median oscillation of f on Q, defined in Subsection 3.1.
It is implicitly understood that λ ∈ (0,1/2).
● A collection F ⊆ D is sparse if there exists γ ∈ (0,1)
such that ∑F ′∈chF(F ) µ(F ′) ≤ γµ(F ) for every F ∈ F .
1. Introduction
In this note, by adapting Lacey’s recent technique [5], we give an alternative
proof for Conde-Alonso and Rey’s domination theorem [1]. Furthermore, we extend
Lerner’s local median oscillation decomposition [6, 7] to arbitrary (possibly non-
doubling) measures.
First, we consider the domination theorem. Conde-Alonso and Rey proved that:
Theorem 1.1 (Pointwise domination theorem for positive dyadic operators, The-
orem A in [1]). Let S be a sparse collection that contains a maximal cube. Then
there exists a sparse collection T such that
∑
S∈S
⟨f⟩S(k)1S ≲ (k + 1) ∑
T ∈T
⟨f⟩T 1T
µ-almost everywhere. The collection T depends on the measure µ, the collection S,
the integer k, and the function f .
Remark. This result improves on Lerner’s domination result [7, Proof of Theorem
1.1], which states the domination in any Banach function space norm (in particular,
in the Lp norm).
ON POINTWISE DOMINATION AND MEDIAN OSCILLATION DECOMPOSITION 3
In Section 2, we give an alternative proof for Theorem 1.1 by adapting Lacey’s
recent technique [5, Proof of Theorem 2.4].
Then, we consider the local median oscillation decomposition. Lerner proved
that:
Theorem 1.2 (Median oscillation decomposition, Theorem 1.1 in [6] and Theorem
4.5 in [7]). Let µ be a locally finite Borel measure. Assume that µ is doubling. Let
F0 be an initial cube. Then, there exists a sparse collection F of dyadic subcubes of
F0 such that
∣f −m(f,F0)∣1F0 ≲ ∑
F ∈F
ωλ(f ;F )1F
µ-almost everywhere. The collection F depends on the initial cube F0 and the
function f , and the parameter λ depends on the doubling constant.
Remark. The original decomposition by Lerner in [6, Theorem 1.1] and [7, Theorem
4.5] contains an additional term (a median oscillation maximal function), which was
removed by Hyto¨nen in [3, Theorem 2.3]. Furthermore, the localization on an initial
cube was removed by Lerner and Nazarov [8, Theorem 10.2].
In Section 3, we extend Theorem 1.3 as follows:
Theorem 1.3 (Median oscillation decomposition, adapted to the dyadic martingale
BMO). Let µ be an arbitrary (possibly non-doubling) locally finite Borel measure.
Let F0 be an initial cube. Then, there exists a sparse collection F of dyadic subcubes
of F0 such that
∣f −m(f, Fˆ0)∣1F0 ≲ ∑
F ∈F
(ωλ(f ;F ) + ∣m(f,F ) −m(f, Fˆ )∣)1F
µ-almost everywhere. The collection F depends on the initial cube F0 and the
function f .
Remark. Because of the analogy between median oscillation and mean oscillation,
this can be viewed as a median oscillation decomposition adapted to the dyadic
(martingale) BMO, as explained in Subsection 3.5.
To keep this note as short as possible, only a tiny part of the story on the dyadic
positive operators (story which revolves around the A2 theorem) is told; For a bigger
picture, see, for example, the introduction and the discussion in Lacey’s paper [5],
or Hyto¨nen’s survey on the A2 theorem [3].
2. Pointwise domination theorem for positive dyadic operators
2.1. Alternative proof by adapting Lacey’s recent technique.
Alternative proof for Theorem 1.1. To avoid writing the absolute value ∣ ⋅ ∣, we as-
sume that the function f is non-negative.
We define
(2.1) Akf ∶= ∑
S∈S
⟨f⟩S(k)1S = ∑
Q∈D
⟨f⟩Q ∑
S∈S∶
S(k)=Q
1S =∶ ∑
Q∈D
⟨f⟩QηQ.
We observe that each auxiliary function nQ satisfies ηQ ≤ 1Q. Moreover, the auxil-
iary function ηQ is constant on each Q
′ ∈ ch(k)D (Q).
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For each F ∈ D, let chF(F ) denote the collection of all the maximal F ′ ∈ {F ′ ∈
D ∶ F ′ ⊆ F} such that
(2.2) ( ∑
Q∈D∶
F
′(k)⊆Q⊆F
⟨f⟩QηQ(x))
x∈F ′
> 4∥Ak∥L1→L1,∞⟨f⟩F ,
or
(2.3) ⟨f⟩F ′ > 4⟨f⟩F .
We observe that the weak-L1 estimate implies that the cubes F ′ satisfying the first
stopping condition satisfy the measure condition:
∑
F ′
µ(F ′) = ∑
F ′
µ(F ′ ∩ { ∑
Q∈D∶
F ′(k)⊆Q⊆F
⟨f⟩QηQ > 4⟨f⟩F })
≤ µ({Ak(1Ff) > 4∥Ak∥L1→L1,∞⟨f⟩F }) ≤
1
4
µ(F ).
Similarly, the cubes F ′ satisfying the second stopping condition satisfy the measure
condition ∑F ′ µ(F ′) ≤ 14µ(F ). Altogether, ∑F ′∈ch(F ) µ(F ′) ≤ 12µ(F ).
Now, by decomposing the summation and invoking the stopping conditions,
S⊆F ∶= ∑
Q∈D∶Q⊆F
⟨f⟩QηQ
= ∑
Q∈D∶Q⊆F
⟨f⟩QηQ1EF(F ) + ∑
F ′∈chF(F )
∑
Q∈D∶Q⊆F
⟨f⟩QηQ1F ′
= ∑
Q∈D∶Q⊆F
⟨f⟩QηQ1EF(F ) + ∑
F ′∈chF(F )
∑
Q∈D∶
F ′(k+1)⊆Q⊆F
⟨f⟩QηQ1F ′
+ ∑
F ′∈chF(F )
∑
Q∈D∶
F ′(1)⊆Q⊆min{F ′(k),F}
⟨f⟩QηQ1F ′ + ∑
F ′∈chF (F )
∑
Q∈D∶Q⊆F ′
⟨f⟩QηQ
≤4∥Ak∥L1→L1,∞⟨f⟩F (1EF(F ) + ∑
F ′∈chF (F )
1F ′) + k4⟨f⟩F 1F +∑
F ′
S⊆F ′ ,
(2.4)
where the last step follows from the following observations:
● For each x ∈ EF(F ), every R ∈ {R ∈ D ∶ R ⊆ F} such that R ∋ x satisfies the
opposite of the stopping condition (2.2). Therefore,
∑
Q∈D∶Q⊆F
⟨f⟩QηQ(x) = lim
Q∈D∶R∋x,ℓ(R)→0
( ∑
Q∈D∶R(k)⊆Q⊆F
⟨f⟩QηQ)
x∈R
≤ 4∥Ak∥L1→L1,∞⟨f⟩F .
● By maximality, the cube F ′(1) satisfies the opposite of the stopping condi-
tion (2.2). Therefore,
∑
Q∈D∶
F (k+1)=(F ′(1))(k)⊆Q⊆F
⟨f⟩QηQ1F ′ ≤ 4∥Ak∥L1→L1,∞⟨f⟩F .
● By maximality, every cube Q ∈ D such that F ′(1) ⊆ Q ⊆ min{F ′(k), F}
satisfies the opposite of the stopping condition (2.3). Therefore, ⟨f⟩Q ≤
4⟨f⟩F for all such cubes Q.
By Proposition 2.1, we have ∥Ak∥L1(µ)→L1,∞(µ) ≲ 1. Note that the weak L1 estimate
for the operatorAk is independent of k, whereas the weak L
1 estimate for the adjoint
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operator A∗k depends linearly on k. The proof is completed by iteration, starting
from the maximal cube (which exists, by assumption) of the collection S. 
2.2. Weak-L1 estimate for positive dyadic operators.
Proposition 2.1 (Weak L1 for positive dyadic operators). Let µ be a locally finite
Borel measure. Let Ak be defined as in (2.1). Then
∥Akf∥L1→L1,∞ ≲ 1.
Remark. The weak L1 estimate for the operator Ak is proven using the Caldero´n–
Zygmund decomposition: In the case of a doubling measure, this is proven as in [2,
Proof of Proposition 5.1] or in [7, Proof of Lemma 5.4]; In the case of an arbitrary
(possibly non-doubling) measure, the Caldero´n–Zygmund decomposition contains
an additional term, for which the weak L1 estimate is checked in what follows.
We prove the weak-L1 boundedness by using the Caldero´n–Zygmund decompo-
sition for general measures obtained by Lo´pez–Sa´nchez, Martell, and Parcet:
Lemma 2.2 (Caldero´n–Zygmund decomposition for general measures, Theorem
2.1 in [9]). Let µ be a locally finite Borel measure on Rd. Assume that the measure
of each d-dimensional quadrant is infinite. Then, for each f ∈ L1 and λ > 0, there
exists a decomposition
f = g + b + β
such that the pieces satisfy the following properties:
● The function g satisfies
∥g∥pLp ≲p λp−1∥f∥L1
for every 1 ≤ p <∞.
● The function b has the decomposition b = ∑T ∈T bT such that
supp(bT ) ⊆ T, ∫ bT dµ = 0, ∑
T ∈T
∥bT ∥L1 ≲ ∥f∥L1.
● The function β has the decomposition β = ∑T ∈T βTˆ such that
supp(β
Tˆ
) ⊆ Tˆ , ∫ βTˆ dµ = 0, ∑
T ∈T
∥b
Tˆ
∥L1 ≲ ∥f∥L1,
and β
Tˆ
is constant on T and on Tˆ ∖ T .
● The cubes T are the maximal (which exist because, by assumption, the
measure of each d-dimensional quadrant is infinite) dyadic cubes such that
⟨∣f ∣⟩T > λ . Hence, they are pairwise disjoint, and their union Ω ∶= ⋃T T
satisfies µ(Ω) ≤ 1
λ ∫ ∣f ∣dµ.
Proof of Proposition 2.1. We suppress the complexity k in the notation. By using
the Caldero´n–Zygmund decomposition (Lemma 2.2), we decompose
µ({∣Af ∣ > λ}) ≤ µ({∣Ag∣ > λ
3
}) + µ({∣Ab∣ > λ
3
} ∩Ωc) + µ({∣Aβ∣ > λ
3
} ∩Ωc) + µ(Ω).
By Chebyshev’s inequality together with the Lp → Lp boundedness of the operator
Ak, we have
µ({∣Ag∣ > λ
3
}) ≲ 1
λp
∥Ag∥Lp ≲p 1
λp
∥g∥pLp ≲p
1
λp
λ(p−1)∥f∥L1.
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We observe that 1T cA(hT ) = 0 whenever hT is such that supp(hT ) ⊆ T and
∫ hT dµ = 0. This together with Chebyshev’s inequality implies that
µ({Ab > λ
3
} ∩Ωc) ≲ 1
λ
∑
T
∫
T c
∣AbT ∣dµ = 0,
and
µ({Aβ > λ
3
} ∩Ωc) ≲ 1
λ
∑
T
∫
T c
∣Aβ
Tˆ
∣dµ = 1
λ
∑
T
∫
Tˆ∖T
∣A(β
Tˆ
)∣dµ.
Since β
Tˆ
is contant on Tˆ ∖ T , we have
1
Tˆ∖TA(βTˆ ) = ∑
Q∶Q⊆Tˆ∖T
⟨β
Tˆ
⟩QηQ = ⟨βTˆ ⟩Tˆ∖T ∑
Q∶Q⊆Tˆ∖T
ηQ.
Recall that, by definition, ηQ ∶= ∑S∈S∶S(k)=Q 1S , where S is a sparse collection.
Therefore, by sparseness,
∫
Tˆ∖T
∣A(β
Tˆ
)∣dµ ≤ ∣⟨β
Tˆ
⟩
Tˆ∖T ∣ ∑
S∈S∶S⊆Tˆ∖T
µ(S)
≲ ∣⟨β
Tˆ
⟩
Tˆ∖T ∣ ∑
S∈S∶S⊆Tˆ∖T
µ(ES(S)) ≤ ∣⟨βTˆ ⟩Tˆ∖T ∣µ(Tˆ ∖ T ) ≤ ∥βTˆ ∥L1 .
The proof is completed by the property ∑T ∈T ∥bTˆ ∥L1 ≲ ∥f∥L1.

3. Median oscillation decomposition
Convention. Throughout this section, the parameter λ is an arbitrary real number
such that 0 < λ < 1/2.
3.1. Definition of median and median oscillation.
● The median m(f ;Q) of a function f on a cube Q is defined as any real
number such that
µ(Q ∩ {f >m(f ;Q)})
µ(Q) ≤
1
2
and
µ(Q ∩ {f <m(f ;Q)})
µ(Q) ≤
1
2
.
● The relative median oscillation rλ(f ;Q) of a function f (about zero) on a
cube Q is defined by
rλ(f ;Q) ∶=min{r ≥ 0 ∶ µ(Q ∩ {∣f ∣ > r}) ≤ λµ(Q)}.
Note that, by means of decreasing rearrangement, the relative median os-
cillation is written as rλ(f ;Q) = (1Qf)∗(λµ(Q)). The quantity rλ(f −c;Q)
is the relative median oscillation of a function f about a real number c on
a cube Q.
● The median oscillation ωλ(f ;Q) of a function f on a cube Q is defined by
ωλ(f ;Q) ∶= inf
c∈R
rλ(f − c;Q).
ON POINTWISE DOMINATION AND MEDIAN OSCILLATION DECOMPOSITION 7
3.2. Properties of median and median oscillation. For reader’s convenience,
we summarize the properties of median that we need. The properties are all well-
known. For proofs, see, for example, the lecture notes [4, Section 5].
Lemma 3.1 (Every median quasiminimizes the median oscillation). We have
rλ(f −m(f ;Q);Q) ≤ 2ωλ(f ;Q).
Lemma 3.2 (Median is linear). We have
m(f + c;Q) =m(f ;Q)+ c.
Since median is not unique, this slight abuse of notation is understood as an
identity for the set of all medians: {m ∶ m is a median of (f + c) on Q} = {m′ ∶
m′ is a median of f on Q} + c.
Lemma 3.3 (Median is controlled by the relative median oscillation). We have
∣m(f ;Q) − c∣ ≤ 3rλ(f − c;Q).
Proof. Using the fact that every median quasiminimizes the median oscillation
(Lemma 3.1), and the definition of median oscillation, we have
rλ(f −m(f ;Q)) ≤ 2ωλ(f ;Q) ≤ 2rλ(f − c;Q).
This, by the definition of relative median oscillation, implies that
µ({∣f −m(f ;Q)∣ > 2rλ(f − c;Q)}) ≤ λµ(Q),and µ({∣f − c∣ > rλ(f − c;Q)}) ≤ λµ(Q).
From this together with the implicit assumption 0 < λ < 1/2, it follows that there
exists x ∈ Q such that ∣f(x) −m(f ;Q)∣ ≤ 2rλ(f − c;Q) and ∣f(x) − c∣ ≤ rλ(f − c;Q).
The proof is completed by the triangle inequality. 
Lemma 3.4 (Fujii’s Lemma). We have
lim
Q∈D∶
Q∋x,ℓ(Q)→0
m(f ;Q) = f(x)
for µ-almost every x ∈ Rd.
Lemma 3.5 (Relative median oscillation is controlled by the weak L1 norm). We
have
rλ(f ;Q) ≤ 1
λ
∥f∥L1,∞
µ(Q) .
3.3. Proof of the decomposition adapted to the dyadic BMO.
Proof of Theorem 1.3. From Lemma 3.3 and Lemma 3.1, it follows that
ωλ(f ;F ) + ∣m(f,F ) −m(f, Fˆ )∣ ≂ rλ(f −m(f,F )) + ∣m(f,F ) −m(f, Fˆ )∣
≂ rλ(f −m(f ; Fˆ );F ).
(3.1)
For each F ∈ D, let chF(F ) denote the collection of all the maximal F ′ ∈ {F ′ ∈
D ∶ F ′ ⊆ F} such that
(3.2) ∣m(f ;F ′) −m(f ; Fˆ )∣ > 3rλ(f −m(f ; Fˆ );F )
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By decomposing and using the stopping condition,
∣f −m(f, Fˆ )∣1F ≤ ∣f −m(f ; Fˆ )∣1EF(F ) + ∑
F ′∈chF(F )
∣m(f ; Fˆ ′) −m(f ; Fˆ)∣1F ′+
∑
F ′∈chF (F )
∣f −m(f, Fˆ ′)∣1F ′
≤ 3rλ(f −m(f, Fˆ );F )1F + ∑
F ′∈chF (F )
∣f −m(f, Fˆ ′)∣1F ′ ,
where the last step follows from the following observations:
● For each x ∈ EF(F ), every cube Q ∈ {Q ∈ D ∶ Q ⊆ F} such that Q ∋ x
satisfies the opposite of the stopping inequality (3.2). Therefore, by Fujii’s
Lemma (Lemma 3.4),
∣f(x) −m(f ; Fˆ )∣ = lim
Q∈D∶
Q∋x,ℓ(Q)→0
∣m(f ;Q) −m(f ; Fˆ)∣ ≤ 3rλ(f −m(f, Fˆ );F )
µ-almost every x ∈ EF(F ).
● By maximality, the cube Fˆ ′ satisfies the opposite of the stopping inequality
(3.2). Therefore,
∣m(f ; Fˆ ′) −m(f ; Fˆ )∣ ≤ 3rλ(f −m(f, Fˆ );F ).
Finally, we check that ∑F ′∈chF(F ) µ(F ′) ≤ 2λµ(F ). Let κ ∈ (0,1/2) be an auxil-
iary parameter. We note the following assertion:
If µ(Q ∩ {∣f − c∣ > r}) ≤ κµ(Q), then ∣m(f ;Q) − c∣ ≤ 3r;
This is because µ(Q∩{∣f−c∣ > r}) ≤ κµ(Q) implies, by definition, that rκ(f−c;Q) ≤
r, from which, by Lemma 3.3, it follows that ∣m(f ;Q)− c∣ ≤ 3r. The contrapositive
of this assertion applied to the stopping inequality (3.2) (where we have Q ∶= F ′,
c ∶=m(f, Fˆ ) and r ∶= rλ(f −m(f ; Fˆ );F )) implies that
(3.3) µ(F ′ ∩ {∣f −m(f, Fˆ )∣ > rλ(f −m(f ; Fˆ);F )}) > κµ(F ′).
On the other hand, by definition,
(3.4) λµ(F ) ≥ µ(F ∩ {∣f −m(f ; Fˆ)∣ > rλ(f −m(f ; Fˆ );F )}).
Summing over the cubes F ′ (which are pairwise disjoint and satisfy F ′ ⊆ F ) in the
inequality (3.3), combining this with the inequality (3.4), and taking κ→ 1/2 yields
∑
F ′∈chF (F )
µ(F ′) ≤ 2λµ(F ).
The proof is completed by iteration.

3.4. Corollaries. The dyadic (martingale) BMO norm is defined by
∥f∥BMO(µ) ∶= sup
Q∈D
1
µ(Q) ∫Q∣f − ⟨f⟩Qˆ∣dµ.
Note that, whenever the measure µ is doubling, the dyadic (martingale) BMO norm
is comparable to the usual BMO norm: ∥f∥BMO(µ) ≂µ supQ∈D 1µ(Q) ∫Q∣f − ⟨f⟩Q∣dµ.
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Proposition 3.6 (John–Nirenberg). Let µ be a locally finite Borel measure. Then,
there exist positive constants c and C such that
1
µ(Q) ∫Q exp(c∣f − ⟨f⟩Qˆ∣/∥f∥BMO)dµ ≤ C
for every f ∈ BMO.
Proof by the dyadic median oscillation decomposition. By using the inequalities
rλ(f ;Q) ≲λ 1
µ(Q) ∫Q∣f ∣dµ and ∣m(f ;Q)∣ ≤ 3rλ(f ;Q),
of which the first follows from Chebyshev’s inequality and the second is stated in
Lemma 3.3, and by using the linearity of median, we obtain
rλ(f −m(f ; Qˆ);Q) ≲ ∥f∥BMO.
By the median oscillation decomposition (Theorem 1.3), there exists a sparse col-
lection S of dyadic subcubes of Q such that
∣f −m(f, Qˆ)∣1Q ≲ ∑
S∈S
rλ(f −m(f ; Sˆ);S)1S .
Altogether,
∣f − ⟨f⟩
Qˆ
∣1Q ≤ ∣f −m(f, Qˆ)∣1Q + ∣m(f ; Qˆ) − ⟨f⟩Qˆ∣1Q ≲ ∥f∥BMO ∑
S∈S
1S.
By sparseness, µ({∑S∈S 1S = k}) ≲ 2−kµ(Q), from which the exponential integra-
bility follows by splitting the integration as ∫Q =∑∞k=0 ∫{∑S∈S 1S=k}. 
The martingale transform T associated with the (constant) coefficients ǫQ satis-
fying ∣ǫQ∣ ≤ 1 is defined by
Tf ∶= ∑
Q∈D
ǫQDQf ∶= ∑
Q∈D
ǫQ( ∑
Q′∈chD(Q)
⟨f⟩Q′1Q′ − ⟨f⟩Q).
Lacey [5, Theorem 2.4] proves that each martingale transform is pointwise domi-
nated by a positive dyadic operator of zero complexity. Alternative proof for this is
as follows: First, use the median oscillation decomposition (Theorem 1.3) to yield
the domination by positive dyadic operators of complexity zero and one. Then,
apply the domination for positive dyadic operators (Theorem 1.1) to reduce the
complexity to zero.
Proposition 3.7 (A pointwise domination theorem for martingale transforms, see
Lacey’s Theorem 2.4 in [5] for a stronger version). Let F0 be an initial cube. Assume
that f ∶ Rd → R is a locally integrable function that is supported on the cube F0.
Then, there exists a sparse collection F of dyadic subcubes of F0 such that
∣Tf ∣1F0 ≲ (∥T ∥L1→L1,∞ + 1)( ∑
F ∈F
⟨∣f ∣⟩F 1F + ∑
F ∈F
⟨∣f ∣⟩
Fˆ
1F).
Proof by the median oscillation decomposition. The theorem follows from the me-
dian oscillation decomposition (Theorem 1.3) together with an estimate for the
oscillation quantities (Lemma 3.8). 
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Lemma 3.8 (Oscillations of a martingale transform). Let T be a martingale trans-
form. Let R be a dyadic cube. Then
rλ(Tf −m(Tf ; Rˆ);R) ≤ (∥T ∥L1→L1,∞ + 1)(⟨∣f ∣⟩R + ⟨∣f ∣⟩Rˆ),
and
m(Tf ;R) ≲ ∥T ∥L1→L1,∞ 1
µ(Q) ∫Rd ∣f ∣dµ
Proof. Let R be a dyadic cube. We split 1RTf = 1RT (1Rf) + 1RT (1Rcf). We
observe that 1RT (1Rcf) = 1R∑Q∶Q⊇Rˆ ǫQDQf is constant on R, and denote this
constant value by cR ∶= (∑Q⊇Rˆ ǫQDQf)
x∈R
. By using the linearity of median, we
write
1RT (f)− 1Rm(Tf ; Rˆ) = 1RT (1Rf) + 1R(cR − cRˆ) − 1Rm(T (1Rˆf); Rˆ)
= 1RT (1Rf) + 1RǫRˆDRˆf − 1Rm(T (1Rˆf); Rˆ)
= 1RT (1Rf) + 1RǫRˆ⟨f⟩R − 1RǫRˆ⟨f⟩Rˆ +m(T (1Rˆf); Rˆ).
Therefore,
rλ(Tf −m(Tf ; Rˆ);R) ≤ rλ(T (1Rf);R) + ∣m(T (1Rˆf); Rˆ)∣ + ⟨∣f ∣⟩R + ⟨∣f ∣⟩Rˆ.
By using the estimate ∣m(f ;Q)∣ ≤ 3rλ(f ;Q) (Lemma 3.3), and by dominating the
median oscillation rλ(f ;Q) by the weak L1 estimate (Lemma 3.5), we obtain
rλ(Tf −m(Tf ; Rˆ);R) ≲λ ∥T (1Rf)∥L1,∞
µ(R) +
∥T (1
Rˆ
f)∥L1,∞
µ(Rˆ)
+ ⟨∣f ∣⟩R + ⟨∣f ∣⟩Rˆ
≤ (∥T ∥L1→L1,∞ + 1)(⟨∣f ∣⟩R + ⟨∣f ∣⟩Rˆ). 
3.5. Median oscillation decomposition adapted to the RBMO?. In the light
of the analogue between median and mean, and median oscillation and mean oscil-
lation,
m(f ;Q)↔ ⟨f⟩Q, rλ(f − c,Q)↔ 1
µ(Q) ∫Q∣f − c∣dµ,
the passage from the usual BMO norm to the dyadic (martingale) BMO norm,
1
µ(Q) ∫Q∣f − ⟨f⟩Q∣ →
1
µ(Q) ∫Q∣f − ⟨f⟩Q∣dµ + ∣⟨f⟩Q − ⟨f⟩Qˆ∣,
is analogous to the passage
rλ(f −m(f,Q);Q) → rλ(f −m(f,Q);Q) + ∣m(f ;Q) −m(f ; Qˆ)∣,
which we use to extend Lerner’s local oscillation decomposition. Thus, our ex-
tension can be viewed as a local oscillation decomposition adapted to the dyadic
(martingale) BMO.
The author believes that, in the same spirit, Lerner’s local oscillation decompo-
sition can be adapted to the RBMO space, and that this adapted decomposition
can be used to pointwise dominate non-homogeneous Caldero´n–Zygmund operators
by suitable positive averaging operators. (For the RBMO space, see [11], and, for
non-homogeneous Caldero´n–Zygmund operators, see [10].)
We remark that a pointwise domination for non-homogeneous Caldero´n–Zygmund
operators by positive averaging operators was obtained by Treil and Volberg, by
adapting Lacey’s technique [5, Proof of Theorem 5.2]. This result is announced by
Lacey [5, Section 6].
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