The asymptotic behaviour of a nonlinear continuous time ltering problem is studied when the variance of the observation noise tends to 0. We suppose that the signal is a two-dimensional process from which only one of the components is noisy, and that a onedimensional function of this signal, depending only of the unnoisy component, is observed in a low noise channel. An approximate lter is considered in order to solve this problem. Under some detectability assumptions we prove that the ltering error converges to 0 and an upper bound for the convergence rate is given. The e ciency of the approximate lter is compared with the e ciency of the optimal lter, and the order of magnitude of the error between the two lters, as the observation noise vanishes, is obtained.
Introduction
Due to its vaste application in engineering, the problem of ltering a random signal X t from noisy observations of a function h(X t ) of this signal has been considered by several authors. In particular, the case of small observation noise has been widely studied, and several articles are devoted to the research of approximate lters which are asymptotically e cient when the observation noise vanishes. Among them, one notices a rst group in which a one-dimensional system is observed through an injective observation function h (see 4, 5, 1] ); in this case, the ltering error is small when the observation noise is small, and one can nd e cient suboptimal nite-dimensional lters. The multidimensional case appears later on with 6, 7] , but an assumption of injectivity of h is again required; in particular, the extended Kalman lter is studied in 7]. When h is not injective, the process fX t g cannot always be restored from the observation of fh(X t )g, so the ltering error is not always small; such a case is studied in 3]. However, there are some classes of problems in which fX t g can be restored from fh(X t )g; in these cases, the ltering error is small and one again looks for e cient suboptimal lters. For instance, fX t g is sometimes obtained from fh(X t )g and its quadratic variation, see 2, 8, 9, 11] . Here, we are interested in another case in which h(X t ) is di erentiable with respect to the time t, and fX t g is obtained from fh(X t )g and its derivative. More precisely, we consider the framework of 10] which we now describe.
We consider the two-dimensional process X t = (x (1) t ; x (2) t ) given by the Itô equation
dx (1) t = f 1 (x (1) t ; x (2) If " = 0 and if the functions h and x 2 7 ! f 1 (x 1 ; x 2 ) are injective, then the signal X t can (at least theoretically) be exactly restored from the observation; we are here interested by the asymptotic case " ! 0, and we look for a good approximation of the optimal lter X t = (x (1) t ;x (2) t ) = E X t j y s ; 0 s t]:
This approximation should be nite dimensional (solution of a nite dimensional equation driven by y t ). The same problem has been dealt with in 10] (with constant), by means of a formal asymptotic expansion of the optimal lter in a stationary situation. Our aim is to work out a rigorous mathematical study of the lter proposed by 10], namely the solution M t = (m (1) t ; m (2) (1) t ) " (M t ) " (6) We also verify that (6) can be improved when is constant, h is linear, and f 2 is linear with respect to x 1 (this case will be referred to as the almost linear case). The proofs follow the method of 7] .
The contents are organized as follows. In Section 2, we introduce the assumptions which will be needed in the sequel, and we study the ltering error as " converges to zero; more precisely, we obtain the rate (5). In Section 3 the error between the approximate lter and the optimal lter is studied, and we prove (6) . Section 4 is devoted to the almost linear case.
Notations
The following notations are used: for t 0 and " small. In this situation the process f t g is usually said to converge to zero with rate of order " , in a time scale of order " . The following assumptions will be used throughout this article. The last one depends on a parameter 1.
(H1) X 0 is a random variable, the moments of which are nite; (H2) fw t g and f w t g are standard independent Wiener processes independent from X 0 ; (H3) the function h is C We consider the system (1)- (2) and the lter (3). We let F t be the ltration generated by (X 0 ; w t ; w t ), and Y t be the ltration generated by (y t ). Assumption (H6. ) says that the system does not contain too much nonlinearity; when it is not satis ed, there may be a small positive probability for the lter to loose the signal (see 8] for a similar problem). This is a rather restrictive condition, so we discuss at the end of the section the general case where it does not hold. :
Then consider the process Z t def = T(X t ? M t ):
(7) We are going to check that Z t is the solution of a linear stochastic di erential equation; the study of the exponential stability of this equation will enable the estimation of both components of Z t , and the theorem will immediately follow. 4 An equation for Z t From equations (1) to (3), we have 
, and the order of magnitude of the components of X t ? M t follows from (7) and the form of T ?1 .
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We remark in (10) that the time scale of the estimation is of order p "; one can compare it with the time scale " obtained when the observation function is injective (see for instance 5]). This means that it takes here more time to estimate the signal, and this is not surprising since the second component of the signal is not well observed. There are also other systems where the time scale is not the same for the di erent components of the signal (see 8]).
In Theorem 2.1, we need the assumption (H6. ) which is a restriction to the non linearity of the system; otherwise it is di cult to ensure that the lter does not loose the signal (this problem also occurs in 8]). Actually, we have chosen the lter (3) because it gives a good approximation ofX t (see next section), but it is not the most stable one. If in (4) we replace the processes (M t ), F 12 (M t ) and h 0 (m (1) t ) by constant numbers , F and H, we obtain a lter with constant gain; we can again work out the previous estimations and prove that the result of Theorem 2.1 holds for this lter without (H6. ), as soon as max F 12 F < 2 min h 0 H : Thus we have two lters: a lter which is stable and tracks the signal under rather weak assumptions, and the lter (3) which seems more fragile but gives (under good stability assumptions) a better approximation of the optimal lter.
Estimation ofX t ? M t
The main result contained in this section is Theorem 3.1, which states the rate of convergence of the approximate lter considered in this paper towards the optimal lter. In order to give a proof of this theorem a sequence of steps are needed: a change of probability measure, the di erentiation with respect to the initial condition and an integration by parts formula. A similar method of proof is adopted in 7] . As in Theorem 2.1, we may have a problem of stability if the general non linear case. If in (H6. ) is close enough to 1, then the lter M t given by equation (3) satis eŝ x (1) t ? m (1) t = O(");x (2) t ? m (2) 
The rest of this section is devoted to the proof of this theorem. We suppose as in 7 which depends only on M t . Notice that P t is the solution of the stationary Riccati equation Change of probability measure
Our random variables can be viewed as functions of the initial condition X 0 and of the Wiener processes w and w. We are going to make a change of variables; in view of the Girsanov theorem, this can be viewed as a change of probability measure; however, all the estimations will be made under the original probability P. Thus consider the new probability measure which is given on 
s ) ds : The probability _ P is the so-called reference probability, and one checks easily from the Girsanov Theorem that y t =" and w t are standard independent Wiener processes under _ P. Let Di erentiation with respect to the initial condition and an estimation The random variables involved in our computation can now be viewed as functions of X 0 , f e w t g and fy t g; let us denote by r 0 the di erentiation with respect to the initial condition X 0 (computed in L p ). In particular, we can see on (13) and (14) that the processes X t and log(L t t ) are di erentiable, and we obtain respectively matrix and vector-valued processes. Our aim is to estimate the process V t def = r 0 log(L t t ) (r 0 X t ) ? The term (M t )P ?1 t 0 (X t )U is easily shown to have the same order of magnitude. On the other hand, by looking at the equation of M t and by applying Itô's formula, we can prove that for any C so that J (3) t = (X t ? M t ) S t U + t P ?1 U is of order " ?3=4 . Thus V t is O(" ?1=4 ) and we obtain O(" ?1=4 ) in (27).
For the end of the proof, we see that (X t ; M t ) = F(X t ) + P ?1 so @ j @x j (X t ; M t ) = @F j @x j (X t ) is bounded. Multiplication by U yields a process of order " ?1=2 , so the process t of (31) is bounded for " small. We can conclude that (X t ? M t ) P ?1 t U = O(" ?1=4 )
and deduce the proposition.
