Abstract. We present a methodology for bounding the error term of an asymptotic solution to a singularly perturbed optimal control (SPOC) problem whose exact solution is known to be computationally intractable. In previous works, reduced or computationally tractable problems that are no longer dependent on the singular perturbation parameter , where represents a small, nonnegative number, have provided asymptotic error bounds of the form O( ). Specifically, the optimal solutionV of the reduced problem has been shown to be asymptotically equivalent in to the optimal solution V ( ) of the singularly perturbed problem in the sense that |V ( ) −V | = O( ) as → 0. In this paper, we improve on this result by incorporating a duality theory into the SPOC problem and derive an upper bound χu( ) and lower bound χ l ( ) of V ( ) that hold for arbitrary and, furthermore, satisfy the inequality |χu( ) − χ l ( )| ≤ C for small , with the constant C determined. We carry out numerical experiments to illustrate the computational savings obtained for the upper and lower bound. In particular, we generate a set of 50 random SPOC problems of a specific form and show that for smaller than 10 −2 , it becomes faster, on average, to solve for the bounds rather than the SPOC problem and for = 10 −5 , the computational time for the upper and lower bounds is approximately 20 times faster, on average, than that of the SPOC problem.
1. Introduction. Singularly perturbed optimal control (SPOC) problems are known to be computationally challenging to solve; accordingly, various techniques have been developed in order to obtain approximations to the optimal solution. In particular, the idea of solving a computationally tractable and dimensionally reduced problem has been heavily investigated. For a wide class of control constrained SPOC problems with both linear and non linear dynamics, a reduced problem has been derived whose optimal solutionV is shown to be the limit of the optimal solution V ( ) of the SPOC problem (see [2] - [5] , [10] , [15] , [27] ); specifically (1) lim
In this paper, we improve on the result in (1) for a special class of linear control constrained SPOC problems by determining an upper bound χ u ( ) and a lower bound χ l ( ) on V ( ) that hold for arbitrary values of and, futhermore, satisfy the condition
where the constant C is explicitly determined.
As the SPOC problem we consider is a linear-quadratic minimisation problem, an upper bound is easily found by evaluating the original problem with the optimal control of an appropriately constructed reduced problem provided that it is a feasible control. However, there has been no comparable result for the lower bound and no ensuing result for the constant in (2) . Deriving this lower bound and constant has been difficult, in part, due to the lack of a duality framework in which to formulate the SPOC problem. By extending the duality techniques in [1] and [7] to the case of SPOC problems, we develop such a framework and derive an explicit dual problem with the strong duality property. As the dual problem is a maximisation problem, it follows from strong duality that any feasible control will provide a lower bound on the optimal solution of the SPOC problem. In order to show that the error bound in (2) holds, we will use the strong duality result and the reduced problem to contsruct a control that provides an O( ) approximation to the optimal control of the dual problem as → 0 uniformly on the entire time interval. By evaluating the SPOC primal and dual problems with the optimal control of the reduced problem and the constructed control respectively, one obtains the error bound on V ( ) of the form (2) with the constant C determined.
The novel aspects of this paper are the bound on the error term of an asymptotic solution to a control constrained SPOC problem using computationally feasible reduced solutions and the introduction of a dual optimal control problem satisfying the strong duality property. Using our framework, it becomes possible to obtain error bounds on the SPOC problem for any arbitrary value of as well as a criteria for evaluating how good of an approximation the reduced problem provides. We also show that significant computational savings may be achieved when obtaining the upper and lower bounds instead of solving the primal or dual SPOC problem. Specifically, for a set of 50 randomly generated SPOC problems, when ≤ 10 −2 , the bounds start to be faster to compute than either the primal or dual SPOC problem. Furthermore, for = 10 −5 , the the computational time for the bounds is approximately 160 and 20 times faster than that of solution to the primal and dual SPOC problems respectively. 
where the functional, J P , is defined as
(t, ) T Q(t, )ẑ(t, ) +û(t, ) T R(t, )û(t, )dt + 1 2ẑ (1, ) T π( )ẑ (1, ) .
We let V P ( ) denote the value of J P evaluated at the optimal control, denoted by u, for fixed . For all ∈ (0, * ],ẑ 1 ∈ W 1,2 ([0, 1]; R m ), z 2 ∈ W 1,2 ([0, 1]; R n ) as a function of t, where the space W 1,2 denotes the Sobelov space of absolutely continuous functions. Note that for = 0, the dimension of the problem P drops from m + n to m and the boundary condition forẑ 2 may no longer be satisfied. For any ∈ (0, * ], the controlû is constrained to be in the set U , where (4) U = {u ∈ L 2 ([0, 1]; R k ) : α j (t) ≤ u j (t) ≤ β j (t) for all j = 1, . . . k, t ∈ [0, 1]} where the functions α, β are smooth for t ∈ [0, 1]. We make some standard assumptions for linear-quadratic optimal control models, namely that R is positive definite and Q and π are positive semi-definite, and further impose the conditions that R is diagonal and that Q and π are symmetric and positive definite. The diagonality assumption is needed in order to formulate the dual objective function, and the symmetry and positive definiteness assumptions are used in the proof of strong duality. Futhermore, for ∈ [0, * ], we assume that π has the following block-diagonal structure
This assumption on the structure of π is helpful in order to easily obtain the reduced problem. Finally, we impose the following standard assumptions for singularly perturbed problems (see [10] , [17] - [24] ): (a) the matrix A 22 (t, ) is negative definite for all
* ], the matrices Q, R, A i,j , and b i for i, j = 1, 2, are smooth for t ∈ [0, 1], (c) Q, R, π, A ij , and b i , for i, j = 1, 2, all have a convergent power series expansion in which is valid over their respective domains. The feasible set for P can be written as
where
and I j is the j × j identity matrix for j = m, n.
Remark 1. We assume the set Σ is nonempty. Since the solution set Σ is closed and convex and J P is strictly convex, continuous and coercive over Σ, there exists a unique solution to the minimisation problem P (see [11] , Chap. 2, Proposition 1.2]).
Remark 2. One may also consider the case where the initial conditions in P are functions of with only a few minor changes to the analysis in this paper. For simplicity, however, we have chosen initial conditions that are independent of . Several authors have obtained reduced models with asymptotically equivalent optimal solutions to variations of the above problem. Some of the first reduced models with such a property were developed for the linear-quadratic, unconstrained control case and were obtained using the boundary layer method (see [17] - [18] , [21] - [24] ). More recently, various other methods have been developed in order to obtain reduced models for general, nonlinear, constrained control, SPOC problems (see [2] - [5] , [10] , [15] , [27] ). While a reduction method has been developed for a more complex problem than ours, the reasons for looking at P are three-fold:
1. We aim to formulate an explicit dual SPOC problem with the strong duality property and closed form expressions have only be obtained for the linearquadratic control constrained case [1] , [7] .
2. Linear-quadratic, control constrained, SPOC problems are widely encountered in many areas such as aerospace engineering [16] , [12] , electrical circuits [4] , [18] , chemical processes [18] and many others.
3. Our method of obtaining an error bound of the form (2) requires closed form expressions for the optimality conditions. A problem of the form P can provide such optimality conditions.
Our arguments rely on adaptations of the boundary layer method to the case of constrained control and adaptations of a duality framework to SPOC problems; each of which have been made explicit for the first time, to the extent of the authors knowledge, in this paper.
Statement of main results.
The statement of the results has been divided into two sections: the first covers the formulations of the associated optimal control problems, namely the dual and reduced problems, the second covers the theorems relating to the derivation of constant in the error bound in (2).
Formulation of the dual and reduced problem.
We begin by presenting the formulation of the dual maximisation problem to P and then follow with the formulation of the reduced problem. The construction of the dual problem, based on that of the unperturbed case [1] and [7] , is found in Section 5. The dual problem can be formulated as
where the functional J D is given by
The feasible set for D can be written as
Remark 3. The objective functional J D is not necessarily coercive over the feasible set Σ 1 ; hence, we cannot immediately conclude that a unique solution exists. However, as there exists a unique solution to P by remark 1, the strong duality result in Section 2.2 will lead to the existence of a unique solution for D.
The dual problem D and the strong duality result are instrumental in obtaining the constant in the error bound (2) as they imply V P ( ) = V D ( ). Hence any lower bound for V D ( ) will also be a lower bound for V P ( ). We now formulate the reduced problem for P. Consider the following problem
where the functionalJ P (x,û) is defined by
We letV P denote the value ofJ P evaluated at the optimal control, denoted byū. The notation π 0 11 is used to denote the first term in the power series expansion for π 11 . Similar notation holds for the first term in the expansion for all other matrices satisfying assumption (c). Note thatx ∈ W 1,2 ([0, 1]; R m ) as a function of t andû is constrained to be in the set U defined in (4). The matrices Q and A are defined as
For simplicity we have forgone the dependence of the variables in (9) on t. We assume the matrix Q in (9) is positive semi-definite. The feasible set forP is defined as follows
Remark 4. As the feasible set ofP given in (10) is closed and convex andJ P in (8) is strictly convex, continuous and coercive over the feasible set, there exists a unique solution toP (see [11] , Chap. 2, Proposition 1.2]).
The problemP is equivalent to P evaluated at = 0 and with the boundary condition forẑ 2 ignored. We regard the problemP as the reduced problem associated with P and, in Section 3, we show that the necessary optimality conditions for P converge to those ofP as → 0.
Main results.
The methodology for obtaining the asymptotic error bound of P is depicted in Fig. 1 . Strong duality will provide the equalities V P ( ) = V D ( ). This, along with the evaluation of the functionals J P and J D with the optimal control ofV P , denoted byū, and a constructed control ρ(ū) respectively, provides the error bound of the form (2) with the constant determined. The convergence of the optimality conditions of P toP as → 0 is proved in Section 3. 
The strong duality property in Theorem 1 is paramount in obtaining the asymptotic error bound in equation (2) (see Fig.1 ). Furthermore, as the dual objective functional J D is not necessarily coercive over its feasible set, the strong duality result, along with the existence of a unique solution to P, will imply that a unique solution exists for D.
Theorem 2.
(a) Letū denote the optimal control forP. The controlū provides an asymptotically optimal upper bound to the solution of P in the sense that
In (11), V P ( ) is the solution to P, J P is the objective functional in (3), and z is the state satisfying the differential equations and boundary conditions in P with control given byū. (b) Consider the following control ρ(t, ) = Q(t, )ẑ(t, ), (12) whereẑ is the state satisfying the differential equations and boundary conditions in P with control given byū. The control ρ provides an asymptotically optimal lower bound to the solution of D in the sense that
is the objective functional in (6), andγ satisfies the differential equations in D with control given by ρ and boundary conditionγ
(c) From Theorem 1 and parts (a) and (b) in Theorem 2, we obtain the result
as → 0 withẑ andγ as in Theorem 2, parts (a) and (b) respectively. Thus the constant C in (2) is given by
Section 3 will be devoted to proving the convergence of the primal solution to the reduced solution (see Fig. 1 ). Theorems 1 and 2 will be proved in Section 4. Section 5 is reserved for showing the construction of the dual problem D and we give some numerical examples in Section 6.
3. Convergence of the optimality conditions for the primal problem. We begin this section with an outline of the necessary optimality conditions for P and its corresponding reduced problemP before proceeding to show that the optimality conditions for P converge to those ofP as → 0. Omitting dependence on t and for simplicity, the Hamiltonian function associated with an SPOC problem of the form P (see [18] , Chap. 6) is defined as
as a function of t is the co-state variable. The scalinĝ χ → I 1 χ recovers the standard form of the Hamiltonian. Since there are no boundary conditions at the terminal time we have a normal Hamiltonian multiplier. Let u, z, χ denote the optimal control, state and co-state respectively of P. These variables must satisfy the following necessary optimality conditions (see [9] )
with boundary conditions
Although the controlû is constrained, we can obtain an explicit form for the optimal control, u, using Pontryagin's minimum principle. This principles states that u must satisfy the following inequality
From (18), it follows that
Thus, for all j = 1, . . . k, the optimal control is given by
where the co-state χ must satisfy the relevant optimality conditions in (16) , and (17).
Remark 5. As the solution to P is unique, the necessary optimality conditions (16) and (17) are also sufficient and any solution satisfying these conditions will be the unique solution to P.
We now derive the optimality conditions forP. Omitting dependence on t, the Hamiltonian associated withP is defined as
as a function of t is the co-state variable. Since there is no terminal condition on the problemP, the Hamiltonian has a normal multiplier. Let u,x andχ 1 denote the optimal control, state and co-state respectively ofP. These variables must satisfy the following necessary optimality conditions
with boundary conditionsx
Using Pontryagin's minimum principle, the optimal control is given bȳ
for all j = 1, . . . k and whereχ 1 must satisfy the relevant conditions in (20) and (21).
Remark 6. As the solution toP is unique, the necessary optimality conditions are also sufficient and any solution satisfying these conditions will be the unique solution toP.
Proposition 3. The optimal states, z 1 and z 2 , and respective co-states, χ 1 and χ 2 , of P have the following asymptotic expansions 
for all j = 1, . . . k. The variables z 
along with the boundary conditions
The proof of Proposition 3 will use the following lemma.
Lemma 4. Consider a fundamental solution matrix Z(t, ) of the system
where A 11 , A 12 , A 21 and A 22 are defined as
T ,
T .
(28)
The matrix Z satisfies the bounds
Proof. Consider the following non-singular linear transformation (see [8] )
The matrices H 1 and H 2 satisfy the equations
Upon specifying any arbitrary boundary conditions for H 1 and H 2 that are bounded as → 0, a well known result ( [8] and [26] Lemma 9.2.1-9.2.2) guarantees that the solutions to (31) exist and are bounded as → 0, uniformly on [0, 1]. Applying the transformation (30), the variables η z1 , η χ1 , η z2 and η χ2 satisfy the diagonalised system
Let U 1 (t, ) denote a fundamental solution matrix for the system (32). As all matrices in (32) are bounded as → 0 uniformly on [0, 1] and the system is unperturbed, it follows that U 1 satisfies the bound
To determine bounds on a fundamental solution matrix for (33), let us rewrite the system as
To find the solutions of (35), consider the transformation
where Ω(t) ∈ W 1,2 ([0, 1]; R n×n ) as a function of t and satisfies the equation
for all t ∈ [0, 1]. The equation (35) is transformed into the system
where S is uniformly bounded on [0, 1] as → 0. From a well known result in [14] , the fundamental solution to a system of the form (38) satisfies the bounds
as → 0 uniformly on [0, 1]. It follows from (30) and (36) that the fundamental solution Z(t, ) can be written as
A multiplication of the matrices in (40) along with the bounds in (34) and (39) gives the bounds in (29).
Proof of Proposition 3. Let us write the optimal variables of P as follows
for all ∈ (0, * ] and t ∈ [0, 1], where R z1 , R χ1 , R z2 , and R χ2 are the remainders of the expansions. It follows from (26) and (27) 
as τ, σ → ∞ and where k is some fixed positive constant (see [14] ). Furthermore, all outer layer terms are bounded on [0, 1]. To prove Proposition 3 we must show
as → 0, uniformly on [0, 1]. To do so, we first construct a system of differential equations that the remainder terms satisfy and then bound its solution. From equations (16) , (23), (24), (26) and (41), we obtain the following system for the remainder
The matrices A ij , i, j = 1, 2 satisfy (28) and are bounded on [0, 1] as → 0. This, in addition to the bounds on the variables satisfying (23) and the bounds (42), yields the following bounds for Γ z1 , Γ χ1 , Γ z2 and Γ χ2
as → 0 uniformly on [0, 1] for some constant k > 0. It follows from (41) evaluated at t = 0 and t = 1 along with the conditions, (17) , (25) and (27) that the boundary conditions for (44) satisfy
where The solution to (44) and (46) is given by (see [26] , Chap. 9.3)
where G is given by
for s > t.
In (49) and (50), M is defined as
and Z is a fundamental solution to the homogeneous system given in Lemma 4 satisfying the bounds in (29).
Remark 7. Recall that we may specify arbitrary bounded as → 0 boundary conditions for H 1 satisfying (31). Hence, we choose boundary conditions that allow certain terms in the matrices Z(0, ) and Z(1, ) to be set to 0, thereby allowing us to obtain the O( ) bounds for the remainder terms. We specify the following boundary conditions for H 1
With the above boundary conditions the terms Z(0, ) and Z(1, ) satisfy the bounds
as → 0 for some constant k > 0. 
as → 0, uniformly for 0 ≤ s < t ≤ 1. Hence, from (45), (49), (53), and (54), it follows that 
From (19) , (24) and (41), we obtain Corollary 5. The optimal control has the asymptotic expansion
Proof. The proof follows immediately from the equations (19), (22), and (24).
Proposition 6. The optimal state z 1 , co-state, χ 1 and control u of P converge uniformly on [0, 1] to the optimal state,x, co-statesχ 1 and controlū respectively of P as → 0
Proof. The system (23) can be rewritten as
with Q and A defined in (9) . From (24), (59), and the initial conditions (25) , it is clear that z (22) and (58), we obtain the convergence result in Proposition 6.
4. Proofs of main theorems. We begin this section by deriving the necessary optimality conditions for D. Section 4.2 is dedicated to proving Theorem 1 and Section 4.2 to proving Theorem 2.
4.1. Optimality conditions for the dual problem. In a similar manner to Section 3, we begin by deriving the necessary optimality conditions for D. Omitting dependence on t and for simplicity, the Hamiltonian function associated with D is defined as
as a function of t is the co-state variable. The scalinĝ µ → I 1 μ recovers the standard form of the Hamiltonian. Since there are no boundary conditions at the initial and final time, we have a normal multiplier. Let ρ, γ, µ denote the optimal control, state and co-state respectively of D. The necessary optimality conditions which these variables must satisfy are given by dI µ dt = A(t, )µ(t, ) + I bξ(t, ),
For all j = 1, . . . k, ξ is defined, component-wise, by
where we have forgone the dependence on t and for simplicity. Using the calculus of variations, the optimal variables must satisfy the boundary conditions
As the optimal control in D is unconstrained, the Pontryagin maximum principle states that ρ must satisfy the equality,
where µ must satisfy the relevant optimality conditions given in (61) and (62).
Proof of Theorem 1.
A strong duality property is needed for the primal and dual problem. Clearly this property is necessary for the asymptotic error bound (see Fig 1) . More subtly, however, the property is needed to prove the uniqueness of the solution to D.
Proof. Suppose that z, χ, and u denote the optimal state, co-state and control respectively of P. Consider the following definitions for γ, µ, and ρ γ(t, ) = −χ(t, ),
for t ∈ [0, 1] , ∈ (0, * ]. We first show that (γ, ρ) is a feasible solution for the dual problem and then show that this solution is optimal and that strong duality holds. Substituting the definitions in (63) into the differential equation for χ in (16) and the boundary conditions (17) yields
The equations in (64) are equivalent to the equations for γ in (61) with boundary conditions in (62) for D. Hence (γ, ρ) is a feasible solution of the dual.
From weak duality, we know V D ( ) ≤ V P ( ) (see [11] , Chap. 2). To show that there is a zero duality gap, we need to show V P ( ) = V D ( ). Evaluating (6) with the state and control given in (63) along with the substitution γ(1) = −I 1 πµ(1) = −I 1 πz(1) gives
T πz(1),
From the differential equations in (16), we can evaluate the inner products in (65),
Substituting (66) into (65), gives
Since u is the optimal control given by (19) , the inner product becomes
for all j = 1, . . . k. Substituting (68) into (67), we obtain
Since (γ, ρ) is a feasible solution, by weak duality, we must have that (γ, ρ) is optimal and V D ( ) = V P ( ) As the solution to P is unique, we can justify Remark 3, i.e. that a unique solution exists for D.
Proof of Theorem 2.
We split the proof of Theorem 2 into two subsections for parts (a) and (b) respectively. Part (c) follows immediately from parts (a) and (b) along with Theorem 1.
Proof of Theorem 2 part (a).
The proof of Theorem 2 part (a) follows from a simple integration of the differential equations in P with the optimal control of the reduced problemū. From the definition given in (3), we obtain
whereẑ solves the differential equations in P with control given byū. Using the variation of parameters technique, we may writeẑ and z respectively aŝ
where Φ 
A well known result (see [14] and [26] , Theorem 6.1.2) guarantees that the matrices φ ij for i, j = 1, 2 satisfy the following bounds
uniformly for all 0 ≤ s ≤ t ≤ 1, ∈ (0, * ] where k and M ij for i, j = 1, 2 are fixed, positive constants and the norm is given in (57). As b is bounded for all 0 ≤ t ≤ 1 and ∈ (0, * ], it follows from (58), (60), (70) and (71) that
Substituting (58), (60) and (72) into (69), gives the inequality in (11) . As u is the optimal control, it follows that
Hence, we may conclude that that the O( ) term in (11) satisfies O( ) < 0 as → 0.
Proof of Theorem 2 part (b).
From the definition in (6), we obtain
whereγ is the state that satisfies the equations in D with control given by ρ in (12) and boundary condition (14) . We omit the dependence of (73) on for simplicity. Let ρ denote the optimal control of D. It follows from (12), (63) and (72) that (14), (62), (63), and (74), it follows that
uniformly on [0, 1]. Let us defineγ ω (ω) =γ(t) and γ ω (ω) = γ(t), where
Using the variation of parameters technique and the we may writeγ ω and γ ω respectively asγ
where Φ I Substituting (74) and (78) into (73), we obtain the inequality in (13) . As ρ is the optimal control, it follows that
Hence, we may conclude that that the O( ) term in (11) satisfies O( ) > 0 as → 0.
Dual construction.
In this section, we outline the steps used to construct the dual problem D. Following the methods of [1] , [6] and [7] , we begin by converting the feasible set Σ defined in (5) into a subspace. We introduce dummy variableŝ s 0 ,ŝ 1 ∈ R m+n so that the problem P becomes
and
The δ-function is defined by
The feasible set Σ is now a closed subspace of
Following standard techniques in duality theory, we introduce further dummy variableŝ
in order to dualise the problem. The objective functional and conditions become
subject tô
We separate the terms in (79) into the following four functions
are defined as follows
Hence, the dual problem can be written as    maximisê ρ,λ2,λ3,λ4
. We will simplify the problem in (81) by finding the solutions to the functions in (80). We may rewrite −f * 1 (ρ) as
Let v(t, ) denote the optimal solution to (82). From calculus of variations, we know that v(t, ) solves (82) if and only if it satisfies the Euler-Lagrange equation
Since ∂F ∂v = 0, we have ∂F ∂v = 0 which implies ρ(t, ) = Q(t, )v(t, ). Therefore,
The Hamiltonian associated with −f * 2 (λ 2 ) is given bŷ
Let w and ∆ denote the optimal control and co-state respectively. The variable ∆ must satisfy the necessary optimality condition d∆ dt = − dĤ dl . As dĤ dl = 0, it follows that ∆(t, ) = c for some constant c for all t ∈ [0, 1]. By the transversality condition (see [7] ), ∆(1) = 1, hence
Applying Pontryagin's minimum principle, the optimal control w is given by
where θ(λ 2 ) = k j=1 θ j (λ 2 ) and θ j is defined by
( ). (87)
Substituting (83), (85), (86), and (87) into (81), the dual problem becomes
The following lemma will allow us to prove Theorem 1. The derivation below is similar to that in [7] but modified to allow for the singularly perturbed dynamics.
Lemma 7. The subspace Σ 1 , orthogonal to Σ, is given by
is the resolvent matrix of the differential equations in P.
Proof. For simplicity we omit the dependence on for all variables and we omit the· notation. Let (ρ, λ 2 , λ 3 , λ 4 ) ∈ Σ 1 . As Σ 1 is orthogonal to Σ (88) λ
The solution to the differential equations in P for time t and time t = 1 is given by
respectively. Note that the equations in (89) are integrable because the resolvent matrix satisfies the bounds in (71). Substituting (89) into (88) yields
Changing the order of integration
After some manipulation of terms, we obtain
Since s 0 and u are arbitrary we obtain the following equations
Substituting (92) into (91) (93)
Setting s = 1 in (92) we get
Note that our expression for γ(s) in (92) is the general solution to
Rearranging gives us
Substituting (95) into (90),
Integrating by parts gives us
Substituting (94) into (96) (97) λ
From (93), (94), (95), (97), we obtain the equations in Σ 1 .
6. Numerical Experiment. We carry out two numerical experiments in this section. The first example is a well known aerospace engineering SPOC problem taken from NASA's Digitial Fly-by-Wire (DFW) aircraft program [12] and adapted in [16] . For this problem, we explicitly state the primal, dual and reduced problems. We choose to run numerical experiments on the model developed in [12] and [16] rather than on a more complex model in order to provide a simple example with intuition. The results of this paper, however, are applicable to larger problems where greater computational savings will be achieved. The second example considers a set of 50 randomly generated SPOC problems of the form P evaluated at various values of . We compute the average computational time for the primal and dual SPOC problems and for the upper and lower bounds. In addition, we plot the solution to the primal, dual and reduced problems for one particular randomly generated problem and show that the upper and lower bounds converge to the reduced problem as → 0. Our goal in the examples is to demonstrate both the tightness of the error bound and the computational time saved when solving for the bounds instead of for the solution of the SPOC problem.
For the numerical optimisation of the primal, dual and reduced problems, we employ the state of the art optimisation software GPOPS-II [25] . We used the default parameters for the computation with the following exceptions: tolerance=10 −7 and derivatives.supplier = 'adigator'. The approximate solutions were computed in Matlab where the ODE solver ode15s was employed with the following values: RelTol= 10 −5 , AbsTol=10 −7 , timesteps = 100000 for < 0.1 and timesteps = 100 for ≥ 0.1. All integration in in Matlab was computed with the same tolerances.
As the primal and dual problems and their reduced counterparts are solved in GPOPS-II and the upper and lower bounds are computed using an ODE solver in Matlab, the upper and lower bounds must be considered to have some numerical error with respect to the GPOPS-II solution. In particular, depending on the error tolerance specified for ode15s, it is possible for the upper bound to be smaller than the primal solution and the lower bound to be larger. Both the upper and lower bound, however, consistently converge to the reduced solution as → 0. When the bounds are calculated using GPOPS-II with the same error tolerance, there is no saving in computational time but the upper and lower bounds are guaranteed to hold and converge to the reduced solution. The CPU times for the primal and dual problems were obtained using the internal GPOPS-II timer and the CPU times for the bounds were obtained using tic-toc.
6.1. Example 1. The first example concerns the DFW program developed by NASA. The DFW interprets the pilots' flight path input signals and picks the flight control that will achieve this path while accounting for both the aircraft dynamics and the various sensors relating to aircraft performance. We have adapted the SPOC problem in [12] and [16] to fit the form in P. The problem is described as follows 
where = 1/30. Here,x 1 is the velocity (ft/s),x 2 is the pitch attitude (rad),ŷ 1 is the angle of attack (rad), andŷ 2 is the pitch rate (rad/s). The controlû 1 is the elevator input which changes the pitch and the controlû 2 is the throttle position. The above variables represent the various quantities relative to a pre-defined equilibrium position of the aircraft. We wish to find the optimal control over a time horizon of 60 sec that returns the aircraft to the equilibrium position. The reduced problem,P, becomes 
The numerical performance of the primal, dual, reduced problems along with the upper and lower bounds is summarised in Table 1 for = 1/30. We report the computational time as → 0 in Table 2 . The solutions to the primal, dual and reduced problems and the upper and lower bounds are plotted as → 0 in Fig. 2 . The difference between the upper and lower bounds is plotted in Fig. 3 . It is clear from the graph that one would consider the reduced solution a good approximation to the solution to the original problem when > 6 * 10 −3 . Furthermore, we see that the primal and dual solutions give the same objective function values and that the upper and lower bounds are converging to the reduced solution as → 0 within some numerical error. Calculating the constant C in (15) 
Example 2.
We consider problems of the form P with the values A, b, Q, R, π, α, β, z 0 randomly generated and such that the corresponding reduced problems are well conditioned. For all problems, we takeẑ
. We run 50 examples and report the average computational time for the primal problem, the dual problem and the upper and lower bounds for various values of in Table 3 . As → 0, there is a significant increase in computational time when solving the primal rather than the dual and in some instances, the solver was not able to produce a solution to the primal problem. Similar results for the unperturbed primal and dual case were produced in [7] . The computational time for the upper and lower bounds for small , however, is consistently less than the computational time taken to solve either the dual or the primal problem.
We plot the objective function values for one particular randomly generated problem. The values used to generate this problem are recorded in the Appendix. Fig. 4 shows the objective function values for the primal, dual and reduced problems along with the bounds as → 0. The difference between the upper and lower bound is plotted in Fig. 5 . It is clear that the upper and lower bounds hold for arbitrary and converge to the reduced solution as → 0. Futhermore, for this problem, we would consider the reduced solution to provide a poor approximation to the primal solution on the entire interval. Calculating the constant C in (15) 7. Conclusion. We have developed a methodology to compute upper and lower bounds on the solution of a SPOC problem such that the ensuing error term is bounded by C for some known constant C. This methodology rests on our construction of a dual SPOC problem whose optimal solution converges to that of a reduced SPOC problem and on our extension of the strong duality theorem from the result in [7] to SPOC problems. Moreover, we have developed a quantifiable criterion for establishing how good of an approximation the reduced solution provides. In addition, our numerical experiments show that the computational time saved when evaluating the upper and lower bounds, instead of the original SPOC problem, can be significant even for small problems and they demonstrate the convergence of both bounds to the optimal solution of the SPOC problem as → 0.
Appendix. The following values were randomly generated and were used in Example 2 to show the objective function values of the original and reduced problems and the associated upper and lower bound. 
