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Legendre Hyperelliptic integrals, pi new formulae and Lauricella
functions through the elliptic singular moduli
in Journal of Number Theory.
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Solution to Cauchy problemut(x, t) = cuxx(x, t) + aux(x, t) + bu(x, t)
u(x, 0) = f(x)
(Hc)
is








where h(x, t) solves the heat equationht(x, t) = chxx(x, t)h(x, 0) = e a2cxf(x)
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Example. Solve the parabolic Cauchy problemut = uxx − 2uxu(x, 0) = xex
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Here a = −2, b = 0 so that we have to solve the initial value problem
for the heat equation ht(x, t) = hxx(x, t)h(x, 0) = x
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Eventually solution to the given problem is
u(x, t) = xex−t
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Integrals with respect to a generated measure.
From the generated measure theorem together with the monotone
convergence theorem we infer a theorem of great interest in probabili-
ty. Recall that if µ is a measure and f a measurable function in some
measure space (X,A, µ) then φ(A) =
∫
A






















In such situation f is called density of φ with respect to µ. In parti-
colar if f is such that
∫
X
fdµ = 1 then φ is a probability measure.
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Idea of the proof. From the generation measure theorem we
see that (\) holds true when g = 1E being E ∈ A. Thus (\) holds
for any simple function. The general case then follows from Beppo
Levi’s theorem, via the approximation of a measurable function with
a converging sequence of simple functions.
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Observe that when measure φ is obtained from f and µ as in the
former theorem, then a null set for µ is a null set for φ also, that is
µ(E) = 0 =⇒ φ(E) = 0
So the following definition makes sense.
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Observe that when measure φ is obtained from f and µ as in the
former theorem, then a null set for µ is a null set for φ also, that is
µ(E) = 0 =⇒ φ(E) = 0
So the following definition makes sense.
Definition Let φ and µ measures on the same σ algebra A. We say
that φ is absolutely continuous with respect to µ if
µ(E) = 0 =⇒ φ(E) = 0
in such a case we write φ µ
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When φ is built from µ integrating a nonnegative µ-measurable func-
tion f , measure φ is absolutely continuous with respect to µ. As a
matter of fact this statement can be reversed, that is a measure φ
is absolutely continuous with respect to µ, there is a a nonnegative




Let (X,A, µ) a σ-finite measure space and let φ a measure on A
absolutely continuous with respect to measure µ.








Let (X,A, µ) a σ-finite measure space and let φ a measure on A
absolutely continuous with respect to measure µ.





h is unique (a.e) it is called Radon-Nikodym derivative of φ















Variabili aleatorie Negli spazi di probabilita` il termine variabile
aleatoria indica una funzione misurabile.
Quindi se (Ω,A, P ) e` uno spazio di probabilita` allora X : Ω → R e`
una variabile aleatoria se per ogni a ∈ R l’insieme X−1 ([a,+∞)) e`
misurabile, cioe` X−1 ([a,+∞)) ∈ A
X−1 ([a,+∞)) = {ω ∈ Ω | X(ω) ≥ a} ∈ A
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Variabili aleatorie Negli spazi di probabilita` il termine variabile
aleatoria indica una funzione misurabile.
Quindi se (Ω,A, P ) e` uno spazio di probabilita` allora X : Ω → R e`
una variabile aleatoria se per ogni a ∈ R l’insieme X−1 ([a,+∞)) e`
misurabile, cioe` X−1 ([a,+∞)) ∈ A
X−1 ([a,+∞)) = {ω ∈ Ω | X(ω) ≥ a} ∈ A
Nelle applicazioni Ω rappresenta gli esiti di un esperimento aleatorio
che possono essere osservati mediante misurazioni, che assegnano va-
lori numerici ai risultati. Nelle pratica ci si chiede sostanzialmente





Se X e` una variabile aleatoria definita nello spazio di probabilita`





e` chiamato valore atteso (speranza matematica) di X
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Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande
importanza in probabilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il
numero




Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande
importanza in probabilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il
numero
E(Xn), n ∈ N
Posto µ = E(X) il momento centrale di ordine n e` definito da
E(X − µ)n, n ∈ N
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La varianza di una variabile aleatoria e` il momento centrale del
secondo ordine




Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni
scelta di funzioni f, g Borel misurabili e limitate vale




Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni
scelta di funzioni f, g Borel misurabili e limitate vale
E (f(X) g(Y )) = E (f(X)) E (g(Y ))
Teorema
Se X, Y sono variabili aleatorie indipendenti a media nulla, cioe`
E(X) = E(Y ) = 0
allora




Data una variabile aleatoria per cui sia finito µ = E(X) definiamo
Xc = X −E(X) e diciamo che Xc e` una variabile aleatoria centrata,
per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da




Data una variabile aleatoria per cui sia finito µ = E(X) definiamo
Xc = X −E(X) e diciamo che Xc e` una variabile aleatoria centrata,
per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da








Cov(X, Y ) = E(XY )− E(X)E(Y )
Diremo che le variabili aleatorie non sono correlate se Cov(X, Y ) = 0
cioe` se E(XY ) = E(X)E(Y )




Se X, Y sono due variabili aleatorie definite sullo stesso spazio di
probabilita` (Ω,A, P ) consideriamo il vettore aleatorio
(X, Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da




Se X, Y sono due variabili aleatorie definite sullo stesso spazio di
probabilita` (Ω,A, P ) consideriamo il vettore aleatorio
(X, Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da
P(X,Y )(B) = P ((X, Y ) ∈ B)









La distribuzione congiunta determina le distribuzioni delle variabili
aleatorie uno-dimensionali X, Y
PX(A) = P(X,Y )(A× R)
PY (A) = P(X,Y )(R× A)
in cui A ⊂ R e` un insieme di Borel. Queste distribuzioni sono det-
te distribuzioni marginali X e Y sono entrambe assolutamente






























P(X,Y ) (X + Y > 4)
















(21 + 3x2)dx = 1
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Poniamo A = {(x, y) | x+ y > 4} ∩ [0, 2]× [1, 4].









P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A




P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A
f(X,Y )(x, y)dx dy
Pertanto∫∫
A









































Somma di densita` congiunte
Teorema
Se X, Y hanno densita` congiunta fX,Y allora la densita` della loro








Nello spazio (Ω,A, P ) due eventi E1, E2 ∈ A si dicono indipendenti
se
P (E1 ∩ E2) = P (E1)P (E2)
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pertanto ha senso dire che:
Le variabili aleatorie X, Y sono indipendenti se e solo se
P(X,Y ) = PX × PY
Se X, Y hanno densita` congiunta esse sono indipendenti se e solo se
f(X,Y )(x, y) = fX(x)fY (y) (A)
Se X, Y sono assolutamente continue e indipendenti queste hanno
densita` congiunta data dalla formula (A)
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Se X, Y sono assolutamente continue e indipendenti la loro somma




fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
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Esercizio Si supponga che X e Y siano due variabili causali standar-
dizzate indipendenti. Calcolare la densita` di Z = X + Y
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casuale N (0, 2)
