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Multi-channel tag based on fluid-suspended magnetic microparticles
Lucy Katharine Cunningham
The applications of magnetism are far reaching, and much work has been done to make use
of magnetic properties to develop viable applications. Two key areas are solid state memory,
for example MRAM and hard discs, and the use of superparamagnetic nanoparticles in
biological applications by using mechanical actuation. However, little has been done to
bridge the gap between these two areas and bring to reality the possibility of carrying data in
a liquid of magnetic particles. Ferrofluids to date are mostly simple iron oxide particles
suspended in liquid, whereas this project uses micron lithography on thin film films of
magnetic material which can be lifted off into solution to create an artificial ferrofluid of
advanced materials. We hope to develop such a fluid with the same functionalisation which
can be achieved through the thin film structures on a solid substrate. The particles can be
redeposited onto a substrate to ‘tag’ it. By controlling the magnetic properties of batches of
particles, we can detect the presence or absence of a given particle type hence providing a
yes/no bit. In this thesis we first use the shape anisotropy of rectangular particles patterned
from ultrathin films of Permalloy to control their magnetic properties. The extended shape
introduces in-plane uniaxial anisotropy, with hysteresis along the easy axis. The dimensions
of the rectangle determine the demagnetizing field so alter the coercivity. We can detect the
presence of a particular particle shape by whether or not there is a switch measured at its
specific coercivity. We characterize the particles and find that the coercivity and the
vi
ferromagnetic resonance peaks are specific to the particle dimensions. We also demonstrate
that the particles can be lifted off into solution, redeposited under an applied field and
detected in their dispersed form. However, the number of achievable channels is very low so
we move on to an alternative system. We fabricate discs from magnetic multilayers
consisting of ultrathin CoFeB films with interfacial perpendicular magnetic anisotropy
which are antiferromagnetically interlayer exchange coupled via the
Rudermann-Kittel-Kasuya-Yoshida interaction. They form synthetic antiferromagnets
(SAFs) with uniaxial anisotropy along the surface normal. The coupling strength can be
tuned by inserting ultrathin Pt layers between the CoFeB and the central Ru layer, which act
to attenuate the exchange coupling. We characterize a range of multilayers each with specific
coupling strengths and therefore different switching fields, which will be the basis of the
channels of the tag. These are then patterned and lifted off into solution, then measured
when redeposited to confirm the retention of their magnetic properties. We also investigate
the time-dependence of the switching fields of individual CoFeB thin films and of the SAF
bilayer films. In conclusion, we create a multi-channel tag from SAF discs with tuneable
switching fields and demonstrate that the properties of the continuous film can be retained
when patterned into discs which are lifted off into solution and redeposited onto a substrate.
I would like to dedicate this thesis to my parents.
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6.2 Hc with Ḣ for single film CoFeB . . . . . . . . . . . . . . . . . . . . . . . 205
6.3 Slow and fast dynamic regimes for single film . . . . . . . . . . . . . . . . 206
6.4 Bilayer coercivity with field amplitude . . . . . . . . . . . . . . . . . . . . 207
6.5 Comparison of dynamical behaviour of single films and AF coupled bilayers 208
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Chapter 1
Introduction
In this chapter we introduce the aims of this project, and set it in the context of existing work.
We discuss the development of magnetic memory devices, as well as security tags and other
uses of magnetic particles.
1.1 Background
Since the first compass was made, magnetism has been an integral part of technology.
Compasses were the first application of the discovery that magnetized materials experience a
torque in an applied magnetic field. They were used in navigation for centuries, as far back
as 200 BC, before it was discovered that they reacted to electric currents in nearby wires.
In 1820 Oersted observed that a compass needle would deflect in the presence of a current
carrying wire, and inferred a link between electricity and magnetism - out of this observation
grew the area of Physics called electromagnetism. The effect in the opposite direction, a
magnet exerting a force on a current carrying wire, was observed by Faraday and led to
the creation of electric motors. The inverse to the motor effect, whereby a moving magnet
induces an electric current in a wire, is key to laboratory measurements of magnetism today
such as the use of a Vibrating Sample Magnetometer. This is Faraday’s law of induction,
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where the electromotive force induced in a coil is proportional to the rate of change of
magnetic flux within the coil. These discoveries have not only allowed the invention of
electric motors and electrical generators, but are the bedrock of the modern electronics and
communications technology which we take for granted. Early ideas about magnetic dipoles
on a macroscopic scale, treating a permanent magnet as a single dipole, were extended as
physicists steadily learned more about the composition of materials on a smaller and smaller
scale. On an atomic scale they developed the idea of microscopic dipoles, then as the field
of quantum physics developed electron spin was defined. This paved the way for magnetic
memory - a magnetization orientation which can be flipped at will by 180° gives natural
0 and 1 states for a bit. The magnetic state of a ferromagnetic (FM) element can be both
changed and detected so is ideal for information storage - information can be written by
changing the magnetic state with an applied field, and read by detecting the stray field of the
element. It is an area of research that is continuously evolving to keep up with the increasing
demands for areal bit density, with everything from materials to device architecture to write
methods being the focus of intense research.
1.2 Aim of this project
Work on magnetic memory has encouraged wide research into the properties of small scale
magnetic materials - both ultrathin films and structures which are small in the lateral dimen-
sions. Two key areas of research are solid-state memory and the use of superparamagnetic
nanoparticles in liquid for biological applications by using mechanical actuation. We aim
to work somewhere in the middle of these two fields - we wish to carry data in particles in
liquid. We aim to create a tag composed of a mixture of magnetic particles. The two key
properties for the tag are to provide an individual fingerprint for each object to be tagged, and
to be a covert tag which is easily applicable. These particles will have some characteristic
feature which is tunable and measurable, so that batches with known and distinguishable
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properties can be mixed to create a unique tag. Each channel of information in the tag arises
from the presence or absence of a particular particle type, in effect a yes/no bit. The number
of distinguishable particles we can make determines the number of channels in the tag - each
batch of particles can be assigned a position in the ‘barcode’ and its presence or absence sets
that position to 1 or 0. For example 8 particle types gives us 28 combinations. An analogy is
the traditional optical barcode, which has stripes in particular locations. Whether or not a
black stripe is actually present in its assigned location gives a 1 and 0 state. Instead of each
stripe, in our tag there is a magnetic particle with a unique switching field. The presence or
absence of the particle type is equivalent to the presence or absence of a stripe in its expected
location. We have a 1 if it is present in the location we expect, or a 0 if the location is empty.
Similarly, if we detect a magnetization switch at an expected field then we have a 1, if not
the particle type is not present and we have a 0. In future work this could be extended via a
quantitative measurement of the proportion of each particle type present, so for example a
particle could be absent, or present in single or double amounts - there are now 3 options per
channel. However this thesis will confine the investigation to simple on/off bits.
1.3 Magnetic memory
Storage of information has relied on magnetism for a long time - the principles of magnetic
recording were described in 1878 and a device first demonstrated in 1898 [1]. Hard disks,
floppy disks, magnetic recording tape and the magnetic strips on bank cards are examples.
The realisation that the magnetisation state of a ferromagnetic bit could be read by measuring
the stray field led to the start of a huge area of research and technology. The basic concept
is to use different patterns of magnetizations on a magnetic material as bits. A write head
modifies the magnetization by creating a strong local magnetic field while a read head detects
the stray field of the bit. For example hard disks are a ubiquitous technology in storing
computer data as well as audio or video signals. They rely on a spinning ferromagnetic disk,
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each magnetic grain being a single domain which produces a dipole field. Disk drives have
experienced the largest increase in data capacity over time - the first hard disk drive was
the IBM RAMAC in the 1950s with less than 10−2 Mbit/in2, and now they have exceeded
100 Gbit/in2 [2]. The original hard disks used materials with in plane magnetizations for
longitudinal recording, but to allow denser packing of grains perpendicular recording was
introduced. The remanent magnetization is perpendicular to the disk surface, reducing the
impact of the superparamagnetic limit.
Magnetic recording uses a write head which is driven by an electric current to generate a
magnetic field that changes the magnetization state of a closely spaced magnetic recording
medium. The earliest recording medium was magnetic wire but this evolved into the use of
magnetic tapes, and the common modern use of magnetic layers on a rigid disk substrate. To
store digital data the current is encoded into pulses to represent the 1s and 0s of digital data.
The data is read by sensing the magnetization of the recording medium; a voltage is generated
in a read head and is given by Faraday’s law, V = Ndφ/dt where N is the number of turns of
wire on the read head and φ is the magnetic flux coupled to the read head from the media.
The density of the data stored depends on the size of the magnetic grains which form the bit
elements. Today’s disk drives use magnetic thin films; traditionally longitudinal magnetic
recording media (LMR) are used, with in-plane magnetization. A microstructure is used
that consists of small magnetic grains isolated by a non-magnetic phase to reduce exchange
coupling between grains and also to reduce noise. The formal limit on the areal density
of the data storage is the superparamagnetic effect. As grain size is reduced the thermal
fluctuations in the orientation of the magnetization increases probability of the magnetization
switching from the desired direction. This instability is called the superparamagnetic effect.
In the absence of an external field or demagnetizing field, the energy barrier to switching is
KuV where Ku is the uniaxial anisotropy and V is the grain volume. In LMR materials the
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where H0 = 2Ku/µ0Ms for a random two-dimensional system. The exponent a depends on
the system. The thermal energy kB must overcome the energy barrier for the magnetization
to switch in thermal fluctuations, so the smaller the grain volume the higher the probability
of this occurring. The time constant for the thermally driven switching follows an Arrhenius-
Néel model, τ = τ0 exp(−EB/kBT ) so depends strongly on V and Hd [2]. The areal density
has a formal limit due to the superparamagnetic effect, set at 100 Gbit/in2 for LMR and much
higher for perpendicular recording. This is the limit above which the data cannot be reliably
stored over a period of time, usually given as a decay rate per decade
The impact of the superparamagnetic effect has been reduced by the use of antiferro-
magnetically coupled (AFC) or synthetic ferrimagnetic (SFM) media [3, 4]. Similarly to
the magnetic systems which are used in Chapters 5 and 6 of this thesis, the recording media
consist of two ferromagnetic layers antiferromagnetically coupled via a layer of Ruthenium.
The medium is thicker than required for the same recording density of a single layer so the
thermal stability is higher [5]. AFM media with LMR have achieved areal densities larger
than 100 Gbit/in2 [6]. Another consideration of recording media which is relevant to the
work in this thesis is the change in coercivity with switching time, which is an additional
manifestation of thermal effects on magnetic properties. The probability that a particle will
switch by thermal excitation is larger the longer the waiting time, so coercivity reduces as
field pulse length increases. As with recording media, our samples are required to switch
magnetization at a known and reliable applied field value so any change due to time scales is
important to quantify.
An improvement of areal density was needed, requiring thinner films for LMR media to
reduce grain size. This reached its limit with the requirement for larger particles to reduce
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the impact of superparamagnetism, so an alternative was needed - LMR was superseded by
perpendicular magnetic recording (PMR) in 2006, with grain size of around 7-9 nm. The
films used in PMR have a perpendicular interface anisotropy strong enough to overcome the
large demagnetizing field which results from the out of plane orientation of the magnetization.
The geometry of the write head results in a stronger field than for LMR, and the write head
can record media with a larger coercive field resulting in a reduced transition length (the
transition region is between the oppositely directed magnetizations). PMR media can also
be made thicker than LMR media for the same areal density. The thermal stability factor
KuV/kBT is therefore higher in PMR media, both due to increased volume for a given areal
density and to the higher Ku.
The discovery of giant magnetoresistance (GMR) has been key to improving magnetic
memory. In 1986 interlayer exchange was discovered [7–9], where there is an interaction
between the magnetizations of two ferromagnetic layers separated by a thin, non-magnetic
spacer layer. The antiferromagnetic coupling in Fe/Cr/Fe seen by Grünberg et al. led to the
discovery of GMR by Grünberg’s and Fert’s group [10, 11]. GMR is the change in resistance
which occurs when the relative orientation of the magnetizations of the two ferromagnetic
layers changes. They observed maximum resistance when the magnetizations of the Fe layers
were antiparallel (their remanent state) and minimum resistance when they were parallel
(under an applied field). The change in resistance seen in GMR is an order of magnitude
larger (a few 10s of % versus 1%) than the magnetoresistance seen in magnetic metals by
themselves. The original GMR devices had current flowing in the plane of the sample (CIP),
but in 1961 current flow perpendicular the plane (CPP) was explored [12] and has been
found to give larger fractional resistance changes [13]. CPP is also of interest to spin-transfer
torque technology, as spin-transfer effects are more important than in CIP geometries. The
development of GMR has led to increased areal density of magnetic memory. In the 1990s
the read sensor evolved from simple magnetoresistance to spin-valve GMR which allowed
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areal densities > 1 Gbit/in2, then this was increased further to above 100 Gbit/in2 using
tunnelmagnetoresistance (TMR). TMR heads are about 70 nm wide, which was reduced in
2011 by the use of CPP-GMR (current-perpendicular-to-plane) to 30 nm - this achieves close
to 1 Tbit/in2 which is the formal superparamagnetic limit.
1.3.1 Magnetic random access memory (MRAM)
Despite their advantages of non-volatile high density data storage, hard disks do come with
limitations. They require relatively large moving parts, and the read and write speeds are
limited. This has led to research into magnetic random access memory. MRAM is a possible
replacement for semiconductor memories used in microcomputers (dynamic and static
random-access memory). It combines magnetic storage technology (based on the magnetic
tunnelling junction) with metal-oxide semiconductor (MOS) devices and leads to fast and
high-density memory devices. Conventional memory cell technology (such as complementary
metal-oxide semiconductor (CMOS) static random access memory (SMRAM) cells) suffers
from leakage power as well as limited density. The proportion of leakage power to total power
consumption in processors increases as devices are scaled down. Non-volatile storage devices
in memory applications would help to solve this, for which STT-MRAM is a candidate.
Random access memory in computers is electronic, so loses its data when the power is
turned off, and although successful it could be improved upon in terms of power leakage
and density. The thin films of magnetic materials used have very good properties for
memory technology - they provide unlimited read and write cycles, infinite data retention,
compatibility with integrated circuits, intrinsic radiation hardness, and material stability [14].
As early as the 1960s it was suggested that the toroid core of electronic memory could be
replaced with magnetoresistive elements [15], but it was not until giant magnetoresistance
(GMR) was discovered in 1988 that MRAM became a real possibility [10, 11]. Then in the
1990s further progress was made with the invention of magnetic tunnel junctions (MTJs)
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[16, 17]. The first MRAM device had only 4 Mb of storage, however this has increased to
256 Mb. The two main changes made for this improvement were the write mechanism and
the materials used. The spin transfer torque (STT) replaced magnetic field based switching
[18], and materials with perpendicular magnetic anisotropy (PMA) replaced in-plane films.
Both these changes make the devices scalable to much lower dimensions, and therefore make
MRAM very promising with fast switching, good reliability and high scalability.
MRAM uses current perpendicular to the plane (CPP) technology and is based on the
magnetic tunnel junction (MTJ). This involves a pinned and a free ferromagnetic film with
a thin insulating spacer layer in between. The MRAM cross-point architecture consists of
orthogonal bit and word or digit lines above and below the basic MTJ stack with in-plane
magnetization. The top lines provide hard axis fields and are connected to the top electrode,
while the bottom lines are isolated and provide easy axis fields. The change in resistance
(TMR) with the change of orientation of the free layer with respect to the pinned layer is
larger than that achieved in GMR technology. The architecture has a single MOS transistor
coupled to the MTJ and the world line, and turning it on provides a current path to sense the
bit. The current in the word line generates the magnetic field along the easy axis of the free
film and is insulated from the MTJ [2]. STT-MRAM is extremely fast, with read and write
speeds of 2 ns. It is also completely electrical so has no moving parts, and has unlimited
endurance of read/write cycles.
STT-MRAM
Spin-transfer torque (STT) devices transfer spin angular momentum between two non-
collinear ferromagnetic layers by using an electric current. This has replaced the use of
magnetic fields (generated from current carrying wires) to achieve switching in magnetic
memory elements, which has led to more efficient bit switching. They achieve higher
densities, lower power consumption and reduced cost compared to conventional MRAM
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devices. STT-MRAM is non-volatile, near-zero leakage, high density and fully CtMOS-
compatible [19].
STT-MRAM does still have challenges to be overcome, such as shared read and write
current paths, high dynamic (write) power and single-ended sensing. It also has long write
latency and some reliability issues including read/write errors and read-disturbance [20].
However pilot devices have been trialled (Everspin have released samples of 256 Mb in-plane
STT-MRAM and pMTJ-based STT-MRAM chips, and are developing 1 Gb chips) and several
companies are developing STT-MRAM chips.
The use of the STT in MRAM is part of the larger field of spintronics, in which magneti-
zations are switched by electrical means. Long term storage is achieved by using the spins of
the electrons, by controlling the magnetisation of a ferromagnetic component. In contrast
logical processing in computers currently relies on the charge of electrons, with progress in
processing power coming from the fabrication of smaller transistors. Dynamic RAM based
on semiconductor technology has the disadvantage that when devices are scaled down charge
leakage occurs, leading to increased power consumption. Spintronics can provide a solution
by using the spin of the electrons to allow non-volatile information storage. Spintronics
can provide reduced power consumption, reduced physical size and faster processing in
comparison to conventional electronics. It has the added advantage that it can be integrated on
top of conventional semiconductor based technologies [21] and it also provides new ways of
controlling motion of the electrons which helps in writing and reading information. In order
for spintronics to be useful in technology, it must be possible to switch the magnetic memory
by electrical means - for example research has been done into the spin-orbit interaction and
exchange interactions, which can cause a current-induced torque in magnetic materials which
have inversion asymmetry.
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1.4 Tags and magnetic particles
There are already various tags which do not require line-of-sight detection, most notably
Radio Frequency Identification (RFID) tags. They do not have line-of-sight limitations since
they use radio waves to communicate with the read device, and can be rewritable. Although
durable and capable of holding large amounts of data, they are susceptible to interference
from radio frequency waves and are relatively expensive both to set up and use (usually a
passive tag costs >15 cents, and the readers are expensive). The readers also struggle to scan
through metal and water, and although more than one tag can be read at once this has its own
issues if multiple tags or readers interfere with one another. It is possible for unauthorized
devices to read or change data on RFID tags, or to pick up data as it passes from tag to reader.
The tag we propose is not rewritable and very stable, and rather than needing to attach a chip
can be applied in the form of particles suspended in liquid, which dries to leave the tag on
the substrate.
Although not a security tag, it is worth mentioning biological tagging here since it is a
kind of barcoding. Biosensing requires two components - something that reacts or interacts
with the biological entity, and a transducer that can translate the recognition into an output
signal. Magnetic particles functionalized with ligands, known as magnetic markers, can
be very useful when combined with applied magnetic fields. These fields can be applied
externally or using integrated conductors and can be used to manipulate the particles in liquids.
Coventional biosensing uses fluorescently labelled biochemical probes which hybridize to the
target biomolecule (as well as magnetic markers to manipulate them in fluid), and subsequent
observations of the spatially resolved fluorescence signals. This is difficult to automate and
process in real time. Another method uses optical encoding (for example a spectrometric
method [22–24], diffraction grating, image-based or graphical signature [25, 26]) but it
is uneconomical to fabricate large numbers of carriers with different lithographic masks.
Instead the use of magnetically encoded labels has been suggested. Each is made up of
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a few magnetic elements (for example rectangles of different aspect ratios and therefore
different coercivities), each of which can have its magnetization direction set to either easy
axis direction to label it as 1 or 0. In the same way as optical methods they are hybridized
to the target molecule, but the barcode is magnetically encoded rather than optically. The
advantage is that they are rewritable - the same 5 bit label can be fabricated in bulk then
written to give 25 different codes. It also negates the need for additional magnetic particles
for manipulation of the molecules - so long as the fields used are lower than the coercivities
of the bits, the label itself can be manipulated [27].
In addition to the biosensing, magnetic nanoparticles have received much attention for
use in other biological applications [28]. Applications include immunomagnetic separation
of labelled entities [29, 30], as carriers for therapeutic drug or gene delivery [31, 32], hy-
perthermia for destruction of tumours, in isolation, purification and sorting of biological
molecules [33, 34], to probe mechanical properties of cells [35, 36], and as contrast enhance-
ment for magnetic resonance imaging [37–39]. The most common type used are spherical
nanoparticles made of a single material, however more complex structures can bring large
advantages. The properties of synthetic antiferromagnets (SAFs) which make them suitable
for information storage, namely highly controllable properties and low net magnetic moment
at remanence, also make them interesting for biotechnology applications [40, 41]. Key uses
have focussed on controlled actuation of the particles in order to exert a local mechanical
force [42], for example to mechanically destroy cancer cells [43–45].
1.5 Aims of thesis
The applications of magnetism are far reaching, and much work has been done to make use
of magnetic properties to develop viable applications. Two key areas are solid state memory
(MRAM and hard discs), and the use of superparamagnetic nanoparticles in biological
applications by using mechanical actuation. However little has been done to bridge the
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gap between these two areas and bring to reality the possibility of carrying data in a liquid
containing magnetic particles. Ferrofluids to date are traditionally simple iron oxide particles
suspended in liquid, whereas this project will use micron lithography on thin film films of
magnetic material which will be lifted off into solution to create an artificial ferrofluid of
advanced materials. We hope to develop such a fluid with the functionalisation which can be
achieved through the thin film structures on a solid substrate.
Much work has been done to understand and characterise the properties of magnetic
materials which fall into either category - the nanometre-sized particle or the continuous
film. Little has been done to understand the particles which fall between, larger than a
superparamagnetic particle but too small to have bulk properties. Such particles have a
myriad of applications so are important to understand. This project aims to investigate them
in the context of creating a system of tagging detectable by electronic means, and will involve
investigating the best material, growth method and particle type as well as detection methods
and sensitivity. The tag we wish to create requires two key properties. Firstly it must provide
an individual fingerprint for each object to be tagged. We have designed individual tunable
components which are resolvable and can be mixed to achieve this. Secondly it must be a
covert tag which is easily and rapidly applicable. Our tag is applied as particles in a liquid
which then dries, leaving the particles on the substrate.
This project aims to investigate the possibilities of using magnetic properties to store
information in magnetic particles suspended in liquid, via coding information into binary bits.
A suitable material and sample type must be found, and various properties and measurement
methods will be trialled. The material must have reliable magnetic properties, and we must
be able to find a quantity to measure which can give multiple ‘bits’. In other words by
changing some property of the particle we should be able to measure a given quantity which
is representative of that particular particle, and as such detect either the presence or absence
of the particle. This requires a measurement method which can give us well defined peaks
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or steps for each particle, which are well-resolved to give enough bits in a sensible range.
Initially we will trial this by testing various samples in solid form (e.g. particles patterned
onto a chip) to determine the most suitable particle type and method of detection, then we
will move on to suspending the particles in liquid and depositing them onto a surface.
We first consider permalloy, patterned into rectangles of varying aspect ratio. Changing
the dimensions of the rectangles changes the strength of the shape anisotropy, and therefore
the coercivity. In the context of the tag, each channel would be a particle with different
coercivity and therefore switching field - the presence of a particular rectangle size would be
detected via the presence of a magnetization switch at the expected field. We move on to
investigate synthetic antiferromagnets with perpendicular magnetic anisotropy. We can also
tune the switching field of these samples, this time by tuning the strength of the interlayer
exchange coupling. We characterize the samples as continuous films before moving on to lift
off particles into liquid and deposit them. Finally, we investigate the effects of changing the
field sweep rate on the properties of the synthetic antiferromagnets. This will be relevant
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Chapter 2
Theory
In this chapter we discuss some of the theory underpinning the experiments in this thesis. We
begin with the basics of ferromagnetism, then cover the use of micromagnetics to characterize
magnetic systems. Magnetization reversal and the analytical Stoner-Wohlfarth model are
discussed. Brief summaries of magnetization dynamics, in-plane and out-of-plane anisotropy
and Rudermann-Kittel-Kasuya-Yosida coupling, which will be covered in more detail in
Chapters 5 and 6.
2.1 Ferromagnetism
Until electromagnetism was discovered in 1820, magnetism was known only as interactions
between natural substances displaying spontaneous magnetisation. Oersted observed that
a compass needle was deflected towards a current carrying wire, and that electric currents
in a wire produced a magnetic field. This led to a theory of magnetism being developed
which considered magnetisation of a body arising as magnetic dipoles due to microscopic
current loops. Weiss suggested that there was a ‘molecular field’ - an effective magnetic
field inside the magnetic body which was proportional to the magnetisation, and caused
the magnetic moments to align. Once quantum physics was developed, it was found that
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the orbital and spin angular momenta of electrons give atoms their magnetic moments.
The electron orbiting the nucleus creates a current loop, giving a magnetic moment - the
moment is proportional to the physical angular momentum of the particle. The Einstein-
de-Haas experiment confirmed the relationship between magnetic moment and classical
physical angular momentum - a suspended magnetized bar will rotate to conserve total
angular momentum when its magnetization is reversed in an applied field. The spin angular
momentum, unlike orbital angular momentum, has no classical analogue and arises from
Dirac’s relativistic treatment of the wave equation. [1]
Although this explains the origin of magnetic moments of atoms, in order for a material
to be magnetic there must be ordering of the magnetic moments - random orientation gives
zero net magnetic moment. For the moments of atoms in a solid to have ordering they must
interact. Wiess’ molecular field is proportional to the Curie temperature - this is the magnetic
transition temperature, above which magnetism is lost. Usually ferromagnets have Curie
temperatures of the order of 103 K and a molecular field of 103 T [2]. Classical interactions
are of the order of 1 T so are several orders of magnitude too weak to account for magnetic
order. Instead, it occurs via the exchange interaction between spins which is a quantum-
mechanical effect. For fermions the total wavefunction, including both spatial and spin parts,
must be antisymmetric under particle exchange. The spin configuration therefore depends on
the spatial configuration, the energy of which depends on the Coulomb interaction between
the electrons. The spin configuration is therefore associated with a particular energy, and
there is an effective interaction between the spins.
Rather than caculate spatial and spin wavefunctions for a many-body system, an effective
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The coupling constant J depends on the spatial form of the wavefunction and determines the
magnitude as well as the orientation of the ordering. If Ji j < 0 then the magnetic moments i
and j are antiparallel to one another, and if Ji j > 0 then the magnetic moments i and j are
parallel to one another. Since only nearest neighbours are usually considered, the sign of J
determines whether there is antiferromagnetism or ferromagnetism. Note that the orientation
given by the Heisenberg Hamiltonian is only for magnetic moments with respect to one
another, not with respect to the crystal lattice or sample boundary or other axis. Anisotropic
contributions to the energy of the system will be discussed in Section 2.2.1.
2.2 Micromagnetics
Real ferromagnets are highly complex; the magnetization reversal process has multiple
components and the coercivity is difficult to predict theoretically. It can be simplified
by making assumptions, resulting in different models displaying various characteristics
of real materials. For example the simplest analytical model which exhibits hysteresis is
the Stoner-Wohlfarth model, which is an exactly soluble model for coercivity assuming
we have single-domain particles which experience coherent reversal of magnetization. It
is a very useful model, which we will discuss further in Section 2.5, however in reality
ferromagnetic materials are multidomain. The coercivity will depend on domain-wall
pinning and nucleation of reverse domains. This domain structure arises from minimizing
the free energy, including the self-energy term due to the demagnetizing (dipole) field H d .
Its minimization is constrained by exchange, anisotropy and magnetostriction.
To express the free energy we use the continuum approximation [4]; the medium is
mesoscopic and continuous so that atomic-scale structures are averaged and ignored. M(r)
and the dipole field H d(r) are non-uniform but continuously varying functions of r. This is a
reasonable assumption where the direction of M varies slowly so that the angles between
spins at neighbouring lattice sites are very small. The exchange interaction leads to such
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a configuration, so the assumption is valid. As well as being smoothly varying M(r)
is of constant magnitude Ms, the saturation magnetization. If a large enough external
field is applied the domain structure is eliminated, revealing the underlying spontaneous
magnetization. When the field is reduced again a different domain structure will form,
hence the hysteretic behaviour of ferromagnets. The equilibrium configurations of the
magnetizations correspond to local minima of the total free energy, at which the total torque
on the magnetization at every point is zero.
Coercivity and hysteresis occur due to energy barriers between different magnetization
configurations. When an applied external field drives a jump from one configuration to
another, the jump is irreversible. The process of magnetization is extremely complicated
in real materials - it usually involves a combination coherent and incoherent reversal pro-
cesses, the nucleation of reverse domains and the movement of domain walls. Coherent
magnetization reversal, on which the Stoner-Wohlfarth model is based, is a process during
which the direction of M is uniform across the sample during the reversal, independent of r.
Incoherent reversal involves an intermediate state for which this is not the case. In reality,
only nanometre-sized particles experience coherent rotation and all others either have an
incoherent reversal process or an intermediate multidomain state.
Calculations of quantum-mechanical interactions over all the moments in a crystal are
very complex. The exchange interaction between atomic moments leading to alignment,
the spin-orbit interaction leading to coupling of the spins to the lattice, the interactions
of the moments with the field due to other moments and the interactions of the moments
with an externally applied field would all have to be calculated. Instead phenomenological
expressions for the energy terms are used, outlined in the next section. Micromagnetic
calculations, first done by Landau and Lifshitz [5] and extended by Brown [6], use these
equations to numerically find magnetisation configurations. The discretisation step should be
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less than or equal to the exchange length (the length over which magnetization is constant) to
accurately represent the spatial variation of M .
2.2.1 Free energy
As mentioned earlier, the domain structure of a ferromagnet is determined by minimizing
the free energy. We will follow the approach taken by Coey [4]. The total free energy
has six terms, and can be written as a volume integral over the whole sample. Total free
energy is εtot = εex + εa + εd + εZ + εstress + εms. The first three terms are due to exchange,
magnetocrystalline anisotropy and the demagnetizing field respectively; they are always
present in a ferromagnet. εZ is the response to an applied field and defines the magnetization
process and hysteresis loop. The last two, due to stress and magnetostriction, are very small.
Neglecting these the free energy is
εtot =
∫
[A(∇M/Ms)2 −K1 sin2 θ − ...−
1
2
µ0M ·H d −µ0M ·H ]d3r (2.2)
where (∇M/Ms)2 = (∇Mx/Ms)2 +(∇My/Ms)2 +(∇Mz/Ms)2 and only the leading term of
the anisotropy is written. The exchange stiffness and anisotropy constants may vary with
position. The magnitude of the magnetization, Ms, is a constant but its direction eM varies with
position. The direction of eM is defined by the angles (θ ,φ) relative to the z axis, which itself
is defined as the anisotropy axis. The exchange energy and magnetocrystalline anisotropy
energy are both quantum-mechanical in origin. The Zeeman energy and demagnetizing
energy describe the classical interaction of magnetic dipole moments with a magnetic field.
We shall consider each of the first three terms individually. The Zeeman term is always
minimized when the magnetization is aligned with the applied field.
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Exchange
Exchange energy is a quantum mechanical phenomenon, and it results in ferromagnetism. It
is written in terms of the gradient of the magnetization, using a Taylor expansion around the
value at the nearest neighbour site (assuming angles between neighbouring spins are small).




where eM = M(r)/Ms is a unit vector in the direction of the local magnetization and A is the
exchange stiffness. A is related to the exchange coupling constant J seen in Equation 2.1
by A = JS2n/a where n is the number of atoms per unit cell and a is the lattice constant. In
Cartesian coordinates eM = (sinθ cosφ ,sinθ sinφ ,cosθ) and so we can write
εex =
∫
A[(∇θ)2 + sin2 θ(∇φ)2]d3r (2.4)
We can simplify this by putting constraints on the dimensions in which the magnetization
can vary. If it varies in a single plane then the exchange term is A(∇θ)2; if it varies in
a single direction, such as in a Bloch wall, the exchange term is A(δθ/δx)2. The effect
is to limit rapid variations in eM, instead maintaining the smoothest possible variation in
direction. There is competition between the exchange energy and the dipolar energy - the
exchange length is the scale on which the magnetization can be twisted to minimize the







In the context of nanostructures the exchange energy encourages uniform magnetization rather
than incoherent, since it becomes positive whenever there is a gradient in the magnetization
field within the structure.
Anisotropy
Anisotropic contributions to the energy of the system determine the preferred direction for
the magnetization. The direction of magnetization in a domain is, in bulk materials, mainly
governed by the magnetocrystalline anisotropy, which is also the cause of the formation
of domain walls. Magnetic materials with small dimensions in at least one direction also
have magnetic dipolar anisotropy (shape anisotropy) due to the boundaries of the sample.
It arises from the magnetostatic interactions between dipole moments, leading to preferred
magnetization directions relative to the boundaries of the body.
The magnetocrystalline anisotropy is a consequence of the spin-orbit interaction and
determines the preferential magnetization direction relative to the crystal lattice. The spin-
orbit interaction (given by L̂ · Ŝ in the Hamiltonian) is the interaction of the magnetic field
(due to the orbital motion) with the electron spin dipole moment. The orbital moment depends
on the neighbouring atoms since it depends on the spatial part of the wavefunction, so the
orbital moment has preferred directions relative to the lattice. The spin-orbit interaction
means that the spins are also coupled to the lattice. The anisotropy energy is expressed as
a projection along the anisotropy axes (rather than along a direction) so depends on even
powers of sinθ . For uniaxial anisotropy the energy is [1]
εa = K1 sin2 θ +K2 sin4 θ +K3 sin6 θ + ... (2.6)
where Kn are the volume anisotropy constants and θ is the angle between the magnetization
and the anisotropy axis - this is the energetically favourable easy axis and is defined by the
anisotropy. Again, this must be balanced by the exchange - this usually results in a domain
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structure where the magnetization lies along an easy axis and domains are separated by
narrow walls where the magnetization rotates from one easy direction to the opposite one.
The magnetization experiences a torque due to the anisotropy, which acts to pull it
towards the easy axis. For small deviations we can take just the leading term of the anisotropy
energy, so εa = K sin2 θ . The torque is then equivalent to that exerted by a field of value
Hk = 2K/µ0MS directed along the easy axis. This is called the anisotropy field and is equal
to the field needed in a direction perpendicular to the easy axis (the hard axis) to saturate the
magnetization along it.
There is an additional surface anisotropy term which must be taken into account for thin
films or nanoparticles, which is written as a surface integral:
εas =
∫
Ks[1− (eM · en)]d2r (2.7)
where en is the surface normal and defines the z axis. The surface contribution is discussed
further in Section 2.6 and in Chapter 5.
Magnetic dipolar anisotropy/Demagnetizing field
The magnetic dipolar interaction is a long range effect which can sense the outer boundaries of
the sample. It is described by a demagnetizing field, which occurs whenever the magnetization
has a component at a normal to an external or internal surface a ‘surface charge’ (i.e.
the magnetization is not parallel to the interface) or if M is non-uniform such that ∇ ·
M ̸= 0 (a ‘volume charge’ where the magnetization field changes direction). In energy
terms, the magnetostatic energy occurs from stray magnetic fields due to divergence in the
magnetization. If there is no external field present, then B = µ0(H +M) and ∇ ·B = 0
give ∇ ·H d = −∇ ·M . We also know that
∫
B ·Hd3r = 0 over all space for a magnet in
its own field, as long as there are no conduction currents present (because B = ∇×A and
H · (∇×A) = ∇ · (A ×H) +A · (∇×H), the second term being zero in the absence of
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currents). This makes the energy
εd =−12
∫






3r over all space
(2.8)
where the factor 1/2 prevents double counting of the interactions between all dipoles. The
integral can be calculated from volume and surface charge distributions (−∇ ·M and M · en
respectively) if we express the demagnetizing field in terms of the scalar potential ϕm. If
we know M(r) then we can calculate H(r), however the converse is not calculable. This is
shown as follows.
Starting with the assumption that there is no time dependence or conduction currents,
i.e. the magnetostatic limit, we can write Maxwell’s equations as ∇×H = 0 and ∇ ·B = 0.
Using B = µ0(H +M) and H =−∇ϕm we can write −∇2ϕm +∇ ·M = 0. This leads to the




where ρm is the volume magnetic charge density, equal to −∇ ·M . The boundary condition
for B at the surface of a ferromagnetic material in air is that the normal component must be
continuous, so B⊥f erro = µ0(H
⊥
f erro+M
⊥) = B⊥air and therefore H f erro ·en+M ·en = H air ·en.






= M · en (2.10)
so the change in the derivative of ϕm at the surface of a ferromagnetic material is equal to the
surface magnetic charge density σm = M · en. Therefore if we know M(r) there is a unique
solution of equations 2.9 and 2.10 for ϕm and so we can calculate H(r). This allows us
to calculate the integral in equation 2.8 over the whole sample. It should be noted that a
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knowledge of H(r) outside the sample does not allow us to perform the converse calculation
and find a unique solution for M(r); even if this were possible it would not be doable in





|r − r ′|
dr′+
∫ n ·M




and, as we have said, is a combination of a volume charge density (−µ0∇ ·M) and a surface
charge density (µ0n ·M). They represent components of M perpendicular to the surface and
the divergence of M within the volume. Minimizing these volume and surface ‘charges’
results in shape anisotropy, where the magnetization prefers a certain direction relative to the
outer boundaries of the ferromagnetic body.
The magnetostatic energy competes with exchange energy in a nanostructure - the
magnetostatic energy is reduced by non-uniformity in the magnetization field to reduce the
‘surface charges’ whereas the exchange energy encourages uniform magnetization. Generally
large structures are dominated by magnetostatics and small structures by exchange energy,
but the exact balance is determined by the shape as well as the size of the structure. The
exchange energy favours alignment of magnetic moments relative to one another whereas the
anisotropy favours alignment along a particular direction relative to the lattice or boundaries.
The competition between them is quantified by the exchange length l, equal to the distance
over which the magnetization is approximately constant [3, 8]. The value of the exchange
length depends on which type of anisotropy dominates; if magnetocrystalline anisotropy
dominates then l =
√
A/K and if shape anisotropy dominates then l =
√
2A/µ0M2S (found
by considering the maximum energy density in each case, K and µ0MS/2).
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2.3 Magnetization Dynamics
We can consider the time evolution of magnetic moments by starting with the Hamiltonian

























The gyromagnetic ratio γ relates the magnetic moment to the angular momentum and for an
electron is γ = qg/2m =−eg/2me =−gµB/h̄ where µB is the Bohr magneton. We get the
same result if we use a classical approach, equating the torque on a magnetic dipole (m×B)
to the rate of change of angular momentum (ṁ/γ). Conventionally this result is written in




where m = M/MS and γ0 = µ0|γ|. The Hamiltonian takes into account all the interactions
described in Section 2.2.1 as well as the externally applied field, so H is an effective field
H e f f =− 1µ0MS
δw
δm where w is the total energy density.
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Experimentally it is observed that magnetization aligns with the local effective field, yet
Equation 2.16 describes uniform precession of the magnetization about the field direction.
The equation is adjusted to include a damping term. Mathematically we add a term αm× ṁ
where α is the damping constant, but physically the damping includes any process which
causes loss of energy or angular momentum from the system, such as excitation of spin
waves and transfer to the lattice [3]. In transition metals the orbital angular momentum is
quenched so the magnetization is due to the spin angular momentum only [9]. Transfer of
the energy and angular momentum to the lattice must therefore occur via spin-orbit coupling.
The spin-lattice time (∼100 ps) limits the rate of transfer. The final equation is the Landau-
Lifshitz-Gilbert equation and is the basis of micromagnetic calculations of magnetization
dynamics. It is given by
ṁ = γ0H e f f ×m+α × ṁ (2.17)
and will be revisited when we consider ferromagnetic resonance in Chapter 4.
2.4 Magnetization reversal
The process by which the magnetization of a ferromagnet switches under an applied field is
one of magnetization rotation, domain wall motion and domain nucleation (assuming that
the field is applied at timescales larger than the picosecond so that precessional motion of
spins can be ignored).
The simplest case is the case in which a particle has uniform magnetization. This occurs
is the particle is sufficiently small that the exchange interaction dominates and forces the
alignment of the magnetic moments. Such a uniaxial single-domain particle is referred to as a
Stoner-Wohlfarth particle, and will be discussed in more detail in the next section. Briefly, the
energy is the sum of the anisotropy and Zeeman energies, with the equilibrium configuration
given by δE/δψ = 0 where ψ is the angle between the magnetization and the easy axis. The
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boundary between stable and unstable equilibrium occurs when δ 2E/δψ2 = 0, which defines
parametric equations for the switching field components (parallel and perpendicular to the
easy axis). These define the Stoner-Wohlfarth astroid. In these particles the magnetization
reversal occurs via coherent rotation due to the forced uniform magnetization.
In practice we deal with larger particles with non-uniform magnetization, so Stoner-
Wohlfarth switching with coherent rotation is not seen [10, 11]. In these particles multiple
domains are possible so switching is dominated either by domain wall motion or by the
nucleation of new domains. For particles which are initially single domain but are large
enough to support multiple domains, reversal occurs via the nucleation of a small reversed
domain [12]. The point of nucleation varies depending on the material, but is thought to occur
at crystal defects in hard magnetic materials. In soft magnetic materials the magnetostatic
energy is important and so defects which cause high local demagnetising fields, such as edge
roughness, can be sites for domain nucleation [7]. For particles where domains are already
present, even if they are small, reversal can take place via domain wall motion without the
need to nucleate new domains.
This behaviour is defined at zero temperature. At finite temperature, there is also the
possibility of thermally activated switching. In very small particles, random thermal switching
can happen even in the absence of an applied field - this is superparamagnetism and sets a
lower limit to the size of particles for magnetic recording media. Where reversal occurs via
switching of a single domain or nucleation of a reversed domain, as well as some types of
domain wall pinning, thermally activated switching can be modelled via thermal activation
with a single potential energy barrier. The rate of switching is given by f0 exp{−Eb/kBT}
where f0 is the attempt frequency, Eb is the barrier height, kB is the Boltzmann constant
and T is the temperature [13]. In the case that the applied field is close to the intrinsic
coercivity H0 (the coercivity in the absence of thermal activation) the energy barrier is
Eb(H) = E0(1−H/H0)a where Eb(H = 0) = E0. E0 depends on particle volume, which
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is why we see superparamagnetism at very small volumes. The exponent depends on the
system; in the general case a ∼ 1.5 and in the case of a Stoner-Wohlfarth particle with the
field applied parallel to the easy axis a = 2 [14]. This reversal mechanism is referred to as
the Néel-Brown model. It has been observed experimentally [15], however in the case of
domain wall pinning the experiments agree with the model only if pinning is dominated by
a single pinning site [16] and do not agree in extended thin films [17]. Thermal switching
and the resulting effect of field sweep rate on coercivity will be discussed in more detail in
Chapter 6.
Unless there is a finite probability of a ferrromagnet getting stuck in a metastable con-
figuration, hysteresis cannot exist. The metastable configuration will have a remanent
magnetization and a higher energy than the absolute minimum reached by cooling to below
the Curie temperature. This can clearly get very complicated for a real ferromagnet, but can
be simplified by considering a single domain particle or a thin film. Brown proved [6, 18]
that for a homogeneous, uniformly magnetized ellipsoid Hc ≥ Ha +Hd = ( 2K1µ0Ms )−NMs. Of
course, real materials are inhomogeneous and magnetization reversal is therefore initiated
in a small nucleation volume around a defect, hence Brown’s paradox - the coercivity is
much smaller than that stated by Brown’s theorem. The domain picture is suitable for
ferromagnetic solids in which the domain size is much greater than the domain wall width.
For such a multidomain solid, the two basic magnetization processes are domain wall motion
and domain rotation.
Reversal in thin films will be considered further in Section 2.5, as they can be considered
as Stoner-Wohlfarth particles.
2.5 Stoner-Wohlfarth model
The ferromagnetic films with perpendicular magnetic anisotropy (PMA) which are inves-
tigated in this thesis will be described in terms of the macrospin approximation. The
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Stoner-Wohlfarth model is a macrospin approach to the magnetization response of a single
domain particle in an applied field. In this section we will look at the example of a prolate
ellipsoid, which can be extended to be applicable to the macrospin approximation of the
magnetization of a thin film with uniaxial anisotropy. The anisotropy term can be modified
by the demagnetizing field energy for the thin film, and is analogous to that of a prolate
ellipsoid particle [19–21].
The Stoner-Wohlfarth model considers single domain particles in which changes of
magnetization can take place only by the rotation of the magnetization vector [20]. A
Stoner-Wohlfarth particle is uniformly magnetized and ellipsoidal in shape, and has uniax-
ial anisotropy of either shape or magnetocrystalline origin. The model assumes coherent
magnetization reversal, such that the magnetization remains uniform across the particle
as its orientation changes with time during reversal; other reversal modes may have lower
coercivity. The Stoner-Wohlfarth model is the simplest explanation for magnetic behaviour
of fine magnetic grains, and is also the simplest analytical model which exhibits hysteresis.
It predominately calculates effects for prolate spheroids, however it can be useful to approx-
imate behaviour in particles of other geometries. It should be noted that even when this
switching mechanism is dominant, for example in permanent magnet alloys, the movement
of domain boundaries will also contribute to magnetic behaviour.
In ordinary materials, boundary movement results in the magnetization being directed
along an easy direction of magnetization and is accompanied by rotation of the magnetization
vector towards the applied field direction. If there are small ferromagnetic grains within the
material which are single domain, then rotation alone can take place. The changes in the
resolved magnetization in the field direction may be discontinuous as well as continuous,
and depend on anisotropy. In spherical particles this would be magneto-crystalline and strain
anisotropy, but otherwise shape anisotropy may have a greater effect. The demagnetizing
field has directional dependence, so the energy associated with the uniform magnetization of
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the particle will depend on the direction of the magnetization vector. A grain with uniform
magnetization should be ellipsoidal in shape [22], so a grain containing a single domain
should be an ellipsoid shape. We will concentrate on prolate and oblate spheroids, which
covers particle shapes from a plate or disk to a thin rod or needle. The Stoner-Wohlfarth
approach can be used to give the equilibrium direction of the magnetization in the ellipsoid
for a given applied field.
We follow the approach taken by Stoner and Wohlfarth [20] to determine the equilibrium
direction of magnetization of a prolate ellipsoid with major and minor axes a and b, as shown
in Figure 2.1. The magnetization is dependent on the magnitude of an applied field and on
its direction relative to the principal axes of the ellipsoid. There are two key assumptions;
the magnetization is uniform and the intensity of the magnetization M is constant. The
uniform magnetization implies that the shape and size of the ellipsoid are such that domain
boundary formation is precluded. The magnitude of the magnetization vector is determined
by interchange interaction effects, and is essentially unaffected by the applied field. M lies in
a two-dimensional plane containing the anisotropy axis and the applied field. The energy per
unit volume associated with demagnetizing field is ED = 12 µ0Ni jMiM j (assuming Einstein









where α1,α2 and α3 are the direction cosines of M with respect to the principal axes 1, 2, 3
of the ellipsoid. N1,N2,N3 are the demagnetization coefficients along these axes and have
the property that N1 +N2 +N3 = 1. The demagnetizing field itself is given by HD =−N ·M
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The total energy must include the Zeeman energy, associated with the applied field H,
given by
EZ =−µ0HM cos(θ −ψ) (2.20)
where θ is the angle that H makes to the anisotropy axis and ψ is the angle M makes to
the anisotropy axi, so θ −ψ is the angle between H and M as shown in Figure 2.1. The
energy minima give the directions of magnetizations. Considering a prolate spheroid, as
shown in Figure 2.1, with polar axis a and equatorial axis b the equilibrium directions of
magnetizations lie in the plane containing the field direction and the polar axis. Equation




µ0M2(Na cos2 ψ +Nb sin2 ψ) (2.21)
Rearranging and adding in the Zeeman energy gives a total energy of






µ0M2(Nb −Na)sin2 ψ −µ0HM cos(θ −ψ) (2.22)
The anisotropy from this is Ke f f = 12 µ0M
2(Nb −Na), as the general form of an anisotropy
energy is is EA = Ke f f sin2 θ . We can consider a reduced energy η = E/2Ke f f using h =



















Fig. 2.1 Ellipsoidal grain in a magnetic field H. Magnetization M is at angle ψ to the
anisotropy axis shown by the dashed line. Polar axis is a and equatorial axis is b.




























= cos(2ψ∗)+hcos(θ −ψ∗)> 0. (2.26)
Equations 2.25 and 2.26 can only be solved analytically for θ = 0, π/4, π/2. In order to
do so the magnetization can be split into longitudinal and transverse components, projections
of M parallel to H and perpendicular to H respectively. Hysteresis loops obtained for several
values of θ are shown in Figure 2.2.
It is worth considering two values of θ in more detail. θ = 0 corresponds to the case
where the field is aligned with the anisotropy axis. Equation 2.25 becomes sin(ψ∗)cos(ψ∗)+
hsin(ψ∗) = 0 and Equation 2.26 becomes cos(2ψ∗)+hcos(ψ∗)> 0. For |h|< 1 the field
history governs the magnetization response, and both ψ∗ = 0,π are solutions since Equation
2.25 is satisfied when sin(ψ∗) = 0 and Equation 2.26 is satisfied for both solutions. For
|h|> 1 only one of the two solutions to Equation 2.25 satisfies Equation 2.26; for h <−1
there is a unique solution at ψ∗ = π , and for h > 1 there is a unique solution at ψ∗ = 0. The
magnetization will therefore be parallel to the anisotropy axis, with its direction depending
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Fig. 2.2 Hysteresis loops calculated for various values of θ , where θ is measured from the
easy axis. Taken from [21].
on the field. The magnetization along the field direction is M∥ = Mcos(θ −ψ), so for
θ = 0 the jump in magnetization will occur at h = 1 for the rising field from negative
saturation and at h =−1 for the falling field from positive saturation. The other important
case is θ = π/2 where the field is aligned perpendicularly to the anisotropy axis. Equation
2.25 is then sin(ψ∗)cos(ψ∗)−hcos(ψ∗) = 0, giving sin(ψ∗) = h. Equation 2.26 becomes
cos(2ψ∗)+hsin(ψ∗) > 0, and substituting for sin(ψ∗) gives cos(2ψ∗)+h2 > 0. There is
no solution to this for |h|> 1. For |h|< 1 we have ψ∗ = sin−1(h) so M∥ = M sin(ψ) = Mh.
There is a linear magnetization response with field up to the anisotropy field Hk, above which
the magnetization saturates along the hard axis.
It should be noted that if a ferromagnet that is not ellipsoidal in shape (for example
a cylinder, disk or thin film with uniaxial anisotropy) but is assumed to posses uniform
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magnetization, then an anisotropy energy K sin2 ψ will compete with the magnetostatic energy
1




Na)]sin2 ψ + const so an effective anisotropy





We have discussed how to find the energy minima, however it is also important to consider
their role in hysteresis. Energy density can be written as
Etot = Ku sin2 ψ −µ0MH cos(θ −ψ) (2.28)
where ψ and θ are the angles of the applied field H and the magnetization M, respectively,
to the anisotropy axis [4]. Minimizing the energy density with respect to ψ gives either one
or two energy minima; when two minima occur, a magnetizations switch is the irreversible
jump from one to another, and we see hysteresis. This jump occurs when d2E/dψ2 = 0,
and when θ < 45deg. In this case the switching field is the coercivity. If θ = 0 then the
coercivity is the same as the anisotropy field, 2Ku/µ0Ms, and we have a square loop. If, on
















where Ku is the sum of the magnetocrystalline and shape anisotropies, assuming they have
the same axes. As the demagnetizing factor N obeys the inequality 0 < N < 1, this is
consistent with Brown’s theorem that Hc ≥ Ha +Hd = ( 2K1µ0Ms )−NMs.
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The existence of one or two energy minima for different values of M and H allow us
to map a Stoner-Wohlfarth astroid, defining when magnetization switches will occur. The
applied field can be resolved into two components H cosθ and H sinθ along the easy and
hard directions, respectively. We normalize these two values to give h∥ and h⊥, which allows
us to write equation 2.28 as
Etot = Ku[sin2 ψ −2h∥ cosψ −2h⊥ sinψ]. (2.30)
To find the equilibrium angle of the magnetization with respect to the anisotropy axis we need
dEtot/dψ = 0, and for switching we need an unstable energy turning point d2Etot/dψ2 = 0.
dEtot
dψ








= 0 ⇒ cos2 ψ − sin2 ψ +h∥ cosψ +h⊥ sinψ = 0
(2.31)
Solving these two equations gives parametric equations for the switching fields,
h∥sw =−cos3 ψ
h⊥sw = sin3 ψ.
(2.32)





⊥sw = 1 (2.33)
The Stoner-Wohlfarth astroid for a system can be used to find whether a particular applied
field will result in a magnetization switch as well as the direction of the magnetization.
An ideal astroid is shown in Figure 2.3, although this is of course valid only for a Stoner-
Wohlfarth particle. The astroid is the locus of points where a bifurcation of the free energy
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surface occurs - it separates the field values for which the energy has a double minimum
from those for which it has a single minimum. Outside the astroid there is a single energy
minimum and the magnetization undergoes continuous rotation in response to the applied
field. Inside the astroid there are two energy minima - one is stable and one is metastable. A
magnetization switch can occur only when the astroid is crossed, approaching it from the
inside, which can be achieved by changing either or both of the magnetization and direction
of the applied field. When the astroid is crossed the magnetization may jump from one
minimum to another with a different direction. These discontinuities are irreversible, and are
called Barkhausen jumps.
The direction of magnetization is defined by the angle ψ to the anisotropy axis, which is









As ψ is the angle of the magnetization, the magnetization must coincide with the tangent to
the astroid drawn from the tip of the vector h - this is shown in Figure 2.3. The two tangents
are drawn, the one for a stable minimum has ψ = α and the one for a metastable minimum
has ψ = β .
This is assuming a single domain Stoner-Wohlfarth particle, which of course is unrealistic
for most cases. For a crude model of a polycrystalline magnet we could use an array of
non-interacting particles with a random distribution of anisotropy axes, which gives a curved
and slanted hysteresis loop (Figure 2.4).
The astroid can be measured as a useful tool to characterize samples, and their deviation
from the ideal astroid can be interesting in itself. The field can either be oscillated linearly or
rotated, which may of course lead to different reversal mechanisms and a different astroid.
The Stoner-Wohlfarth model has limitations [21] due to the simplifying assumptions it is
based on. An obvious issue is that several derived quantities appear to be equal but are mea-








Fig. 2.3 Ideal Stoner-Wohlfarth astroid. An example of the tangent construction to find the







Fig. 2.4 Schematic of hysteresis loop for an array non-interacting particles with a random




Fig. 2.5 Schematic of the curved Stoner-Wohlfarth astroid expected for real samples, shown
by the dashed line, for which the Stoner-Wohlfarth model over-estimates the coercive field.
The model is shown by the solid line.
sured experimentally to be different to one another; namely the coercive and anisotropy fields
are derived to be equal to one another but when measured the coercive field is smaller than
the anisotropy field. The anisotropy is derived correctly, but the coercivity is overestimated
by the model. This is Brown’s paradox, as mentioned earlier. The coercivity calculated by
the Stoner-Wohlfarth model is for absolute zero, and any increase in temperature above that
decreases the coercivity. Temperature effects will be explored further in Chapter 6. The
overestimation of the coercive field means that the Stoner-Wohlfarth astroid is curved about
the easy axis for real samples, as shown in Figure 2.5 [23]. The model also neglects exchange
energy and so cannot describe multi-domain structures. Stoner-Wohlfarth assumes uniform
M which in reality occurs only over the exchange length.
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2.6 Anisotropy in thin films
2.6.1 In-plane
For a soft ferromagnetic film, the demagnetizing field is usually minimized if the magnetiza-
tion lies in the plane of the film. This is a result of the contribution of the dipolar interaction
to the anisotropy - discussed in more detail in Section 5.2.2. The dipolar interaction is
long-range so senses the outer geometry of the sample, and is a relativistic correction to
the Hamiltonian. The dipolar interactions decreases very slowly as r−3 so the dipolar field
experienced by a given moment is affected significantly by the moments at the boundary of
the sample. This is gives the shape anisotropy discussed in Section 4.2, and results in an
in-plane easy axis for most ferromagnetic films (above a certain thickness).
The thin film element can be treated as a Stoner-Wohlfarth particle (see Section 2.5) for
which the coherent rotation of the magnetization is confined to the plane of the film. It is
also possible to induce a weak in-plane uniaxial anisotropy Ku, in which case the easy axis
shows hysteresis with Hc = 2Ku/µ0Ms whereas the in-plane hard axis shows no hysteresis
and saturates at the anisotropy field. Such in-plane anisotropy could be induced by growing
the film under an external applied field, but can also be due to shape anisotropy. If the film
is patterned into shapes with dimensions of the order of microns or less, the demagnetizing
field is no longer that of an extended thin film and is affected by the in-plane dimensions. We
will make use of this property in Chapter 4 when we use rectangles of Permalloy with easy
axes parallel to the long side.
2.6.2 Out-of-plane
Although most thin films have their easy axes of magnetization in the plane of the film, it
is possible to grow an oriented or epitaxial film of a hard magnetic material with its easy
axis perpendicular to the film plane. This is perpendicular magnetic anisotropy (PMA)
44 Theory
and occurs in films under a certain thickness. The interface contribution to the anisotropy
favours magnetization parallel to the surface normal whereas the volume contribution favours
in-plane magnetization, so the anisotropy can be phenomenologically split into surface and
volume components which obey
Ke f f = Kv +2Ks/t. (2.35)
The interface anisotropy Ks is positive and the volume anisotropy Kv is negative; Ke f f > 0
favours perpendicular magnetic anisotropy while if Ke f f < 0 the magnetization lies in the
plane of the film. As this gives an anisotropy that decreases with film thickness, in very thin
films surface anisotropy can dominate and lead to perpendicular magnetization. This happens
when the film is thin enough that there are relatively few bulk atoms so the interface atoms
become significant. The energy per unit volume is





ψ −µ0MSH cos(θ −ψ) (2.36)
where Ki gives the intrinsic anisotropy contributions (including magnetocrystalline and PMA)
and the magnetostatic contribution 12 µ0M
2
S leads to the demagnetizing field which pulls the
magnetization in plane. The last term is the interaction of the magnetization with the applied
field. We therefore have an effective anisotropy




so the condition Ke f f > 0 for PMA gives Ki > 12 µ0M
2
S . More detail on PMA including its
microscopic origins is given in Section 5.2.
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2.7 Rudermann-Kittel-Kasuya-Yosida coupling
In this thesis we fabricate synthetic antiferromagnets with zero net magnetic moment at
remanence. This is achieved by making use of indirect exchange coupling between two
ferromagnetic layers via a non-magnetic spacer. This exchange is oscillatory with spacer
thickness, and can therefore be chosen to be antiferromagnetic. At remanence the mag-
netizations of the two ferromagnetic layers are antiparallel, and as a field is applied they
remain antiparallel (zero susceptibility) until the saturation field at which the layer which is
antiparallel to the field switches to be parallel to both the field direction and the magnetization
of the other layer. If we assume non-coercive switching, this field is the coupling field HJ
and the coupling energy is given by J = HJMSt. The coupling adds a term J cos(ψ2 −ψ1)
to the total energy density, where ψ1,2 are the angles of the magnetization of each layer to
the anisotropy axis. The microscopic origin of the coupling is the interaction of the bound
d− shell electrons in the ferromagetic layers with the s− conduction electrons of the spacer
layer. The coupling is explored further in Section 5.3.
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In this chapter we outline the key experimental procedures used for sample fabrication and
measurement. The thin films were grown by physical vapour deposition methods, thermal
evaporation and sputtering, and patterned. They were then characterised using a range
of methods and equipment including the magneto-optical Kerr effect, vibrating sample
magnetometry, ferromagnetic resonance and pickup coils.
3.1 Fabrication
Two methods of physical vapour deposition were used to fabricate the films in this thesis.
Permalloy films were fabricated using thermal evaporation, which gives a high deposition
rate and is an cheaper and efficient method when depositing thick films such as these. The
CoFeB films and multilayers were fabricated using direct current magnetron sputtering.
Sputtered atoms are higher energy than evaporated atoms so there is an increased probability
of condensation on the substrate surface. It is good for multilayers where the deposition
times of each layer is very short.
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3.1.1 Thermal evaporation of metal thin films
The permalloy films in this thesis were fabricated using thermal evaporation in a vacuum.
Vacuum evaporation is a physical vapour deposition method, involving direct deposition from
the vapour phase. The evaporant is heated by placing it in a ‘boat’ or crucible made from a
ceramic-covered metal coil and passing a high current through the crucible. The metal in the
crucible is converted from its condensed phase to the vapour phase, and then condenses on a
substrate (fixed face down above the evaporant) in the form of a thin film.
At a given temperature there will be a proportion of the metal in the condensed phase
and a proportion in vapour phase. If thermodynamic equilibrium is achieved the Clausius-






T (vg − vc)
(3.1)
where L is the latent heat of vaporisation [1]. This is the energy required to convert a quantity
of the condensed phase to the vapour phase at a given temperature in J mol−1, so vg and vc are
the molar volumes of the gaseous and condensed phases. Evaporation is not an equilibrium
process, however the maximum rate of evaporation depends on the vapour pressure. If we
know the dependence of L on T then p∗ can be calculated. If we take the simple case of
the ideal gas law, when L is independent of temperature, then p∗vg = RT where R is the
universal gas constant. if vg ≫ vc, which is reasonable, then the two equations give
log10 p
∗ = AT−1 +B (3.2)
where A =−(L/R) log10 e. Although this is a good approximation it breaks down in many
cases since the assumption of constant L is not accurate, particularly over a large temperature
range. Temperature variations of L determined from thermodynamic enthalpy and entropy
data have been used to tabulate values for the p∗−T dependence [2–5]. p∗ increases rapidly
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with T , and most metals require temperatures of the order of 1500K to achieve the necessary
vapour pressure. Refractory metals such as Pt or Ta are impractical to evaporate since
they require much higher temperatures. It is necessary to make the evaporation boats from
materials with low vapour pressures and high melting points.
The maximum evaporation rate depends on the equilibrium vapour pressure of a material,
and has been observed to be proportional to p∗− ph where ph is the reverse hydrostatic
pressure exerted at the surface of the metal [6]. Clearly the maximum rate occurs for ph = 0,
and is equal to the impingement rate a vapour of the metal would exert at pressure p∗. From





for a gas of the evaporant with pressure p∗ and molecules mass me evaporated at temperature
Te. A non-zero ph and a molecular reflection phenomenon [7] reduce the rate in practice.





where αv is the evporation coefficient, the fraction of molecules which transition to the
vapour phase, and depends on the element [8]. Under non-equilibrium conditions ph < p∗
and evaporation occurs, with a deposition rate proportional to the evaporation rate. A low
background pressure and high evaporation rate can limit contamination from other gases into
the film. A smaller chamber also helps, as the mean free path between collisions in a gas
is very similar for all gases - so for a given background pressure, the smaller the chamber
the lower the percentage of evaporant molecules suffer a collision between the boat and the
substrate. That being said, the larger the distance beween the boat and substrate the more
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uniform the deposited film thickness will be. A low volume chamber with a long dimension
in this direction is therefore required.
The permalloy films in this thesis are deposited by thermal evaporation in a chamber
(shown in Figure 3.1 and Figure 3.3a) with base pressure 1×10−7 mbar. The heating tapes
on the outside of the chamber allow it to be baked to reduce the pressure. The baking
degasses the chamber by evaporating any solids or liquids stuck to the walls so that they can
be pumped away. The pressure inside the chamber is determined by using an Ion Gauge
(Bayard-Alpert), which must only be used when the pressure is low. This works by emitting
electrons from a heated filament, which collide with and ionise gas molecules in the enclosed
volume. The ions are attracted to a negative voltage collector wire, and the resulting currents
are proportional to the molecular density of the gas. The pressure during growth is of the
order of 10−6 mbar, and the thickness of the deposited film is measured during the growth
using a quartz crystal microbalance (connected to a Sigma SQM 160 rate/thickness monitor).
It changes frequency depending on the amount of metal on it (mass variation per unit area is
related to the frequency change of a quartz resonator) so this can be calibrated to tell us the
thickness of metal grown from the change in frequency during the growth. The thickness can
be confirmed using Atomic Force Microscopy (AFM) on a step.
3.1.2 Sputter deposition of metal thin films
Sputter deposition of metallic ultrathin films is a physical vapour deposition process, whereby
metal is sputtered from a source ‘target’ and deposited onto a substrate under vacuum [9].
The multilayers in this thesis were fabricated using direct current (DC) magnetron sputtering;
a schematic of the setup is shown in Figure 3.2 and a photograph in Figure 3.3b. The process
gas, Ar, flows between two electrodes and creates a plasma; the ions are accelerated onto
the target (placed on the cathode) and bombard the metal surface. This is referred to as the














Fig. 3.1 Schematic of thermal evaporator.
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causes free electrons to accelerate in the field. They gain energy and ionise gas molecules,
and a plasma is created. Due to the field, electrons are accelerated towards the anode and
positive ions are accelerated towards the cathode on which the target sits. The transfer of
momentum from the incident particles to the target atoms causes the atoms to be ejected, and
energy acquired by other atoms which interact with these dislodged atoms can be sufficient
to overcome the surface binding energy potential barrier [1]. The ejected atoms are incident
on the substrate and condense to form a film - the substrate is fixed face down above the
target to achieve an even deposition, so when properly controlled films can be built up a
layer of atoms at a time. Typically sputtered atoms are higher energy than those which are
evaporated; around 1 % of the incident energy is usually transferred to a sputtered atom so
for low-energy sputtering where the incident energy is 1 keV, each sputtered atom might have
an energy of 10 eV. Thermal energy of an atom evaporated from a source at 2000 K is < 0.2
eV. Higher atom energies increases probablility that an atom condenses on the substrate.
Sputtering has a lower threshold energy limit, usually of the order 20-30 eV. This has
been noted to be approximately four times the latent heat of sublimation per atom (equal
to the surface binding energy) [12], but in practice incident energies will be an order of
magnitude greater than this. Sputter yield Y , the ratio of the number of sputter ejected atoms
to the number of incident projectiles, exhibits a minimum at the threshold ion energy [13, 14].
The yield also depends on the target material. Early models treated the incident ions as
hard spheres with incident energy decreasing exponentially with the number of collisions
[12, 15, 16]. More recently, scattering of incident ions by atomic nuclei as well as screening
effects due to the electron cloud have been included, based on the Thomas-Fermi potential











where E is the energy of the projectile, M1 and M2 are the masses in amu of the projectile
and target atoms respectively, Us is the surface binding energy and α is a dimensionless
parameter depending on the mass ratio and ion energy. For the energy range of interest
the yield is linear with ion energy. Y also depends on the target element as it is inversely
proportional to surface binding energy; it is not quite so simple since it also will depend
on atomic density due to variations in the depth of momentum transfer. The other factor in
determining efficiency is the plasma ionization rates, which are typically low for the basic DC
sputtering process [19]. We use a system called magnetron sputtering to overcome the slow
deposition rates caused by the inefficiency in generating and maintaining our DC plasma;
this makes use of the secondary electrons which are emitted due to bombardment of the
target with ions. Magnets of alternating polarity underneath the target, which is the cathode,
cause the secondary electrons to follow a helical path around the magnetic field lines. Since
this increases their mean free path and confines them to a small region near the target, this
increases the probability of an electron colliding with an Ar atom near to the target. This
increases plasma density specifically in the region of the target, increasing the sputtering rate.
The thin film multilayers in this thesis were grown using magnetron sputtering in a six
target vacuum chamber with a load lock. The base pressure of the chamber was around
3−5×10−8 mBarr, and pressure during growth was approximately 7×10−3 mBarr. Each
target was calibrated to establish growth rate for a given plasma power (adjusted by changing
the voltage between the cathode and anode) by growing a film on a substrate on which lines
were drawn with marker pen. Lift off in acetone removes the film on top of the lines, allowing
AFM measurement of the thickness of the film at various locations across the chip.
3.1.3 Lithography
We aim to fabricate tags composed of a mixture of nanomagnets in liquid, so need to pattern






















Fig. 3.2 Schematic of a magnetron sputterer. The plasma (purple) is localized into a racetrack




Fig. 3.3 Photographs of the deposition chambers used. (a) is the thermal evaporator; (b) is
the sputterer with the load lock on the right, the main chamber on the left and the loading
arm on the far right.
be dissolved, and using direct-write photolithography to pattern either the release layer or a
milling mask on top of the film.
In either case, the first step is to spin-coat photoresist onto the cleaned substrate and
bake it. A direct-write laser photography machine is then used to expose the pattern using
a software mask, designed using graphics software. A dose test is carried out for a given
substrate and resist combination to determine the optimal dose and focus, with a laser
resolution of 0.6 µm and a wavelength of 405 nm. The optical system is focussed onto
the sample, then the exposure is carried out by rastering the sample stage backwards and
forwards under fixed lasers. The intensity of the lasers is modulated as the sample moves back
and forth in order to draw the mask design onto the substrate. The resist is then developed in
the relevant chemicals - in the case of positive resist exposure to UV light makes the resist
soluble so the exposed sections are dissolved in the developer, whereas exposure of negative
resist hardens it so the regions not exposed are dissolved. We use S1813 as a positive resist
developed by AZ-326, and ma-N 1410 as a negative resist developed in ma-D 533/S.
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3.2 Magnetometry
We utilise various different magnetometry methods in this thesis, each serving a different
purpose. The two key laboratory methods used are the magneto-optical kerr effect (MOKE)
and vibrating sample magnetometry (VSM). The most obvious advantage of MOKE is that
it is capable of measuring magnetization for applied fields which have high field sweep
rates. The signal to noise ratio is improved by repeating the entire field cycle, whereas the
VSM averages at a constant field before moving onto the next measurement point. This
makes MOKE an efficient measurement method, and enables the investigation of the effect
of field sweep rates on magnetic switching in Chapter 6. Focussed MOKE can take localized
measurements (useful for small structures), whereas the VSM measures an entire sample
(useful for averaging across the sample, for example to test variation across the sample). The
VSM is particularly useful for cases in which we need to measure quantitative magnetic
moment, whereas MOKE can only measure relative magnetization. For example VSM can be
used to find MS and therefore anisotropy constants. MOKE is extremely sensitive, detecting
samples with as little as 6×10−12 emu [20]. The NanoMOKE3 setup used detects reflectivity
changes of as little as 0.02 % and polarisation changes of 0.5 mdeg in measurements of a few
seconds [21]. The VSM has a noise floor of 1×10−6 emu for 10 averages so is less sensitive.
We also investigate the resonances of samples in Chapter 4, so we utilize a lab-built
ferromagnetic resonance (FMR) setup. For our tag we ideally want a measurement which
gives sharp, resolvable peaks characteristic to a particular particle type. The field and
frequency of the resonance peaks are changed by the shape anisotropy of the Permalloy
rectangles, so could be used to detect the presence or absence of a particular rectangle
shape. FMR setups using vector network analysers can reach sensitivities of 10−8 emu [22],
however our setup is somewhat less sensitive, with noise of >10−3 dB. The other lab-built
setup (also used for samples in Chapter 4) is a toroidal pickup coil used to detect changes
in the stray field of a sample when it switches. This was developed by Dr Shin-Liang Chin,
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who suggested a sensitivity of 3×10−6 emu if fully optimized. This is trialled as a potential
portable method for measuring the tag in the field.
3.2.1 Magneto-optical Kerr effect
The magneto-optical Kerr effect (MOKE) is a powerful tool which allows us to probe
the magnetization of a sample in an applied field by analyzing the reflected light from its
surface. Although it cannot be used to measure a quantitative value for magnetic moment,
its advantage is that relative magnetization can be probed under the influence of a changing
field with relatively high field sweep rates. Averaging is done by repeating the field cycle. It
is also very sensitive, and focussed MOKE can be used to make measurements on localised
sections of a sample. The effect consists of the change in polarization of a reflected light
wave incident on a magnetic medium [23–25].
Microscopically, magneto-optical effects occur due to the spin-orbit interaction [26, 27].
This interaction links the magnetic and optical properties of a ferromagnet by coupling the
spin and momentum of an electron. If the spin-orbit interaction and the field due to the
incident light are considered as perturbations on the electronic Bloch states of the ferromagnet,
the Kerr effect can be derived [27]. The Faraday effect, which is the equivalent effect in
transmission rather than reflection, can also be derived from perturbation theory. These
magneto-optical effects can also be described macroscopically by considering the dynamics
of electron motion due to the dielectric properties of the material.
When linearly polarised light is reflected from the surface, it becomes elliptically po-
larised; the change in polarisation is proportional to the change in magnetisation. The
resulting elliptically polarised beam has (to first order) two perpendicular electric field
components - one is the usual reflection coefficient, but one is the Kerr coefficient which
is the part which depends on magnetisation and which we measure. It arises due to the




Fig. 3.4 Photographs of the MOKE and VSM setups used. (a) is a MOKE used in Chapter 4;
(b) is the nanoMOKE3; (c) and (d) are the VSM with the field in the plane of the sample.
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well as the modulation of the diagonal components. The off-diagonal elements lead to the
electric field of the light interacting with the medium in an anisotropic way, so although the
two components of a linearly polarized light beam (right and left circularly polarized) are of
equal amplitude in the incident beam they are absorbed in different amounts - we get circular
dichroism in the reflected beam. The different amplitudes of the components of the reflected
plane wave gives the Kerr ellipticity [28, 29]. Note that the Kerr ellipticity can be measured
as a rotation angle by introducing a quarter-wave plate.
The other consequence of the off-diagonal elements of the tensor is to cause birefringence,
so the two components have different refractive indices and therefore a phase difference
in the reflected components (as well as the amplitude difference described above). This
acts to rotate the major axis away from the direction of polarization of the incident light -
the Kerr rotation. There is a component of the magnetic field of an electromagnetic wave
which is along the direction of propagation. This is called the Faraday component, and
the Kerr rotation depends on its magnitude. It acts to rotate electrons moving in the plane
perpendicular to the direction of propagation (the p−s plane); the motion of these electrons is
caused by the electric fields in that plane so the Faraday component acts to rotate the electric
field vectors in the plane perpendicular to propagation. In other words the polarisation is
rotated, known as Kerr rotation. The Kerr ellipticity and the Kerr rotation are combined to
give the complex Kerr angle




where ε̃ is the dielectric tensor.
MOKE can be measured in three configurations depending on the relative orientation
of the sample surface, the magnetization and the optical plane. The effect also depends on
whether the incident light is p− or s− polarized, with the electric field vector lying in the







Fig. 3.5 Schematic showing the three MOKE measurement configurations. The black arrows
in the sample represent the direction of magnetization.
parallel to both the plane of the sample and the optical plane, transverse MOKE has the
magnetization parallel to the plane of the sample but perpendicular to the optical plane, and
finally polar MOKE has the magnetization parallel to the optical plane but perpendicular
to the sample surface. Polar MOKE is carried out with the light at normal incidence to
the sample surface so shows no difference between p− and s− polarized incident light.
Transverse MOKE only occurs for p− polarized light, and longitudinal MOKE occurs for
both and rotates the two in opposite directions. See Figure 3.5.
Longitudinal MOKE, in the configuration where the laser beam is at incident angle 45° to
the sample surface with the magnetization in the plane of the sample and parallel to the plane
of incidence, is used to generate the results shown in Chapter 4. The change in polarisation
is proportional to the change in magnetisation, specifically the component of magnetisation
that is parallel to both the plane of the incident beam and the plane of the sample.
The bulk of the MOKE measurements in this thesis are made using Polar MOKE. This is
the configuration where the beam is incident along the sample normal and the magnetization
is perpendicular to the plane of the sample. In this case the Kerr ellipticity εK(ω) and the
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Fig. 3.6 The MOKE setup used for longitudinal MOKE, taken from the manual. A similar
setup is used for polar MOKE, with an optics head which allows for the incident beam to
be normal to the sample surface rather than the 45° incidence required for longitudinal and
transverse MOKE.









where the reflection coefficients for right and left circularly polarized light are
r̃±(ω) = r±(ω)exp[iϕ±(ω)] (3.9)
and ω is the frequency of the light [30]. We use polar MOKE for the results in Chapters 5
and 6. A description of a MOKE experimental setup can be found in [20]. The setup for
the longitudinal MOKE is shown in Figure 3.6, which is taken from the manual [21]. The
instrument is a NanoMOKETM (shown in Figure 3.4a), and an updated version is used for
the polar MOKE (NanoMOKETM3, Figure 3.4b).
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3.2.2 Vibrating Sample Magnetometry
Vibrating Sample Magnetometry (VSM) can give quantitative measurements of the magne-
tization of our samples such as the saturation magnetization and the anisotropy field. The
setup is shown in Figure 3.4c and 3.4d The sample is vibrated for a fixed time period for
each field value so it is a slow method and can only measure at very low field sweep rates.
It consists of a rigid sample holder which vibrates the sample in an applied magnetic field,
surrounded by two pairs of pickup coils (to measure in parallel and perpendicular to the
applied field) [31]. Moving the sample within the pickup coils results in an oscillating stray
field, which induces an electromotive force (EMF, ε) in the pickup coils. Via Faraday’s law
of induction, this EMF must be proportional to the magnetic moment of the sample since it
is given by the rate of change of magnetic flux φ [32]. Faraday’s Law allows us to calculate
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. (3.12)
We can use this to relate the flux produced by the magnetic moment m to the flux produced
by a current in the detection coils:
B ·m = Iφ . (3.13)









· v(t) = mG(r)v(t) (3.14)
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where G(r) = d(Bm(r)/I)/dz is a scalar sensitivity function which represents the spatial
distribution of the detection coil sensitivity [34]. We assume that the vibration of the sample
results in simple harmonic motion of the moment m, with amplitude A and frequency ω ,
so the velocity is dx/dt = Aω cos(ωt). If G(r) is expanded in a power series about the
equilibrium position r0, then the induced voltage in our pickup coils is
V = G(r0)mAω cos(ωt) ∝ mG(r0). (3.15)
The dipole approximation has been used so this is valid for a small sample and small vibration
amplitude [34].
For our work we use an EZ7 VSM from microsense. The vibration frequency of the
sample is 75 Hz, and a lock in amplifier taking this as a reference is used to amplify the
signal in the pickup coils. The pickup coils are oriented to pick up magnetic moment parallel
and perpendicular to the field direction. The maximum applied field is 1.75 T, and the room
temperature noise is of the order 1× 10−6 emu when ≥ 10 averages are taken. A linear
diamagnetic background due to the sample holder has been subtracted from results, and the
magnetic moment measurements calibrated with a known test sample.
3.2.3 Ferromagnetic Resonance (FMR)
A magnetic sample in an applied d.c. magnetic field H can undergo ferromagnetic resonance
if a perpendicular oscillating field h is applied at a particular frequency [35–38]. In the
absence of h the magnetization M tends to line up with H e f f (slightly different from H
depending on other energy terms such as anisotropy). When the weak h is applied it exerts a
torque on the magnetization such that M undergoes precessional motion about H e f f . The
energy loss reaches a maximum when the frequency of h matches the natural frequency of
the system, so there is a maximum absorption at a particular frequency for a given He f f . The
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position and shape of the Lorentzian peak can give information about the sample such as the
effective magnetisation, anisotropy fields, Lande g-factor, dynamic damping constant. The
equation of motion for M is given by
dM
dt








where γ is the gyromagnetic ratio, α is the dimensionless Gilbert damping parameter, Ms
is the saturation magnetisation. The Gilbert relaxation rate relates these as G = γαMs. The
natural frequency is ω0 = γµ0He f f , and depends on the sample - different samples (e.g.
material, shape) should give different resonance curves so FMR could be used as a way of
detecting the presence of particular samples in a mixture. Our tag depends on finding some
measurable quantity which is characteristic of a particular particle type, preferably one which
gives a sharp and resolvable peak. FMR could provide this, since the resonance peak will
occur at a different d.c. field magnitude and oscillating field frequency depending on the
shape anisotropy of permalloy rectangles. This assumes that our samples have macrospin -
i.e. act as one uniform ‘magnet’. However our samples will have multiple domains, so this
will not be the case.
Our set up places the sample on a coplanar waveguide (CPW), which is driven at radio
frequency to generate a small oscillating field hr f in the plane of the sample. The sample
and CPW are between the poles of a quadrupole, oriented such that the applied d.c. field
H is parallel to the easy axes of the samples and perpendicular to hr f . This is shown in
Figure 3.7. The CPW is connected to a Vector Network Analyzer (VNA) which provides
the oscillating signal and measures the received signal (so measures the transmission and
absorption), while the quadrupole is powered by a Kepco controlled via a data acquisition
unit (DAQ).This takes its input from the Hall probe. The setup is shown in Figure 3.8. At











Fig. 3.7 Coplanar waveguide (CPW) between the poles of an electromagnet. The CPW
generates a radio frequency oscillating field hr f which is perpendicular to the field due to the
electromagnet, H . Both are in the plane of the sample. The two outer sections of the CPW















Fig. 3.8 Schematic of the FMR setup used. The sample is placed on the coplanar waveguide
(CPW) between the poles of a quadrupole and is connected to a Vector Network Analyser
(VNA). The Hall probe is powered by a 5V power supply unit, and the data acquisition unit
(DAQ) has analogue input from the Hall probe (and sends the data from the Hall Probe to the




Pickup coils were trialled as a detection method for the in-plane Permalloy rectangles (see
Chapter 4). The principle is not dissimilar to that behind the VSM, since it relies on the
change in the stray field from the particles when the magnetization switches inducing a
voltage in a pickup coil. The VSM achieves an averaged measurement by vibrating the
sample in a constant applied field, whereas this set up oscillates a field with the sample fixed
to the coil. The setup used (a home-made device developed by Dr. Shin Liang-Chin) is
shown in Figure 3.9 and is a toroidal primary coil wrapped around a soft magnetic core. A
break in the toroid was cut so that the sample could sit in the centre of the coil cross-section,
such that the field is in the plane of the sample. The sample sits on the secondary coil, which
is a flattened solenoid oriented with its axis parallel to the applied field from the primary
coil - i.e. its cross section is flush with the cut faces of the core. An a.c. current I in the
primary coil generates an oscillating field B, which we use to switch the magnetization of
our samples. The resulting change in the stray field is detected as an induced voltage in the
secondary coil. The induced voltage due to the field from the primary coil can be removed in
post-processing.
We use Ampère’s law to calculate the magnetic field generated by the coil - the law states
that for any closed loop path, the sum of the length elements multiplied by the magnetic field
in the direction of each length element is equal to the permeability multiplied by the current
enclosed in that loop. We want the field at the centre of the coils (shown by the blue circle in
Figure 3.9), so the current enclosed in is simply the current in a single loop multiplied by
the number of loops. If the centre of the coils is at radius r = (a+b)/2 then Ampère’s Law





where µ is the permeability. The EMF induced in the secondary coil is the number of coils










Fig. 3.9 The pickup configuration used. The primary (1°) coil is toroidal in shape and
wrapped around a soft magnetic core with average radius r. The secondary (2°) coil is a
flattened solenoid with its axis parallel to the axis of the toroid. The sample is placed on
top, such that the field B generated by the primary coil (shown in blue) is in the plane of the
sample.
the field from the primary coil is removed the induced voltage is proportional to the change
in stray field of the sample.
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Chapter 4
Control of in-plane shape anisotropy of
Permalloy
Patterned Permalloy is investigated. Both thickness and shape can be varied, and we see
several possibilities for measuring characteristic properties of the different particles. The
hysteresis properties can be probed to find the anisotropy and coercive fields, using the
Magneto-Optical Kerr Effect. Another possibility is to use ferromagnetic resonance to inves-
tigate the resonant properties of each particle. A Stoner-Wohlfarth astroid is characterised
to investigate the angular dependence of the coercivity, and finally a pickup coil is trialled as
a measurement method.
4.1 Introduction
Our overall aim is to create a tunable tag from a suspension of magnetic particles in a fluid.
Ferrofluids are traditionally simple iron oxide particles suspended in liquid; here we use
micro-lithography to create particles from thin films structures. Thin film structures on
substrates have received much research due to their useful and tunable properties, which we
aim to preserve when the particles are lifted into solution. We need a tag which can encode
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multiple bits, which we intend to provide by a mixture of various types of particles. Each is
assigned to a position in the code, and the presence or absence of that particular particle type
gives a 1 or 0. The particles must therefore have a measurable quantity that is representative
of that particular type so that it is possible to detect which particles are present.
A simple starting point is to use single layers of ultra-thin ferromagnetic films where the
magnetization lies in the plane of the film; patterning the film into rectangles on a micron
scale introduces an in-plane uniaxial anisotropy. The dimensions of the rectangle determine
the demagnetizing field and hence the strength of the shape anisotropy, so by changing the
relative dimensions of the rectangles the coercivity can be altered. By fabricating batches
of particles with a range of known coercivities we have potential channels for the tag -
the presence or absence of a particular particle shape, determined by whether there is a
switch measured at its assigned coercivity, can act as a yes/no bit. If we wish to be able to
differentiate between particles of different coercivities we also need to be able to measure
well defined peaks or steps for each particle, which are well resolved. We will trial this by
testing various patterned samples of Permalloy (Py, Ni80Fe20) as grown on the substrate to
determine that multiple channels are achievable and find a suitable method of detection. We
then move on to suspending the particles in liquid and depositing them onto a surface.
4.2 Shape anisotropy
The use of Py rectangles as tags relies on the fact that their magnetic properties depend
strongly on their size, thickness and geometry of the magnets. There are two phenomena
at play; firstly, the competition between exchange energy and magnetostatic energy decides
whether there is a single domain in the magnet or if there is inhomogeneous magnetization;
secondly, it also controls non-uniformities in the magnetization which leads to configurational
anisotropy. These deviations lead to unexpected higher-order anisotropy terms [1].
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The anisotropy of bulk permalloy, magnetocrystalline anisotropy, depends on the shape
and symmetry of the electronic Fermi surface. It arises from the crystal-field interactions and
spin-orbit coupling of the magnetic moments, or interatomic dipole-dipole interactions. It is
intrinsic to the material so is of little use if we want to control the properties of a material. If,
however, we reduce the size of the permalloy element sufficiently its anisotropy will also
depend its shape. This is a result of the demagnetizing field H d in a ferromagnet (see Section
2.2.1), which originates from long range magnetic dipolar interactions. It exists whenever
there is a component of the magnetization normal to a surface, and so depends on the shape
of the sample. Such a field created by the magnetisation distribution within the sample itself
is called the demagnetising field inside the sample and the stray field outside. For any non-
spherical sample, the decreased symmetry means that H d depends on the direction of the
magnetisation M because H d contributes to the self-energy of the sample, which in turn
depends on the direction of M . It should be noted that this description of shape anisotropy
only holds if the samples are single domain. If the sample is large enough to break down into
a multidomain structure, then each domain has its own demagnetising fields but will feel the
effects of stray fields from the other domains.
For ellipsoidal objects with uniform magnetisation, the demagnetising field will also be
uniform, with components given by
(Hd)i =−∑
j
Ni jM j i, j = x,y,z (4.1)
where Ni j is the demagnetising tensor, Mi is the magnetisation [2]. Along the principal axes
of the ellipsoid we can consider the demagnetising factors - the diagonal components of
the tensor (Nx,Ny,Nz)- so that we just have (Hd)i =−NiM. In fact the internal fields can be
approximated by this method in simple non-ellipsoidal shapes despite the demagnetising
fields not being quite uniform. For example for a long needle, N = 0 along the long axis of the
needle and N = 1/2 in the direction perpendicular to it. Considering again a ferromagnetic
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ellipsoid of magnetisation MS and volume V , as many simple shapes can be approximated as
such, the magnetostatic energy is εm = 12 µ0V NM
2
s . Along the easy axis the demagnetising
factor is N and along the hard (perpendicular) axes it is N′ = 12(1−N) so the difference in







µ0V M2s (1−3N) (4.2)





Such shape anisotropy results in different internal fields H d due to the magnetisation
distribution. These different fields will affect magnetic properties [1] such as the coercive
field Hc and the ferromagnetic resonance (see Section 4.5), so can be used to differentiate
between different samples of the same material.
Permalloy is largely isotropic in bulk with no anisotropy due to crystal structure, so any
anisotropy we observe is due to the shape. It has been found that for planar ellipses with a 1:2
aspect ratio the uniaxial shape anisotropy and the coercivity both decrease with increasing
ellipse size and increase with increasing thickness [1]. The demagnetizing field depends on
the ratio of the dimensions (in that case thickness to lateral size) rather than the absolute size
of the magnetic element. The same paper finds that different geometrical shapes with varying
symmetries can provide magnetic behaviour ranging from that usually associated with soft
magnetic materials to that of hard magnetic materials.
The magnets we fabricate are made of thin films of permalloy patterned into rectangles
with dimensions of the order of microns. They have a uniaxial anisotropy; the easy axis of
the magnetization lies in the plane of the magnets, parallel to the long side of the rectangle.
A continuous film of permalloy shows properties typical of a soft magnetic material - high
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permeability and a zero hysteresis. Once shaped into rectangles, the properties change and
hysteresis is introduced along the easy axis.
It should be noted that a non-elongated higher-order symmetry structure such as a
square or pentagon has in-plane shape anisotropy (negative Kshape as seen in Equation 4.3)
but no preferred direction within the plane of the film since the demagnetizing tensor is
second-rank, so can only exhibit uniaxial symmetry. Their anisotropy instead arises from
configurational anisotropy, proposed by Schabes and Bertram [3] and found to exist in planar
magnetic structures [4, 5]. If perfectly uniformly magnetized, a square would have an energy
independent of the in-plane magnetization direction. In fact there are deviations from the
uniform magnetization and different magnetization configurations (with different energies)
arise as magnetization direction varies.
4.3 Fabrication
Fixed rectangles of permalloy and rectangular particles that can be lifted off into solution
were fabricated. Both of these are made by growing the film onto a resist pattern. Negative
resist (ma-N1410) is spincoated at 3000 rpm for 45 s onto a layer of primer on the silicon
wafer then baked at 101°C for 90 s. A laser writer using a 0.6 µm laser with a dose of 900
mJ cm−2 is used to expose a pattern onto it. After development in ma-D533s the sample
is baked at 115 °C for 60 s, and then cleaned in a plasma asher. Once the film is grown
using thermal evaporation, as explained in Chapter 3, onto the resist pattern, the resist is
dissolved in acetone. For fixed rectangles the film is grown into holes of resist so that when
the surrounding resist is dissolved the film is lifted off and only the rectangles remain; for
particles it is grown onto pillars that can be dissolved to release the particles into solution,
leaving behind the surrounding film. An example of Py rectangles fixed to the substrate is
shown in Figure 4.1.
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25 μm
Fig. 4.1 Optical microscope image of Py rectangles fixed to Silicon substrate. Dimensions
are 20 µm by 5 µm and 20 µm by 10 µm.
4.4 Coercivities/anisotropy fields
When the thin films are shaped into rectangles, the film thickness is approximately 3 orders
of magnitude smaller than the length of the rectangle so the magnetization prefers to lie in
the plane of the rectangle. The easy axis is parallel to the long side of the rectangle and the
hard in-plane axis is parallel to the short side. Whereas the continuous film behaves as a soft
magnetic material with no hysteresis, once patterned hysteresis is introduced along the easy
axis. Similarly, properties along the hard axis change - the continuous film displays high
permeability (i.e. a very steep gradient of M vs H and so very small saturation fields), but
along the hard axis of the rectangle the saturation field increases as the short side decreases
in size, so susceptibility decreases. We refer to this field as the anisotropy field. There is still
zero hysteresis.
The effect on the M −H curves of changing the aspect ratio of the rectangles is shown in
Figure 4.2. The samples in question were all fabricated on a Si substrate from 25 nm thick
permalloy films, and the long sides of the rectangles were all 20 µm. The short sides of the
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(b)
Fig. 4.2 In-plane MOKE measurements of on-substrate 25nm thick permalloy rectangles
with length 20 µm and varying widths. (a) shows measurements taken with the applied field
parallel to easy axis (long side of rectangle) and (b) shows measurements taken with the field
parallel to in-plane hard axis (short side of rectangle).
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rectangle varied from 1 to 20 µm, i.e. aspect ratios between 20 and 1. The measurements
were taken on a MOKE. The easy axis measurements show hysteresis, with increasing
coercivity and squareness with increasing aspect ratio. The in-plane hard axis measurements
show zero hysteresis but decreased susceptibility with decreasing aspect ratio. In other words
the higher the aspect ratio, the more the behaviour deviated from the soft magnetic properties
of a continuous film - zero hysteresis and high permeability. It’s clear that the coercivity
(from the easy axis loops) and the anisotropy fields (from the hard axis) vary with shape.
Figure 4.3 shows the variation of the coercivity with film thickness (for constant rectangle
dimension) and with rectangle width (for constant film thickness).The largest coercivity
occurs for films 25 nm thick for all aspect ratios, and the coercivity decreases with the aspect
ratio of the rectangle - i.e. decreases the larger the width of the rectangle. Figure 4.4 shows
the variation of anisotropy field with thickness and width. The anisotropy field increases
with film thickness for all rectangle sizes, and similarly to the coercivity the anisotropy field
decreases with decreasing aspect ratio.
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Fig. 4.3 Variation of coercivity with Py particle (a) thickness (b) width. All rectangles are 20
µm long.
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Fig. 4.4 Variation of anisotropy fields with particle (a) thickness and (b) width. All rectangles




Ferromagnetic resonance is a phenomenon whereby the magnetization of a magnetic sample
in a d.c. applied field precesses around the effective applied field H e f f when a perpendicular
a.c. field is applied (see Section 3.2.3). When the frequency of the a.c. field matches the
natural frequency of the system, the energy absorbed is a maximum. For a given H e f f
there will therefore be a resonant frequency which is particular to a sample depending on its
properties. Prior FMR measurements have been made on Py particles [6, 7].
In our ferromagetic resonance (FMR) setup, see Figure 4.5, the sample is placed on a
coplanar waveguide (CPW) between the poles of a quadrupole (we only need a field along
one direction, but a quadrupole gives a very uniform field while still having space between the
poles for the waveguide). The fields are shown in Figure 4.6 - the radio frequency field due
to the CPW is perpendicular to the field from the electromagnet, and both are in the plane of
the sample. The CPW is connected to a vector network analyzer (VNA) which is controlled
by the laptop - using this we control the frequency with which we drive the CPW. The
quadrupole is powered by a Kepco power supply, the voltage of which is controlled by a data
aquisition unit connected to the laptop. Therefore via MATLAB code we can choose both the
applied field (quadrupole) and frequency (CPW). There is a calibrated Hall probe which tells
us the field, again via the DAQ. The VNA measured transmitted (or reflected) signal through
the CPW and sends this to the laptop. The magnitude of this gives the resonance information
we need - at resonance there will be a peak/trough in the signal, which depends on the sample
properties such as material, shape and size. The characteristic resonant frequencies and fields
as well as the shape of the resonance can be used to differentiate between samples and so
could be used as a way of detecting which samples are present in a mixture, hence acting as
bits.














Fig. 4.5 Schematic of the FMR setup used. The sample is placed on the coplanar waveguide
(CPW) between the poles of a quadrupole and is connected to a Vector Network Analyser
(VNA). The Hall probe is powered by a 5V power supply unit, and the data acquisition unit
(DAQ) has analogue input from the Hall probe (and sends the data from the Hall Probe to the










Fig. 4.6 Coplanar waveguide (CPW) between the poles of an electromagnet. The CPW
generates a radio frequency oscillating field hr f which is perpendicular to the field due to the
electromagnet, H . Both are in the plane of the sample. The two outer sections of the CPW




In Figures 4.7-4.9 transmission plots are shown for the various samples - in each plot the
transmitted signal is plotted as intensity with frequency of hr f and the magnitude of field H
on the x and y axes respectively. Figure 4.7 shows transmission measured for a sample of 20
by 1 µm Py rectangles which are 60 nm thick and grown onto a Si substrate. Clear resonance
is seen where the transmission is negative (energy has been absorbed). The positive noise at
low frequencies was due to the screws which were supplied with the commercial waveguide,
which were supposed to be non-magnetic but were eventually found to be magnetic. Figure
4.8 shows a comparison of the results from a homemade waveguide with those from the
commercial one. The homemade waveguide has relatively poor signal to noise ratio, but has
eliminated the low frequency noise. The samples measured were 87 nm thick and were a
mixture of 20 by 1, 5 and 10 µm rectangles all grown onto the same substrate. Two peaks are
clearly seen in both graphs, with a third just visible using the commercial waveguide. Figure
4.9 also shows results for a mixture of 20 by 1, 5 and 10 µm rectangles all grown onto the
same substrate, this time with thickness 100 nm. There are 3 clearly visible resonances.
The resonant fields and frequencies can be found manually from the transmission plots
or by fitting slices of the plot with the Landau-Lifshitz-Gilbert equation (see Section 2.3
and 3.2.3). Here we find them manually as the data is noisy and difficult to fit (see Figure
4.10). To demonstrate the relationship between the resonance peaks and the width of the
needles, resonant frequencies have been found for an arbitrary field 40 mT and resonant
fields have been found for frequency 7 GHz and are shown in Figures 4.11a-b. It is clear from
both plots that the preferable region to obtain well spaced points is the samples with higher
aspect ratios (i.e. smaller widths). This was also seen for coercivities, which vary more
strongly with needle width at small widths (see Figure 4.3). As with the coercivities though,
the resonances do not vary by much from sample to sample. Figure 4.11a shows similar
behaviour to the plot of Ha against rectangle width (Figure 4.4) with resonant frequency
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decaying with rectangle width and increasing with film thickness. Despite being able to
resolve the peaks from the samples in the transmission plots, the signal to noise ratio is
relatively small and the distances between peaks relatively small so it is unlikely to be viable
when trying to distinguish between more particle sets or when using redeposited particles.
The linewidths are large for these measurements. This may be partly due to the resolution of
the lithography (0.6 µm) giving small variation in sizes of the rectangles across a sample,
particularly for the higher aspect ratio rectangles with nominal width 1 µm. Also the chips
may not have been aligned perfectly on the waveguide, or fixed firmly enough.
Our setup is by no means near the limit of sensitivity possible with FMR so could be
improved, however the more fundamental issue for the application is the small spacing
between peaks.
4.6 Stoner-Wohlfarth Astroid
If these particles are to be viable, whichever measurement method used on these particles
would need to work on redeposited particles. The results shown in Sections 4.4 and 4.5
were taken on Py rectangles grown directly onto the silicon substrate, so the rectangles were
perfectly aligned with one another. When grown onto resist, lifted off into solution and
redeposited onto a substrate they can be aligned by depositing them under an applied field
- they will tend to orient with their easy axes parallel to the applied field. In practice they
may not be perfectly aligned, for example if they stick to the substrate before they have fully
rotated. It is important to know how well aligned they must be for the measurements to
work - i.e. how many degrees away from the easy axis we could apply a field before the
switching field is no longer the same as the easy axis coercive field. In Section 2.5.1 (Figure
2.5) we considered a ‘realistic’ Stoner-Wohlfarth astroid where the astroid is curved rather
than pointed about the easy axis. It crosses the easy axis at 90°, so there will be a small range
of angles about the easy axis where the switching field is the same as Hc.
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Fig. 4.7 FMR of a 60 nm thick, 20 by 1 µm sample. The transmission is plotted as intensity
on axes of constant applied field versus frequency of the perpendicular oscillating field.
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(a) Homemade waveguide
(b) Commercial waveguide
Fig. 4.8 FMR of 87 nm thick samples, with samples of dimensions 20 by 1, 5 and 10 µm on
the same chip. A homemade and commercial waveguide were trialled. The homemade one
is less noisy but the signal to noise ration is less good. On both two peaks can be seen, and
with the commercial waveguide there is a faint third resonance.
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Fig. 4.9 FMR of 100nm thick samples, with samples of dimensions 20 by 1, 5 and 10 µm on
the same chip. Three distinct resonances can be seen.
Fig. 4.10 Fit of a slice of the FMR plots at a given frequency - it is clearly very noisy, so
resonances are much easier to spot when the whole intensity plot can guide the eye and act
as an average.
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(a)
(b)
Fig. 4.11 Each sample is 2 µm long and measurements were taken along the easy axis.(a)
shows resonant frequencies at a field 40 mT plotted for each thickness of sample as a function
of sample width. (b) shows resonant fields at a frequency 7 GHz plotted for each thickness
of sample as a function of sample width.
We can quantify this by looking at a Stoner-Wohlfarth astroid construction for fields close
to the easy axis. The locus of the astroid, as explained in Section 2.5.1, is where there is a
bifurcation of free energy. In other words it is the minimum field in a given direction which
causes an irreversible jump in the direction of the magnetization. It is difficult to accurately
spot irreversible jumps by merely looking at hysteresis loops for different fields, particularly
close to the hard axis where the magnetization will be in a metastable state. Instead, for each
probe field value we first saturate along the easy axis (in the opposite direction to our chosen
probe field value), return to zero field, apply the chosen probe field and finally return to
remanence once more (see Figure 4.12). For fields inside the astroid the magnetization will
return to its original easy axis direction, and for fields outside the astroid the magnetization
will now lie along the easy axis in the opposite direction. This can be measured using MOKE
- if the magnetization returns to its original direction then the Kerr signal at both remanence
points (H = 0) should be identical. If it is now at 180° to its original direction the Kerr
signal will be different. By measuring at a range of probe fields we can build up a map of the
astroid.
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Fig. 4.12 The applied field sequence for determining whether a given probe field is inside
the astroid. The fields along the x and y axes are shown in blue and red, respectively.
The saturation field is (−Hsat ,0), the probe field is Hx,Hy and the period is T. The Kerr is
measured for the two plateaus at |H|= 0 and the difference found.
In addition to providing useful information about the angle dependence of the switching
fields, the astroid could be used to characterise the particles. One way of detecting the
particles is to use induction to detect changes in magnetic field - many of these methods
involve detecting peaks on top of a background sinusoid, which are hard to detect. Increasing
the frequency increases the amplitude but blurs these peaks so it is a trade-off. Ideally we
would measure something like amplitude or area under the graph so that we can increase the
frequency without blurring the peaks to obtain stronger signals. One possibility is to use the
astroid so we could see steps in a plot of induction versus applied field (Figure 4.13). If we
had several types of particle we would see multiple steps with different switching field, Hsw,
providing the required channels.
Driving the applied field along either the easy axis or 45° to the easy axis have potential,
as both are turning points of the astroid so have a slow gradient change. Any error or
deviation in angle would have little difference to Hsw. The easy axis is simple to measure
along and align with, but the 45° point would allow us to eliminate the background signal by










Fig. 4.13 There is a step in induced current at the switching field Hsw, which is where the
magnitude of the applied field |H| crosses the astroid.
oscillating perpendicular to the drive direction (i.e. drive at 45° and sense at −45°) so we
only get switching along the easy axis. Another option would be a rotating field - when the
circle traced by the field is tangent to the astroid, we find the boundary between switching
and no switching. However this gives no easy way of removing background signal. For now
we will drive along the easy axis for simplicity.
We consider the astroid with the easy axis of the sample aligned along the x-axis, and
the hard axis along the y-axis. In this case the long dimension of the Py bars is along the
x-axis and we expect the astroid to cross the x-axis at the coercive field, which is significantly
smaller than the anisotropy field so the astroid should curve significantly from the ‘ideal’ case
at the easy axis as explained in Section 2.5. As described above the Stoner-Wohlfarth astroid
measurements are taken by applying a sequence of fields as shown in Figure 4.12 for a
range of Hprobe = (Hp,x,Hp,y). The Kerr signal is measured at remanence after saturation,
Ksat(T/5 < t < 3T/10), and at remanence after the probe field has been applied and removed
Ksat(7T/10 < t < T ). We then plot Kprobe−Ksat as a colour plot on axes (Hx,Hy). We expect
0 inside the astroid where there has been no irreversible jump, and non-zero values outside
the astroid.
4.6 Stoner-Wohlfarth Astroid 93
4.6.1 Results
We are interested in the curved section of the astroid near the easy axis, where the astroid is
expected to cross the easy axis at a field equal to the coercive field, at 90° to the axis. The
flatter the astroid is around the easy axis the better as this means that the particles experience
irreversible switching at the same field at a range of angles around the easy axis so could
be misaligned. We use the method of finding the difference in Kerr at remanence after the
probe field and after saturation as described above, with Hx parallel to the easy axis. Figure
4.14 shows the two quadrants with positive Hx for particles with thickness 25 µm and lateral
dimensions 20 by 1 µm. The intensity in the Kerr difference is found for field points at every
5 Oe in Hx and Hy, and plotted on axes of Hy and Hx. They are clearly fairly symmetric
across the easy axis as expected, and show encouraging behaviour around the easy axis. We
expect a curved section crossing the easy axis (Figure 2.5) at Hc, which from Figure 4.3 we
expect to be approximately 37 Oe. We see this shape at around the correct Hc. The intensities
are as expected - zero inside the astroid and negative outside it.
Figure 4.15 also shows measurements taken around the easy axis, this time spaced at
every 1 Oe for a smaller range of Hy. The samples here are also 25 nm thick, but with lateral
dimensions 20 by 2 µm. As expected we see hardly any curvature, and a value of Hc close to
the 24 Oe we expect from previous measurements (Figure 4.3).
As initial results these are encouraging - the easy axis properties are well defined and have
little curvature. The difference in Kerr has appropriate values (zero inside the astroid and
negative outside it). If we were to drive at 45 ° or use a rotating field as suggested earlier, the
properties for applied fields at more than 45° to the easy axis would need further investigation.
However as we are driving along the easy axis these measurements are sufficient.
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Kerr difference (mdeg)
(a) Astroid with 30 Oe either side of the easy
axis. Slight curvature can be seen away from
the easy axis.
Kerr difference (mdeg)
(b) Astroid with 10 Oe either side of the easy
axis. Hardly any curvature at this distance
from the easy axis.
Fig. 4.14 Astroid for the two quadrants with positive Hx with measurements taken for probe
fields at 5 Oe intervals in x and y. The particles are 25 nm thick and 20 by 1 µm.
4.7 Pickup coil measurements
A convenient hand-held measurement device could be based around a pickup coil. The
primary coil can apply a magnetic field when an alternating current is passed through it. Any
magnetization switch results in a very small change to the magnetic field detected by the
secondary coil. This is trialled with a pickup coil fabricated from a circular soft magnetic core
with the primary coil wrapped around it, and a secondary coil inserted into a gap in the circle.
The sample is place flat on the secondary coil so that in-plane changes in magnetization can
be detected. See Section 3.2.4. The setup was developed by Dr. Shin Liang-Shin.
There are various ways of interpreting the received signal once the the base signal is
removed with a bandstop filter, all plotted in Sections 4.7.1 and 4.7.2. A technique known as
epoch folding essentially acts as a point average. For a given point n in the first period, the
signal at the same point n in the second period is added to it and the mean signal removed.
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Kerr difference (mdeg)
Fig. 4.15 Astroid for the two quadrants with positive Hx with measurements taken for probe
fields at 1 Oe intervals in x and y. The particles are 25 nm thick and 20 by 2 µm.
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Point n in the third period is then added and the mean removed, and so on for all periods.
This is carried out for each point and results in only periodic parts of the signal being kept
and the noise eliminated. Since the applied signal has been removed we should be left with
just the peaks due to magnetization switching. The result can then be differentiated to obtain
a peak when there is a small step due to the magnetization switching. This is plotted with the
applied and received voltages for reference (arbitrary scale), so the step can also be seen. A
third option is to calculate the signal for harmonics, by applying a lockin filter to the data at
the frequency of the applied signal. Based on a fourier transform, it allows us to analyse the
periodic components of the signal which are more complex than the sine wave of the applied
field, so should indicate the peaks due to magnetization change. Higher harmonics should
not pick up the sine wave at the applied frequency, but will pick up any peaks on top of the
sine wave which occur in every period - in this case the peaks due to change in magnetization.
We should see a change in gradient where the change in magnetization occurs, in both the
individual harmonics and the sum of the harmonics.
4.7.1 Py rectangles on wafer
Initial measurements are carried out on commercially fabricated 25 nm thick Py rectangles
still on the pillars of resist on the wafer. For reference, measurements on a continuous film
of Py are shown in Figure 4.16. The detected signal is differentiated to make the small step
change obvious - the peaks are clear here even with only 0.1 s of acquisition time. The
harmonics can also be measured by applying a lockin filter to the data. We should see a
gradient change when the magnetization switches. All subsequent measurements on particles
will be taken with a freqency of the applied current of 200 Hz, and an acquisition time of 2
s. We also take a measurement with no sample on the pickup coil to establish the lack of
signal in the absence of a magnetization switch, seen in Figure 4.17. The noise level in the
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differentiated signal is seen to be an order of magnitude lower than even the weakest peak
we measure with a sample, and two orders of magnitude lower than most measurements.
Figure 4.18 shows result for rectangles with dimensions 20 by 2 µm on wafer. Mea-
surements are shown for applied signals of various voltages, and therefore various field
amplitudes. The lowest has an amplitude of approximately the same value as we expect the
coercivity to be so has a very weak signal (probably only a few particles switch), whereas
the higher fields give larger signals and clearer peaks. There are obvious peaks where the
magnetization switches, although it would be difficult to retrospectively determine coercivity
from the measurements. Figure 4.19 shows the harmonics for the same sample, with gradient
changes at 0.32 mT. This is larger than the expected switching field. Similar measurements
are taken for 20 by 5 µm rectangles on the wafer, shown in Figure 4.20. Measurements were
then taken with both samples on the coil, and although the point averaged and differentiated
signals seem to show the beginnings of a second peak the harmonics show very little (Figure
4.21).
These measurements show some obvious issues with this tag system, notably that the
coercivities are so close together that it will be very difficult to resolve them without laboratory
standard equipment - certainly they are not resolvable with the pickup coil in its current state
and even if improved it seems unlikely to yeild many channels.
4.7.2 Dispersed particles
Despite the issues with the tag, for completeness we show measurements on dispersed
particles. The resist pillars are dissolved in acetone and the particles lifted off into solution.
They are redeposited onto silicon substrates under an applied field of 200 mT in the plane of
the substrate in order to align them. The 20 by 5 µm commercial particles align relatively
well (Figure 4.23b), but the 20 by 2 µm particles do not. The poor alignment is seen in
Figure 4.22b, and clearly results in a less square VSM hysteresis loop (Figure 4.22a) as well
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(a) Differentiated signal, 0.1 s acquisition
time.
(b) Harmonics, 0.1 s acquisition time and f1 =
200 Hz.
(c) Differentiated signal, 2 s acquisition time.
(d) Harmonics, 2 s acquisition time and f1 =
200 Hz.
Fig. 4.16 For reference, pickup coil measurements on a 12 nm thick continuous film of Py.
Measured by Dr. Shin Liang-Chin.
Fig. 4.17 Differentiated signal from the pickup coil with no sample. No peak seen.
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(a) Point averaged signal, applied field ampli-
tude 0.2 mT.
(b) Differential signal, applied field amplitude
0.2 mT.
(c) Point averaged signal, applied field ampli-
tude 0.5 mT.
(d) Differential signal, applied field amplitude
0.5 mT.
(e) Point averaged signal, applied field ampli-
tude 0.8 mT.
(f) Differential signal, applied field amplitude
0.8 mT.
(g) Point averaged signal, applied field ampli-
tude 2.0 mT.
(h) Differential signal, applied field amplitude
2.0 mT.
Fig. 4.18 Easy axis measurements of commercial samples on wafer, of dimensions 20 by 2
µm and thickness 25 nm. Coercivity is expected to be around 0.2 mT, so measurements were
taken with applied voltages with amplitudes corresponding to 0.2 mT and above.
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(a) Harmonics, where f1 = 200 Hz.
(b) Summed harmonics.
Fig. 4.19 Harmonics of easy axis measurements of commercial samples on wafer, of dimen-
sions 20 by 2 µm and thickness 25 nm. Coercivity is expected to be around 0.2 mT, though
gradient change is seen at 0.32 mT.
(a) Point averaged signal, applied field ampli-
tude 3.6 mT.
(b) Differential signal, applied field amplitude
3.6 mT.
(c) Harmonics, where f1 = 200 Hz. Gradient
change at 0.12 mT.
(d) Summed harmonics.
Fig. 4.20 Easy axis measurements of commercial samples on wafer, of dimensions 20 by 5
µm and thickness 25 nm. Coercivity is expected to be around 0.11 mT.
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(a) Point averaged signal, applied field ampli-
tude 3.6 mT.
(b) Differential signal, applied field amplitude
3.6 mT.
(c) Harmonics, where f1 = 200 Hz.
(d) Summed harmonics.
Fig. 4.21 Easy axis measurements of commercial samples on wafer. Mixture of dimensions
20 by 2 and 5 µm, thickness 25 nm.
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(a) VSM measurements on wafer and after
dispersion. Expect Hc approx 20 Oe on wafer
and 28 Oe when dispersed.
(b) Optical microscope image of dispersed
particles. Arrow indicates the field applied
during dispersion.
(c) Harmonics of the pickup coil measure-
ments of the samples on wafer.
(d) Harmonics of the pickup coil measure-
ments of the dispersed samples.
Fig. 4.22 Dispersed commercial particles - 500,000 units of 20 by 2 µm rectangles with
thickness 25 nm (5.30e-4 emu). Poor alignment of particles.
as poor pickup coil measurements (Figures 4.22c and 4.22d). The VSM and pickup coil
measurements are better for the 20 by 5 µm particles, as seen in Figure 4.23b. A mixture
of the two does show two peaks in the pickup coil received signal (Figure 4.24b), and the
summed harmonics do show gradient changes at approximately the right fields (Figure 4.24c)
however there are other unexplained gradient changes at higher fields so it is not reliable.
These gradient changes may be due to the sample being multi domain.
In contrast to the commercial particles, the in-house particles (also 25 nm thick) were
found largely to align with the long sides of the rectangles parallel to an applied field; The
20 by 5 µm particles align well; most 20 by 2µm particles align and those that do not align
at 0° tend to align at 90° to the applied field (Figure 4.27). This may be due to stacking
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(a) VSM measurements on wafer and after
dispersion. Expect Hc approx 10 Oe
(b) Optical microscope image of dispersed
particles. Arrow indicates the field applied
during dispersion.
(c) Harmonics of the pickup coil measure-
ments of the samples on wafer.
(d) Harmonics of the pickup coil measure-
ments of the dispersed samples.
Fig. 4.23 Dispersed commercial particles - 125,000 units of 20 by 5 µm rectangles with
thickness 25 nm (2.69e-4 emu).
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(a) Optical microscope image of dispersed
particles.
(b) Harmonics of the pickup coil measure-
ments of the dispersed samples.
(c) Summed harmonics of the pickup coil mea-
surements of the dispersed samples.
(d) Point average. (e) Differentiated signal.
Fig. 4.24 Dispersed mixture of the commercial particles with dimensions 20 by 2 and 5 µm
and thickness 25 nm.
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easy axis (virgin)h rd
Fig. 4.25 VSM measurements from the demagnetized state (virgin curves) for easy and hard
in-plane axes of Py rectangles. Shown with full hysteresis loops for context.
effects, whereby two rectangles are stacked flat sides together with their magnetization in
opposite directions. Another possibility is that the gradient of the initial magnetization curve
at a range of small fields is larger for fields along the short side of the rectangle than it is for
fields along the long (easy) axis. In that case, even though to fully magnetize along the long
axis would require a smaller field than to fully magnetize along the short axis, applying a
small field to a demagnetized rectangle may cause the rectangle to rotate to have its short
side parallel to the field. This is shown to be the case in Figure 4.25. A VSM measurement
of the initial magnetization curves was carried out and at a certain range of low fields the
gradient of the curve when the field was parallel to the short side was larger than that when
the field was parallel to the long side. The curves then cross, to give the expected behaviour
that the rectangles saturate at a lower field when the field is along the long side than the short
side. A mixture of the two particle types is shown in Figure 4.28. The magnet used gave a
field of 200 mT at the surface of the substrate, in the plane of the substrate. Videos were also
taken of the particles redeposited onto a microscope slide, before the liquid had dried. A
rotatable magnet was used with field strength 80 mT in the plane of the slide at the centre of
the area, and the particles were seen to rotate to follow the field.
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Fig. 4.26 Normalized VSM measurement parallel to the easy axis of a batch of redeposited
Py particles with thickness 25 nm and lateral dimensions 20 by 2 µm.
A chip with redeposited particles which were 25nm thick and 20 by 2 µm were measured
on the VSM with the field parallel to the easy axis, and at ±2°. The coercivity was found to
be 27 Oe for all three measurements. This is similar to the 24 Oe expected from previous
MOKE measurements of rectangles of the same dimensions grown directly onto the substrate.
The slight increase may be due to the rectangles being slightly different sizes due to the limits
of the lithography process. Some rectangles also aligned perpendicular to the applied field
during redeposition, which would also broaden the hysteresis loop. The loop for the easy
axis is shown in Figure 4.26.
The same pickup coil experiments as before were carried out for particles made in our
lab, shown in Figure 4.29. First the 20 by 2 µm particles were redeposited and measured,
and then 20 by 5 µm particles were added to the same substrate. A difference is seen in
the received signal, but it is not clear enough to be valid as a measurement system. The
harmonics are again inconclusive.
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20 µm
Fig. 4.27 Optical microscope picture of 20 by 2 µm particles, redeposited under field (field





Fig. 4.28 Optical microscope images of a mixture of 20 by 2 and 20 by 5 µm particles,
redeposited under field (field direction horizontal in picture, in the plane of the substrate)
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(a) 20 by 2 µm, point averaged signal with
applied field amplitude 3.645 mT.
(b) Mix of 20 by 2 and 5 µm, point averaged
signal with applied field amplitude 3.645 mT.
(c) 20 by 2 µm, differentiated signal with ap-
plied field amplitude 3.645 mT.
(d) Mix of 20 by 2 and 5 µm, differentiated
signal with applied field amplitude 3.645 mT.
(e) 20 by 2 µm, harmonics. (f) Mix of 20 by 2 and 5 µm, harmonics.
(g) 20 by 2 µm, sum of harmonics.
(h) Mix of 20 by 2 and 5 µm, sum of harmon-
ics.
Fig. 4.29 Pickup coil measurements of dispersed particles made in-house. Comparison of




We have shown that patterning thin films of Py into rectangles changes the magnetic properties
significantly. The continuous films display properties of a soft magnetic material whereas
introducing a uniaxial anisotropy by shaping into a rectangle results in similar properties
to a hard magnetic material, with easy and hard in plane axes. The easy axis shows a
square loop with a coercivity increasing with aspect ratio of the rectangle. This variation in
coercivity could be used to differentiate between particle types, and the angle dependence
of the measurements have been shown to be small which is good for redepositing particles.
However, in practice it would be difficult to obtain many channels from this method - the
coercivities are close together and it would be difficult to resolve measurements. Similarly,
although we were able to detect multiple particle types using FMR it would be difficult to
extend this to more channels.
Another issue is the measurement method; any successful tag needs to be measured by
relatively cheap and portable equipment outside of a lab. The MOKE and FMR measurements
require very expensive and, in the case of the MOKE, delicately aligned equipment. The
pickup coil shows potential as a hand-held and cheap method, however to reach the fields
required to probe the coercivities a large current is required. It is also difficult to resolve
channels as they are so close together.
We are therefore left with two requirements - we need a quantity to probe which has a
larger spacing compared to the width of the peak or transition so that we can obtain more,
better resolved channels. We also need it to be something that we can measure with a lower
current or some other method. Perpendicular synthetic antiferromagnets solve both these
issues. The coupling field can be tuned up to several thousand Oersted so the switching field
range is increased by a factor of nearly 100 from that of the Py rectangles. The measurement
could be carried out by using a permanent magnet (i.e. a DC magnetic field) to reach the
expected field and then only a small AC field needs to be applied to oscillate the filed around
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that central value and probe the switching field. An additional benefit is that depositing the
samples is simpler as their magnetization is perpendicular to the plane of the sample, so as
they will naturally land flat on the surface no external field is needed to align them.
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We fabricate synthetic antiferromagnetic (AF) bilayers consisting of two ferromagnetic
Pt/CoFeB/Pt films with Ruderman-Kittel-Kasuya-Yoshida (RKKY) antiferromagnetic inter-
layer coupling via a Ru layer. We start by characterizing single films of Pt/CoFeB/Pt,
including the effect of thickness on strength of their perpendicular magnetic anisotropy
(PMA). We then characterize the SAF bilayers grown as continuous films on silicon, both
with respect to changing the CoFeB thickness and to changing the Pt interlayer thickness in
the Pt/Ru/Pt coupling layer. Changing the Pt interlayer tunes the strength of the interlayer
exchange coupling (IEC). Tuning the IEC allows us to control the applied field at which there
is an easy axis spin-flip transition. We then pattern the SAF films in order to fabricate a tag
from particles with different, distinct switching fields. The bilayers have zero net magnetic
moment at remanence and zero susceptibility below the switching field, so the switch is
square and changes the net magnetic moment between zero and a finite value. This makes
them an ideal candidate for the tag - the change in magnetization at a given known field can
be used to confirm the presence or absence of a particular particle type.
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5.1 Introduction
Synthetic antiferromagnets (SAFs) with perpendicular magnetic anisotropy (PMA) have
received much interest as both reference layers and functional components of magnetic
memory devices, such as magnetic tunnel junctions with for use in Magnetic-Random-
Access-Memory (MRAM) [1–15]. Systems formed of two ferromagnetic layers separated
by a thin non-magnetic spacer and coupled antiferromagnetically have highly controllable
properties and a low net moment at remanence, making them good candidates for spintronic
applications[16, 17]. Recently it has been suggested that these systems may be interesting
for creating magnetic nanoparticles for biotechnology applications[18].
Here we explore the controllable properties offered by this materials system to broaden
its application horizons to areas such as the Internet of Things (IoT), an interconnection of
everyday objects via embedded microelectronics. A SAF provides the remote access required
by IoT applications, and has finely controllable properties. The tag would be passive as it
stores non-volatile data, so requires no power source on the object. It cannot be overwritten,
i.e. external magnetic fields will not affect the information stored. It has no stray fields
except under external magnetic fields due to zero net remanent magnetization state. This
makes it magnetically ‘invisible’ unless an external field is applied, and also ensures that
individual elements of the tag will not be influenced by stray fields from their neighbours.
The zero net remanent magnetization along with the non-line-of-sight detection, as well as
small size, creates a covert tag. Each element of the tag can be addressed separately, giving
potential for high resolution sensing.
The tag uses the idea of being able to tune the switching field of a particle to achieve an
individual tag by mixing particles with different, resolvable switches. The tag will be based on
SAF microparticles of diameter 20 µm. The microSAF is characterized by its switching field,
which is governed by the IEC through a layer of Ru via the RKKY mechanism. This IEC
can be tuned [19]- the field at which each layer switches can be controlled. In order to create
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multiple channels of information we can tune the IEC as long as the switch is sufficiently
sharp that if batches of microSAFs with different switching fields are fabricated, the switches
are resolvable and do not overlap. A zero magnetization remanent state, due to the antiparallel
magnetizations of the layers from RKKY coupling, and vanishing susceptibility below the
switching field will help keep the switches well defined and distinguishable by keeping the
M-H curve horizontal at fields below the switching field. A zero magnetization remanent
state also ensures that the particles do not agglomerate in liquid under zero field, and a low
susceptibility ensures they separate once any applied field is removed.
5.1.1 PMA material based technology
Magnetic materials with perpendicular magnetic anisotropy (PMA) have become vital to
the development of future on-chip magnetic memory and logic devices. They have several
advantages over in-plane equivalents, including their scalability. The strong PMA dominates
over shape anisotropy so materials are less sensitive to lateral size and shape (whereas shape
anisotropy is important for in-plane elements, which also have low thermal stability due to
low anisotropy), and they have high thermal stability so can be scaled to sub-20 nm sizes
[20]. A high thermal stability is vital for non-volatile field switchable memory elements. As
we will discuss further in Chapter 6, there is an energy barrier to thermal fluctuations which
is given by E = 12HkMSV where Hk is the anisotropy field, MS is the saturation magnetization
and V is the volume which switches. The anisotropy field Hk is given by 2Ke f f /MS, so the
energy barrier is highly dependent on the magnitude of the effective anisotropy Ke f f [5].
Therefore the high magnitude of the interfacial PMA allows hard disk technology to reduce
bit size to well below that possible with in-plane materials. In fact for disk drives the formal
limit for longitudinal recording media is 100 Gbit/in2 whereas for perpendicular magnetic
recording it is 1 Tbit/in2 [21].
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Despite the advantages of non-volatile high density data storage, hard disks do come with
limitations. They require relatively large moving parts, and the read and write speeds are
limited. This has lead to interest in moving beyond the field switchable memory elements
used in conventional hard disk drives. Instead, magnetization can be switched using a local
torque on the magnetization induced by a spin-polarized current. Such devices transfer
spin angular momentum from one ferromagnetic layer to another (with the spins of the two
layers at an angle to one another) by using an electric current [20]. These are known as
spin-transfer torque (STT) devices, and have led to significant improvements in magnetic
random access memory (MRAM) technology. The thin films of magnetic materials used
(alloys of Cobalt) have very good properties for memory technology - they provide unlimited
read and write cycles, infinite data retention, compatibility with integrated circuits, intrinsic
radiation hardness, and material stability [22]. As early as the 1960s it was suggested that the
toroid core of electronic memory could be replaced with magnetoresistive elements [23], but
it wasn’t until giant magnetoresistance (GMR) was discovered in 1988 that MRAM became
a real possibility [24, 25]. Then in the 1990s further progress was made with the invention of
magnetic tunnel junctions (MTJs) [26, 27].
In conventional MRAM the switching of the magnetization of a bit is achieved by current-
induced magnetic fields. Although MRAM has the potential to be a dynamic random access
memory, the first MRAM device had only 4 Mb of storage - this has now increased to 256
Mb with a 1 Gb chip in the pilot production phase [28]. The two main changes made for this
improvement were the write mechanism and the materials used. The spin transfer torque
(STT) replaced magnetic field based switching, and materials with perpendicular magnetic
anisotropy (PMA) replaced in-plane films. Both these changes make the devices scalable
to much lower dimensions, and therefore make MRAM very promising with fast switching,
good reliability and high scalability. Firstly STT-MRAM devices have more efficient bit
switching than when using current-induced magnetic fields as in conventional MRAM
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[29, 30]. Secondly, the advantage of using PMA materials in spin-transfer torque based MTJs
is their high spin-transfer torque efficiency [31–33] compared to in-plane materials, which
means that their critical currents for switching are lower.
Another method of switching magnetic layers is by using the spin-orbit interaction, which
is displayed in PMA multilayers among other systems. It is possible to use the spin-orbit
interaction to induce a non-equilibrium spin accumulation in a ferromagnetic multilayer
system, and so exert a local torque on the magnetization [34]. The advantage over STT based
devices is that STT devices require a polarizer ferromagnetic layer whereas spin-orbit devices
do not. There are various mechanisms which drive this effect, each with different symmetries
- the spin Hall [35], Rashba [36] and Dresselhauss [37] effects. The effects have been seen at
room temperature, and the physical mechanisms involved can be disentangled experimentally
by the symmetries [38]. It has been shown that spin-orbit torques from in-plane injected
currents can drive magnetization switching of PMA ferromagnetic layers [39–41].
The two memory device types discussed so far consist of magnetic grains which form
the bit elements, with the magnetization direction defining the 0 and 1 state. There has been
research into another type of magnetic memory device, using domain wall based logic and
memory architecture. PMA materials are appropriate for this due to their small domain wall
widths, proportional to K−1/2 [42]. The motion of the domain walls can be driven by applied
magnetic fields from electric currents [43], but also by the spin-orbit torque [44, 45].
5.1.2 Work in this thesis
The properties of PMA materials have led them to be on the forefront of research into
on-chip memory devices. We aim to harness some of these properties but move away
from on-chip devices and create a liquid tag containing particles fabricated from PMA
materials. The channels of information in the tag are determined by the applied field at
which the magnetization switches, which can be tuned so that batches of particles can be
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grown with different switching fields and mixed together to form a multi-channel tag. The
presence or absence of a switch at a particular applied field gives a 1 or 0 bit. We achieve
this tunable switching field by fabricating a synthetic antiferromagnet (SAF) from two
ferromagnetic layers antiferromagnetically coupled via a Rudermann-Kittel-Kasuya-Yoshida
(RKKY) type coupling. This gives bilayers with a characteristic zero net magnetic moment
at remanence, and zero susceptibility below the switching field. This combined with a
spin-flip magnetization reversal gives a very defined transition between the ‘on/off’ states of
a particular SAF - by increasing the applied field from zero to above the switching field we
go from zero to finite net magnetization (or vice versa), at a switching field which depends
on the strength of the coupling. We can tune the coupling and so create a mixture of particles
with different but known coupling strengths. By detecting the field at which a change in
magnetization occurs, the particular barcode can be read.
The SAF structure is a bilayer, with two ferromagnetic CoFeB layers with perpendicular
magnetic anisotropy coupled through Ru. The M−H behaviour we expect is shown in Figure
5.1 for an applied field perpendicular to the plane of the films. The key property we are aiming
for is the state at low fields with zero net magnetic moment. Zero net magnetic moment at
remanence is relatively easy to achieve; what is important here is that this extends to finite
fields, and that the differential susceptibility in this region is very small (i.e. the gradient of
the M−H curve is close to zero). When a sufficiently large field is applied in an out of plane
direction, the layer which was aligned anti-parallel to the field will flip to align with the field,
overcoming the antiferromagnetic coupling. The sharp switch of the antiparallel layer to
align with the applied field can be seen as the transition between an ‘off’ state with zero net
moment, and an ‘on’ state with a net moment. We can tune the field at which this switch
occurs by tuning the strength of the antiferromagnetic coupling, so by creating samples with
a range of different, known coupling strengths we create channels of information. The film
structures in this thesis will be described by writing the components in order of deposition,






Fig. 5.1 A schematic of a hysteresis loop for the easy axis of a synthetic antiferromagnet.
The two ferromagnetic layers, represented by the green and purple rectangles, have parallel
magnetizations at high fields and antiparallel magnetizations at zero field. The major loop is
shown in red, and the direction of travel around the loop. The positive field direction with
respect to the plane of the sample is also marked.
using their periodic table notation, so that the first material written is the bottom layer on the
substrate and the last is the top layer. The layers will be separated by a forward slash and the
thickness of each in nanometres given in brackets. For example Ta(2)/Pt(2)/CoFeB(1)/Pt(2)
denotes 2 nm of Tantalum deposited followed by 2 nm of Platinum, 1 nm of Cobalt Iron
Boron and finally 2nm of Platinum. If we are varying one of the thicknesses it will be in bold
and written as t , for example Ta(2)/Pt(2)/CoFeB(tCoFeB)/Pt(2). We use Co60Fe20B20.
5.2 Perpendicular Magnetic Anisotropy (PMA)
An important property of magnetic materials is their magnetic anisotropy, which defines the
easy and hard axes of magnetization. The direction of the applied field relative to these axes
determines the amount of energy required to switch the magnetization - the extreme cases
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being the easy (low energy) and hard (high energy) axes. In a bulk material the easy axis will
be along a crystal symmetry direction, however in ultrathin magnetic layers or multilayers
the planar surfaces or interfaces act as symmetry breakers.
5.2.1 Phenomenological treatment
In thick ferromagnetic films the preferred magnetic moment orientation is in the plane of the
film, due to the bulk anisotropy. The interface anisotropy results from lowered symmetry
which was predicted by Néel [46] and first observed by Gradmann and Müller [47], then
further investigated by Chappert [48, 49]. The surface component was found to scale with
the inverse of the film thickness. The two anisotropies can be phenomenologically separated
into a volume and a surface component. The total anisotropy is a trade-off between the two
effects, and its direction and strength will depend on the proportion of interface atoms to
inner bulk atoms. The easy axis is always either parallel or perpendicular to the plane, not at
an intermediate angle. As the film becomes thinner the interface anisotropy dominates and
rotates the easy axis to a direction perpendicular to the plane. The transition between the two
regimes is the spin reorientation transition (SRT).
This approach is appropriate because for ultrathin films of only a few monolayers the
system cannot be treated using the continuum approach, and instead is treated as a collection
of discrete magnetic dipoles on a lattice [50]. This leads to outer layers which experience
a relatively small dipole anisotropy, and inner layers that have a dipole anisotropy that is
similar to that obtained by the continuum approach. This allows us to phenomenologically
split the dipole anisotropy into a volume and an interface contribution, although the dipole
interface contribution is minor compared to that of spin-orbit coupling. Note that per atom
the interface anisotropy is considerably larger than the bulk anisotropy. The volume and
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interface components approximately obey
Ke f f = Kv +2Ks/t (5.1)
assuming the two interfaces contribute equally [50]. A plot of Ke f f t against t (Figure 5.2)
shows a positive intercept 2Ks and a negative gradient Kv; a positive interface anisotropy
favours perpendicular magnetization and a negative volume anisotropy favours an in-plane
magnetization. Therefore if Ke f f > 0 the magnetization is out of plane, and if Ke f f < 0
the magnetization is in-plane. The boundary between the two is at tSRT =−2Ks/Kv which
is the SRT. Above this thickness there are strong demagnetizing fields which are created
when tilting the magnetization out of the film plane, and which are responsible for keeping
the magnetization in-plane. The volume energy corresponding to these fields form a large
component of Kv. Below tSRT the demagnetizing fields are overcome. PMA has to overcome
the full demagnetizing energy of the thin film, since in the film plane there is no demagnetizing
field so the maximum demagnetizing field (HD =−4πMS) has to be overcome perpendicular
to the plane.
The interfacial PMA and the demagnetizing field are both contained within the angle-
dependent part of the energy density. This is
E = (Ki −2πM2S)sin2(ψ)−MSH cos(θ −ψ) (5.2)
where θ and ψ are the angles of the applied field and magnetization to the anisotropy axis,
respectively. The intrinsic anisotropy contributions, including magnetocrystalline and PMA,
are included in Ki while the demagnetizing field which pulls the magnetization in-plane
manifests in the magnetostatic contribution to the energy, 2πM2S . This leaves us with an
effective anisotropy
Ke f f = Ki −2πM2S . (5.3)
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Fig. 5.2 Schematic of the relationship of the effective anisotropy with ferromagnetic film
thickness. Ke f f > 0 gives a magnetization which is out of plane, and for Ke f f < 0 the
magnetization is in plane. See [50] for experimentally measured plot for Co films.
Under certain circumstances, hard axis measurements can be used to extract the anisotropy
field HK = 2Ke f f /µ0MS [50]. The M-H curves for in-plane and out of plane films are shown
in Figure 5.3 to illustrate the different cases. As discussed, if Ke f f < 0 then the magnetization
lies in the plane of the film and so the hard axis saturation field gives us Ke f f . This is seen in
Figure 5.3(a), where the remanent magnetization for the in-plane measurement is equal to
MS. Similarly if Ke f f > 0 and the magnetization is out of plane, the remanent magnetization
is equal to MS and the hard axis saturation field once again gives Ke f f , seen in Figure 5.3(c).
In this case any magnetostatic energy is due to the demagetizing field of the thin film since
the PMA is strong enough to stabilize large remanent domains. If Ke f f > 0 but the PMA
is not strong enough then the film does not remain saturated at remanence (Figure 5.3(b))
and we are left with many small domains, the stray field interaction between which will
contribute more to the magnetostatic energy than the demagnetizing field. In this case the
hard axis saturation field will not directly give Ke f f . Our films all exhibit strong PMA so
HK = 2Ke f f /µ0MS is valid.
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Fig. 5.3 Magnetization curves for samples with in-plane (a) and perpendicular (b, c)
anisotropy taken from [50]
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5.2.2 Microscopic origin
The phenomenological treatment developed above is perhaps more useful in understanding
day to day experiments, however it is valuable to also understand the microscopic origin of in-
terfacial anisotropy. If non-relativistic quantum mechanics is used to describe ferromagnetism
the free energy is independent of the direction of the magnetization, so there is no anisotropy.
Relativistic corrections to the Hamiltonian break the rotational invariance with respect to
the the spin quantization axis, and we get an anisotropy energy [51]. These corrections are
the magnetic dipolar interaction and the spin-orbit interaction. In the absence of either of
these, the total energy of the electron-spin system has no dependence on the direction of
the magnetization - there is no anisotropy. It should also be noted that in two-dimensional
systems with short-range, isotropic exchange interactions the Mermin-Wagner theorem finds
that dipole-diplole and spin-orbit interactions are required to sustain ferromagnetic order
at finite temperatures. The in-plane magnetization usually found in thin films is due to the
dipolar interaction, which is long range so depends on the geometry of the sample. At short
range, the spins are coupled to the orbits via the spin-orbit interaction. In itinerant materials
the spin-orbit interaction induces a small orbital momentum which couples the total magnetic
moment to the crystal axes (itinerant materials are alloys or intermetallic compounds in which
the atomic energy levels are broadened into narrow energy bands; they are most prominently
metallic systems based on 3d transition elements where the delocalized 3d electrons are
responsible for the magnetic properties - therefore important to our use of CoFeB [52]). This
coupling means that the total energy depends on the angle of the magnetization with respect
to the crystal axes, which is the magnetocrystalline contribution to the anisotropy [53]. The
lower symmetry at an interface causes this contribution to be significantly different at an
interface compared to the bulk. This is the interface anisotropy predicted by Néel [46]. It
should be noted that there are complications if there is lattice mismatch between layers, since
the spin-orbit interaction also leads to a magnetostrictive anisotropy induced in a strained
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system. We will consider in more detail the microscopic origins of the dipolar and spin-orbit
contributions to anisotropy, following a method adapted from [51].
Anisotropy due to dipolar interactions
To discuss the microscopic origin of the magnetic anisotropy due to the dipolar interac-
tions, we need to consider the local density of the magnetization m(r) since in an itinerant
ferromagnet the magnetic moment is not localized.
Jansen [54] has considered the problem using relativistic density functional theory, giving
a Hamiltonian which describes the interaction between the magnetization and the dipolar










m̂(r) · m̂(r′)−3 [(r− r





The magnetization density operator, m̂(r) is expressed in µB per unit volume. It is a many-
body Hamiltonian, and can be used to give the dipolar energy by replacing m̂(r) by its
expectation value m(r) (Hartree approximation) [51]. Edip is proportional to µ2B ∼ c−2 so is
a relativistic correction.
In 3d transition metals the magnetization distribution within each atomic orbital is
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(1−3cos2 θi j) (5.6)
where θi j is the angle between the direction of the magnetization and the direction ui j of the
pair (i, j) (the dipolar energy being a minimum when the two are parallel).
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Since the dipolar interaction decreases very slowly as r−3i j , the summation converges
very slowly and the dipolar field Hdip(i) experienced by a given moment mi is affected
significantly by the moments at the boundary of the sample, giving the shape anisotropy dis-
cussed in Section 4.2. Far from i the individual moments can be replaced by the macroscopic
continuous magnetization distribution M(r), but this does not hold close to i. The Lorentz
method (decomposing the sample into a spherical cavity centred on i in which discrete
moment distribution is retained and an outer part where the distribution is approximated by
M(r)) gives a dipolar field which is made up of the field due to dipoles inside the cavity,
pseudo-charges at the surface of the cavity and pseudo-charges on the external surface. This
last field, the demagnetizing field, is the reason for shape anisotropy. It can be split into
volume and surface components, but the surface contribution is very small and never leads to
a perpendicular easy axis in ultrathin films. As already discussed, the demagnetizing field is
Hd =−N ·M where the demagnetizing tensor for thin films of infinite lateral extension and







The volume shape anisotropy is then K sin2(θ) with K =−2πM2 where θ is the angle be-
tween the plane normal and the direction of the magnetization. It favours in-plane orientation
for thin films.
The important contribution of the dipolar interactions to the overal anisotropy is the
volume shape anisotropy, however the dipolar interactions can also contribute to the magne-
tocrystalline anisotropy; the calculation involves a numerical summation of the dipolar field
from the dipoles inside the Lorentz cavity. From Equation 5.6 the dipolar energy is of order
2 with respect to the magnetization direction, so contributes only to anisotropy constants of
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order 2. The dipolar contribution to magnetocrystalline anisotropy therefore vanishes in high
symmetry structures.
Anisotropy due to spin-orbit coupling
The Dirac equation, which is necessary to consider the relativistic theory of the electron, is
reduced to the Pauli equation in the limit of low velocities (of the order v2/c2). This gives us












σ · (E×p). (5.8)
The non-relativistic Hamiltonian is made up of the first two terms, the non-relativistic kinetic
energy and the electrostatic potential energy respectively. The third term is the relativistic
mass-velocity correction and the fourth term is the Darwin correction to account for the fact
that in relativistic theory the electron is sensitive to the electric field over a lengthscale of
the order h̄/mc. The final term is the spin-orbit coupling HSO and is the coupling between
the spin of the electron and the magnetic field created by its own orbital motion around the
nucleus. This orbital motion is coupled to the lattice via the electric potential of the ions so
HSO contributes to the magnetocrystalline anisotropy. This term is quantitatively significant
close to the nucleus, in which region the potential is approximately spherically symmetric.

















l · s = ξ (r)l̂ · ŝ (5.10)
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where ξ (r) is the crystal potential, l̂ is the orbital magnetic moment and ŝ is the spin magnetic
moment [51, 55–57]. For transition metals, only the d electrons need to be considered so
ξ (r) can be replaced by its radial average over the d orbitals, the spin-orbit constant ξ .
The electrons in 3d transition ions have orbitals with spherical symmetry, but when
arranged in a monolayer the electric field from neighbouring ions (the crystal field) breaks
this symmetry and results in hybridized orbitals. The energy levels no longer have a definite
quantum number ml and are instead labelled as xy, yz, zx, x2 − y2 or 3z2 − r2. These are
hybrids of opposite orbital moment ml and −ml so the field from the neighbouring ions
reduces the net orbital moment of the levels to zero. If there was no spin-orbit coupling
then the magnetic moment of the 3d ions would be purely spin and the gyromagnetic factor
(g = (2sz − lz)(sz + lz)) would equal 2. The spin-orbit coupling lessens the quenching of the
orbital moment by the crystal field slightly, but g is still close to 2. The same effect is seen
in 3d metals, where the band dispersion of the levels has the same effect as the crystal field.
If the film is in the x− y plane with the z direction perpendicular to the film, the in-plane
hybridized orbitals are the xy and x2 − y2 orbitals. The out-of-plane orbitals are yz, zx and
2z2 − r2. The difference between magnetic moment of the in- and out-of plane orbitals is
closely related to the magnetocrystalline anisotropy. To first order [51] the orbital magnetic
moment is
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The magnetocrystalline anisotropy energy arising from spin-orbit coupling can be calcu-
lated as the difference in the expectation values for in-plane and out-of-plane [56, 57]:
∆ESO =< HSO >hard −< HSO >easy=−ξ
[











for an in-plane hard axis and an out of plane easy axis. The reason for the anisotropy between
the in plane and out of plane orbitals (which leads to the energy difference) is that there
are more neighbour atoms in the plane of the film than in the out of plane direction, so the
quenching of the orbital moment by the crystal field is more effective in the plane of the film.
The film needs to be very thin for this to be a large enough effect to lead to a perpendicular
magnetic anisotropy.
The order of magnitude of the magnetic anisotropy can be explained using perturba-
tion theory since the spin-orbit coupling ξ is significantly smaller than the bandwidth and





where W is the d bandwidth [51]. Although perturbation theory is inaccurate when dealing
with degenerate levels or deformations of the Fermi surface, it has the advantage that the
anisotropy constants can be calculated without calculating the energy as a function of
direction of magnetization.
The perpendicular magnetic anisotropy can be enhanced by careful choice of substrate
(or sandwich layers around the transition metal). Both Pd and Pt have a large spin-orbit
coupling and a large Stoner-enhanced susceptibility. At the interface with a 3d material such
as Co, they have a significant spin-polarization and contribute to the anisotropy. This is seen
experimentally but also in calculations - for example suppressing the spin-orbit interaction in
the Pd layers reduces the calculated anisotropy of Pd/Co/Pd. We use Pt layers either side of
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our CoFeB, so there is hybridization between the 3d electrons in CoFeB and the spin-orbit
coupled 5d orbitals of the Pt and morb is enhanced compared with just CoFeB. The increase
is specifically in m⊥orb since the increase in morb scales linearly with uniaxial PMA [58]. The
hybridization at the interface affects both ξ and W so directly affects Ku. A substrate such as
Cu or Ag where the d bands are filled have negligible induced spin-polarization so do not
contribute to the anisotropy via the spin-orbit interaction (although they do influence the
anisotropy via the s-d hybridization with d bands of the 3d material).
First principles calculations of the anisotropy require great accuracy and are difficult. They
are usually attempted by computing the difference in the total energy for magnetization along
two non-equivalent directions; most energy contributions are approximately constant under
rotation so can be skipped. First a self-consistent spin-polarized calculation is performed
for the scalar relativistic Hamiltonian (first four terms of Equation 5.8), then a calculation
including the spin-orbit coupling for different magnetization directions. The difference
between the sums of one-electron eigenvalues is found. The local spin-density approximation
can be used to find the band structure. The Schrödinger equation can be solved using a linear
scheme such as the linearized full-potential augmented plane wave or the linear muffin-top
orbital method. The calculations are very difficult for bulk materials, but possible for ultrathin
films where the anisotropy is several orders of magnitude larger than in bulk materials.
5.3 Rudermann-Kittel-Kasuya-Yosida (RKKY) coupling
Discovery of interlayer exchange coupling as an interaction between the magnetizations
of two ferromagnetic layers separated by a thin, non-magnetic spacer layer was in 1986
[59–61]. The interaction is seen to oscillate as a function of the thickness of the spacer layer
[62]. The oscillations were compared to calculations and it was found that the coupling is an
exchange interaction which is mediated by the electrons in the spacer layer; the periods of
the oscillation are determined by the geometry of the spacer layer’s Fermi surface [63].
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For the samples in this chapter we rely on interlayer exchange coupling to shift the
switching field of the CoFeB films in a controllable way. We use antiferromagnetic (AF)
interlayer exchange coupling (IEC) between two ferromagnetic films with PMA, with a
Ruderman-Kittel-Kasuya-Yosida (RKKY) coupling layer between the ferromagnetic layers.
The Ru coupling layer thickness is chosen such that the IEC is AF, and the strength of the
coupling is attenuated in a controlled manner by inserting extremely thin Pt between the
CoFeB and Ru layers. As discussed in Section 5.2.2 this also enhances the PMA of the
CoFeB. The result is a synthetic antiferromagnet (SAF) in which the magnetizations of the
ferromagnetic layers at remanence are out of plane and anti-parallel (AP), giving zero net
magnetic moment. When the saturation field is reached, the layer which is aligned opposite
to the applied field switches and the magnetizations of the two layers are parallel to each
other and to the applied field direction.
5.3.1 Phenomenological treatment of RKKY coupling
Our samples consist of thin films with uniaxial anisotropy. The RKKY coupling is a function
of the angle between the magnetizations of each layer, θ . Per unit area, the energy is
E = J cos(θ) (5.15)
where J is the RKKY coupling energy per unit area of the film [64]. Clearly when the
magnetizations of the layers are parallel or antiparallel, as they will be at saturation and
remanence respectively, the energy per unit area is equal to ±J. Assuming we have two
ferromagnetic layers of equal thickness t (otherwise we have a ferrimagnet rather than a
SAF), the coupling energy is written as
J = HJMSt (5.16)
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where HJ is the coupling field. Technically this is the coupling field for the softer layer (the
accuracy of the growth is insufficient to obtain layers of exactly the same thickness), and
is found by measuring a minor loop and finding the midpoint - i.e. the shift from the loop
being centred at zero field. When the minor loop is measured the softer layer will reverse
but the harder layer will align with the applied field even at remanence, so the coupling field
is from the constant magnetization of the harder layer. A schematic of the major loop for a
SAF is shown in Figure 5.1, with the magnetization directions of the two layers are indicated.
Figure 5.4 shows the minor loop as well as the major loop and indicates the coupling field
found from the minor loop by a dashed line, calculated as HJ = 12(H1 +H2). For the minor
loop of the softer layer, the switching fields are given by H1,2 = HJ ±Hc1 where Hc1 is the
coercivity of the layer. The coercivity of the harder layer can be found from Hc2 = H3 −HJ .
The parallel to antiparallel (P-AP) switch, where the field is swept from saturation so the
spins switch from being aligned with the field to being antiparallel to one another, is the same
for both major and minor loops and is HP−AP = ±H1. The antiparallel to parallel (AP-P)
switch is at a smaller field for the softer layer than the hard layer. The softer layer switching
is seen in the minor loop. Therefore HAP−P, so f t =±H2 and HAP−P, hard =±H3.
The energy per unit area of a magnetic thin film can be extended to a bilayer system with
AF IEC. For a single film of thickness t, we would have
E = Ke f f t sin2(ψ)+MSH cos(θ −ψ). (5.17)
ψ is the angle between the magnetization and the anisotropy axis, and θ is the angle between
the applied field and the anisotropy axis. For a bilayer, we must consider Ke f f t for both
layers as well as the coupling between them, so we have
E =Ke f f ,1t1 sin2(ψ1)+Ke f f ,2t2 sin2(ψ2)
−HMS,1t1 cos(θ −ψ1)−HMS,2t2 cos(θ −ψ2)+ J cos(ψ2 −ψ1)
(5.18)











Fig. 5.4 Major loop (red) and minor loop (blue) for a SAF with PMA. The coupling field
for the softer layer is HJ and is the centre of the minor loop. The two layers have different
coercivities Hc1 and Hc2, calculated as the difference between the switching field for the
layer and HJ
where the thicknesses of the layers are t1,2 and J is the coupling energy per unit area. J will
be found experimentally from the coupling field. In our case the ferromagnetic layers have
equal thicknesses so have the same anisotropies, and the energy density becomes




−HMSt [cos(θ −ψ1)− cos(θ −ψ2)]+ J cos(ψ2 −ψ1).
(5.19)
The saturation magnetization MS is found from the easy axis hysteresis loops (θ = 0), while
the anisotropy constant can be found from hard axis loops (θ = π/2).
The hard axis switch occurs via reversible canting of the magnetization of each ferro-
magnetic layer towards the direction of the applied field. For a single film HK = 2Ke f f /MS
where HK is the saturation field of a hard axis measurement For a coupled bilayer we need
to consider that the hard axis saturation field, Hsat , also involves the coupling field. As in a
single film the saturation field must overcome the anisotropy field HK; in a bilayer it must
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also overcome the coupling field, so a hard axis measurement gives Hsat = HK +2HJ . We
can measure Hsat and HJ , so can calculate Ke f f = HKMS/2.
The easy axis switching mechanism depends on the strength of the PMA compared to
the RKKY interaction. Two situations, with PMA stronger than or weaker than RKKY,
are shown in Figure 5.5. At remanence ψ1,2 = 0,π and θ = 0 so from Equation 5.19 we
must have 2tKe f f > J in order for PMA to dominate. In this case the transition occurs
via spin flip, since the PMA keeps the spins out of plane [65, 66]. The samples in this
chapter are in this regime, although they are coercive whereas the approach of minimizing
Equation 5.19 such as that used in [66] assumes zero coercivity. This means that the switch
from antiparallel to parallel occurs at H = HJ +Hc where Hc is the coercivity of the layer
which is switching. If the PMA is weaker then spin-flop occurs - at a certain field the
magnetizations transition from AP to being at equal and opposite angles ±ψ to the applied
field, and above that field they continuously rotate towards each other to reach ψ = 0 at the
saturation field. The first transition occurs at HSF = 2
√
K2e f f +(Ke f f J/t)/MS and the second
at HS = 2(Ke f f +2J/t)/MS, although again this model assumes zero coercivity [66].
Fig. 5.5 Easy axis switching for SAFs with PMA, for Ke f f greater than and less than the
coupling. Taken from [66].
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5.3.2 Microscopic origin of RKKY coupling
Initial calculations for the indirect exchange type coupling of nuclear magnetic moments
were carried out by Ruderman and Kittel [67], who based the calculations on their hypothesis
that two metal nuclei would interact via the hyperfine interaction with the conduction
electrons surrounding them. Kasuya [68] and Yosida [69] expanded on this and considered
the interaction of the bound electrons in the unfilled d−shell of transition metals with
the s− conduction electrons. The s− d interaction was noticed by Zener [70] as being
necessary for ferromagnetism, but his model was phenomenological and did not consider
antiferromagnetism or spin wave mode.
The interaction of interest to us is that between ferromagnetic layers across a nonmagetic
spacer. Oscillatory coupling, alternating between ferromagnetic (F) and antiferromagnetic
(AF) as a function of spacer thickness, was initially observed in various systems such as Fe/Cr,
Co/Cr, Co/Ru, Co/Cu and Fe/Cu [62, 71–73] with large oscillation periods of approximately
5-10 monolayers. This period is larger than that from applying RKKY theory assuming
uniform spin distribution within the ferromagetic layers and allowing spacer thickness to
vary uniformly. Since interlayer coupling based on ab initio or tight-binding total-energy
calculations [74–76] are not suitable for long-range coupling, Bruno et al extended RKKY
exchange to interlayer coupling [63]. They found that the large periods were due to the
discrete nature of the spacer thickness, and the moment distribution within the ferromagnetic
layers even when using the free-electron approximation. They treated the system as two
ferromagentic monolayers embedded in a nonmagnetic metal, separated by a distange
z = (N +1)d where d is the interlayer spacing and N is the number of atomic layers in the
spacer. The magnetic layers have spins Si located at atomic positions Ri of the host metal.
To a first approximation, the interaction of a conduction electron of spin s and position r with
Si is
Vi(r,s) = Aδ (r−Ri)s ·Si. (5.20)
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Note that this does not give an accurate phase of the oscillation; this would require an
approach that explicitly deals with the d − s hybridization [77, 78]. The spin polarization of
the conduction electrons gives an indirect exchange interaction [67]
Hi j = J(Ri j)×Si ·S j (5.21)
where the contact potential has been treated as a second order perturbation on the electron
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for a face centred cubic lattice with one electron per atomic cell [79]. As stated above, the
free electron model is assumed for the conduction electrons. A is the inter-atomic exchange
parameter and kF is the Fermi wavevector. We therefore have an exchange coefficient that
oscillates with R and is also damped, so to get strong AF coupling we want the thinnest
possible spacer that gives a positive (sign convention) peak of J. See Figure 5.6. Although
this treatment considers two localized spins it may be extended to two ferromagnetic layers,
assuming uniform spin distribution across the film area. One layer is chosen as reference,
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for one layer on another. z is the distance between them and is large. Once again, this is




Fig. 5.6 Oscillatory indirect exchange coupling coefficient J with spacer thickness t. By sign
convention, the positive J (in red) is antiferromagnetic coupling and negative J (in blue) is
ferromagnetic coupling. For our samples we aim for the strongest AF coupling, i.e. the first
red peak (shown by the arrow).
Another approach, closely related to the RKKY approach, has been to treat the spacer
layer as a quantum well and consider the reflection and transmission at the boundaries
between ferromagnetic and nonmagnetic layers [80]. It gives a long-period oscillation of J
very similar to that given by RKKY coupling and has been backed up by much experimental
evidence [64].
5.4 Single film CoFeB
The ferromagnetic layers of our SAFs are CoFeB films sandwiched between Pt, so we
investigate the properties of single Pt/CoFeB/Pt blocks. The PMA arises from the spin-
orbit interaction at the interface between CoFeB and Pt, as discussed in Section 5.2. The
anisotropy constant is given by Ke f f = 12HkMs because our films have strong PMA and we
assume that there is coherent rotation when a field is applied along the hard axis (we assume
Stoner-Wohlfarth like hard axis behaviour). To achieve PMA the anisotropy argument gives
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an upper limit on the CoFeB thickness, when the bulk contribution dominates over the surface
component. There is also a practical lower limit due the thickness below which we cannot
grow a continuous film. A series of CoFeB films of varying thicknesses below the SRT
were grown to demonstrate the dependence of Hk on t CoFeB. They exhibit sharp switching
and largely similar coercivities, implying that in this range of thicknesses the nucleation of
domains has little dependence on thickness.
Continuous films of Pt(2)/CoFeB(t CoFeB)/Pt(2) with 0.6 nm ≤ t CoFeB ≤ 1.4 nm were
grown via sputter deposition onto Si substrates. Easy axis loops were measured using MOKE
and are shown in Figure 5.7 and clearly exhibit PMA with sharp easy axis switching along
the out of plane axis. An out of plane measurement for a film with t CoFeB = 2 nm is shown
in Figure 5.8, where the thickness is clearly above the SRT and the normal to the film is
now the hard axis. The coercivities of the films with PMA are plotted with t CoFeB in Figure
5.9, and we see that Hc varies only by 10 Oe across the whole range due to the reversal
mechanisms at low thicknesses. At low thicknesses, the reversal is via rapid expansion of
a few domains (close to the SRT the reversal begins to be dominated by a large number
of domain nucleations and hysteresis loops are more slanted). In this thickness range, the
nucleation of the domains is affected very little by CoFeB thickness and the rapid motion
of domain walls results in the sharp switch to saturation. The thickest film (Figure 5.7(e))
begins to show slight curvature close to saturation, although it is still well below the spin
reorientation transition (SRT) which as we will calculate later is tSRT = 1.65 nm.
The anisotropy field, taken as the saturation field of the hard axis measurement, is plotted
in Figure 5.9b and shows a linear decrease with film thickness. We can find the saturation
magnetization, MS, by measuring the magnetic moment at saturation and the volume of
the sample. We average the values for 9 films to get MS = 1050 emu cm−3. We can use
this to find the effective anisotropy constant for each film, with Ke f f = 12HkMs. As we saw
in Section 5.2, the effective anisotropy can be split into volume and surface components,



















0.6 nm 0.8 nm
-300 -200 -100 0 100 200 300
applied field (Oe)
1.0 nm


























Fig. 5.7 Hysteresis loops measured with the field along the sample normal for continuous
films of Pt(2)/CoFeB(t CoFeB)/Pt(2) with varying t CoFeB. The easy axis is clearly out of plane,
and the transitions are sharp.
with Ke f f = Kv +2Ks/t. A plot of Ke f f t against t yields a y intercept of 2Ks and a negative
gradient of Kv (though clearly the y intercept is found by extrapolation since it is well below
the percolation limit). Since the magnetization is out of plane for Ke f f > 0 and in plane for
Ke f f < 0, the x intercept of the graph gives the thickness of the SRT, tSRT =−2Ks/Kv. In
Figure 5.10 we plot Ke f f t CoFeB against t CoFeB, and from the linear fit we extract Ks = 0.36
erg cm−2 and Kv = -4.3 ×106 erg cm−3. This gives us a transition thickness tSRT = 1.65 nm,
which we confirmed by growing samples either side of that thickness.
We also confirm that the PMA is very strong by taking VSM measurements at different
angles, shown in Figure 5.11. The angles shown are with respect to the out of plane easy
axis. The measurements are taken parallel to the applied field. At 0° (parallel to the out of
plane easy axis) there is a sharp transition as expected. This persists even when the applied
field is at 45 ° to the easy axis. At 65° we start to see curvature, indicating rotation of the
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Fig. 5.8 MOKE measurement with applied field along the sample normal for a film of
Pt(2)/CoFeB(2)/Pt(2). This is above the SRT for CoFeB, and is clearly a hard axis measure-
ment. The easy axis is in-plane.
spins, but there is still a flip present. Likewise at 80° we see more rotation, but still a spin
flip as well. Finally at 85° (so at 5° to the plane of the sample) we see a transition that is
entirely continuous rotation so is a ‘true’ hard axis reversal. The PMA is sufficiently strong
that even at field angles above 45° (so closer to the hard axis than easy axis) the spins cannot
fully rotate to the plane of the sample, instead flipping once a certain finite angle is reached.
As the field angle increases the spins are able to rotate closer to the plane of the sample,
but even at 80° the PMA prevents full rotation. The practical implications for the tag are
that the particles will not be particularly sensitive to alignment when redeposited or when
a field is applied - the applied field and detection should be parallel to the easy axis for
maximum signal, but a few degrees inaccuracy will not affect the switching field or switching
mechanism of the CoFeB.
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(b) Hk with t CoFeB
Fig. 5.9 Hc and Hk with t CoFeB. Hc shows small variation, within 10 Oe, across the range of
samples. Hk shows a large linear decrease with t CoFeB.
5.5 Antiferromagnetically coupled bilayers
Our tag are disks of antiferromagnetically coupled bilayers. They consist of two ferromag-
netic CoFeB layers coupled via a nonmagnetic Ru spacer. We choose the Ru thickness to
be the first antiferromagnetic peak, giving the bilayers their characteristic zero net magnetic
moment at remanence (see Figure 5.1). Our two CoFeB layers have nominally the same
thickness so that the transitions are symmetric about zero magnetization. As we will discuss,
we are able to tune the coupling constant which allows us to tune the field at which the
transition occurs. We therefore have the means to create a tag, with batches of particles
characterized by their switching field. In addition to the tunable IEC the key properties of
this system are the zero net moment at remanence, the zero susceptibility at remanence and
the sharp switches (square loops), all of which are vital to the application. The zero magneti-
zation remanent state together with the vanishing susceptibility below the switching field
will keep the switches well defined and distinguishable by keeping the M-H curve horizontal
at fields below the switching field. A zero magnetization remanent state also ensures that the
particles do not agglomerate in liquid under zero field, and a low susceptibility ensures they
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Fig. 5.10 Ke f f t CoFeB plotted against t CoFeB for single CoFeB films below the SRT. The linear
fit allows us to extract Kv and Ks.
separate once any applied field is removed. The structure of the SAF chosen can be seen in
Figure 5.12 - two ferromagnetic CoFeB layers with out of plane magnetization are coupled
through Ru and the IEC is tuned by the separating Pt.
The thicknesses of the CoFeB, Pt and Ru must be carefully chosen to achieve sharp
switching and antiferromagnetic coupling. The IEC in such systems shows oscillatory
behaviour with t Ru, showing either antiferromagnetic (AFM) or ferromagnetic (FM) coupling
between the FM CoFeB layers. We choose t Ru = 0.85 nm to be on an AFM peak of these
oscillations. The CoFeB must be in the thick enough to be a continuous film but below
the SRT, where the behaviour is characterized by well defined perpendicular magnetization
configuraion and sharp switches. This is seen, with square hysteresis loops and 100%
remanence, between t CoFeB = 0.6 nm and 1.4 nm (see Section 5.4). We stabilise the interfacial
perpendicular magnetic anisotropy (PMA) of the CoFeB layers by inserting a layer of Pt
between each CoFeB layer and the Ru. The Pt must be above a certain thickness to stabilize
the PMA sufficiently and ensure that we are in the spin-flip regime rather than the spin-flop
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Fig. 5.11 VSM measurement of a 1 nm thick CoFeB film with PMA. The field angle is varied,
with 0 deg being parallel to the out of plane easy axis. Measurements are taken parallel to
the applied field.
regime (see Figure 5.5), to retain the sharp switches required. The Pt layers fulfil an additional
important purpose by allowing us to tune the RKKY coupling strength; we use ultra thin t Pt
at thicknesses at which it acts merely to attenuate the IEC so that it decreases exponentially
with t Pt. This is because at thicknesses below 2.2 nm the IEC through Pt in [Pt/Co] layers
was shown to be FM [81–83].
The composition of the bilayer is shown in Figure 5.12. The functional part which
provides the M−H behaviour shown in Figure 5.1 is CoFeB(t CoFeB)/Pt(t Pt)/Ru(t Ru)/Ptt Pt/
CoFeB(t CoFeB). Beneath the bilayer we have a Ta/Pt buffer, and the stack is capped with
either Pt or Pt/Ta. The Pt cap stabilizes the PMA as discussed, but the cap also prevents
oxidation and acts to mechanically strengthen the particles when lifted off into solution.








Fig. 5.12 Schematic of the coupled bilayer structure. The release layer is used only when
patterning.
5.5.1 Continuous film characterization
The basic functional SAF stack is CoFeB(t CoFeB)/Pt(t Pt)/Ru(t Ru)/Ptt Pt/CoFeB(t CoFeB), which
is grown on a Ta/Pt underlayer and capped with Pt. In this section the whole stack, grown by
sputtering, is Ta(2)/Pt(2)/CoFeB(1)/Pt(t Pt)/Ru(0.85)/Pt(t Pt)/CoFeB(1)/Pt(2). The SAF stacks
were first grown as continuous films directly onto silicon substrates. The silicon is close to
atomically flat so roughness in the stack is low; before growth it is cleaned in isopropanol
(IPA) and acetone before being baked at 101 °C to ensure it is free of moisture. The Ru
thickness is chosen to be on the antiferromagnetic peak of the IEC, and the Pt interlayer
thickness is varied from 0.11 nm to 0.73 nm. This is limited by the minimum thickness
at which the Pt stabilizes the PMA of the CoFeB, and the maximum thickness that gives
the lowest coupling while still having a defined minor loop. Figure 5.13 shows example
hysteresis loops, which clearly show a reduction in coupling field with an increase in t Pt.
The very thinnest Pt interlayer, 0.06 nm, provides the largest coupling but at high fields the
reversal occurs via spin flop rather than spin flip, seen as a slope on the graph in Figure 5.13a.
At high coupling (see Figure 5.13b for t Pt = 0.17 nm), both antiparallel configurations are
seen in one direction of the major loop [84] (there are three switches as the field is swept from
saturation in one direction to saturation in the other direction, rather than two). This is due
to the precision of the deposition at such low deposition times being insufficient to achieve
two Py layers with exactly the same thicknesses. The effect disappears as the deposition
time of the Py layers, and therefore their thickness, is increased and coupling is reduced
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(see plot for t Pt = 0.39 nm, Figure 5.13c). Although this ferrimagnetic switch is tunable, the
range of switching fields is not as large as can be achieved by the switch to and from the
saturated state. We therefore use the switch from saturation as the basis for switching, which
can be tuned across a large range and is identical in the major and minor loops. Note that
the ferrimagnetic switch will not interfere in measurement because there is only one switch
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Fig. 5.13 Hysteresis loops for the continuous film on Si, for various values of t Pt. Major
loops are shown in black and minor loop in red. Directions of magnetization in the layers are
indicated by arrows, and coupling fields are labelled.
In Figure 5.14 we plot the coupling field HJ calculated from the midpoint of the minor
loops (see Figure 5.4). We see that the decay of HJ with t Pt slows down for thicker Pt, and
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can be fitted with an exponential decay. We find that HJ = 7195exp{−t Pt/0.23}, whereas
previous work on CoFeB SAFs [19] has found an amplitude of 8.7 kOe and a decay length
of 0.16 nm. We also show the corresponding values of J = HJMSt.
Figure 5.15 shows the magnetization switches which will form the basis of the tag. The
normalized Kerr rotation was measured when the field was swept from negative saturation to
zero and is plotted for each sample. We differentiate this to achieve the peaks shown in the
bottom graph of Figure 5.15 (these will be referred to as ‘the peaks’ in the remainder of this
chapter). In the context of the tag, these peaks will be detected to determine the presence
or absence of a particular particle type and so provide the yes/no bits. They are sharp and
well spaced so are easily resolvable, and even provide potential for increasing the number of
bits by fabricating samples with peaks in between the most widely spaced peaks with high
coupling. The peaks are closer together for lower coupling field (higher t Pt) as we increment
the t Pt linearly but the attenuation of the IEC is exponential (the coupling field HJ is simply
the switching field Hsw added to the coercivity Hc of the layer that is switching so will show
the same dependence on t Pt as the switches shown in Figure 5.15, just translated by Hc). The
sharpness of the peaks is discussed in more detail in Section 5.5.4 by measuring the full
width half maximum and spacing between them. We also measure the variation across each
sample - each sample was measured at 5 locations, giving average standard deviations of 5
Oe for both Hc and HJ .
Having investigated the change in Hc with t CoFeB of a single CoFeB film in Section 5.4,
we now look at the effect of changing t CoFeB on an AF coupled bilayer. The sample structure
is Ta(2)/Pt(2)/CoFeB(t CoFeB)/Pt(0.48)/Ru(0.85)/Pt(0.48)/CoFeB(t CoFeB)/Pt(2)/Ta(5). Figure
5.16(a) shows the comparison of the coercivity of the single film with that of the layer that
switches in a coupled bilayer (the coercivity extracted from a minor loop, which is for the
bottom layer switching so can be compared to a single film). The single film shows little
variation of Hc with t CoFeB, whereas the SAF shows a significant linear decrease of Hc
5.5 Antiferromagnetically coupled bilayers 147
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8
0
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0














Fig. 5.14 Coupling field of continuous SAF films on Si, calculated from minor loops, plotted
against interlayer Pt thickness. Exponential fit, HJ = 7195exp{−t Pt/0.23}.
with t CoFeB, of over 150 Oe across the range of samples measured. The coupling field also
decreases with t CoFeB (Figure 5.16(b)), by approximately 1250 Oe across the samples.
Effect of buffers and underlayers
The SAF stack is very sensitive to the roughness of the substrate - the functional layers are 1
nm thick or less so roughness can cause defects such as orange peel coupling in the layers. In
high anisotropy perpendicular layers the orange peel coupling leads to local antiferromagnetic
interactions [83, 85]. The underlayer of single CoFeB films can affect sharpness of loops
and the coercivity, and in bilayers it can additionally affect the coupling strength. The Ta
is a smoothing layer, and the Pt layer stabilizes the PMA and is a seeding layer - strongest
PMA occurs in CoFeB grown onto Pt with a (111) crystal structure [50]. Figure 5.17 shows
a few different thicknesses of Ta/Pt underlayer, with the best results being for Ta(2)/Pt(2) and
Ta(2)/Pt(10). Increasing further the thickness of either layer causes slanted transitions. Ta
in particular must be kept thin, since as it gets thicker it develops polycrystalline structure
rather than being amorphous and smooth [86]. An additional consideration is the mechanical
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strength and rigidity of the stack when fabricated into particles. The SAF stack is very
thin so needs some mechanical stability added to prevent it bending, but a larger problem
arises due to strain from lattice mismatch between layers. This strain leads to the curling
of particles. The symmetry of the curling was found to depend on the release layer - when
circular disks were grown onto the resist opposite sides curled up and when grown onto
germanium three sides rolled inwards in a triangle shape. Both these issues are resolved by
growing an additional Ta(5) on top of the Pt(2) cap for any sample which will be lifted off.
Additional support and smoothing can be achieved by repeating Ta(2)/Pt(2) in the underlayer
if required - a single thick Pt layer can cause additional strain.
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Fig. 5.15 MOKE easy axis measurements of negative saturation to zero branch of hysteresis
loop for continuous SAF films grown onto Si. Interlayer Pt thickness either side of Ru is
varied for each sample. (a) shows switch from saturation of minor loop, (b) shows that switch
differentiated.

























Fig. 5.16 The effect of varying t CoFeB in an AF coupled bilayer. (a) shows the variation of
Hc of the switching layer with t CoFeB, plotted with Hc of a single CoFeB film of the same
thickness for comparison. (b) shows the variation of the coupling field HJ with CoFeB.
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Fig. 5.17 Comparison of bilayers grown onto different underlayers. All
grown onto Si substrates coated with unpatterned S1813 resist, with a
CoFeB(1)/Pt(0.48)/Ru(0.85)/Pt(0.48)/CoFeB(1)/Pt(2) stack grown on top of the Ta/Pt
underlayer.
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Continuous film on resist
The continuous film on a silicon substrate is the ideal case, and the hysteresis loops will
become less sharp as the conditions are worsened. Ultimately we need to grow the film onto
a patterned release layer, dissolve the release layer and redeposit the particles. It is therefore
important to ensure that each stage in the process has a minimal effect on the sharpness of
the switches so that we keep our resolvable, sharp peaks. We start by growing the continuous
films onto the release layer, thereby keeping the ‘ideal’ unpatterned film but introducing
roughness with the resist. The resist used is a positive resist, S1813. The Si is cleaned in
acetone IPA before being baked above 100 °C, then we spincoat resist at 5000 rpm for 1 min.
The sample is baked to harden the resist, which also makes the resist smoother. An example
hysteresis loop is shown in Figure 5.18, and Figure 5.19 shows the variation of the coupling
field HJ with t Pt for bilayers grown on resist. As with the film on Si, it shows an exponential
decay with t Pt. Figure 5.20 shows the results of the MOKE measurements, taken in the same
way as for the film on Si. We see slight broadening at the base of the peaks, but they are still
sharp and well spaced. The average standard deviations (from 3 measurements per sample
taken at different spots) were 14 Oe and 22 Oe for Hc and HJ respectively. This is well below
the spacing between peaks so does not impact the number of channels we can achieve. The
exact Pt thicknesses and switching fields cannot be compared with the samples grown on
Si since they were grown some time apart and chamber conditions, including whether the
same exact targets are used, have a big effect on the film properties. Importantly the results
are repeatable when the chamber conditions are maintained so a tag in production would be
reproducible.
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Fig. 5.18 Hysteresis loop for a continuous SAF film grown onto resist. Major loop is shown
in black and minor loop in red.
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Fig. 5.19 Interlayer coupling field of continuous SAF films on resist, calculated from minor
loops, plotted against interlayer Pt thickness. Exponential fit, HJ = 6460exp{−t Pt/0.38}.
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Fig. 5.20 MOKE easy axis measurements of negative saturation to zero branch of hysteresis
loop for continuous SAF films grown onto resist. Interlayer Pt thickness either side of Ru
is varied for each sample. (a) shows switch from saturation of minor loop, (b) shows that
switch differentiated.




Fig. 5.21 Schematic of lithography. The green release layer is dissolved to either leave the
desired shape patterned onto substrate, or release the particles grown onto the release layer.
5.5.2 Patterned structures on Si substrate
The next stage is to investigate the effects of patterning. The aim is to make the structures
large enough laterally that edge effects have minimal impact on the properties, while being
small enough to be suspended in the liquid or gel that will contain the tag before redeposition.
We test this by patterning structures on the Si substrate, so that the substrate is still the
ideal case and only the shape is altered. We use the same resist as in the previous section,
and after baking it we pattern it using a direct laser writing system. The laser (wavelength
405 nm) is focused on the sample, which is on a stage that rasters back and forth while
the intensity of the fixed laser is modulated. This exposes a pattern onto the resist with a
resolution of 0.6 µm. Since we are using a positive resist, we expose the sections which
we wish to dissolve. The resist is developed in AZ326 to dissolve the exposed sections. To
obtain disk structures on a Si substrate we expose circular areas 20 µm in diameter. We grow
a stack with structure Ta(2)/Pt(2)/CoFeB(1)/Pt(t Pt)/Ru(0.85)/Pt(t Pt)/CoFeB(1)/Pt(2) onto the
substrate, then dissolve the resist release layer with acetone and clean the sample to remove
any residual metal or resist. A schematic is shown in Figure 5.21, where the pink layer is
the metal stack grown onto the green release layer. For the patterned structures on a silicon
substrate the resist release layer is dissolved and the metal on top of it cleaned away to leave
the metal grown directly onto the substrate. If particles are needed the resist is patterned into
pillars of the particle shape and the solvent is retained with the particles.
Once again we measure easy axis hysteresis loops, an example of which is shown in
Figure 5.22 for a single disk of diameter 20 µm. The coupling field results shown in Figure
5.23 are averaged from measurements on several structures for each sample, though there is
seen to be little variation across the sample. Again, an exponential fit is seen. The switches for
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all the samples are shown in Figure 5.24. We perform focussed MOKE on a single structure
at a time. We start to see some slanting in the minor loops and associated broadening of
the peaks. To some extent the noise in the peaks is a result of the small signal obtained in
single-particle MOKE, and the fact that any roughness at the edges of the sample due to the
lift off process may scatter light. However for the most part the switches are sharp and the
peaks well resolved, so the patterning of the sample is not a cause for concern. The standard
deviation (calculated from 3 measurements per sample) is 22 Oe and 27 Oe for Hc and HJ
respectively, so is not a cause for concern in terms of blurring peaks.
The samples for film on resist (Section 5.5.1) those patterned on the substrate in this
section were grown in the same sputter run, so the stacks should be identical (to within
variation across a sample). We therefore plot the coupling fields together in Figure 5.25 and
see that they are very similar. The exponential fits also both have a decay length of 0.38 nm.
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Fig. 5.22 Hysteresis loop for single SAF disk, grown onto Si. Major loop is shown in black
and minor loop in red.
5.5 Antiferromagnetically coupled bilayers 157
0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0
1 0 0 0
2 0 0 0




t P t  ( n m )
M o d e l E x p D e c 1
E q u a t i o n y  =  A 1 * e x p ( - x / t 1 )  +  y 0
P l o t R K K Y
y 0 0  ±  0
A 1 6 5 4 2 . 8 3 0 7 1  ±  3 3 5 . 9 0 2 1 6
t 1 0 . 3 7 9 9 9  ±  0 . 0 1 6 3 4
R e d u c e d  C h i - S q r 8 7 4 4 . 1 3 1 1 2
R - S q u a r e  ( C O D ) 0 . 9 8 9 4 6
A d j .  R - S q u a r e 0 . 9 8 8 1 4
0 . 0 0
0 . 0 5
0 . 1 0
0 . 1 5
0 . 2 0
0 . 2 5
0 . 3 0





Fig. 5.23 Interlayer coupling field of SAF films on Si patterned into disk shapes, plotted
against interlayer Pt thickness. Exponential fit, HJ = 6543exp{−t Pt/0.38}.
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Fig. 5.24 MOKE easy axis measurements of negative saturation to zero branch of hysteresis
loop for SAF films on Si patterned into disk shapes. Interlayer Pt thickness either side of Ru
is varied for each sample. (a) shows switch from saturation of minor loop, (b) shows that
switch differentiated.
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Fig. 5.25 Comparison of coupling field for film on resist, and for disks grown onto Si. Both
samples were grown in the same sputter run so the stacks should be the same.
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30 µm
Fig. 5.26 Optical microscope image of SAF disks on pillars of resist, before the resist is
dissolved for lift off. Discs are 20 µm in diameter and 10 µm apart.
5.5.3 Particles
The final stage is to fabricate particles for lift-off and redepositing. We follow the same
patterning process as in the previous section, this time exposing the area around the circles
to achieve resist pillars after development. This time the stack needs some mechanical
stability as the particles will be lifted off into solution, so we add a backbone of Ta to the cap.
The stack is Ta(2)/Pt(2)/CoFeB(1)/Pt(t Pt)/Ru(0.85)/Pt(t Pt)/CoFeB(1)/Pt(2)/Ta(5). The cap is
sufficiently thin that we are still able to probe both ferromagnetic layers using MOKE.
We first measure the disks before lift-off, as seen in the microscope image in Figure 5.26.
An example hysteresis loop is shown in Figure 5.27 for the sample with t Pt = 0.50 nm and
the switches of all the samples are shown in Figure 5.28. The switches are somewhat less
sharp than for the previous samples, however this is partially due to the fact that although
we try to focus the MOKE onto individual disks it is very difficult not to get some signal
from the surrounding film (on the Si substrate). This results in slanting, or even two switches
as seen in the samples with t Pt = 0.72 and 0.86 nm. We therefore do not worry about the
poor quality of the peaks, and instead use the measurements to verify that the lift-off and
redeposition of the particles does not affect the switching field.
Once the resist is dissolved in acetone, we concentrate the suspension by allowing the
particles to settle to the bottom of the vial (aided by an applied magnetic field) and removing
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Fig. 5.27 Hysteresis loop for single particle, before lift off. Major loop is shown in black and
minor loop in red. Sample has t Pt = 0.50 nm.
excess liquid and then place one drop onto a silicon substrate. The solvent is allowed to
evaporate. Figure 5.29 shows a microscope image of the redeposited disks. We perform
the same MOKE measurements as before, focussed on individual particles. Figure 5.30
shows an example hysteresis loop, for the sample with t Pt = 0.50 nm (the same sample as the
measurement for pre-lift off disks, Figure 5.27). We directly compare the switching fields
in Figure 5.31a, where we see that the on resist (pre lift off) and redeposited values are in
good agreement. The values plotted are averages across 3 particles from the same samples.
Figure 5.31b shows the coupling field dependence on t Pt, which again is well fitted by an
exponential decay. The switches are shown in Figure 5.32, and are much sharper than the
corresponding measurements before lift off in Figure 5.31a. Again, it is clear that the peaks
are at very similar fields as in Figure 5.31a. Standard deviation from measuring 3 structures
per sample is 21 Oe, so is still relatively low after the redeposition process. We can also
investigate how uniform the samples are by carrying out VSM measurements and looking at
any broadening of the switch. The measurements on continuous films, shown in Figure 5.33,
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are very sharp, with the minor loop having a slope across approximately 5% of the coercivity.
The measurement on redeposited particles shown in Figure 5.34 has some curvature, perhaps
100 Oe. This can be improved upon, but still allows for a reasonable number of bits across a
range of coupling fields of a few thousand Oe.
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Fig. 5.28 MOKE easy axis measurements of negative saturation to zero branch of hysteresis
loop for individual disks on resist pillars, before lift off. Interlayer Pt thickness either side of
Ru is varied for each sample. (a) shows switch from saturation of minor loop, (b) shows that
switch differentiated.
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20 µm
Fig. 5.29 Optical microscope image of redeposited SAF disks, 20 µm in diameter.
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Fig. 5.30 Hysteresis loop for single redeposited particle, with major loop shown in black and
minor loop in red. Sample has t Pt = 0.50 nm.
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Fig. 5.31 Interlayer exchange coupling field for the redeposited disks. Figure 5.31a shows the
switch from saturation for pre lift off (on resist) the same batches of disks once redeposited.
Figure 5.31b shows the coupling field for the redeposited disks, with an exponential fit
decaying as HJ = 6926exp{−t Pt/0.36}.
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Fig. 5.32 MOKE easy axis measurements of negative saturation to zero branch of hysteresis
loop for single redeposited disks. Interlayer Pt thickness either side of Ru is varied for each
sample. (a) shows switch from saturation of minor loop, (b) shows that switch differentiated.
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Fig. 5.33 VSM hysteresis loops along the easy axis of a SAF continuous film. Transitions
are very sharp, implying little variation across the film.
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Fig. 5.34 VSM easy axis measurement of redeopsited SAF disks.
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5.5.4 Spacing and width of peaks
The sharpness of the peaks and their spacing determine whether the peaks for the particles
with different coupling fields (e.g. Figure 5.15) can be distinguished so are key to the function
of the tag. In Figure 5.35a we show results from measuring the full width half maximum
(FWHM), in 5.35b the spacing between the peaks and in 5.35c the ratio between the two. The
plots show results for samples in Sections 5.5.1-5.5.3. Figure 5.35a shows that the FWHM
is mostly below 30 Oe, except for a few samples of patterned on Si (samples from Section
5.5.2) and patterned on resist (which are pre lift-off in Section 5.5.3). The spacing is of the
order of hundreds of Oersted so even the widest peaks are resolvable. Since the samples are
fabricated at regular t Pt intervals and HJ is exponential with t Pt, the spacings between the
peaks increases with HJ (Figure 5.35b). The key quantity is the ratio spacing/FWHM which
we want to be as high as possible (or FWHM as low as possible). This is plotted in Figure
5.35d(c) and except for a few outliers in the patterned on Si and resist samples, is above
8.5. This is very encouraging, and means that even if we add broadening from variation in a
sample or from portable measurement methods we still have potential to resolve our peaks.
5.6 Conclusion
We have successfully fabricated the components of multi-channel tag by tuning the interlayer
exchange coupling of SAF bilayers. The properties are ideal, with zero susceptibility above
and below the switching field and a sharp switch giving a very defined transition and a
sharp differentiated peak on a zero background. The AP remanent state gives an ‘off’ state,
and increasing the field will ‘turn’ on each batch of particles as their switching field is
reached. Assuming these switching fields are known, the presence or absence of a peak at
each pre-determined field gives us the bits we need. We demonstrated that the properties of a
continuous on-chip film can be largely retained in the particles with careful consideration
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of underlayers and strengthening caps. We achieved 11 channels on films and 7 with
redeposited particles, but this is by no means the limit. There is scope for further channels in
between those measured here, and in the case of the redeposited particles the growth chamber
conditions limited the maximum coupling and therefore the number of channels achievable -
this would be easily overcome with consistent production in an industrial context.
This is a promising tag system, which we believe has the potential to become a product
with the creation of a suitable detection system. A tag can be easily customised by mixing
batches of particles, and applied in liquid form then allowed to dry. Since the measurable
quantity is a change in magnetization the detection does not need to be line of sight, so the
tag can be covert and is not easily forged or measured by someone without prior knowledge
of the system. The particles are non-volatile, and will not suffer from electrical interference
or tampering.
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Fig. 5.35 Measurements of the full width half maximum (fwhm) and spacing of the peaks
for SAFs in Sections 5.5.1-5.5.3. The spacing increases with HJ since the samples are taken
at Pt thicknesses with linear increments, and HJ is exponential with thickness. The ratio of
FWHM/spacing is lowest for film on Si, but is also very good for redeposited particles.
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Chapter 6
Dynamics of magnetization switching in
thin films with perpendicular magnetic
anisotropy
In this chapter we investigate the effect of field sweep rate on the coercivity of CoFeB films
with PMA and antiferromagnetically coupled bilayers. We discuss some of the previous work
done on dynamical effects in thin films, and the models used. We then take measurements
with varying field sweep rate on single film CoFeB with PMA, which fit existing models.
We extend this to measurements on coupled bilayers, for which there have been qualitative
investigations of dynamical effects (for example images of domains formed with different
field sweep rates) but very little quantitative analysis.
6.1 Introduction
The time-scales over which many physical processes happen and the temperature at which
they occur are important, and can be linked in the theory of thermal activation [1] whereby an
energy barrier must be crossed for the phenomenon to occur. The rate of the event happening
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goes as r exp{−EA/kBT} where EA is the height of the energy barrier (the activation energy),
kB is the Boltzmann constant and T is the temperature - the lower the energy barrier and higher
the temperature, the faster the phenomenon occurs. Conversely, the longer a phenomenon is
given to occur the higher the activation energy which can be overcome.
The time scales involved in magnetization switching have a profound effect on the
quantitative and qualitative behaviour reversal - the value of the switching field can change,
as well as the physical mechanism by which the switch occurs. Time dependent and thermally
activated magnetic phenomena have been known to exist for a long time. Ewing first observed
temperature dependent magnetic susceptibility of iron and steel [2], while Street and Woolley
analysed magnetic viscosity in terms of activation energy (for a general case as well as
high coercivity alloys such as alnico which obey Stoner-Wohlfarth coherent rotation of
the magnetization) [3]. Magnetic viscosity is a property which leads to a certain length
of time being required for the magnetization to reach an equilibrium value for a given
magnetic field. Néel was at the forefront of the discovery of time-dependent effects. He
related hysteresis loops to processes involving domain wall pinning, and hence developed the
understanding of time-dependent effects in hysteresis. He used thermodynamic fluctuations
to determine the response of the magnetization to a change in field close to the coercivity,
given by SV χirrev = δM/δ ln t where SV is the magnetic viscosity coefficient and χirrev is
the irreversible susceptibility [4, 5]. The magnetic viscosity is defined by H f = SV ln(t/τ0)
where H f is a fluctuation field. He also suggested the physical diffusion of defects (acting as
domain wall pining sites) as an alternative relaxation mechanism [5]. Néel also considered
the thermoremanent magnetization and relaxation time for ferromagnetic fine particles.
The hysteretic behaviour of magnetic materials depends on their intrinsic properties
(exchange interaction and magnetic anisotropy being among the most important [6]) but also
extrinsic parameters - for example temperature, applied field sweep rate and applied field
angle. It is well known that the coercivity Hc of magnetic materials is time-dependent [7–15].
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The exact dependence of Hc on the field sweep rate dH/dt = Ḣ depends on the sample
properties; it has been investigated theoretically and experimentally for various systems,
which we will discuss in Section 6.2.
The use of our samples for multi-channel tags relies on sharp magnetic switching at
known, repeatable fields. The dynamical dependence of the switching field is therefore very
important - we need to know the exact field at which a given sample will switch for a given
sweep rate, and that the different channels will remain resolvable at whichever sweep rate is
eventually chosen for a measurement device.
6.2 Background
There have been many attempts to investigate time-dependent phenomenon on magnetic
thin films, both theoretically and experimentally. Although the exact relationship between
the coercivity Hc and the field sweep rate dH/dt = Ḣ is not agreed upon, the general trend
that Hc increases with Ḣ is universally found. Most studies also find that there is some
power dependence between them often with two different exponents at low and high Ḣ,
indicating different reversal mechanisms. We will discuss some of the key approaches
used to understand the time-dependence of magnetization, beginning with the early work
on magnetic viscosity (Section 6.2.1). We will then look at power laws (Section 6.2.2)
which suggest that the area of the hysteresis loop AH is proportional to Ḣα , although they
neglect domain processes. In Section 6.2.3 look at work which attempts to include domain
processes by assuming reversal by domain wall propagation, and finds that Hc ∝ ln(Ḣ).
These models use a continuously varying field, whereas much additional work done has
considered magnetization relaxation under constant field. These can be linked, and the
relaxation results can adapted for dynamic hysteresis, by defining an effective timescale that
links the field sweep rate to the relaxation time. This approach is considered in Section 6.2.4.
Modelling the film as a fine particle system is covered in Section 6.2.5. All the previous work
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has been performed on single layer thin films, so we finally look at examples of multilayer
systems in Section 6.2.6.
Dynamics in terms of field sweep rate
We are predominantly interested in the easy-axis switching of our samples, which is where
dynamical effects are most prominent. Thermally activated dynamics is observed during
irreversible processes but not during reversible transitions, so they depend heavily on the
orientation of the applied field to the anisotropy axis and are most relevant when the field
is parallel to the easy axis [16]. This is due to the different reversal processes involved -
reversible transitions are related to rotation processes whereas irreversible transitions are
related to the nucleation of reversed magnetic domains and the subsequent propagation of
domain walls [17]. Nucleation sites are associated with defects such as local weakening of
intrinsic anisotropy, and the domain wall propagation is hindered by local pinning centres.
These processes are highly dependent on field sweep rate. Since magnetization switching
along the easy axis is a thermally activated process, the switching time depends on the
energy barrier height which is reduced by the application of an external field. Conversely,
the longer a field is applied for the lower that field needs to be to switch the magnetization.
The coercivity (defined as the field at which half the sample volume has switched [13]) is
therefore dependent on field sweep rate.
Generally there are two effects of increased field sweep rate, Ḣ, on irreversible transitions.
Firstly, the switching field increases which indicates that the irreversible transitions are
thermally activated. Secondly the transitions broaden, indicating that the reversal mechanism
changes depending on the sweep rate. At lower Ḣ the transition is abrupt and reversal is
governed by domain wall propagation; as Ḣ increases to become relatively fast compared
to the wall propagation speed reversal becomes dominated by domain nucleation and the
transitions are less sharp [14, 18]. Nucleation and propagation can take varying amounts
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of time [19], hence the dynamical effects. In the slow dynamic regime where reversal is
propagation dominated the reversal can take large fractions of a second, whereas it can take
less than a microsecond in the fast dynamic regime where reversal is nucleation dominated
[20]. Note that precessional reversal, not relevant in materials with domains, is the fastest
process and takes place at subnanosecond timescales, known as the ultra-fast dynamic regime
[21]. This will not be discussed here. Experimental studies of single ferromagnetic layers
have confirmed the existence of the two regimes - nucleation and propagation - for samples
with both in-plane [22, 23] and out-of-plane anisotropy [24] (see Section 6.2.2). Multilayers
such as exchange-biased ferromagnetic/antiferromagnetic bilayers have also shown this
behaviour [25–28] (See Section 6.2.6).
Interestingly high field sweep rates bring us closer to observing the idealised Stoner-
Wohlfarth (SW) behaviour, which predicts that easy axis and hard axis switching fields
(irreversible and reversible transitions, respectively) will be identical. In reality SW behaviour
is generally not observed in thin films. In such films, where the in-plane dimensions are
much larger than the domain wall width, we see Brown’s paradox [29] where coercivity is
measured to be smaller than the anisotropy field due to defects. The irreversible transition
starts at a lower field than expected from SW predictions, i.e. the switching field along the
easy axis is smaller than that along the hard axis (see the curved SW astroid in Figure 2.5
where the astroid crosses the easy axis at a lower field than the hard axis). This is because
SW assumes coherent rotation whereas in extended systems defects act as pinning centres
for the magnetic domain walls, and it is found that domain processes are more energetically
favourable. A simple pinning model of 180° pinned domain walls predicts that the value of
the reversal field has an angular dependence 1/|cos(θ)| where θ is the angle of the easy axis
with respect to the external field [30], so only the projection of the field along the easy axis
is effective and the coercive field is smaller along the easy axis direction in samples with
pinning. The difference between the reversal fields along the easy and hard axes is reduced
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when the field sweep rate is increased, due to the fact that the coercivity increases with field
sweep rate from its intrinsic value whereas the hard axis switching field does not (where the
intrinsic coercivity is defined as the constant applied field which reduces the magnetization
to zero after saturation in the opposite direction). Hard axis switching is a reversible process;
since only irreversible transitions show thermally activated dynamical effects, as sweep rate
is increased the larger hard axis switching field is constant but the smaller easy axis switching
field increases. The difference between the hard and easy axis transitions is decreased and
the behaviour starts to approach single-particle like SW behaviour with equal switching
fields in the hard and easy axis directions [16]. In the high Ḣ nucleative regime behaviour is
more SW-like, whereas the pinned behaviour exists in the propagative, low Ḣ regime. The
slow dynamic regime has been modelled using a phenomenological model of propagating
domain walls based on thermally activated relaxation with a single relaxation time [14, 18].
It assumes weak pinning, so that the energy barrier varies linearly with applied field. The
model yields a logarithmic dependence of the reversal field on Ḣ [24], as seen in Section
6.2.3.
Dynamics in terms of timescale
For a ferromagnetic film, key time scales are the inverse of the attempt frequency and the
minimum spin relaxation time. The attempt frequency, f0, is the rate at which a small volume
of magnetizations (a characteristic volume whose magnetization is reversed within a single
activation event) try to reverse their orientation, and is approximated as being in the range
10 MHz to 1 GHz [31, 32]. The minimum spin relaxation time, τ0,min, is the shortest time
for spins to stabilize after excitation over the energy barrier to reversal. It occurs at critical
damping (α ∼ 0.01 in the LLG equation) [33]. The Arrhenius-Néel equation determines












where EA is the relevant energy barrier to reversal, kB is the Boltzmann constant and T is the
temperature. As we will see, there is a crossover from propagation-dominated magnetization
reversal to nucleation dominated reversal as the time scale is decreased (equivalent to
increasing the field sweep rate). The approximate timescale where these processes compete
is the mesofrequency range, where t ∼ Hc/Ḣ = 10−1 −10−6 s [20]. We will perform our
experiments in this range by measuring dynamic hysteresis loops using MOKE.
6.2.1 Magnetic viscosity
In 1951, Néel found that all ferromagnetic materials experience a magnetic viscosity or
aftereffect, whereby the magnetization changes are observed to lag behind changes in the
applied field. Equivalently the magnetization relaxes under a constant field, due to thermal
activation [4, 34]. The timescale is too large to have much discernible effect unless the
sample is very small, but is seen in ultrathin films which are small in just one dimension
[35]. The relaxation behaviour of the magnetization can give valuable information about the
activation energy, and also the time stability of the remanent magnetization.
The time stability of the remanent magnetisation can be defined by the Néel relaxation
time. At finite temperature there is a finite probablility of a magnetization randomly flipping
between its two easy axis directions; the mean time between two such events is given by the
Néel-Arrhenius equation






where the height of the energy barrier EA is the product of the anisotropy energy density
K and the volume V . τ0 is the inverse of the attempt frequency, characteristic of the mate-
rial. This approach assumes particles with a single magnetic domain. It is derived more
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rigorously by Fuller Brown [36], for the case where the difference between the maximum
and minimum of the free energy E of a single domain are small compared to the thermal
agitation kBT . If relaxation times are comparable with the time of measurement then a lag
of the magnetization changes behind the field changes can be observed - a phenomenon
known as magnetic viscosity or aftereffect. This is an intermediate effect between stable
ferromagnetism and superparamagnetism: if the difference in the free energy is much larger
than kBT then we have the Stoner-Wohlfarth model where static magnetization curves are
calculated by minimizing E, and we get hysteresis and ferromagnetism; if the thermal
agitation is large compared to differences in E and there is an ensemble of particles for
which the distribution of magnetization orientations is characteristic of statistical equilibrium,
behaviour is superparamagnetic.
Relaxation time can be measured for various fields by saturating the sample along its easy
axis in positive field then continuously reducing the field to a given field H < 0. The field is
held constant at this value and the behaviour of the magnetization over time is recorded.
6.2.2 Power law scaling relations for continuously oscillating field
We are interested in the effect of the amplitude and frequency of our applied field on the
switching field of the sample. For a square hysteresis loop the coercivity is proportional to
the area of the loop, AH , which is found to be related to the field sweep rate by a power law.
Theory
Among early measurements of the amplitude and frequency dependence of the hysteresis
loops of bulk magnetic materials [37–42] were measurements of iron which lead to power
laws, relating the area of the hysteresis loop AH to maximum induction Bm. Rayleigh
found that AH ∼ B3m for low Bm [37, 39], while Steinmetz found that AH ∼ B1.6m for Bm ∼
500−15000 G [38, 39]. Steinmetz’s law has been found to be valid for a wide range of soft
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magnetic materials. Although metallic magnets experience eddy current losses in addition
to hysteresis losses, in thin films eddy currents are difficult to initiate so hysteresis losses
dominate.
The first attempts to understand these power laws from a microscopic point of view
considered a 3D continuous spin system and an Ising spin system in 2D (using discrete
variables that represent magnetic dipoles) as a function of the amplitude and frequency of an
external field [43]. The study found that for the continuum model
AH ∝ Hα0 f
β (6.3)
where H0 is the amplitude of the applied field and f is its frequency, and that the Ising model
results fitted this relation. This scaling relation was also found by other groups studying
systems in both 2 and 3 dimensions [44–51]. The Ising models are more relevant to our work
as they are suitable for thin films with strong magnetic anisotropy whereas the continuum
models are relevant to small, insulating, defect-free, single-domain particles with small
magnetic anisotropy. The scaling relation was further simplified to [48]:
AH ∝ Ḣα . (6.4)
For a square loop, such as that found for easy-axis measurements, the area of the loop is
proportional to the coercivity so Hc ∝ Ḣα .
Experimental work
Various experimental papers [14, 24, 52–61] have found good fits to the scaling relations
shown in Equations 6.3 and 6.4, however it should be noted that these models are not
entirely accurate, as neither the continuum models nor the Ising models consider domain
processes. For example the continuum model used by Rao [43] does not include effects
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of magnetic anisotropy, dipolar forces (both of which lead to domain formation in real
magnets), magnetoelastic couplings or defects. This is seen in References [54–56], where
measurements on continuous thin films fit the scaling laws but with different exponents than
predicted by the theory. It has also been found experimentally that for epitaxial thin films
of Fe/GaAs(001), Fe/InAs(001), NiFe and Co the scaling relation A ∝ Ḣα applies but with
two distinct straight lines with different slopes (Hc being proportional to A for easy axis
measurements, so Hc ∝ Ḣα with two exponents) [18, 24, 52, 58–60, 62]. This indicates two
different reversal mechanisms. At low Ḣ domain wall motion dominates the reversal, and at
high Ḣ the nucleation rate increases and domain wall velocity decreases. This makes domain
wall motion less efficient and so nucleation dominates at high Ḣ.
The exponent value can also be affected by film thickness, and has been seen to be
smaller for thinner films. In a study of Fe/GaAs(001) films with varying Fe thickness, double
logarithmic plots of Hc against Ḣ show two straight lines with the transition at the same
value of Ḣ for each sample. In the low dynamic regime the gradient of the straight line
(i.e. the exponent of the scaling relation) decreased with Fe thickness [22]. This suggests
that at low Ḣ the interface affects the variation of Hc with frequency, due to domain wall
pinning induced by interface roughness. This pinning is expected to be more effective for
thinner films [14]. Despite different anisotropies, Fe/InAs(001) were found to have similar
exponents to Fe/GaAs(001) for the same Fe thickness - the thickness-dependent anisotropies
have not affected the value of α in the low dynamic regime. They may however affect the
value of Hc by changing the height of the energy barrier for domain wall pinning.
As stated above the scaling relations 6.3 and 6.4 do not take into account domain wall
motion or nucleation processes, so we need to look beyond power-law models. Some other
approaches take into account one process or the other depending on which is known to
dominate in the system. In these cases a phenomenological model is developed, based on the
definition of a macroscopic relaxation time linked to thermally activated mechanisms and
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considering separately either a single domain-wall displacement (for cases where domain
propagation is the main process of reversal) or a switch of microdomains (for nucleation-
dominated cases)[14, 18]. Some of theses cases are discussed in Section 6.2.3. Raquet et
al have proposed an analytical expression for M[H, Ḣ] which considers simultaneously the
dynamical effects and the competition between the different reversal mechanisms of domain
propagation and nucleation. It is based on the calculation of expanding areas with a variable
magnetic field (simulating nucleation and growth of domains) and fits data for both low and
high Ḣ regimes [24]. The model has also been adapted for dynamic hysteresis measurements
[63].
6.2.3 Simple model of thermally activation of domain wall displace-
ments
Magnetization relaxation
Ultrathin films of Cobalt exhibiting perpendicular magnetic anisotropy (PMA) were investi-
gated by Bayreuther and Bruno [35, 64]. They employ a simple model based on thermally
activated wall motion to account for the shape and time dependence of hysteresis loops.
As discussed above, at room temperature the hysteresis loop and coercive force vary with
respect to the field variation rate, however time dependence is also manifested in a strong
relaxation of the magnetization in a constant field. It was found that the relaxation rate
increases as the absolute field value is increased [35], implying an aftereffect due to thermal
activation of magnetization reversal (Bayreuther et al excluded the possibility of aftereffect
due to wall stabilization - this would mean that if after the wait time the field continued
to be reduced, the field necessary to unpin the walls would increase with the wait time).
The thermal activation of wall displacements depends exponentially on temperature. The
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relaxation of the magnetization is then given by
M(t)−M∞ = [M(t = 0)−M∞]exp{−t/τ} (6.5)
where the relaxation time τ follows an Arrhenius law and is given by τ0 exp{EA/kBT}. The
equilibrium value M∞ depends on the field, but if the hysteresis loop is square and the
measurement field is close to Hc then M∞ = Ms is a good approximation.
The increase in the relaxation rate with field implies that the energy barrier EA must
decrease with increase of absolute field. We can write ln(τ) = ln(τ0)+EA/kBT , and ln(τ)
was found experimentally to linearly decrease with H for Co films with PMA [35]. Assuming
that ln(τ0) is approximately constant with respect to H, the activation energy must therefore
vary linearly with field and we can write
EA =VBMs(Hp +H) for H < 0 (6.6)
where Hp is a constant which gives the field needed to reverse the magnetization in the
absence of any activation process and which depends on the reversal mechanism. There are
two possible mechanisms for magnetic reversal, and Bayreuther used values of VB extracted
from Equation 6.6 to work out which mechanism is likely in the Co films. The mechanisms
are (i) individual reversal of the magnetization of more or less independent particles and (ii)
reversal by wall motion. For (i) the constant Hp depends on the effective anisotropy field
such that Hp = 12HK and for (ii) Hp relates to the propagation field without thermal activation.
In each the elementary magnetization reversal is VBMS, corresponding to a Barkhausen jump
(VB being a characterestic volume whose magnetization is reversed within a single activation
event). In (i) the length scale lB = 3
√
VB is the particle dimension, and for (ii) lB is the
dimension of the obstacles to wall motion - both these are roughly known. In Co lB ∼ 200
nm and 20 nm for (i) and (ii) respectively. The slope of a plot of ln(τ) against H can be used
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to calculate the actual lB from the gradient VBMs/kBT , and work out which mechanism is
therefore more likely. Bayreuther et al suggest that magnetization reversal occurs by wall
motion due to a small lB, and that thermal activation is responsible for the aftereffect. The
existence of thermal activation is backed up by previous work that has shown that magnetic
hysteresis loops of similar systems are not time dependent at low temperature [65]. Further
discussion on the reversal mechanisms, and their dependence on time scales, can be found in
the subsequent sections.
In reality there will be a distribution of activation energies ∆EA, and its size gives us infor-
mation about the relaxation behaviour of M. If ∆EA ≫ kBT the relaxation is quasilogarithmic
and if ∆EA ≪ kBT it is quasiexponential. If ∆EA is of the same order of magnitude as kBT
then it is neither. The value of ∆EA can be found from a plot of M vs ln(t); the maximum
gradient is approximately ∆EA/kBT (note that if there were a single value for the activation
energy rather than a distribution then this plot would be a straight line). Alternatively, the
average activation energy can be estimated from gradient of the initial relaxation of the
M − ln(t) graph. It is also possible to estimate the stability time of the remanent magne-
tization by a linear extrapolation to H = 0 of a plot of ln(τ) vs H. It has an exponential
dependence with respect to EA so varies with sample thickness.
Field sweep rate dependence of coercivity, for a continuously varying applied field
Although magnetic aftereffects are important evidence that magnetization reversal is a
thermally activated process, relaxation effects are not immediately applicable to our samples
since we need to know behaviour in a changing field (although the relaxation can be linked
to dynamic measurements, see Section 6.2.4). We apply an oscillating field, so are interested
in how the frequency and amplitude of that field affect the magnetic switching. The field
sweep rate dependence can also give us information about the reversal mechanisms, for
example Pommier et al found measured the relaxation of two Co films with PMA and slightly
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different thicknesses, and found that while both exhibited thermally activated aftereffects,
only the thinner film exhibited time-dependent coercivity [65]. The film with time-dependent
coercivity has reversal via domain wall motion over short length scales whereas the other
film has large domain wall motion. The results for the thinner film support the interpretation
of Bayreuther [35] and Bruno [64] that reversal occurs via thermally activated domain-wall
motion involving short Barkhausen length. The nucleation centres are randomly distributed
and domains grow irregularly over short length scales so the hysteresis loops may be less
square due to local variations of nucleation and propagation fields. The thicker film has
reversal dominated by the propagation of domain walls rather than the nucleation of small
adjacent domains near existing walls. Nucleation sites are sparse and located depending on
the magnetic history of the sample, and domain growth is by large wall motion. Due to rapid
movement of the domain walls, the hysteresis loop is square and depends little on the sweep
rate. The relaxation data implies that below the coercive field nucleation is rare, and then a
small increase in H promotes more nuclei and accelerates domain growth. It is probable that
the interface roughness contributes to the domain wall pinning so the thicker film has large
domain wall motion.
Hysteresis properties of Au/Co/Au films with perpendicular magnetic anisotropy were
investigated by Bruno et al - they found thickness dependence of the coercivity at low
temperatures and dynamical effects at room temperature [14, 64]. The model used is a phe-
nomenological model of propagating domain walls based on thermally activated relaxation,
and is appropriate for the slow dynamic regime. It assumes a weak pinning model, and
therefore an energy barrier to reversal that is directly proportional to the applied field (as in
Equation 6.6).
They assume that the aftereffect arises from thermally activated processes with energy bar-
riers of height EA, the magnetization relaxation is described by Equation 6.5. Differentiating
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where Hp is the intrinsic coercivity, i.e. the field needed for reversal in the absence of





























which, defining coercivity as the field at which magnetization is zero, gives a linear depen-












They do find this dependence in their data, however the values of V extracted by a plot of Hc
vs ln(Ḣ) are larger than those extracted from ln(τ) vs H due to neglecting the distribution of
activation energies. The calculated hysteresis loops are also steeper than the experimental
data. This model assumes a continuously varying field, whereas Sharrock’s formula which
uses a constant or pulsed field and is discussed in Section 6.2.4 (Equation 6.14). The two can
be compared by introducing an effective timescale, usually taken as te f f ∼ H0/Ḣ.
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6.2.4 Linking magnetization relaxation to dynamic hysteresis measure-
ments
An alternative to the model based on a continuously varying field in Equation 6.11 is based on
a stepped field. Sharrock’s model [13] starts by considering the thermally assisted crossing
of an energy barrier during magnetic switching, whose height is reduced by the applied field
[3, 32, 34, 66, 67]. Using the assumption of Stoner-Wohlfarth reversal to obtain an initial
estimate of the barrier height, data can be fitted to provide an estimate of the volume that
must switch magnetization direction in overcoming the barrier (the effective volume, which
reverses in a single activation event). The fixed field required to reduce magnetization to
zero (after saturation in the opposite direction) decreases the longer it is applied for. The
decay has often been found to be a linear dependence on a power of ln(t) [68]. Similarly, in
a hysteresis loop taken with a continuously varying field the coercivity increases with sweep
rate [7, 69–71], and the two can be related by assigning an effective timescale to the sweep
rates [68, 70, 72]. The effective timescale is defined as the time taken for magnetization to
reach zero in a field Hc, that is equal to the coercivity obtained in a hysteresis loop measured
at sweep rate Ḣ.
The Arrhenius formulation for the rate constant, the probablility per unit time of suc-
cessfully crossing the energy barrier, is r = f0 exp(−EA/kBT ). Assuming single-domain
particles with uniaxial magnetic anisotropy and anisotropy energy of the form K2 sin2 θ , the
energy barrier is
EA = KV (1−H/H0)2 (6.12)
if the applied field is aligned with the preferred axis and opposing the initial magnetization
[13]. Here H0 = 2K/M. Note that if H ≪ H0 then this expands to have the form of Equation
6.6, which was found experimentally. If the field is not aligned, and H and M are at angles ψ
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and θ to the preferred axis, respectively, then
EA = KV (1−H/H0)m (6.13)
where m ≃ 0.86+1.14x, H0 = 2xK/M and x = [cos2/3 ψ + sin2/3 ψ]−3/2. These equations










where the effective duration time (either the duration of a constant/pulsed field or the










and n = 1/m is a constant which depends on the magnetization reversal process [73]. For
example it is chosen as n = 2 by Nakayama for their magnetic tunnel junctions, where the
change in resistance at the coercive field indicates that the magnetization is reversed by
coherent rotation. They find that Hc is linear with log(t) for Ḣ up to 2000 Oe/s.
Rather than the complicated expression in Equation 6.15 this timescale is usually taken
as te f f ∼ H0/Ḣ [9], but also depends on the strength of the time-dependent effects in the
sample and therefore depends on the values of K and V . There are various ways of estimating
this time scale. Using the approximation M(t) = 2exp{rt}−1 for magnetization decay in
constant field, where r is the rate parameter, one can find r−1 for when M = 0 in the hysteresis
loop [70]. Without using this approximation, Flanders et al also show that the results of
periodically incrementing H can be predicted graphically using a set of constant-field curves
- if the steps are sufficiently small it approximates a continuously varying field. The time at
M = 0 is the time needed to obtain M = 0 with a constant field equal to the coercivity. They
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find that the timescale is approximately inversely proportional to sweep rate. Note that if














so similarly to Equation 6.11 for continuously swept fields, Hc is dependent on ln(Ḣ).
Oseroff et al use an empirical model to relate Hc measurements at different Ḣ values
to time decay measurements, and also find that te f f ∼ H0/Ḣ [68]. They begin with an
expression for M to decay to zero at H =−(H0 +δH)
t = t0 exp−αδH. (6.17)
The relationship between decay time te f f at H = Hc and the sweep rate Ḣ for the correspond-
ing hystersis loop with coercivity Hc is








assuming the jump from saturation field to final field is made in an arbitrarily short period of
time. Hs and H f are the saturation and final fields. This gives










where α is found from a plot of t/t0 against δH. Data can be plotted and fitted to Néel’s
model [34] and they find that













Both continuously varying and constant field methods have been simulated. The scaling
relation Hc ∝ log Ḣ found in Equation 6.11 has been confirmed by micromagnetic simulations
using Landau-Lifshitz-Gilbert (LLG) for perpendicular recording media [74] (temperature
effects were included using a Langevin stochastic term with an Euler integration routine). It
was found for both single layers and for exchange-coupled composites, with the latter showing
much smaller gradients. Fitting the results to the Sharrock-like scaling with non-interacting
particles was found to work only for the single layers [72, 75, 76].
6.2.5 Modelling films as fine particle systems
Using an effective time scale that is inversely proportional to the field sweep rate has been
justified by Chantrell et al [72], based on their previous work on the theory of the rate
dependence of the field-cooled magnetisation of a fine particle system [77]. They use a
reduced magnetization I = Ie +(I0 − Ie)exp(−t/τ) where Ie is the equilibrium value of the











−1dH. Since τ−1 is equivalent to the probability per unit time of successfully
crossing the energy barrier, J is the probability of a switch occuring at a given field (in the
opposite direction to the saturation field). For fields less than a critical field, Hc, J is taken to
be negligibly small and no transition occurs. I(H) = 1 and the magnetization retains its initial
(saturation) value. Above the Hc, JḢ−1 is large so I(H) =−1. The critical field, at which
the transition from positive to negative saturation occurs, is the field for which Ḣ−1J = 1.
For a particle with uniaxial anisotropy with easy axes oriented parallel to the applied field,
EA = KV (1−h)2 where h is the reduced field h = H/Hk, the anisotropy field Hk = 2K/IS
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and the saturation magnetization of the bulk material is IS. We then get




/ [2β (1−hc)] (6.22)






= β (1−hc)2 (6.23)
for a continuously varying field. For a stepped field we have ln(t f0) = β (1− hc)2, so
comparing the two gives









This relation allows us to adapt the scaling relation Hc ∝ ln(t) to our continuously varying
field experiments, and we expect Hc ∝ ln(Ḣ) as seen in Reference [14].
Other work has also used particulate media as a basis [78, 79]. Peng and Richter calculate
the dependence of Hc on a linearly sweeping field [80]. They start with the energy barrier
∆E = KuV (1−H/H0)n (6.25)
which for a continuously varying field H(t) =−Hmax +2Hmaxx becomes
∆E = KuV (2h)n(x0 − x)n (6.26)
where x = t/∆t, H(x0) = H0 and n is a constant depending on the media easy axis orientation





















6.2.6 Exchange biased systems
Although little has been published on the dynamics of synthetic antiferromagnets or bilayers
with interlayer exchange coupling, some work has been done on exchange bias dynamics
[25, 81]. Malinowski et al found that the exchange bias of [Pt/Co]3/Pt/IrMn multilayers
with perpendicular magnetic anisotropy was reduced at high frequencies, correlating with
a magnetization reversal asymmetry at high field sweep rates [81]. This is explained by
the frequency dependence of the ratio of domain wall motion to domain nucleation, and
the different magnetization reversal processes for fields applied parallel and antiparallel to
the bias direction [82, 83] - the nucleation density was higher when the field was applied
antiparallel to the bias direction. This is explained by an inhomogeneous distribution of
exchange bias fields across the sample. At low sweep rates the reversal is dominated by
thermally activated domain wall motion so forward and backward switching fields react in
the same way to the change in sweep rate, and exchange bias is constant. At high Ḣ, where
switching is nucleation dominated, the bias field starts to decrease as more inverse domains
nucleate in the forward than the backward branch (the forward branch being defined as the
branch in which the magnetization switches against the bias direction).
A model by Fatuzzo [84] and Labrune [85] describes the reversal asymmetry by the
parameter k = v/rcR where v is the domain wall velocity, R is the nucleation rate and rc is
the nucleation radius. k characterizes the competition between the two reversal regimes. At
low Ḣ, k is constant with Ḣ and larger than 1 (i.e. domain wall propagation dominates). As
Ḣ increases, k starts to decrease. The initial decrease is linear with the switching field in this
‘viscous’ regime [24]. The simple phenomenological model given by Bruno [14] and Raquet
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where Heb is the exchange bias field, kB is the Boltzmann constant, T is the temperature, V∗
is the volume that reverses within a single activation event, MS is the saturation magnetization,










for sweep rates just above a critical rate (dH/dt)0 in the nucleation dominated regime.
Metaxas et al. have investigated the effects of ferromagnetic interlayer coupling on
domain wall velocity [86], following on from some work on dynamics of coupled interfaces.
They found that despite the domain walls in each layer having different velocity responses,
when ferromagnetically coupled walls in the two layers became bound and moved at a
common velocity.
6.2.7 Work in this thesis
Our samples are synthetic antiferromagnets (SAFs) with perpendicular magnetic anisotropy
(PMA). Thin films with PMA show significant dependence on field sweep sweep rate, and
their dynamic behaviour can be very different depending on the strength of the effective
anisotropy. As we have described, reversal mechanisms and coercivity will both change as
a function of sweep rate [20, 24, 87]. The thermal stability parameter KUV/kBT as well as
various models for Hc(Ḣ) depend on the effective volume, or magnet switching volume, of
a sample. The thermal stability is increased in a SAF due to the IEC [73] - the medium is
thicker so V is increased, and anisotropy strength is high. The large thermal stability is one of
the reasons that materials with PMA are advantageous for use in MTJs and can be estimated
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from the sweep rate dependence of the coercive field [88]. In their investigation of CoSiB/Pd
multilayers with PMA, Yoon et al find correlation between Hc and the activation volume V





for thermally activated reversal processes (see Equation 6.11) [14], where H f = kBT/V M
is the fluctuation field [90, 91]. The activation volume is related to the Barkhausen volume,
which determines the time-dependent coercivity in the magnetization reversal process and
is closely related to the density of pinning sites. When Hc and 1/V were plotted together
as a function of thickness of CoSiB, there was a clear correlation indicating that reversal is
dominated by thermally activated domain wall motion.
It is known that coercivity Hc will increase as a function of the field sweep rate Ḣ for
thermally activated processes [81]. This was seen above from the power law models, which
do not take into account domain processes. With these taken into account, we expect that
Hc will vary as ln(Ḣ) for propagation dominated processes [87] and a more complex but
more moderate variation with Ḣ for nucleation dominated processes [24]. For SAFs with
symmetric ferromagnetic layers the dynamic dependence should be the same for each layer so
the switching order of the layers should be the same regardless of sweep rate (although it has
been found that for carefully designed SAFs without symmetry the order can be controlled
by choosing the sweep rate [92]). We will investigate further the effect of antiferromagnetic
coupling on the dynamic behaviour of the thin films; it is possible that there are binding
effects during reversal due to the coupling field from the RKKY interaction, which would
affect the coercivity [86].
Note that in a given measurement set in Chapter 5 the field sweep rate was kept constant
to allow comparisons across the set.
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6.3 CoFeB thin films
First we look at the dynamics of the simple case - the individual CoFeB films which make up
the final bilayer. These are single ultra-thin films of Pt/CoFeB/Pt with thicknesses below the
spin reorientation transition, so which exhibit PMA. The samples are sputtered onto Silicon
wafers and have the structure Ta(2)/Pt(2)/CoFeB(t)/Pt(2) where t varies from 0.6 to 1.4 nm
(the samples are discussed in more detail in Chapter 5). We measure dynamic hysteresis
loops using polar MOKE (which is appropriate for investigation of timescales involved in
reversal by domain nucleation and wall propagation). The beam from a linearly polarized
fixed wavelength laser source is focused on the film at an angle normal to the plane, acquiring
a Kerr rotation and ellipticity on reflection. The reflected light is passed through an analyzer
whose polarization axis is almost at 90° to that of the incident beam. The photodiode then
measures a light intensity that is proportional to the magnetization averaged across the area
of the laser spot on the film surface.
6.3.1 Effect of field amplitude
As seen in Section 6.2.2, the coercivity of a sample can depend on the field amplitude H0
as well as its sweep rate Ḣ or frequency f . It is possible to switch the magnetization of a
sample without reaching full saturation, leaving unsaturated nucleation embryos [93]. The
coercivity is smaller than when full saturation is reached, because when the field is reversed
the unsaturated areas are already parallel to the field. This means that the domain walls can
start to propagate before any new domains are nucleated - switching is dominated by the
unsaturated nucleation embryos.
At high frequencies the electromagnets we use fail to reach the field amplitude that is
set, so as we increase the frequency of the field we lose some amplitude. Therefore in
order to obtain meaningful results regarding the sweep rate dependence of the coercivity, it
is important to ensure that the measurements are all taken at a field amplitude where full
6.3 CoFeB thin films 203








 s w e e p  r a t e  1 0 0 0  O e / s
 s w e e p  r a t e  5 0 0 0  O e / s




f i e l d  a m p l i t u d e  ( O e )
Fig. 6.1 Coercivity for 1 nm thick CoFeB films for varying field amplitude at constant field
sweep rate. Hc increases with sweep rate but is constant with maximum amplitude above
100 Oe.
saturation is reached and there are no nucleation embryos - this ensures that any variation
in the amplitude does not affect the coercivity. We took easy axis hysteresis loops on the
sample with t = 1 nm for varying field amplitude, keeping sweep rate constant. The variation
of Hc with H0 is shown in Figure 6.1. We took the measurements for 3 sweep rates (1000,
5000 and 10000 Oe s−1) for field amplitudes ranging from 70 Oe (close to the static, or
intrinsic, coercivity) and increasing to 1000 Oe. We see that above approximately 100 Oe
the coercivity is constant with field amplitude for a given sweep rate. As a reference, the
intrinsic coercivity of the t = 1 nm sample is measured at 37 Oe using a VSM. We can be
confident to continue to sweep rate measurements, which we will measure using triangular
fields and maintaining field amplitudes above 300 Oe for all measurements.
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6.3.2 Effect of field sweep rate
As discussed previously, we expect Hc to increase with Ḣ. At low Ḣ where reversal is
propagation dominated the increase of Hc with Ḣ should be dramatic, with Hc varying as
ln(Ḣ) [87]. When H is too small to overcome energy pinning barriers the domain wall
motion occurs by thermally activated small jumps. When H is large enough to overcome
the pinning the wall propagation is via viscous wall motion with velocity proportional to H
[87]. At high Ḣ the gradient of Hc vs Ḣ becomes shallower and the variation of Ḣ is more
complex [24]. This happens when the field rate occurs at faster timescales than the speed of
domain wall propagation, so multiple domains form and reversal is nucleation-dominated.
The two regimes can also be seen as two straight lines on a logarithmic plot. It has been
seen in previous work that thicker films with PMA which are close to the SRT show shallow
increase of Hc and only one straight line in a double logarithmic plot [92], implying that the
reversal is nucleation-dominated for all frequencies in these thicker films.
As shown in Figure 6.2, measurements were taken for CoFeB films of varying thicknesses.
The measurements were taken using MOKE, with frequencies between 0.005 Hz and 20
Hz, corresponding to sweep rates between approximately 10 and 35000 Oe s−1. Sweep
rates were measured directly from the field measured by the Hall probe on the magnet. All
the films exhibit steep gradients at low Ḣ and shallower gradients at high Ḣ as expected.
The plot of Hc vs log(Ḣ) and the double logarithmic plot (Figure 6.2b) show two straight
line sections, most noticeably for the thinner films. Interestingly the gradient for the low
Ḣ regime is the same for all samples, then the lines diverge in the high Ḣ regime. At high
Ḣ the gradient is higher for the thinner samples. The transition between the two regimes
also occurs at a lower Ḣ for the thinner films, visible in all three graphs. This is seen more
clearly in Figure 6.3, where Hc has been plotted against log(Ḣ) for 3 films separately and the
transitions marked. Fits have been made for the two linear sections.
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(a) Hc vs Ḣ, showing steep increase for
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(b) Hc vs log(Ḣ). Same gradient at low Ḣ for all
samples, but steeper gradient for thinner samples
at high Ḣ.
Fig. 6.2 Coercivities (Hc) measured at varying field sweep rate (Ḣ) for CoFeB films with
different thicknesses but all with perpendicular magnetic anisotropy. The transition between
low and high Ḣ regimes occurs at lower Ḣ for thinner samples.
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Fig. 6.3 Hc plotted against Ḣ for single Pt/CoFeB/Pt films. The two regimes have straight
lines fitted to guide the eye, and the transition between regimes is marked. The transition
occurs at higher sweep rates for thicker CoFeB. (a) tCoFeB = 0.8 nm, (b) tCoFeB = 1.0 nm
and (c) tCoFeB = 1.4 nm.
6.4 Synthetic antiferromagnets
More important to our work is the effect of sweep rate on the switching fields of the bilayers
with antiferromagnetic interlayer exchange coupling (see Chapter 5). We expect similar
behaviour to the thin films, but need to establish if the coupling has any effect on the dynamic
behaviour. The samples are thin films with the structure Ta(2)/Pt(2)/CoFeB(1)/Pt(t)/Ru(0.85)/
Pt(t)/CoFeB(1)/Pt(2), so have nominally the same ferromagnetic layers as the 1 nm CoFeB
sample in Section 6.3.
6.4.1 Effect of field amplitude
Similarly to Section 6.3.1 we measure a sample for varying field amplitudes at 3 values of
constant sweep rate, the results of which are shown in Figure 6.4. We take measurements
on a sample with tPt = 0.55 nm, for sweep rates 1000, 5000 and 10000 Oe s−1 and field
amplitudes ranging from around 800 Oe to 6000 Oe. The Hc given is calculated from the
minor loops. The antiparallel to parallel (AP-P) switch at 1000 Oe s−1 occurs at 760 Oe and
the parallel to antiparallel (P-AP) switch occurs at 550 Oe. The lowest amplitude used is
therefore just enough to achieve the AP-P switch. It is clear that full saturation has not been
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Fig. 6.4 Coercivity for bilayers with tPt = 0.55 nm for varying field amplitude at constant
field sweep rate. Hc initially increases with sweep rate but is constant with amplitude above
1500 Oe.
achieved at 800 Oe, as Hc is dependent on amplitude up to 1500 Oe. Above 1500 Oe Hc is
constant with amplitude for all three sweep rates. The sweep rate measurements in the next
section are taken with amplitudes which remain above 5000 Oe even at high frequencies, so
will not be affected by variation in amplitude.
6.4.2 Effects of field sweep rate
The sweep rate measurements performed on the single films are repeated on the coupled
bilayers. Sweep rates range from 60 Oe s−1 to 9000-32000 Oe s−1 depending on the
sample. The results are shown in Figure 6.5 for 3 samples with tPt =0.55, 0.62 and 0.69 nm.
Coercivity shows a similar behaviour to the single films, with sharp increase at low Ḣ and a
more gradual increase at high Ḣ. The Hc against ln(Ḣ) show a more pronounced change in
regime than the single film, with a transition at lower Ḣ. For the 1 nm thick single film the
transition occurs at approximately Ḣ = 7000 Oe s−1, whereas for the bilayers it happens at
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(b) Dependence of magnitude change in Hc (top)
and actual Hc (bottom) on field sweep rate.
Fig. 6.5 Comparison of the dynamical behaviour of Hc for the single film of 1 nm thick
CoFeB and the bilayers. The gradient change in the graph with log(Ḣ) is at a lower sweep
rate for the bilayers. At high Ḣ the variation of the change in Hc is more moderate for the
single layer.
2000 Oe s−1. The single layer and two of the bilayers have been plotted on the same graph
for comparison, as magnitude change in Hc to allow easier comparison. Note that for low
coupling fields, if Hc increases to be larger than the coupling field then the minor loop can no
longer be measured. This limits the value of Ḣ which can be reached for the sample, which
is why the plots in Figure 6.5 finish at different Ḣ values.
The change in the coupling field J with Ḣ is shown in Figure 6.6. For the two samples
with thinner Pt the coupling field shows a decrease with Ḣ, although the change is small. The
change is largest for the sample with the thinnest Pt (t = 0.55 nm) and therefore the highest
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Fig. 6.6 Coupling field J dependence on sweep rate. The magnitude change in J from that at
the lowest sweep rate is shown, with sweep rate as a linear and log scale for the left and right
hand graphs respectively.
coupling field. J ∼ 670 Oe at lowest Ḣ and decreases by 23.5 Oe (3.5 %) at Ḣ > 25000 Oe
s−1. The sample with t = 0.62 nm shows a decrease of 10.5 Oe from initial J ∼ 420 Oe (2.5
%). The sample with thickest Pt (t = 0.69 nm) shows little sweep rate dependence. The risk
of the dependence of J on Ḣ limiting the number of channels we could achieve is small,
since the channels are hundreds of Oersted apart whereas the magnitude change in J is in
tens of Oersted - it is unlikely to be a limiting factor. Even at high sweep rates where J is
reduced, the spacing between the channels is significantly larger than the decrease in J so the
channels will still be resolvable.
It is interesting to look at the dynamics of the different switches (AP-P and P-AP)
since they have difference reversal mechanisms [94]. These results are plotted in Figure
6.7. The two switches are dominated by different types of inhomogeneities in the coupling
strength, with domains for AP-P transitions nucleating at sites of ferromagnetic (or low
antiferromagnetic) coupling as opposed to domains for P-AP transitions nucleating at sites of
high antiferromagnetic coupling strength. The two inhomogeneities are a result of different
defects. Pinhole defects in the spacer layer lead to localized ferromagnetic coupling between
adjacent ferromagnetic layers. In the case of high anisotropy ferromagnetic layers, orange
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peel coupling in perpendicular layers causes local antiferromagnetic interactions. The AP-
P transitions, dominated by areas of ferromagnetic coupling, therefore have nucleation
dominated by pinhole defects in the coupling layer. The number of pinholes in a given
sample should decrease as the Pt interlayer increases in thickness. P-AP transitions are not
affected by pinholes, but are dominated by defects in the magnetic layers which cause local
reduction in coercivity [94].
The AP-P transition is likely to be dominated by nucleation of a relatively high density of
nucleation sites at pinholes (though it has been seen to change mechanism with low coupling
in similar samples, where at high coupling there is nucleation of a high density of domains but
at low coupling reversal is via a single domain [94] - possibly due to a reduction in number
of pinholes as the Pt interlayers get thicker). We would expect a shallow gradient in the Hc
vs Ḣ graph and only one regime in the Hc vs ln(Ḣ) plot, which we do find - the black plots
in the log(Ḣ) graphs in Figure 6.7 have just one gradient. P-AP transitions are more similar
to reversal in single films, with nucleation and propagation of a single reversed domain. The
nucleation will occur at areas of high antiferromagnetic coupling so transitions are dominated
by defects in the ferromagnetic layers which can reduce coercivity. We therefore expect a
steeper gradient in the Hc vs Ḣ graph than for the AP-P transition, and two distinct straight
lines in the Hc vs ln(Ḣ) graph. We see the expected behaviour in all three samples - it is
clear that for all the samples the P-AP transition has the strongest dependence on sweep rate,
and the AP-P transition has a single straight line when plotted with ln(Ḣ) whereas much like
single films, the P-AP transition has two regimes. Note that the P-AP still has the strongest
dependence on sweep rate when magnitude change is plotted rather than percentage (Figure
6.8).
It is worth noting that the switches remain very sharp even at high sweep rates. An
example is shown in Figure 6.9, which shows a hysteresis loop for the bilayer with t Pt = 0.55
nm measured at a sweep rate Ḣ = 12000 Oe s−1. The slope of the minor loop transitions
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Fig. 6.7 The percentage change in the switching fields for each transition.
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Fig. 6.8 The magnitude change in the switching fields for each transition.
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Fig. 6.9 Hysteresis loop measured at Ḣ = 12000 Oe s−1 for the bilayer with t Pt = 0.55 nm.
remain at around 1% of the coercivity for the whole range of sweep rates measured, so
increasing the sweep rate should not blur our channels together by causing overlap.
6.5 Conclusion
For both the single films and the coupled bilayers we have established that for fields above
full saturation, any change in the coercivity due to the applied field depends purely on the
sweep rate and not the field amplitude. The single films fit the Hc ∝ ln(Ḣ) scaling relation
for the low dynamic regime, with a transition to the nucleation dominated regime occurring
at higher sweep rates the thicker the film. The bilayers also fit this scaling relation, and enter
the nucleation dominated regime at a lower sweep rate than the single film. This implies
that the coupling makes the nucleation-dominated switching more favourable - perhaps the
coupling slows domain wall motion, or perhaps it is simply the additional layers causing
roughness that act as pinning sites to obstruct domain wall motion. The P-AP switches
214 Dynamics of magnetization switching
behave much like single films with the two regimes, whereas the AP-P switch seems to be
nucleation dominated.
The coupling field is changed by a fraction of its value so is unlikely to compress the
channels too much, though should be considered. The switches remain very sharp across the
range of sweep rates.
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Chapter 7
Conclusion
7.1 Aims of this thesis
The use of ultrathin films of magnetic materials in memory devices is well established, with
hard disk drives being in commercial production since the 1950s. The hard disks have
evolved throughout that time, both in fabrication and in how they are read. The original
longitudinal magnetic recording media were scaled down to increase areal density until
the superparamagnetic limit was reached, and then supplanted by perpendicular magnetic
recording media to increase the density. The read heads began as simple magnetoresistance
sensors, until the discovery of giant magnetoresistance (GMR) [1, 2] in the late 1980s made
GMR read heads a possibility. Tunnel magnetoresistance and current-perpendicular-to-plane
(CPP) architectures have improved the storage density even further [3, 4]. CPP architectures
have also enabled magnetic random access memory (MRAM) to be developed, the efficiency
and scalability of which was further improved with the use of the spin transfer torque (STT)
to switch the magnetization as well as the use of materials with perpendicular magnetic
anisotropy (PMA). These applications have cemented the use of magnetization orientation
to define 1 and 0 states to store data, and the constant need to improve the density of data
storage has fuelled continued research into magnetic thin films. We aimed to harness the
224 Conclusion
specificity of the applied field at which the magnetization orientation changes to define a
channel of a tag, and use samples with different switching fields to encode multiple bits.
The presence or absence of a magnetization switch at an expected applied field indicates
the presence or absence of that particular set of particles, and so define the 1 or 0. Multiple
samples with different but known switching fields can therefore label multiple channels of a
tag, each with a possible 1 or 0 depending on whether the set of particles is present. The aim
was to form the channels from n batches of distinguishable magnetic particles, which can be
mixed in 2n combinations - an n-bit code.
7.2 Permalloy rectangular particles
The first magnetic system we trialled was Permalloy thin films patterned into rectangles.
These had varying aspect ratios, which altered the strength of the shape anisotropy and
therefore their coercivities along the easy axis. Shaping the permalloy into rectangles
introduced uniaxial anisotropy and hysteresis along the easy axis (the in-plane long axis of
the rectangle). We demonstrated that the higher the aspect ratio (the more elongated the
rectangle) the larger the coercivity along the easy axis. The lower the aspect ratio, the lower
the coercivity and the closer the behaviour to a soft magnetic material with no hysteresis. This
change in coercivity was probed via MOKE and FMR. MOKE showed that the coercivities
varied only by 10s of Oersteds. Although there were clear changes between samples in
the separate FMR measurements it was difficult to resolve multiple resonance peaks when
several samples were measured at once. Although partly due to noise in the system, the
coercivities of the samples realistically did not vary sufficiently to make detecting multiple
bits viable. Stoner-Wohlfarth astroid measurements close to the easy axis were indicative
of strong uniaxial anisotropy, as the astroid location varied very little at angles close to the
easy axis so field rotation has little effect on the switching field below 30° from the easy axis.
Finally, we trialled a possible portable and cost effective detection system with electrical
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pickup coils. Similarly to FMR, multiple bits were very difficult to detect - we did however
successfully detect redeposited particles. We concluded that although the coercivity was
tunable the channels were too close together to be easily resolvable.
7.3 Synthetic antiferromagnetic particles
In order to achieve a higher range of control of the switching fields of the samples, we
investigated synthetic antiferromagnetic (SAF) bilayers, consisting of two ferromagnetic
CoFeB films coupled via a Ru layer. The interlayer exchange coupling (IEC) was antiferro-
magnetic to achieve a zero net magnetic moment at remanence. The system is perfect for our
requirement of a distinct transition between ‘on’ and ‘off’; above and below the switching
field the susceptibility is zero, and the transition is very sharp so differentiating the M-H
behaviour gives a sharp peak on a zero background. The IEC can be tuned by adding ultrathin
Pt layers between the CoFeB and Ru, which attenuates the coupling exponentially [5]. The
coupling strength decays exponentially with the thickness of this Pt layer. We demonstrated
this for our samples, as well magnetization switches which were very sharp - this allowed us
to differentiate the M-H curve for the switch of each sample and achieve sharp, well resolved
peaks. This behaviour was achieved in the continuous film and then extended to patterned
samples and finally particles which were lifted off into solution and redeposited. MOKE
measurements on the redeposited particles still gave sharp peaks with spacing/FWHM ≥ 8.5,
so we concluded that the system is very promising as the basis for a multi-channel tag. The
particles can be labelled as positions in the code (say the particle with lowest field is position
1, the next lowest field is position 2, and so on). When measuring an unknown mixture of
the particles the field can be increased from zero. As it reaches the expected switching field
for the particles at a given position, the presence of a magnetization switch puts a 1 in that
position in the code and the absence of a magnetization switch puts a 0 in that position. We
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expect to be able to achieve at least 8 bits, even with generous considerations for loss in
accuracy when developing a portable measurement system.
7.4 Dynamical effects on coercivity
We require the magnetization switch of our samples to occur at a known and reliable applied
field. It is known that the field sweep rate affects the coercivity of magnetic thin films, so
we investigated the effects on single CoFeB films as well as our coupled bilayer samples.
We determined the field amplitude above which full saturation occurs to ensure that any
effects seen were purely as a result of field sweep rate and not changing field amplitude. For
the single films we observed a sharp increase in coercivity Hc with sweep rate Ḣ at low Ḣ,
and shallower gradients at high Ḣ. This corresponds to two distinct sections of a log plot,
indicating two reversal mechanisms as expected - at low Ḣ the reversal is dominated by
domain wall propagation and at high Ḣ nucleation dominates. We repeated the experiments
for SAF samples, and found that in the low Ḣ regime the behaviour was similar to the single
film, but that in the high Ḣ regime the change in Hc with Ḣ was more rapid in the bilayers.
This was concluded to be due to the difference in reversal mechanisms of the parallel to
antiparallel (P-AP) and AP-P switches. P-AP switches behave much like a single CoFeB
film whereas AP-P switches seemed to be nucleation dominated across the whole range of Ḣ.
The coupling field was also found to be affected by Ḣ since the two switches are affected
differently. The change was a relatively small fraction of the coupling field so is unlikely to
compress the achievable channels too much. As long as measurements are taken consistently
at the same Ḣ, dynamical effects should not be a problem for the application.
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We have successfully fabricated components for a multi-channel tag from magnetic mi-
croparticles, using SAF bilayers with tunable IEC strength in order to tune the switching
fields. The next step is to design a measurement setup which the tag user can use in situ -
it must be portable, cost effective and usable by a lay-person. We expect such a device to
operate with a permanent magnet to apply a field at the expected switching field, and a coil
to detect the change in magnetization. This eliminates the need for large power supplies for
an electromagnet. The permanent magnet would move relative to the sample to change the
field strength, perhaps via rotation as this is easier mechanically and allows for averaging
without having to deal with the change in momentum of a linear actuation.
We have improved the fabrication process since the samples in this thesis were made, and
hope that this will give more uniformity across disks from the same set of particles as well as
reduce edge roughness. Growing onto pillars of resist tends to result in some film growing
onto the sides of the pillars, even with some undercut, so instead we use Germanium as a
release layer and grow the magnetic stack directly onto it. Resist is patterned on the top, and
Aluminium grown onto it to create a milling mask. Ion milling then gives us the structures
in our sample. The Aluminium can be dissolved in a resist developer, and the Germanium
in hydrogen peroxide. Both leave a cleaner liquid containing the particles than the resist
dissolved in acetone in the previous method.
We also believe that this system has potential for multiplex biosensing [6], combining
the information storage and biotechnology applications. A particle can be functionalised to
bind to a particular biological target molecule. The particles can be released into solution
and extracted one by one by making use of the different switching fields - all have zero net
magnetic moment at remanence so would not respond to fields below their switching field.
As a field above the switching field of the particle with lowest coupling is reached, only that









Fig. 7.1 The basic concept of the multiplex biosensing. (a) The bilayer disk is capped with
Gold and functionalised. (b) Disks with different coupling fields (coloured red and blue here)
are functionalised for different target molecules.
all the particles, and fluoresence can be used to optically detect whether a given particle type
has bound to the target molecule. As long as we know which particle type was functionalised
for which molecule, we know which molecules are present in solution. This gives multiplex
sensing. The concept is illustrated in Figure
In conclusion we have succeeded in the aim of creating a multi-channel tag from magnetic
microparticles, and there is potential to both improve on this and to develop other applications
in the future.
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