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Abstract
Given an associative multiplication in matrix algebra compatible with the
usual one or, in other words, linear deformation of matrix algebra, we con-
struct a solution to the classical Yang-Baxter equation. We also develop a
theory of such deformations and construct numerous examples. It turns out
that these deformations are in one-to-one correspondence with representa-
tions of certain algebraic structures, which we call M-structures. We also
describe an important class of M-structures related to the affine Dynkin
diagrams of A, D, E-type. These M-structures and their representations
are described in terms of quiver representations.
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1
Introduction
Two associative algebras with multiplications (a, b) → ab and (a, b) → a ◦ b defined on the
same finite dimensional vector space are said to be compatible if the multiplication
a • b = ab+ λ a ◦ b (0.1)
is associative for any constant λ. The multiplication • can be regarded as a deformation of the
multiplication (a, b)→ ab linear in the parameter λ.
In [1] we have studied multiplications compatible with the matrix product or, in other
words, linear deformations of the matrix multiplication. It turns out that these deformations of
the matrix algebra are in one-to-one correspondence with representations of certain algebraic
structures, which we call M-structures. The case of direct sum of several matrix algebras
corresponds to representations of the so-called PM-structures (see [1]).
Given a pair of compatible associative products, one can construct a hierarchy of integrable
systems of ODEs via Lenard-Magri scheme [2]. The Lax representations for these systems are
described in [3]. If one of the multiplications is the usual matrix product, the integrable systems
are Hamiltonian gl(N)-models with quadratic Hamiltonians [4]. These systems can be regarded
as a generalization of the matrix equations considered in [5]. Their skew-symmetric reductions
give rise to new integrable quadratic so(n)-Hamiltonians.
The main ingredient of theM-structure is a pair of associative algebras A and B of the same
dimension. The simplest version of a structure of this kind can be regarded as an associative
analog of the Lie bi-algebra.
We define an associative bi-algebra as a couple of associative algebras A and B with non-
degenerated pairing and a structure of B ⊗ Aop-module on the space L = A ⊕ B such that
the algebra A acts on A ⊂ L by right multiplications, the algebra B acts on B ⊂ L by left
multiplications and the pairing is invariant with respect to this action (that is (bb′, a) = (b, b′a)
and (b, aa′) = (ba, a′) for a, a′ ∈ A and b, b′ ∈ B). Here Aop stands for the algebra opposite
to A. Given an associative bi-algebra one has the structure of associative algebra in the space
A⊕ B ⊕A⊗ B (this is an analog of the Drinfeld double).
In this paper we introduce the notion of associative r-matrices, which is a particular case
of usual classical r-matrices. It turns out that the constant associative r-matrices can be
classified in terms of associative bi-algebras. Moreover, one can introduce spectral parameters
to the definition of associative bi-algebras and obtain a classification of non-constant associative
r-matrices.
In [1] we have discovered an important class of M and PM-structures. These structures
are related to the Cartan matrices of affine Dynkin diagrams of the A˜2k−1, D˜k, E˜6, E˜7, and
E˜8-type. In this paper we describe these M-structures and their representations in terms of
quiver representations.
The paper is organized as follows. In Section 1, we consider an associative analog of the
classical Yang-Baxter equation. Since semi-simple associative algebras are more rigid algebraic
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structures then semi-simple Lie algebras, it turns out to be possible to construct a developed
theory of the associative Yang-Baxter equation in the semi-simple case. This theory is suitable
for constructing of wide class of solutions to the Yang-Baxter equation. We are planning to
write a separate paper devoted to systematic search for solutions.
In Section 2, we give an explicit construction of a solution to the Yang-Baxter equation
by each pair of compatible Lie brackets provided that the first bracket is rigid. The corre-
sponding r-matrices are not unitary and therefore they are out of classification by A. Belavin
and V. Drinfeld [6]. In particular, compatible associative products give rise to solutions of
the associative Yang-Baxter equation. This gives us a way to construct r-matrices related to
M-structures.
In Section 3 we recall the notion of M-structure and formulate main results describing the
relationship between associative multiplications in matrix algebra compatible with the usual
matrix product and M-structures.
In Section 4 we describe all M-structures with semi-simple algebras A and B. It turns out
that such M-structures are related to the Cartan matrices of affine Dynkin diagrams of the
A˜2k−1, D˜k, E˜6, E˜7, and E˜8-type. We describe these M-structures and their representations in
terms of representations of affine quivers [8, 9, 10].
In Appendix we give explicit formulas for these M-structures, their representations and for
corresponding solutions to the classical Yang-Baxter equation.
1 Classical Yang-Baxter equation
Let g be a Lie algebra. Let r(u, v) be a meromorphic function of two complex variables with
values in End(g). For each u ∈ C we denote by gu a vector space canonically isomorphic to g.
Let g˜ = ⊕ugu. We define a bracket on the space g˜ by the formula
[xu, yv] = ([x, r(u, v)y])u + ([r(v, u)x, y])v. (1.2)
Lemma 1.1. The bracket (1.2) defines a structure of a Lie algebra on g˜ iff r(u, v) satisfies
the following equation
[r(u, w)x, r(u, v)y]− r(u, v)[r(v, w)x, y]− r(u, w)[x, r(w, v)y] ∈ Cent(g), (1.3)
where x, y are arbitrary elements of g and Cent(g) stands for the center of g.
Proof of the lemma is straightforward.
Definition. The operator relation
[r(u, w)x, r(u, v)y]− r(u, v)[r(v, w)x, y]− r(u, w)[x, r(w, v)y] = 0. (1.4)
is called classical Yang-Baxter equation. A solution r(u, v) to the classical Yang-Baxter equation
is called classical r-matrix. Arguments of r(u, v) are called spectral parameters.
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Note that the arguments u, v of r could be also elements of Cn for n > 1 or elements of
some complex manifold, which is called the manifold of spectral parameters.
Suppose g possesses a non-degenerate invariant scalar product (·, ·). Then it is easy to
see [7] that the equation (1.4) is equivalent to the classical Yang-Baxter equation written in
the tensor form. An r-matrix is called unitary if (x, r(u, v)y) = −(r(v, u)x, y). The unitary
r-matrices were classified in [6]. There is no any classification of r-matrices in the general case.
It turns out that a theory of (non-unitary) r-matrices can be developed in the special case
of associative algebras. Let A be an associative algebra. Let r(u, v) be a meromorphic function
in two complex variables with values in End(A). For each u ∈ C we denote by Au a vector
space canonically isomorphic to A. Let A˜ = ⊕uAu. We define a product on the space A˜ by the
formula
xuyv = (x(r(u, v)y))u + ((r(v, u)x)y)v. (1.5)
Lemma 1.2. The product (1.5) defines a structure of an associative algebra on A˜ iff r(u, v)
satisfies the following equation
(r(u, w)x)(r(u, v)y)− r(u, v)((r(v, w)x)y)− r(u, w)(x(r(w, v)y)) ∈ Null(A), (1.6)
where Null(A) is the set of z ∈ A such that zt = tz = 0 for all t ∈ A.
Proof of the lemma is straightforward.
Definition. The relation
(r(u, w)x)(r(u, v)y)− r(u, v)((r(v, w)x)y)− r(u, w)(x(r(w, v)y)) = 0 (1.7)
is called associative Yang-Baxter equation.
Lemma 1.3. Let g be a Lie algebra with the brackets [x, y] = xy − yx. Then any solution
of (1.7) is a solution of (1.4).
Proof of the lemma is straightforward.
Let A = Matn. It is easy to see that any operator from End(A) to End(A) has the form
x → a1 x b
1 + ... + ap x b
p for some matrices a1, ..., ap, b
1, ..., bp. Moreover, p is the smallest
possible for such representation iff the matrices {a1, ..., ap} are linear independent as well as
{b1, ..., bp}.
Theorem 1.1. Let
r(u, v)x = a1(u, v) x b
1(v, u) + ...+ ap(u, v) x b
p(v, u),
where a1(u, v), ..., b
p(u, v) are meromorphic functions with values in Matn such that
{a1(u, v), ..., ap(u, v)} are linear independent over the field of meromorphic functions in u, v
as well as {b1(u, v), ..., bp(u, v)}. Then r(u, v) satisfies (1.7) iff there exist meromorphic func-
tions φki,j(u, v, w) and ψ
k
i,j(u, v, w) such that
ai(u, v)aj(v, w) = φ
k
i,j(u, v, w)ak(u, w),
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bi(u, v)bj(v, w) = ψi,jk (u, v, w)b
k(u, w), (1.8)
bi(u, v)aj(v, w) = φ
i
j,k(v, w, u)b
k(u, w) + ψk,ij (w, u, v)ak(u, w).
The tensors φki,j(u, v, w) and ψ
k
i,j(u, v, w) satisfy the following equations
φsi,j(u, v, w)φ
l
s,k(u, w, t) = φ
l
i,s(u, v, t)φ
s
j,k(v, w, t),
ψi,js (u, v, w)ψ
s,k
l (u, w, t) = ψ
i,s
l (u, v, t)ψ
j,k
s (v, w, t), (1.9)
φsj,k(v, w, t)ψ
l,i
s (t, u, v) = φ
l
s,k(u, w, t)ψ
s,i
j (w, u, v) + φ
i
j,s(v, w, u)ψ
l,s
k (t, u, w).
Proof of the theorem is similar to the proof of the Theorem 3.1 from [1].
Remark 1. It is easy to give an invariant description of the corresponding algebraic struc-
ture. In the case of constant r-matrix this leads to the associative bi-algebras described in the
Introduction.
Remark 2. A similar statement holds in the case of semi-simple algebra A.
Example 1. Let r(u, v)x = 1
u−v
e(u, v)xf(v, u), where
e(u, v)e(v, w) = e(u, w), f(u, v)f(v, w) = f(u, w),
e(u, v)f(v, w) =
u− v
u− w
f(u, w) +
v − w
u− w
e(u, w). (1.10)
These equations hold if we assume, for example, that e(u, v) = 1, f(u, v) = (v−u)(u+C)−1+1,
where C is an arbitrary constant matrix.
Example 2. Let A = Cp. The algebra A has a basis {ei, i = 1...p} such that eiej = δi,jei.
The formula
r(u, v)ei =
∑
1≤j≤p
ψi(v)
φj(u)− φi(v)
ej
gives an associative r-matrix for any functions φ1, ..., φp, ψ1, ..., ψp in one variable, where φ1, ..., φp
are not constant. This r-matrix can be written in the form
r(~u,~v) =
∑
1≤j≤p
ψi(~v)
uj − vi
ej ,
where ~u = (u1, ..., up), ~v = (v1, ..., vp), ψi(~v) are functions in p variables. In this case, the
manifold of spectral parameters is Cp.
2 Compatible products and solutions to the classical Yang-
Baxter equation
Two Lie brackets [·, ·] and [·, ·]1 defined on the same vector space g are said to be compatible if
[·, ·]λ = [·, ·]+λ[·, ·]1 is a Lie bracket for any λ. In the papers [11, 12, 13, 14] different applications
of the notion of compatible Lie brackets to the integrability theory have been considered.
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Suppose that the bracket [·, ·] is rigid, i.e. H2(g, g) = 0 with respect to [·, ·]. In this case
the Lie algebras with the brackets [·, ·]λ are isomorphic to the Lie algebra with the bracket [·, ·]
for almost all values of the parameter λ. This means that there exists a meromorphic function
λ→ Sλ with values in End(g) such that S0 = Id and
[Sλ(x), Sλ(y)] = Sλ([x, y] + λ[x, y]1). (2.11)
Theorem 2.1. The formula
r(u, v) =
1
u− v
SuS
−1
v (2.12)
defines a solution to the classical Yang-Baxter equation (1.4).
Proof. For r(u, v) given by (2.12) equation (1.4) is equivalent to
1
(u− v)(u− w)
[SuS
−1
w (x), SuS
−1
v (y)]−
1
(u− v)(v − w)
SuS
−1
v ([SvS
−1
w (x), y])− (2.13)
1
(u− w)(w − v)
SuS
−1
w ([x, SwS
−1
v (y)]) = 0.
Using (2.11), we get
[SuS
−1
w (x), SuS
−1
v (y)] = Su([S
−1
w (x), S
−1
v (y)] + u[S
−1
w (x), S
−1
v (y)]1),
SuS
−1
v ([SvS
−1
w (x), y]) = Su([S
−1
w (x), S
−1
v (y)] + v[S
−1
w (x), S
−1
v (y)]1),
SuS
−1
w ([x, SwS
−1
v (y)]) = Su([S
−1
w (x), S
−1
v (y)] + w[S
−1
w (x), S
−1
v (y)]1).
Substituting these expressions into the left hand side of (2.13), we obtain the statement.
Remark 1. It is clear that the r-matrix (2.12) is unitary with respect to an invariant form
(·, ·) if the operator Sλ is orthogonal. In this case the formula (2.11) implies that the form (·, ·)
is invariant with respect to the second bracket.
Two associative algebras with multiplications (x, y)→ xy and (x, y)→ x ◦ y defined on the
same finite dimensional vector space A are said to be compatible if the multiplication (0.1) is
associative for any constant λ. Suppose H2(A,A) = 0 with respect to the first multiplication;
then there exists a meromorphic function λ → Sλ with values in End(A) such that S0 = Id
and
Sλ(x)Sλ(y) = Sλ(xy + λx ◦ y). (2.14)
The Taylor decomposition of Sλ at λ = 0 has the following form
Sλ = 1 +R λ+ S λ
2 + · · · . (2.15)
Substituting this decomposition into (2.14) and equating the coefficients of λ, we obtain the
formula
x ◦ y = R(x)y + xR(y)−R(xy), (2.16)
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where R is a linear operator on A. It is clear that for any a ∈ A the transformation
R −→ R + ada, (2.17)
where ada is a linear operator v → av − va, does not change the multiplication ◦.
Definition. Operators R and R′ are said to be equivalent if R−R′ = ada for some a ∈ A.
The following analog of the Theorem 2.1 can be proved similarly.
Theorem 2.2. Suppose that Sλ satisfies (2.14), then the formula (2.12) defines a solution
to the associative Yang-Baxter equation (1.7).
Remark 2. In the important particular case Sλ = 1+λR, the r-matrix (2.12) is equivalent
to
r(u, v) =
1
u− v
+ (v +R)−1. (2.18)
Let A = MatN . Consider the following classification problem: to describe all possible
associative multiplications ◦ compatible with the usual matrix product in A. Since H2(A,A) =
0 for any semi-simple associative algebra, an operator valued meromorphic function Sλ with
the properties S0 = Id and (2.14) exists for any such multiplication and the multiplication is
given by the formula (2.16).
Example. Let a ∈MatN be an arbitrary matrix and R be the operator of left multiplication
by a. Then (2.16) yields the multiplication x ◦ y = xay, which is associative and compatible
with the standard one. It is clear that Sλ can be chosen in the form Sλ(x) = (1 + λa)x. We
have
r(u, v) =
1
u− v
+ (v + a)−1
in this case.
Any linear operator R on the space MatN may be written in the form R(x) = a1xb
1 + ...+
alxb
l for some matrices a1, ..., al, b
1, ..., bl. Indeed, the operators x → ei,jxei1,j1 form a basis in
the space of linear operators on MatN .
It is convenient to represent the operator R from the formula (2.16) in the form
R(x) = a1 x b
1 + ... + ap x b
p + c x (2.19)
with p being smallest possible in the class of equivalence of R. This means that the matrices
{a1, ..., ap, 1} are linear independent as well as the matrices {b
1, ..., bp, 1}. According to (2.16),
the second product has the following form
x ◦ y =
∑
i
(ai x b
i y + x ai y b
i − ai xy b
i) + x c y. (2.20)
It turns out that the matrices {a1, ..., ap, b
1, ..., bp, c} form a representation of a certain
algebraic structure. We describe this structure in the next section.
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3 M-structures and the corresponding associative alge-
bras
In this Section we formulate the results of [1] and their simple consequences we will use below.
Definition. By weak M-structure on a linear space L we mean the following data:
• Two subspaces A and B and a distinguished element 1 ∈ A ∩ B ⊂ L.
• A non-degenerate symmetric scalar product (·, ·) on the space L.
• Associative products A×A → A and B × B → B with unity 1.
• A left action B × L → L of the algebra B and a right action L × A → L of the algebra
A on the space L that commute to each other.
These data should satisfy the following properties:
1. dimA∩ B = dimL/(A+ B) = 1.
2. The restriction of the action B×L → L to the subspace B ⊂ L is the product in B. The
restriction of the action L ×A → L to the subspace A ⊂ L is the product in A.
3. (a1, a2) = (b1, b2) = 0 and (b1b2, v) = (b1, b2v), (v, a1a2) = (va1, a2) for any a1, a2 ∈ A,
b1, b2 ∈ B and v ∈ L.
It follows from these properties that (·, ·) defines a non - degenerate pairing between A/C1
and B/C1 and therefore dimA = dimB and dimL = 2dimA.
Given a weak M-structure L we define an associative algebra U(L) generated by L and
satisfying natural compatibility and universality conditions.
Definition. By weak M-algebra associated with a weak M-structure L we mean an asso-
ciative algebra U(L) with a linear mapping j : L → U(L) such that the following conditions
are satisfied:
1. j(b)j(x) = j(bx) and j(x)j(a) = j(xa) for a ∈ A, b ∈ B and x ∈ L.
2. For any algebra X with a linear mapping j′ : L → X satisfying the property 1 there
exists a unique homomorphism of algebras f : U(L)→ X such that f ◦ j = j′.
It is easy to see that U(L) exists and is unique for given L.
Definition. A weak M-structure L is called M-structure if there exists a central element
K ∈ U(L) of the algebra U(L) quadratic with respect to L.
Theorem 3.1. Let L be anM-structure. Then there exists a basis {1, A1, ..., Ap, B1, ..., Bp, C}
in L such that {1, A1, ..., Ap} is a basis in A, {1, B1, ..., Bp} is a basis in B and
K = A1B1 + ...+ ApBp + C.
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Theorem 3.2. Let R ∈ End(U(L)) is given by the formula
R(x) = A1xB1 + ... + ApxBp + Cx
and ◦ is defined by (2.16). Then ◦ is associative and compatible with the usual product in
U(L).
Notice that K = R(1).
Theorem 3.3. Let ◦ be an associative product in the spaceMatN compatible with the usual
one and written in the form (2.16), where R is given by (2.19) with p being smallest possible
in the class of equivalence of R. Then there exists an M-structure L with representation
U(L) → MatN such that dimA = dimB = p + 1, image of A has the basis {1, a1, ..., ap} and
image of B has the basis {1, b1, ..., bp}.
Definition. A representation of U(L) is called non-degenerate if its restrictions on the
algebras A and B are exact.
Theorem 3.4. There is one-to-one correspondence between N - dimensional non-degenerate
representations of algebras U(L) corresponding to M-structures and associative products in
MatN compatible with the usual matrix product.
The structure of the algebra U(L) for M-structure L can be described as follows.
Theorem 3.5. The algebra U(L) is spanned by the elements of the form a bKs, where
a ∈ A, b ∈ B, s ∈ Z+.
We need also the following
Definition. Let L be a weak M-structure. By the opposite weak M-structure Lop we
mean an M-structure with the same linear space L, the same scalar product and algebras A,
B replaced by the opposite algebras Bop, Aop, correspondingly.
It is easy to see that if L is an M-structure, then Lop is an M-structure as well.
4 M-structures with semi-simple algebras A and B and
quiver representations
4.1 Matrix of multiplicities
By V l we denote the direct sum of l copies of a linear space V. By definition, we put V 0 = {0}.
Recall [15] that any semi-simple associative algebra over C has the form ⊕1≤i≤rEnd(Vi), any
left End(V )-module has the form V l, and any right End(V )-module has the form (V ⋆)l for
some r and l.
Lemma 4.1. Let L be a weak M-structure. Suppose A = ⊕1≤i≤rEnd(Vi), where dimVi =
mi. Then L as a right A-module is isomorphic to ⊕1≤i≤r(V
⋆
i )
2mi .
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Proof. Since any right A-module has the form ⊕1≤i≤r(V
⋆
i )
li for some l1, ..., lr ≥ 0, we have
L = ⊕1≤i≤rLi where Li = (V
⋆
i )
li . Note that A ⊂ L and, moreover, End(Vi) ⊂ Li for i = 1, ..., r.
Besides, End(Vi)⊥Lj for i 6= j. Indeed, we have (v, a) = (v, Idia) = (vIdi, a) = 0 for v ∈ Lj and
a ∈ End(Vi), where Idi is the unity of the subalgebra End(Vi). Since (·, ·) is non-degenerate and
End(Vi)⊥End(Vi) by the property 3 of weak M-structure, we have dimLi ≥ 2 dimEnd(Vi).
But
∑
i dimLi = dimL = 2dimA =
∑
i 2 dimEnd(Vi) and we obtain dimLi = 2dimEnd(Vi)
for each i = 1, ..., r, which is equivalent to the statement of Lemma 4.1.
Lemma 4.2. Let A and B be semi-simple:
A = ⊕1≤i≤rEnd(Vi), B = ⊕1≤j≤sEnd(Wj), dimVi = mi, dimWj = nj . (4.21)
Then L as an A⊗ B-module is given by the formula
L = ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗Wj)
ai,j , (4.22)
where ai,j ≥ 0 and
s∑
j=1
ai,jnj = 2mi,
r∑
i=1
ai,jmi = 2nj . (4.23)
Proof. It is known that any Aop⊗B-module has the form ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗Wj)
ai,j , where
ai,j ≥ 0. Applying Lemma 4.1, we obtain dimLi = 2m
2
i , where Li = ⊕1≤j≤s(V
⋆
i ⊗Wj)
ai,j . This
gives the first equation from (4.23). The second equation can be obtained similarly.
Definition. The r×s-matrix (ai,j) from the Lemma 4.2 is called the matrix of multiplicities
of the weak M-structure L.
Definition. The r×s-matrix (ai,j) is called decomposable if there exist partitions {1, ..., r} =
I ⊔ I ′ and {1, ..., s} = J ⊔ J ′ such that ai,j = 0 for (i, j) ∈ I × J
′ ⊔ I ′ × J .
Lemma 4.3. The matrix of multiplicities is indecomposable.
Proof. Suppose (ai,j) is decomposable. We have A = A
′⊕A′′, B = B′⊕B′′ and L = L′⊕L′′,
where
A′ = ⊕i∈IEnd(Vi), A
′′ = ⊕i∈I′End(Vi), B
′ = ⊕j∈JEnd(Wj),
B′′ = ⊕j∈J ′End(Wj), L
′ = ⊕(i,j)∈I×J(V
⋆
i ⊗Wj)
ai,j , L′′ = ⊕(i,j)∈I′×J ′(V
⋆
i ⊗Wj)
ai,j .
Let 1 = e1 + e2, where e1 ∈ L
′ and e2 ∈ L
′′. It is clear that e1, e2 ∈ A ∩ B. Therefore,
dimA∩ B > 1, which contradicts to the property 1 of weak M-structure.
Note that if A is the matrix of multiplicities of a weakM structure with semi-simple algebras
A and B, then At is the matrix of multiplicities of the opposite weak M-structure.
Theorem 4.1. Let L be a weak M-structure with semi-simple algebras A and B given by
the formula (4.21) and with L given by (4.22). Then there exists a simple laced affine Dynkin
diagram [16] with vector spaces from the set {V1, ..., Vr,W1, ...,Ws} assigned to each vertex in
such a way that:
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1. there is an one-to-one correspondence between this set and the set of vertices,
2. for any i, j the spaces Vi, Vj are not connected by edges as well as the spaces Wi, Wj,
3. ai,j is equal to the number of edges between Vi and Wj,
4. the vector (dimV1, ..., dimVr, dimW1, ..., dimWs) is a positive imaginary root of the
diagram.
Proof. Consider a linear space with a basis {v1, ..., vr, w1, ..., ws} and the symmetric bilinear
form (vi, vj) = (wi, wj) = 2δi,j, (vi, wj) = −ai,j . Let J = m1v1 + ...+mrvr + n1w1 + ...+ nsws.
It is clear that the equations (4.23) can be written as (vi, J) = (wj, J) = 0, which means that J
belongs to the kernel of the form (·, ·). Therefore (see [17]), the matrix of the form is a Cartan
matrix of a simple laced affine Dynkin diagram. It is also clear that J is a positive imaginary
root.
On the other hand, consider a simple laced affine Dynkin diagram with a partition of the set
of vertices into two subsets such that vertices of the same subset are not connected. It is clear
that if such a partition exists, then it is unique up to transposition of subsets. Let v1, ..., vr
be roots corresponding to vertices of the first subset and w1, ..., ws be roots corresponding
to the second subset. We have (vi, vj) = (wi, wj) = 2δi,j. Let ai,j = −(vi, wj) and J =
m1v1 + ... +mrvr + n1w1 + ... + nsws be an imaginary root. It is clear that (4.23) holds.
Remark. The interchanging of the subsets corresponds to the transposition of matrix (ai,j).
It is easy to see that among simple laced affine Dynkin diagrams only diagrams of the
A˜2k−1, D˜k, E˜6, E˜7, and E˜8-type admit a partition of the set of vertices into two subsets such
that vertices of the same subset are not connected. The natural question arises: to describe
all M-structures with the algebras A and B given by (4.21) and L given by (4.22), where the
matrix (ai,j) is constructed by the affine Dynkin diagram of the A˜2k−1, D˜k, E˜6, E˜7, and E˜8-type.
It turns out that these M-structures exist iff J is the minimal positive imaginary root.
4.2 M-structures related to affine Dynkin diagrams and quiver rep-
resentations
We recall that the quiver is just a directed graph Q = (V er, E), where V er is a finite set of
vertices and E is a finite set of arrows between them. If a ∈ E is an arrow, then ta and ha
denote its tail and its head, respectively. Note that loops and several arrows with the same tail
and head are allowed. A representation of the quiver Q is a set of vector spaces Lx attached
to each vertex x ∈ V er and linear maps fa : Lta → Lha attached to each arrow a ∈ E. The
set of natural numbers dimLx attached to each vertex x ∈ V er is called the dimension of the
representation. By affine quiver we mean such a quiver that the corresponding graph is an
affine Dynkin diagram of ADE-type.
Theorem 4.2. Let L be an M-structure with semi-simple algebras A and B given by
(4.21). Then there exists a representation of an affine Dynkin quiver such that:
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1. There is an one-to-one correspondence between the set of vector spaces attached to
vertices of the quiver and the set of vector spaces {V1, ..., Vr,W1, ...,Ws}. Each vector space
from this set is attached to only one vertex.
2. For any a ∈ E the space attached to its tail ta is some of Vi and the space attached to
its head ha is some of Wj.
3. L as A⊗ B-module is isomorphic to ⊕a∈EV
⋆
ta ⊗Wha.
4. The vector (dimV1, ..., dimVr, dimW1, ..., dimWs) is the minimal imaginary positive root
of the Dynkin diagram.
5. The element 1 ∈ L = ⊕a∈EHom(Vta ,Wha) is just
∑
a∈E fa, where fa is the linear map
attached to the arrow a.
Proof. In the Theorem 4.1 we have already constructed the affine Dynkin diagram corre-
sponding to L with vector spaces {V1, ..., Vr,W1, ...,Ws} attached to the vertices. Note that each
edge of this affine Dynkin diagram links some linear spaces Vi and Wj . By definition, the direc-
tion of this edge is from Vi toWj . The decomposition of the element 1 ∈ L = ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗
Wj)
ai,j defines the element from V ⋆i ⊗Wj . Since V
⋆
i ⊗Wj = Hom(Vi,Wj), we obtain a repre-
sentation of the quiver. We know already that J = (dimV1, ..., dimVr, dimW1, ..., dimWs) is
an imaginary positive root. It is easy to see that if it is not minimal, then dimA∩ B > 1.
Now we can use known classification of representations of affine quivers [8, 9, 10] to describe
the corresponding M-structures. Note that each vertex of our quiver can not be a tail of one
arrow and a head of another arrow at the same time. Given a representation of such a quiver,
it remains to construct an embedding A → L, B → L and a scalar product (·, ·) on the space
L. We can construct the embedding A → L, B → L by the formula a→ 1a, b→ b1 for a ∈ A,
b ∈ B whenever we know the element 1 ∈ L. After that it is not difficult to construct the scalar
product.
Example. Consider the case A˜2k−1. We have dimVi = dimWi = 1 for 1 ≤ i ≤ k. Let {vi}
be a basis of V ⋆i and {wi} be a basis of Wi. Let {ei} be a basis of End(Vi) such that viei = vi
and {fi} be a basis of End(Wi) such that fiwi = wi. A generic element 1 ∈ L in a suitable
basis in Vi, Wi can be written in the form 1 =
∑
1≤i≤k(vi ⊗ wi + λvi+1 ⊗ wi), where index i is
taken modulo k and λ ∈ C is a generic complex number. The embedding A → L, B → L is
the following: ei → 1ei = vi ⊗ wi + λvi ⊗ wi−1, fi → fi1 = vi ⊗ wi + λvi+1 ⊗ wi. It is clear
that the vector space A∩ B is spanned by the vector
∑
i(vi ⊗ wi + λvi ⊗ wi−1) and that the
algebra A ∩ B is isomorphic to C.
Let Q = (V er, E) be an affine quiver and ρ be its representation constructed by a given
M-structure L with semi-simple algebras A and B. Let V er = V ert ⊔ V erh, where V ert is the
set of tails and V erh is the set of heads of arrows. We have ρ : x → Vx, y → Wy, a → fa for
x ∈ V ert, y ∈ V erh and a ∈ E. It turns out that representations of the algebra U(L) can also
be described in terms of representations of the quiver Q.
Theorem 4.3. Suppose we have a representation of the algebra U(L) in a linear space N ;
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then there exists a representation τ : x → Nx, a → φa; x ∈ V er, a ∈ E of the quiver Q such
that
1. The restriction of the representation on the subalgebra A ⊂ U(L) is isomorphic to
⊕x∈V ertVx ⊗Nx.
2. The restriction of the representation on the subalgebra B ⊂ U(L) is isomorphic to
⊕x∈V erhWx ⊗Nx.
3. The formula f =
∑
a∈E fa⊗φa defines an isomorphism f : ⊕x∈V ertVx⊗Nx → ⊕x∈V erhWx⊗
Nx.
Proof. It is known that any representation of the algebra End(V ) has the form V ⊗ S,
where S is a linear space. The action is given by f(v ⊗ s) = (fv) ⊗ s. Therefore N has the
form Na = ⊕x∈V ertVx ⊗ Nx with respect to the action of A = ⊕1≤i≤rEnd(Vi) and has the
form N b = ⊕x∈V erhWx ⊗Nx with respect to the action of B = ⊕1≤j≤sEnd(Wj) for some linear
spaces Nx. Both linear spaces N
a and N b are isomorphic to N . Thus we have linear spaces
Nx attached to each x ∈ V er and isomorphism f : ⊕x∈V ertVx ⊗ Nx → ⊕x∈V erhWx ⊗ Nx. Let
f =
∑
x,y∈V er fx,y. It is easy to see that fx,y = 0 if x and y are not linked by arrow and
fx,y = fa ⊗ φa for some φa if x = ta, y = ha. Here fa is defined by Theorem 4.2 (see the
property 5). This gives us a linear map φa attached to each arrow a ∈ E.
Remark 1. It is clear that all statements of this section are valid for weak M-structures
with semi-simple algebras A and B. However, it is possible to check that any such a weak
M-structure has a quadratic central element K and therefore is an M-structure.
Remark 2. It is clear from the Theorem 4.3 (see property 3) that
dimN =
∑
x∈V ert
mx dimNx =
∑
x∈V erh
nx dimNx.
Moreover, if the representation τ is decomposable then the representation of U(L) is also
decomposable. Therefore, dim τ must be a positive root for indecomposable representation.
If this root is real, then the representation does not depend on parameters and corresponds
to some special value of K. If this root is imaginary, then the representation depends on one
parameter and the action of K also depends on this parameter. In Appendix we describe these
representations for imaginary roots explicitly.
5 Appendix
In this appendix we give explicit formulas for M-algebras with semi-simple algebras A and B
based on known classification results on affine quiver representations. We give also formulas for
the operator R with values in End(U(L)). Note that K = R(1). It turns out that in all cases
Sλ = 1 + λR. (5.24)
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Moreover, the operator R satisfies some polynomial equation of degree 3 in the case A˜2k−1
and degree 4 in other cases. Using these equations one can define (v + R)−1 with values in
the localization C(K) ⊗ U(L), where C(K) is the field of rational functions in K. Formula
(2.18) gives us the corresponding universal r-matrix with values in C(K) ⊗ U(L). For any
representation of U(L) in a vector space N the image of this r-matrix is an r-matrix with
values in End(N).
The case A˜2k−1
The algebras A and B have bases {ei; i ∈ Z/kZ} and {fi; i ∈ Z/kZ} correspondingly with
multiplications
eiej = δi,jei, fifj = δi,jfi. (5.25)
The M-algebra U(L) is generated by e1, ..., ek, f1, ..., fk with defining relations (5.25) and
e1 + ... + ek = f1 + ... + fk = 1,
fiej = 0, j − i 6= 0, 1.
The operator R can be written in the form:
R(x) =
∑
1≤i≤j≤k−1
eixfj + fkekx.
This operator satisfies the following equation
KR(x)− (K + 1)R2(x) +R3(x) = 0.
From this equation and (5.24) we obtain
(v +R)−1(x) =
1
v
x+
1
v(v + 1)
(v +K)−1(R2(x)− (1 + v +K)R(x))
and r-matrix is given by (2.18).
For each generic value of K the algebra U(L) has the following irreducible representation
V . There are two bases {vi; i ∈ Z/kZ} and {wi; i ∈ Z/kZ} of the space V such that
eivj = δi,jvi, fiwj = δi,jwi, vi = wi − twi−1, i, j ∈ Z/kZ.
Here t ∈ C is a parameter of representation. In this representation K acts as multiplication by
1/(1− tk).
The case D˜2k
The algebra A ∼= C⊕ C⊕ (Mat2)
k−2 ⊕ C⊕ C has a basis {e1, e2, e2k, e2k+1, e2α,i,j; 2 ≤ α ≤
k − 1, 1 ≤ i, j ≤ 2} with multiplication
eαeβ = δα,βeβ, eαeβ,i,j = eβ,i,jeα = 0, eα,i,jeβ,i′,j′ = δα,βδj,i′eα,i,j′. (5.26)
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The algebra B ∼= (Mat2)
k−1 has a basis {e2α−1,i,j; 2 ≤ α ≤ k, 1 ≤ i, j ≤ 2} with multiplication
eα,i,jeβ,i′,j′ = δα,βδj,i′eα,i,j′. (5.27)
The M-algebra U(L) is generated by e1, e2, e2k, e2k+1, eα,i,j; 3 ≤ α ≤ 2k − 1, 1 ≤ i, j ≤ 2 with
defining relations (5.26), (5.27) and
e1 + e2 + e2k + e2k+1 +
∑
2≤α≤k−1,1≤i≤2
e2α,i,i =
∑
2≤α≤k,1≤i≤2
e2α−1,i,i = 1,
e2α−1,i,jeβ = 0, 2 < α < k, β = 1, 2, 2k, 2k + 1,
e2α−1,i,je2β,i′,j′ = 0, α 6= β, β + 1,
e3,1,2e1 = e3,2,2e1 = e3,1,1e2 = e3,2,1e2 = 0,
e2α−1,i,je2α,i′,j′ = e2α+1,i,je2α,i′,j′ = 0, j 6= i
′,
e2α−1,i,1e2α,1,j = e2α−1,i,2e2α,2,j , e2α+1,i,1e2α,1,j = e2α+1,i,2e2α,2,j ,
e2k−1,1,1e2k = e2k−1,1,2e2k, e2k−1,2,1e2k = e2k−1,2,2e2k,
e2k−1,1,2e2k+1 = λe2k−1,1,1e2k+1, e2k−1,2,2e2k+1 = λe2k−1,2,1e2k+1.
The operator R can be written in the form:
R(x) =
∑
1≤α≤k−1
(λe1xe2α+1,2,2 − λe1xe2α+1,2,1 + e2xe2α+1,1,1 − e2xe2α+1,1,2 + e2kxe2α+1,1,1+
λe2kxe2α+1,2,2 + λe2k+1xe2α+1,1,1 + λe2k+1xe2α+1,2,2)+∑
2≤α≤k−1, 2≤β≤k
(λe2α,1,1xe2β−1,2,2 + e2α,2,2xe2β−1,1,1)−
∑
2≤α<β≤k
(λe2α,1,1xe2β−1,2,1 + e2α,2,2xe2β−1,1,2)+
∑
2≤β≤α≤k−1
(λe2α,2,1xe2β−1,2,2 + e2α,1,2xe2β−1,1,1) + (1− λ)e2k−1,2,2e2k+1x.
This operator satisfies the following equation
R4(x)− (1 + λ+K)R3(x) + (λ+K + λK)R2(x)− λKR(x) = 0.
From this equation and (5.24) we obtain
(v +R)−1(x) = −
1
v
x+
1
v(v + 1)(v + λ)
(v +K)−1
(
R3(x)− (1 + v + λ+K)R2(x)+
(v2 + λv + v + λ+ (1 + v + λ)K)R(x)
)
and r-matrix is given by (2.18).
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For each generic value of K the algebra U(L) has the following irreducible representation V
of dimension 4k − 4. There are two bases {v1, v2, v2k, v2k+1, v2α,i,j; 2 ≤ α ≤ k − 1, 1 ≤ i, j ≤ 2}
and {v2α−1,i,j ; 2 ≤ α ≤ k, 1 ≤ i, j ≤ 2} of the space V such that
eαvβ = δα,βvβ , α, β = 1, 2, 2k, 2k + 1,
eαv2β,i,j = e2β,i,jvα = 0, α = 1, 2, 2k, 2k + 1 2 ≤ β ≤ k − 1,
e2α,i,jv2β,i′,j′ = δα,βδj,i′v2α,i,j′, 2 ≤ α, β ≤ k − 1,
e2α−1,i,jv2β−1,i′,j′ = δα,βδj,i′v2α−1,i,j′, 2 ≤ α, β ≤ k
and
v1 = v3,1,1, v2 = v3,2,2,
v2α,i,j = v2α+1,i,j − v2α−1,i,j , 2 ≤ α ≤ k − 1, i, j = 1, 2,
v2k = v2k−1,1,1 + v2k−1,2,1 + v2k−1,1,2 + v2k−1,2,2,
v2k+1 = v2k−1,1,1 + λv2k−1,2,1 + tv2k−1,1,2 + λtv2k−1,2,2.
Here λ ∈ C is a parameter of the algebra U(L) and t ∈ C is a parameter of representation. In
this representation K acts as multiplication by µ = λ(t− 1)/(t− λ).
The case D˜2k−1
The algebra A ∼= C⊕ C⊕ (Mat2)
k−2 has a basis {e1, e2, e2α,i,j; 2 ≤ α ≤ k − 1, 1 ≤ i, j ≤ 2}
with multiplication
eαeβ = δα,βeβ, eαeβ,i,j = eβ,i,jeα = 0, eα,i,jeβ,i′,j′ = δα,βδj,i′eα,i,j′. (5.28)
The algebra B ∼= C⊕C⊕(Mat2)
k−2 has a basis {e2k−1, e2k, e2α−1,i,j ; 2 ≤ α ≤ k−1, 1 ≤ i, j ≤ 2}
with multiplication
eαeβ = δα,βeβ, eαeβ,i,j = eβ,i,jeα = 0, eα,i,jeβ,i′,j′ = δα,βδj,i′eα,i,j′. (5.29)
The M-algebra U(L) is generated by e1, e2, e2k−1, e2k, eα,i,j; 3 ≤ α ≤ 2k − 2, 1 ≤ i, j ≤ 2 with
defining relations (5.28), (5.29) and
eαeβ = 0, α = 2k − 1, 2k, β = 1, 2,
e1 + e2 +
∑
2≤α≤k−1,1≤i≤2
e2α,i,i = e2k−1 + e2k +
∑
2≤α≤k−1,1≤i≤2
e2α−1,i,i = 1,
e2α−1,i,jeβ = 0, α > 2, β = 1, 2,
e2α−1,i,je2β,i′,j′ = 0, α 6= β, β + 1,
eαe2β,i,j = 0, β < k − 1, α = 2k − 1, 2k,
e3,1,2e1 = e3,2,2e1 = e3,1,1e2 = e3,2,1e2 = 0,
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e2α−1,i,je2α,i′,j′ = e2α+1,i,je2α,i′,j′ = 0, j 6= i
′,
e2α−1,i,1e2α,1,j = e2α−1,i,2e2α,2,j , e2α+1,i,1e2α,1,j = e2α+1,i,2e2α,2,j ,
e2k−1e2k−2,1,1 = e2k−1e2k−2,2,1, e2k−1e2k−2,1,2 = e2k−1e2k−2,2,2
e2ke2k−2,2,1 = λe2ke2k−2,1,1, e2ke2k−2,2,2 = λe2ke2k−2,1,2.
The operator R can be written in the form:
R(x) = (λ− 1)e1xe2k−1 +
∑
2≤α≤k−1
((λ− 1)e1xe2α−1,2,2 + (λ− 1)e2α,1,1xe2k−1 − λe2xe2α−1,1,2−
e1xe2α−1,2,1 + λe2xe2α−1,2,2 + λe1xe2α−1,1,1) +
∑
2≤α,β≤k−1
((λ− 1)e2α,1,1xe2β−1,2,2+
λe2α,1,1xe2β−1,1,1 + λe2α,2,2xe2β−1,2,2) +
∑
2≤β≤α≤k−1
(λe2α,1,2xe2β−1,1,1 + e2α,2,1xe2β−1,2,2)−
∑
2≤α<β≤k−1
(λe2α,2,2xe2β−1,1,2 + e2α,1,1xe2β−1,2,1) + (λ− 1)xe2ke2k−2,2,2.
This operator satisfies the following equation
R4(x)− R3(x)(2λ− 1 +K) +R2(x)(λ2 − λ−K + 2λK)− λ(λ− 1)R(x)K = 0.
From this equation and (5.24) we obtain
(v+R)−1(x) = −
1
v
x+
1
v(v + λ)(v + λ− 1)
(
R3(x)−R2(x)(v+2λ−1+K)+R(x)(v2+2λv+λ2−v−λ+
(v − 1 + 2λ)K)
)
(v +K)−1
and r-matrix is given by (2.18).
For each generic value of K the algebra U(L) has the following irreducible representation
V of dimension 4k − 6. There are two bases {v1, v2, v2α,i,j; 2 ≤ α ≤ k − 1, 1 ≤ i, j ≤ 2} and
{v2k−1, v2k, v2α−1,i,j; 2 ≤ α ≤ k − 1, 1 ≤ i, j ≤ 2} of the space V such that
eαvβ = δα,βvβ , α, β = 1, 2,
eαv2β,i,j = e2β,i,jvα = 0, α = 1, 2, 2 ≤ β ≤ k − 1,
e2α,i,jv2β,i′,j′ = δα,βδj,i′v2α,i,j′, 2 ≤ α, β ≤ k − 1,
eαvβ = δα,βvβ, α, β = 2k − 1, 2k,
eαv2β−1,i,j = e2β−1,i,jvα = 0, α = 2k − 1, 2k, 2 ≤ β ≤ k − 1,
e2α−1,i,jv2β−1,i′,j′ = δα,βδj,i′v2α−1,i,j′, 2 ≤ α, β ≤ k − 1
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and
v1 = v3,1,1, v2 = v3,2,2,
v2α,i,j = v2α+1,i,j − v2α−1,i,j , 2 ≤ α < k − 1, i, j = 1, 2,
v2k−2,1,1 = v2k−1 + v2k − v2k−3,1,1, v2k−2,2,2 = v2k−1 + λtv2k − v2k−3,2,2,
v2k−2,1,2 = v2k−1 + tv2k − v2k−3,1,2, v2k−2,2,1 = v2k−1 + λv2k − v2k−3,2,1.
Here λ ∈ C is a parameter of the algebra U(L) and t ∈ C is a parameter of representation. In
this representation K acts as multiplication by µ = tλ(1− λ)/(1− tλ).
The case E˜6
The algebra A ∼= C⊕C⊕C⊕Mat3 has a basis {eα, eβ,γ;α, β, γ ∈ Z/3Z} with multiplication
eαeβ = δα,βeβ, eαeβ,γ = eβ,γeα = 0, eβ,γeβ′,γ′ = δγ,β′eβ,γ′ . (5.30)
The algebra B ∼= Mat2 ⊕ Mat2 ⊕ Mat2 has a basis {fα,i,j;α ∈ Z/3Z, 1 ≤ i, j ≤ 2} with
multiplication
fα,i,jfβ,i′,j′ = δα,βδj,i′fα,i,j′. (5.31)
The M-algebra U(L) is generated by eα, eβ,γ, fα,i,j;α, β, γ ∈ Z/3Z, 1 ≤ i, j ≤ 2 with defining
relations (5.30), (5.31) and
∑
α∈Z/3Z
eα +
∑
β∈Z/3Z
eβ,β =
∑
1≤α≤3,1≤i≤2
fα,i,i = 1,
fα,i,jeβ = 0, α 6= β, fα,i,2eα = λfα,i,1eα,
fα,i,jeα+1,β = 0, fα,i,1eα,β = 0, fα+1,i,2eα,β = 0,
fα,i,2eα,β = fα,i,1eα−1,β.
The operator R can be written in the form:
R(x) = (λ3 − 1)
(
e1xf1,2,2 + e1xf2,1,1 + e1xf2,2,2 + e1xf3,1,1 + e2xf2,2,2 + e2xf3,1,1+
e1,1xf2,2,2 + e1,1xf3,1,1 + e3,3xf1,2,2 + e3,3xf2,1,1 + e3,3xf2,2,2 + e3,3xf3,1,1
)
+
λ3
(
e1,1xf1,2,2 + e1,1xf2,1,1 + e2,2xf2,2,2 + e2,2xf3,1,1 + e3,3xf1,1,1 + e3,3xf3,2,2
)
+
λ2
(
e1,1xf1,1,2 + e2,2xf2,1,2 + e3,3xf3,1,2 − e1,2xf1,2,2 − e1,3xf2,2,1−
e2,1xf3,2,1 − e2,3xf2,2,2 − e3,1xf3,2,2 − e3,2xf1,2,1
)
+
λ
(
e1,1xf2,2,1 + e2,2xf3,2,1 + e3,3xf1,2,1 − e1,2xf1,1,2 − e1,3xf2,1,1−
e2,1xf3,1,1 − e2,3xf2,1,2 − e3,1xf3,1,2 − e3,2xf1,1,1
)
+ (λ3 − 1)f3,2,2e3x.
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This operator satisfies the following equation
R4(x)− (2λ3 − 1 +K)R3(x) + (λ6 − λ3 −K + 2λ3K)R2(x)− λ3(λ3 − 1)KR(x) = 0.
From this equation and (5.24) we obtain
(v +R)−1(x) = −
1
v
x+
1
v(v + λ3)(v + λ3 − 1)
(v +K)−1
(
R3(x)− (v + 2λ3 − 1 +K)R2(x)+
(v2 + 2λ3v + λ6 − v − λ3 + (v − 1 + 2λ3)K)R(x)
)
and r-matrix is given by (2.18).
For each generic value of K the algebra U(L) has the following irreducible representation
V . There are two bases {vα, vβ,γ;α, β, γ ∈ Z/3Z} and {wα,i,j;α ∈ Z/3Z, 1 ≤ i, j ≤ 2} of the
space V such that
eαvβ = δα,βvβ, eαvβ,γ = eβ,γvα = 0, eβ,γvβ′,γ′ = δγ,β′vβ,γ′,
fα,i,jwβ,i′,j′ = δα,βδj,i′wα,i,j′
and
vα = wα,1,1 + λwα,2,1 + twα,1,2 + λtwα,2,2,
vα,α = wα,2,2, vα+1,α = wα+2,1,1, vα+2,α = wα+2,2,1 + wα,1,2.
Here λ ∈ C is a parameter of the algebra U(L) and t ∈ C is a parameter of representation. In
this representation K acts as multiplication by µ =
λ3(λ3 − 1)
(λ3 − t3)
.
The case E˜7
The algebra A ∼= C⊕Mat3⊕Mat2⊕Mat3⊕C has a basis {e1, e2,i1,j1, e3,i2,j2, e4,i3,j3, e5; 1 ≤
i1, j1, i3, j3 ≤ 3, 1 ≤ i2, j2 ≤ 2} with multiplication
eαeβ = δα,βeβ, eαeβ,i,j = eβ,i,jeα = 0, eα,i,jeβ,i′,j′ = δα,βδj,i′eα,i,j′. (5.32)
The algebra B ∼= Mat2 ⊕ Mat4 ⊕ Mat2 has a basis {f1,i1,j1, f2,i2,j2, f3,i3,j3; 1 ≤ i1, j1, i3, j3 ≤
2, 1 ≤ i2, j2 ≤ 4} with multiplication
fα,i,jfβ,i′,j′ = δα,βδj,i′fα,i,j′. (5.33)
The M-algebra U(L) is generated by e1, e2,i,j, e3,i,j, e4,i,j, e5, f1,i,j, f2,i,j, f3,i,j with defining rela-
tions (5.32), (5.33) and
e1 +
∑
1≤i≤3
e2,i,i +
∑
1≤i≤2
e3,i,i +
∑
1≤i≤3
e4,i,i + e5 =
∑
1≤i≤2
f1,i,i +
∑
1≤i≤4
f2,i,i +
∑
1≤i≤2
f3,i,i = 1,
f1,i,je3,i′,j′ = f1,i,je4,i′,j′ = f1,i,je5 = f2,i,je1 = f2,i,je5 = f3,i,je1 = f3,i,je2,i′,j′ = f3,i,je3,i′,j′ = 0
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f1,i,2e1 = f3,i,2e5 = 0, f1,i,je2,i′,j′ = f3,i,je4,i′,j′ = 0, j 6= i
′,
f1,i,1e2,1,j = f1,i,2e2,2,j, f3,i,1e4,1,j = f3,i,2e4,2,j ,
f2,i,je2,i′,j′ = 0, j 6= i
′,
f2,i,1e2,1,j = f2,i,2e2,2,j = f2,i,3e2,3,j,
f2,i,je4,i′,j′ = 0, (j, i
′) /∈ {(1, 2), (2, 1), (4, 3)},
f2,i,1e4,2,j = f2,i,2e4,1,j = f2,i,4e4,3,j,
f2,i,1e3,2,j′ = f2,i,2e3,1,j = 0,
f2,i,1e3,1,j = f2,i,2e3,2,j = f2,i,3e3,1,j = f2,i,3e3,2,j = f2,i,4e3,1,j = λ
−1f2,i,4e3,2,j.
The operator R can be written in the form:
R(x) = λ(λ−1)(e2,1,2xf2,4,1+e2,3,2xf2,4,3+e2,2,2xf2,4,2−e4,3,1xf2,4,4)+(λ+1)(e5xf3,2,2+e3,2,2xf1,1,1+
e5xf1,1,1+e2,2,2xf1,1,1+e5xf2,1,1+e3,2,2xf2,1,1+e4,1,1xf2,1,1+e4,1,1xf1,1,1+e2,2,2xf2,1,1+e3,2,2xf3,2,2+
e4,1,1xf3,2,2+e2,2,2xf3,2,2)+(λ−1)(e4,1,2xf2,3,2+e4,2,2xf2,3,1+e4,3,2xf2,3,4−e2,3,1xf2,3,3)+λ(e2,2,2xf1,1,2−
e2,2,3xf1,1,2+e2,1,1xf1,1,1+e4,1,1xf2,1,2+e4,1,2xf2,1,2+e5xf2,1,2+e4,3,1xf2,1,4+e4,3,2xf2,1,4+e4,1,1xf1,1,2+
e4,1,2xf1,1,2+e2,2,2xf3,1,1+e2,2,2xf2,2,2−e4,3,1xf2,2,4+e5xf1,1,2+e4,1,1xf3,1,1−e2,1,3xf1,1,1−e3,1,2xf1,1,1+
e4,3,3xf2,1,1+e4,2,2xf1,1,1+e4,3,3xf1,1,1+e2,3,2xf2,2,3−e2,1,2xf2,1,1+e5xf3,2,1−e2,3,1xf2,1,3−e3,1,2xf2,1,1−
e2,3,2xf2,1,3+e2,3,3xf2,1,3+e2,1,2xf3,1,2+e4,2,2xf2,1,1+e2,2,2xf2,3,3+e2,3,3xf2,3,3+e2,1,2xf2,2,1+e3,2,2xf2,3,3+
e4,1,1xf2,3,3−e2,1,2xf3,2,2+e4,3,3xf2,4,4+e2,2,1xf1,1,2+e4,2,1xf3,1,2−e3,1,2xf3,2,2−e4,2,1xf3,2,2+e4,3,3xf2,3,3+
e5xf2,3,3+e4,3,3xf3,2,2)+e2,2,1xf2,1,1−e2,1,1xf1,2,1−e2,2,2xf1,2,1+e2,3,3xf2,1,1+e3,2,1xf2,1,1+e4,1,2xf2,1,1−
e2,2,2xf3,1,2−e2,2,2xf2,2,1−e2,3,3xf3,1,2−e3,1,1xf3,1,2−e3,2,2xf3,1,2−e4,1,1xf3,1,2+e2,2,1xf2,3,3+e3,2,1xf2,3,3−
e2,3,3xf1,2,1−e3,1,1xf1,2,1−e3,2,2xf1,2,1−e4,1,1xf1,2,1−e2,3,3xf2,2,1−e3,1,1xf2,2,1−e3,2,2xf2,2,1−e4,1,1xf2,2,1−
e4,2,3xf3,1,2−e4,3,3xf3,1,2−e5xf3,1,2+e2,2,1xf3,2,2+e5xf2,4,4+e2,2,1xf3,1,1−e4,2,2xf2,2,1−e4,3,3xf2,2,1−
e5xf2,2,1−e4,2,2xf1,2,1−e4,3,3xf1,2,1−e5xf1,2,1+e4,1,2xf2,3,3+e2,3,3xf3,2,2+e3,2,1xf3,2,2+e4,1,2xf3,2,2+
e2,3,3xf2,4,4+e3,2,1xf2,4,4+e3,2,2xf2,4,4+e4,1,1xf2,4,4+e4,1,2xf2,4,4+e4,1,2xf3,1,1−e4,1,3xf3,1,1+e2,2,1xf2,2,2+
e2,2,1xf1,1,1+e2,3,3xf1,1,1−e4,3,2xf2,2,4+e4,3,3xf2,2,4+e2,2,1xf2,4,4+e2,2,2xf2,4,4+e2,3,1xf2,2,3+e3,2,1xf1,1,1+
e4,1,2xf1,1,1 + f1,2,1e1x.
For each generic value of K the algebra U(L) has the following irreducible representation
V . There are two bases {v1, v2,i1,j1, v3,i2,j2, v4,i3,j3, v5; 1 ≤ i1, j1, i3, j3 ≤ 3, 1 ≤ i2, j2 ≤ 2} and
{w1,i1,j1, w2,i2,j2, w3,i3,j3; 1 ≤ i1, j1, i3, j3 ≤ 2, 1 ≤ i2, j2 ≤ 4} of the space V such that
eαvβ = δα,βvβ, eαvβ,i,j = eβ,i,jvα = 0, eα,i,jvβ,i′,j′ = δα,βδj,i′vα,i,j′,
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fα,i,jwβ,i′,j′ = δα,βδj,i′wα,i,j′
and
v1 = w1,1,1, v5 = w3,1,1,
v2,i,j = w1,i,j + w2,i,j, v2,i,3 = w2,i,3
v2,3,j = w2,3,j , v2,3,3 = w2,3,3, i, j ≤ 2,
v4,i,j = w3,i,j + w2,σi,σj , v4,i,3 = w2,σi,4, v4,3,j = w2,4,σj ,
v4,3,3 = w2,4,4, i, j ≤ 2, σ1 = 2, σ2 = 1,
v3,1,1 = w2,1,1 + w2,1,3 + w2,3,1 + w2,3,3 + w2,1,4 + w2,3,4 + w2,4,1 + w2,4,3 + w2,4,4,
v3,1,2 = w2,1,2 + w2,1,3 + w2,3,2 + w2,3,3 + w2,4,2 + w2,4,3 + t(w2,1,4 + w2,3,4 + w2,4,4),
v3,2,1 = w2,2,1 + w2,2,3 + w2,2,4 + w2,3,1 + w2,3,3 + w2,3,4 + λ(w2,4,1 + w2,4,3 + w2,4,4),
v3,2,2 = w2,2,2 + w2,2,3 + w2,3,2 + w2,3,3 + λ(w2,4,2 + w2,4,3) + t(w2,2,4 + w2,3,4) + λtw2,4,4.
Here λ ∈ C is a parameter of the algebra U(L) and t ∈ C is a parameter of representation. In
this representation K acts as
λ(t− 1)
t− λ
.
The case E˜8
The algebra A ∼= Mat2⊕Mat6⊕Mat4⊕Mat2 has a basis {e1,i1,j1, e2,i2,j2, e3,i3,j3, e4,i4,j4; 1 ≤
i1, j1, i4, j4 ≤ 2, 1 ≤ i2, j2 ≤ 6, 1 ≤ i3, j3 ≤ 4} with multiplication
eα,i,jeβ,i′,j′ = δα,βδj,i′eα,i,j′. (5.34)
The algebra B ∼= Mat4⊕Mat3⊕Mat5⊕Mat3⊕C has a basis {f1,i1,j1, f2,i2,j2, f3,i3,j3, f4,i4,j4, f5; 1 ≤
i1, j1 ≤ 4, 1 ≤ i2, j2, i4, j4 ≤ 3, 1 ≤ i3, j3 ≤ 5} with multiplication
f 25 = f5, f5fα,i,j = fα,i,jf5 = 0, fα,i,jfβ,i′,j′ = δα,βδj,i′fα,i,j′. (5.35)
TheM-algebra U(L) is generated by e1,i,j, e2,i,j, e3,i,j, e4,i,j, f1,i,j, f2,i,j, f3,i,j, f4,i,j, f5 with defining
relations (5.34), (5.35) and
∑
1≤i≤2
e1,i,i+
∑
1≤i≤6
e2,i,i+
∑
1≤i≤4
e3,i,i+
∑
1≤i≤2
e4,i,i =
∑
1≤i≤4
f1,i,i+
∑
1≤i≤3
f2,i,i+
∑
1≤i≤5
f3,i,i+
∑
1≤i≤3
f4,i,i+f5 = 1,
f1,i,je3,i′,j′ = f1,i,je4,i′,j′ = f2,i,je1,i′,j′ = f2,i,je3,i′,j′ = f2,i,je4,i′,j′ = f3,i,je1,i′,j′ = f3,i,je4,i′,j′ =
f4,i,je1,i′,j′ = f4,i,je2,i′,j′ = f5e1,i,j = f5e2,i,j = f5e3,i,j = 0,
f5e4,2,i = 0, f4,i,1e4,1,j = f4,i,2e4,2,j , f4,i,je4,i′,j′ = 0, j 6= i
′,
f4,i,1e3,1,j = f4,i,2e3,2,j = f4,i,3e3,3,j, f4,i,je3,i′,j′ = 0, j 6= i
′,
f3,i,1e3,1,j = f3,i,2e3,2,j = f3,i,3e3,3,j = f3,i,4e3,4,j , f3,i,je3,i′,j′ = 0, j 6= i
′,
f3,i,1e2,1,j = f3,i,2e2,2,j = f3,i,3e2,3,j = f3,i,4e2,4,j = f3,i,5e2,5,j, f3,i,je2,i′,j′ = 0, j 6= i
′,
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f1,i,1e1,1,j = f1,i,2e1,2,j , f1,i,je1,i′,j′ = 0, j 6= i
′,
f1,i,1e2,1,j = f1,i,2e2,2,j = f1,i,3e2,4,j = f1,i,4e2,6,j, f1,i,je2,i′,j′ = 0, (j, i
′) /∈ {(1, 1), (2, 2), (3, 4), (4, 6)},
f2,i,1e2,2,j = f2,i,1e2,4,j = f2,i,1e2,5,j = f2,i,2e2,1,j = f2,i,2e2,3,j = f2,i,2e2,4,j = f2,i,3e2,1,j = f2,i,3e2,6,j =
λ−1f2,i,3e2,5,j, f2,i,je2,i′,j′ = 0, (j, i
′) /∈ {(1, 2), (1, 4), (1, 5), (2, 1), (2, 3), (2, 4), (3, 1), (3, 6), (3, 5)}.
The operator R can be written in the form:
R(x) = (λ+ 1)(e2,1,1xf1,3,3 + e3,1,1xf1,3,3 + e2,6,6xf1,3,3 + e2,3,3xf2,1,1 + e2,1,1xf3,4,4 + e4,1,1xf1,3,3+
e2,1,1xf2,1,1+e1,1,1xf2,1,1+e3,1,1xf2,1,1+e2,6,6xf2,1,1+e1,1,1xf3,4,4+e4,1,1xf3,4,4+e3,3,3xf2,1,1+e4,1,1xf2,1,1+
e2,6,6xf3,4,4+e3,1,1xf3,5,5+e3,1,1xf3,4,4+e2,3,3xf3,5,5+e1,1,1xf3,5,5+e2,1,1xf3,5,5+e3,3,3xf3,5,5+e4,1,1xf3,5,5+
e2,6,6xf1,2,2+e3,3,3xf1,2,2+e1,1,1xf1,2,2+e2,1,1xf1,2,2+e3,1,1xf1,2,2+e2,3,3xf1,2,2+e4,1,1xf1,2,2+e2,1,1xf4,2,2+
e1,1,1xf4,2,2+e1,1,1xf3,2,2+e2,1,1xf3,2,2+e2,6,6xf4,2,2+e3,1,1xf4,2,2+e2,3,3xf4,2,2+e1,1,1xf1,3,3+e3,1,1xf3,2,2+
e2,6,6xf3,2,2 + e2,3,3xf3,2,2 + e3,3,3xf4,2,2 + e4,1,1xf4,2,2 + e3,3,3xf3,2,2 + e4,1,1xf3,2,2)+
(λ−1)(e2,3,1xf4,3,3−e2,4,4xf1,2,3−e3,4,4xf1,2,3+e3,3,4xf4,2,3+e3,3,1xf4,3,3+e2,1,4xf3,2,1+e2,1,4xf4,2,1−
e3,4,4xf3,2,4−e2,6,4xf1,2,4−e3,4,1xf3,3,4−e3,2,1xf3,3,2+e2,3,1xf3,3,3+e2,5,4xf3,2,5+e2,5,1xf3,3,5−e4,1,1xf3,3,1−
e4,2,1xf3,3,2+e3,1,4xf4,2,1−e3,1,1xf3,3,1+e2,3,4xf4,2,3+e3,2,4xf4,2,2+e2,2,4xf3,2,2−e4,1,1xf4,3,1+e2,2,4xf4,2,2+
e2,3,4xf3,2,3−e4,2,1xf4,3,2)+λ(e1,1,1xf1,4,1+e3,4,3xf1,1,3−e3,4,2xf1,1,3+e3,4,1xf1,1,3−e2,4,2xf1,2,3+e2,1,1xf1,1,1+
e1,1,1xf1,1,2+e3,1,3xf1,1,1−e2,4,5xf1,2,3−e2,1,2xf1,1,1−e3,4,2xf1,2,3+e2,4,2xf1,3,3−e2,1,2xf1,3,3+e2,1,3xf1,1,1−
e1,1,2xf1,3,3−e2,6,4xf1,3,3+e2,4,4xf1,3,3+e3,3,2xf4,2,3+e2,3,3xf1,3,3+e2,3,5xf3,1,3+e2,5,5xf1,3,3+e3,4,4xf1,3,3+
e3,3,3xf1,3,3+e3,4,2xf1,3,3−e3,1,2xf1,3,3+e2,1,1xf1,4,3+e1,2,1xf1,4,3+e1,1,1xf1,4,3−e4,1,2xf1,3,3+e2,4,2xf1,4,3−
e2,4,1xf1,4,3+e2,2,1xf1,4,3−e1,1,2xf4,3,3+e3,1,1xf1,4,3+e2,6,6xf1,4,3−e2,1,2xf4,3,3+e2,5,5xf1,4,3+e2,3,5xf1,4,3+
e2,4,4xf1,4,3+e2,3,3xf4,3,3+e3,2,1xf1,4,3−e2,1,5xf1,1,1+e3,4,2xf1,4,3−e3,4,1xf1,4,3+e3,4,1xf3,1,4+e3,1,3xf3,1,1+
e4,2,1xf1,4,3−e2,3,5xf4,3,3+e4,1,1xf1,4,3+e3,4,4xf1,4,3−e2,6,4xf4,3,3−e2,6,2xf1,1,4+e3,4,3xf3,1,4−e3,4,2xf3,1,4+
e3,1,1xf1,1,1+e2,6,1xf1,1,4+e3,1,1xf3,3,5+e2,6,3xf1,1,4−e3,1,2xf4,3,3−e3,1,2xf1,1,1−e2,6,5xf1,1,4+e3,3,3xf4,3,3+
e3,1,2xf4,2,1−e2,6,2xf1,2,4−e2,6,5xf1,2,4−e2,2,2xf3,4,2+e4,1,1xf1,1,1−e4,1,2xf1,1,1+e1,1,2xf1,2,1−e4,1,2xf4,3,3−
e3,4,2xf3,2,4+e2,6,2xf1,3,4+e2,6,4xf1,3,4+e2,1,1xf1,4,4−e1,1,2xf1,4,4+e1,1,1xf1,4,4−e2,2,4xf3,4,2+e2,3,3xf1,4,4+
e2,6,2xf1,4,4−e2,1,2xf1,4,4−e2,6,1xf1,4,4−e2,3,5xf1,4,4−e3,1,2xf1,4,4+e3,1,1xf1,4,4+e2,3,5xf1,2,1+e4,1,1xf1,4,4−
e2,1,5xf1,2,1+e3,3,3xf1,4,4+e2,3,2xf3,2,3−e2,1,2xf2,1,1−e1,1,2xf2,1,1−e4,1,2xf1,4,4+e2,5,5xf2,1,1−e2,3,5xf2,1,1−
e2,6,4xf2,1,1−e3,4,3xf3,3,4−e1,1,2xf3,4,4−e3,1,2xf2,1,1+e2,3,3xf3,4,4+e2,1,1xf2,2,1+e1,1,1xf2,2,1−e4,1,2xf2,1,1−
e2,1,2xf3,4,4+e2,5,5xf3,4,4+e2,4,4xf2,2,1+e2,3,3xf2,2,1−e2,6,4xf3,4,4−e3,1,2xf3,4,4+e3,1,1xf2,2,1+e2,6,6xf2,2,1+
e2,5,5xf2,2,1+e3,3,3xf2,2,1+e3,4,4xf3,4,4+e2,3,5xf4,1,3+e3,3,3xf3,4,4+e3,4,2xf3,4,4+e1,2,1xf2,3,1−e4,1,2xf3,4,4+
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e1,1,1xf2,3,1+e4,1,1xf2,2,1+e3,4,4xf2,2,1+e2,5,5xf2,3,1+e2,4,4xf2,3,1+e2,3,3xf2,3,1−e1,1,2xf1,3,1+e2,2,1xf2,3,1+
e2,1,1xf2,3,1+e3,3,3xf2,3,1+e3,2,1xf2,3,1+e3,1,1xf2,3,1+e2,6,6xf2,3,1+e2,3,5xf3,2,3+e4,2,1xf2,3,1+e4,1,1xf2,3,1+
e3,4,4xf2,3,1+e2,3,5xf2,1,2−e2,1,2xf2,2,2−e1,1,2xf2,2,2+e2,5,2xf3,1,5−e2,6,4xf2,2,2−e2,5,1xf3,1,5−e2,5,3xf3,1,5−
e3,1,2xf2,2,2−e4,1,2xf2,2,2+e2,5,5xf3,1,5−e2,3,3xf2,3,2+e2,3,5xf2,3,2−e3,3,3xf2,3,2−e1,1,2xf1,4,1+e2,5,2xf3,2,5+e2,5,5xf3,2,5−
e3,3,1xf4,1,3+e2,6,4xf2,2,3−e1,1,2xf3,3,3+e2,1,1xf3,3,5+e1,1,1xf3,3,5+e3,3,2xf4,1,3−e2,1,2xf2,3,3+e2,4,4xf3,3,5+
e2,1,1xf2,3,3−e1,1,2xf2,3,3+e2,5,3xf3,3,5+e1,1,1xf2,3,3+e2,3,3xf3,3,5−e2,1,2xf3,3,3+e2,3,3xf2,3,3−e3,1,2xf2,3,3+
e3,1,1xf2,3,3−e2,3,5xf2,3,3+e3,3,3xf3,3,5+e4,1,1xf2,3,3+e3,3,3xf2,3,3+e4,1,1xf3,3,5+e3,4,4xf3,3,5−e4,1,2xf2,3,3+
e1,2,2xf1,1,2+e2,2,1xf1,1,2+e2,1,1xf1,1,2−e2,5,2xf3,4,5−e3,3,3xf4,1,3−e2,5,4xf3,4,5+e3,1,1xf3,1,1+e2,3,3xf3,3,3−
e3,1,2xf3,1,1+e2,3,3xf1,1,2+e2,2,3xf1,1,2+e4,1,1xf3,1,1−e4,1,2xf3,1,1+e1,1,2xf3,2,1−e1,1,2xf3,5,5+e2,4,4xf1,1,2+
e2,1,2xf3,2,1−e2,2,5xf1,1,2−e2,1,2xf3,5,5−e2,6,4xf3,3,3+e2,5,5xf1,1,2+e2,3,5xf3,2,1−e2,3,5xf3,3,3−e2,3,5xf3,5,5+
e2,6,6xf1,1,2+e3,1,1xf1,1,2+e3,2,1xf1,1,2−e3,1,2xf3,5,5+e3,2,3xf1,1,2+e3,3,3xf1,1,2−e4,1,2xf3,5,5−e3,2,3xf3,3,2+
e3,4,4xf1,1,2+e4,1,1xf1,1,2+e4,2,1xf1,1,2−e1,1,2xf1,2,2+e1,2,2xf1,2,2−e3,1,2xf3,3,3−e3,1,3xf3,3,1−e2,1,2xf1,2,2−
e1,1,2xf3,4,1−e2,1,2xf3,4,1−e2,6,4xf1,2,2+e4,1,1xf4,1,1−e2,2,5xf1,2,2−e2,1,4xf3,4,1−e4,1,2xf4,1,1−e2,3,5xf1,2,2+
e2,5,5xf1,2,2+e1,1,2xf4,2,1+e2,1,2xf4,2,1−e4,1,2xf3,3,3−e3,1,2xf1,2,2+e2,3,5xf4,2,1−e4,1,2xf1,2,2−e1,2,2xf1,3,2+
e1,1,1xf3,1,2+e2,1,1xf3,1,2+e1,2,2xf3,1,2+e1,1,1xf4,1,2+e2,1,1xf4,1,2+e1,2,2xf4,1,2+e2,2,2xf3,1,2+e2,2,2xf4,1,2−
e2,3,2xf3,4,3+e2,3,3xf3,1,2+e2,3,3xf4,1,2+e2,4,4xf3,1,2+e2,4,4xf4,1,2+e2,5,5xf4,1,2+e2,5,5xf3,1,2+e3,1,1xf4,1,2+
e2,6,6xf4,1,2+e3,2,2xf4,1,2+e3,1,1xf3,1,2+e2,6,6xf3,1,2+e3,2,1xf3,1,2+e3,3,3xf4,1,2+e3,4,4xf4,1,2+e4,1,1xf4,1,2+
e3,2,3xf3,1,2+e4,2,1xf4,1,2+e3,3,3xf3,1,2+e4,1,1xf3,1,2+e3,4,4xf3,1,2+e1,2,2xf4,2,2−e1,1,2xf4,2,2−e2,3,4xf3,4,3+
e4,2,1xf3,1,2+e1,2,1xf1,4,2−e2,1,2xf4,2,2+e2,2,2xf4,2,2+e2,3,2xf4,2,3−e1,2,2xf1,4,2+e1,2,2xf3,2,2−e1,1,2xf3,2,2−
e2,6,4xf4,2,2+e2,5,5xf4,2,2−e2,3,5xf4,2,2−e2,1,2xf3,2,2+e2,2,2xf3,2,2−e3,1,2xf4,2,2+e3,2,2xf4,2,2−e1,2,2xf3,4,2−
e2,6,4xf3,2,2−e4,1,2xf4,2,2−e2,3,1xf3,1,3−e2,3,5xf3,2,2+e2,5,5xf3,2,2+e2,3,2xf3,1,3−e3,1,2xf3,2,2+e2,4,1xf1,1,3−
e4,1,2xf3,2,2−e2,3,3xf3,1,3−e2,4,2xf1,1,3+e2,4,3xf1,1,3+e2,3,5xf4,2,3−e2,3,1xf4,1,3−e2,4,5xf1,1,3+e2,3,2xf4,1,3−
e2,3,3xf4,1,3)+λ
2e2,6,4xf3,3,5+e1,2,1xf3,4,2−e2,3,3xf2,1,2−e3,3,3xf2,1,2+e1,1,1xf2,2,2+e2,4,4xf4,2,2+e2,1,1xf2,2,2+
e2,6,6xf2,2,2+e3,1,1xf2,2,2+e4,1,1xf2,2,2+e3,4,4xf4,2,2−e2,3,3xf4,2,3+e4,2,1xf4,2,2+e2,4,4xf3,2,2+e2,2,1xf3,4,2+
e2,6,4xf2,1,3−e2,6,6xf2,1,3+e3,2,1xf3,2,2+e2,3,6xf3,4,3+e3,2,3xf3,2,2−e2,6,6xf2,2,3+e3,4,4xf3,2,2+e4,2,1xf3,2,2−
e2,3,1xf4,2,3+e4,2,1xf2,2,1+e3,2,1xf2,2,1+e2,4,4xf2,1,1+e3,2,1xf2,1,1−e3,1,3xf3,5,1+e3,4,4xf2,1,1+e4,2,1xf2,1,1+
e1,2,1xf2,2,1+e2,2,1xf2,2,1−e3,2,3xf3,5,2+e2,2,1xf2,1,1+e1,2,1xf2,1,1−e2,6,6xf4,2,1−e3,1,1xf4,2,1−e3,3,3xf4,2,1+
e2,3,1xf3,4,3+e2,6,4xf4,2,1−e2,6,6xf1,3,4−e2,3,3xf4,2,1−e2,1,1xf4,2,1+e2,1,6xf3,4,1−e2,6,1xf1,3,4−e1,1,1xf4,2,1+
e2,6,1xf1,2,4+e4,1,1xf3,3,3+e2,6,3xf1,2,4+e2,1,1xf3,4,1+e1,1,1xf3,4,1+e2,6,6xf3,3,3+e4,2,1xf1,3,3+e3,1,1xf3,3,3−
e3,4,1xf1,3,3+e4,2,1xf3,5,5+e3,2,1xf1,3,3+e2,2,1xf1,3,3−e2,4,1xf1,3,3+e3,4,4xf3,5,5+e2,6,6xf3,5,5+e3,2,1xf3,5,5+
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e1,2,1xf1,3,3+e3,4,3xf1,2,3−e3,3,3xf3,2,1+e2,6,4xf3,2,1+e2,4,1xf1,2,3+e2,4,3xf1,2,3−e2,6,6xf3,2,1+e2,4,4xf3,5,5+
e3,1,3xf3,2,1+e3,4,1xf1,2,3+e2,5,3xf3,5,5−e2,3,3xf3,2,1+e2,2,1xf3,5,5−e2,1,1xf3,2,1+e1,2,1xf3,5,5−e1,1,1xf3,2,1+
e2,5,6xf3,4,5+e2,5,1xf3,4,5+e4,2,1xf3,3,5+e4,2,1xf1,2,2+e1,2,1xf1,3,2+e3,2,1xf3,3,5+e3,2,1xf1,2,2+e3,2,3xf1,2,2+
e3,4,4xf1,2,2+e2,2,3xf1,2,2+e2,4,4xf1,2,2+e2,2,1xf1,2,2+e1,2,1xf3,3,5+e2,1,1xf3,3,3+e2,2,1xf3,3,5+e1,1,1xf3,3,3−
e2,5,3xf3,2,5−e3,3,3xf1,2,1+e3,1,3xf1,2,1−e2,5,1xf3,2,5+e1,1,1xf1,3,1−e1,1,1xf1,2,1+e2,6,4xf1,2,1−e2,3,3xf1,2,1+
e2,1,3xf1,2,1−e2,6,6xf1,2,1−e3,4,3xf3,5,4+e4,2,1xf3,4,4+e2,2,6xf3,4,2−e3,4,1xf3,4,4+e3,2,1xf3,4,4+e2,4,6xf3,4,4−
e2,3,3xf3,2,3+e2,2,1xf3,4,4+e1,2,1xf3,4,4−e2,3,1xf3,2,3+e3,4,1xf3,2,4+e3,4,3xf3,2,4+e4,1,1xf4,3,3+e3,1,1xf4,3,3+
e2,6,6xf4,3,3 + e2,1,1xf4,3,3 − e3,3,3xf3,5,3 + e1,1,1xf4,3,3 − e3,3,3xf4,2,3 − e3,3,1xf4,2,3 + λxf5e4,1,2.
For each generic value of K the algebra U(L) has the following irreducible representation V .
There are two bases {v1,i1,j1, v2,i2,j2, v3,i3,j3, v4,i4,j4; 1 ≤ i1, j1, i4, j4 ≤ 2, 1 ≤ i2, j2 ≤ 6, 1 ≤ i3, j3 ≤
4} and {w1,i1,j1, w2,i2,j2, w3,i3,j3, w4,i4,j4, w5; 1 ≤ i1, j1 ≤ 4, 1 ≤ i2, j2, i4, j4 ≤ 3, 1 ≤ i3, j3 ≤ 5} of
the space V such that
eα,i,jvβ,i′,j′ = δα,βδj,i′vα,i,j′,
f5w5 = w5, f5wα,i,j = fα,i,jw5 = 0, fα,i,jwβ,i′,j′ = δα,βδj,i′wα,i,j′
and
v1,i,j = w1,i,j, v3,i,j = si,3sj,3w4,i,j + w3,i,j, v4,i,j = si,1sj,1w5 + w4,i,j,
v2,i,j = si,5sj,5w3,i,j +
∑
1≤i′,j′≤3
φi
′
i (λ)φ
j′
j (t)w2,i′,j′ +
∑
1≤i′,j′≤4
ψi
′
i ψ
j′
j w1,i′,j′.
Here sk,l = 1 if k ≤ l and sk,l = 0 otherwise, φ
k′
k (u) = 1 if (k
′, k) ∈ {(1, 2), (1, 4), (1, 5), (2, 1), (2, 3),
(2, 4), (3, 1), (3, 6)}, φ35(u) = u and φ
k′
k (u) = 0 otherwise, ψ
k′
k = 1 if (k
′, k) ∈ {(1, 1), (2, 2), (3, 4), (4, 6)}
and ψk
′
k = 0 otherwise, λ ∈ C is a parameter of the algebra U(L) and t ∈ C is a parameter of
representation. In this representation K acts as
λ(t− 1)
t− λ
.
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