The set of trees with n vertices is denoted by T n . Hofmeister has determined the first five values of the largest eigenvalue of trees in T n and the corresponding trees for these values [Linear Algebra Appl. 260 (1997) 43]. In other words, an order of the first five trees in T n by their largest eigenvalues has been given. Focus on the same purpose, we shall give a partition for trees in T n first in the this paper and then extend this order to the eighth tree.
Introduction
Let G be a graph with vertex set {v 1 , v 2 , . . . , v n }. Its adjacency matrix A(G) = (a ij ) is defined to be the n × n matrix (a ij ), where a ij = 1 if v i is adjacent to v j , and a ij = 0 otherwise. The characteristic polynomial of G is just det(λI − A(G)), which is denoted by P (G, λ). Since A(G) is a real symmetric matrix, all of its eigenvalues are real; We assume, without loss of generality, that they are ordered in decreasing order, i.e. (G) and call them the eigenvalues of G. If G is a tree, then λ i (G) = −λ n−i+1 (G), i = 1, 2, . . . , n/2 , since G is a bipartite graph. Throughout the paper, we always denote T n the set of trees on n vertices. Cvetković has indicated twelve directions in further investigations of graph spectra in [5] . One of these directions but on which less progress has been made is "Classifying and ordering graphs". Up to now, many results on the eigenvalues of trees in T n have been obtained (see [1] [2] [3] ). In particular, for the largest eigenvalue of a tree T in T n , a classical upper bound is the following.
So from the above results, we know the ordering of the first five trees in T n by their largest eigenvalues. By introducing the definition of the edge-growing transformation of a tree in T n in this paper, we can give a partition for trees in T n , and then determine the sixth to eighth trees in the above ordering.
Preliminaries
We need some groundwork before giving our main results. First the following two results are often used to calculate the characteristic polynomials of trees.
Lemma 2.1 [8] . Let G be the graph obtained by joining the vertex u of the graph G 1 to the vertex v of the graph G 2 by an edge. Then
Lemma 2.2 [8] . Let v be a vertex of degree 1 in the graph G and u be the vertex adjacent to v. Then
Lemma 2.3 [4] . Let G be a connected graph, and G be a proper subgraph of G.
Since the roots of the characteristic polynomial of a graph are real, we only consider polynomials with real roots in this paper. If f (x) is a polynomial in the variable x, the degree of f (x) is denoted by N(f ), and the largest root of the equation f (x) = 0 by λ 1 (f ). Many of the discussions in the rest of the paper often involve comparing the largest root of a polynomial with that of another polynomial. The next result provides us a effective method to do this. Lemma 2.4 [9] . Let f (x), g(x) be two monic polynomials with real roots, and
Definition 2.1. Let T be a tree in T n , and n 3. Let e = uv be a nonpendent edge of T , and let T 1 and T 2 be the two components of T − e, u ∈ T 1 , v ∈ T 2 . T 0 is the graph obtained from T in the following way. We call the procedures (1) and (2) the edge-growing transformation of T , or e.g.t of T for short (see Fig. 2 ). If T is transformed into T 0 by one step of e.g.t, we denote this procedure by T → T 0 .
Lemma 2.5 [6] . Let T be a tree with at least a nonpendent edge in T n , and n 3. If
One can see easily by Lemma 2.5 that for any tree T in T n , T can be transformed into the star S 1 n through carrying out e.g.t to T repeatedly. So Theorem 1.1 is a corollary of Lemma 2.5. It is evident that if there exists a nonpendent edge in a tree T in T n , one can always carry out one step of e.g.t to T . Furthermore we can give a partition for trees in T n in the following way. Let T i n = {T |T ∈ T n , and there exist exactly i nonpendent edges in T }. Then T n = ∪ n−3 t=0 T i n . Obviously, the sets T 0 n and T n−3 n contain only the star S 1 n and the tree P n , the path with n vertices, respectively. It is not difficult to see that for any tree T ∈ T i n , i = 1, 2, . . . , n − 3, one can transform T into T 0 n by carrying out exactly i steps of e.g.t to T repeatedly. At the same time, we notice that the sets T 1 n and T 2 n contain the following two kinds of trees as shown in Fig. 3, say T 1 i,j , T 2 r,s,t , respectively, where i + j = n − 2, 1 i j n − 3 for T 1 i,j , and r + s + t = n − 3, 1 r s, t 0 for T 2 r,s,t . One can immediately find that trees S 2 n , S 3 n are both in
n consists of the following two types of trees, say
, as shown in Fig. 4 , where
Two distinct edges in a graph G are independent if they are not adjacent in G. A matching in G is a set of pairwise independent edges in G, while a matching Lemma 2.6 [7] . Let T be a tree in T n , and suppose |M(T )| = i. Then 
Corollary 2.2.
Let T be a tree in T n , and T ∈ T 1 n , T ∈ T 2 n . Then Proof. If T ∈ T 3 n , the result follows by Corollary 2.1; If T ∈ T i n with i 4, then T can be transformed into a tree in T 1 n by carrying out at least one step of e.g.t to T . So by Lemma 2.5, we have λ 1 (T ) < 1 2 (n − 3 + n 2 − 10n + 37)). The proof is completed. 
Results

Theorem 3.1. The order of trees in T 1
n by their largest eigenvalues is as follows:
, where x , x denote the largest integer not greater than x and the smallest integer greater than x, respectively.
Proof. By Lemma 2.1, it is easy to see that the characteristic polynomial of the tree
Obviously, λ 1 T 1 i,j will decrease strictly when ij increases. So the result follows because the function f (x) = x(n − 2 − x) is a strictly increasing function in 1,
The proof is completed. Proof. By Lemmas 2.1 and 2.2, it is not difficult to get the characteristic polynomial of the tree T 2 r,s,t in T 2 n is P (T 2 r,s,t , λ) = λ n−6 [λ 6 − (n − 1)λ 4 + (rs + rt + st + r + s)λ 2 − rst]. We distinguish the following two cases. Case 1. r = 1, s 3 and t / = 0. Thus n t + 7 8 since n − 4 = s + t t + 3.
The characteristic polynomials of trees T 2 1,2,n−6 and T 2 1,s,t are P (T 2 1,2,n−6 , λ)
Obviously, when n 6, λ 1 (T 2 1,2,n−6 ), λ 1 (T 2 1,s,t ) are the largest roots of the equations g(λ) = 0 and f 1 (λ) = 0, respectively. Moreover,
When t 2, we have st + s − 2n + 10 > 0 since n t + 7 > t + 6. Hence, r 1 (λ) > 0 when λ > 0. So the function r 1 (λ) is an increasing function in (0, +∞).
Hence, when λ λ 1 T 2 1,2,n−6 (>1) and n 8, we always have r 1 (λ) > 0. Therefore, by Lemma 2.4, we have λ 1 (T 2 1,s,t ) < λ 1 (T 2 1,2,n−6 ) when n 8.
Case 2. r 2, s 2. Thus n t + 7 since r + s
When t 2, we have rs + rt + st + r + s − 3n + 13 rs − 2 > 0 since r 2, s 2, and n t + 7. Hence, r 2 (λ) > 0 when λ > 0. So the function r 2 (λ) is an increasing function in (0, +∞). Since T 2 r,s,t contains S 1 t+1 , the star with t + 1 vertices, as its proper subgraph, we know
. So by Lemma 2.4, we have λ 1 T 2 r,s,t < λ 1 T 2 1,2,n−6 . When t = 0, we have
Hence, r 2 (λ) 0 when λ > 0. So the function r 2 (λ) is a nondecreasing function in (0, +∞). But r 2 (1) = rs + r + s − 3n + 13 + 2(n − 6) = rs − 2 > 0. Thus, r 2 (λ) > 0 for any λ λ 1 T 2 1,2,n−6 (>1). So by Lemma 2.4, we have λ 1 T 2 0,s,t < λ 1 T 2 1,2,n−6 .
When t = 1, we have
Hence, r 2 (λ) > 0 when λ > 0. So the function r 2 (λ) is an increasing function in (0, +∞). But r 2 (1) = (rs + 2r + 2s − 3n + 13) + 2(n − 6) − rs = n − 7 > 0 since n s + 6 8. Thus, r 2 (λ) > 0 for any λ λ 1 (T 2 1,2,n−6 )(> 1). So by Lemma 2.4, we have λ 1 T 2 1,s,t < λ 1 T 2 1,2,n−6 .
Similar to the proof of Theorem 3.2, we can get the following result. In fact, Theorems 3.2 and 3.3 give the third and fourth tree in the order of trees in T 2 n by their largest eigenvalues. Proof. We have seen that when n 6, λ 1 T 1 3,n−5 , λ 1 T 2 1,2,n−6 are the largest roots of the equations λ 4 − (n − 1)λ 2 + 3(n − 5) = 0 and λ 6 − (n − 1)λ 4 + (3n − 13)λ 2 − 2(n − 6) = 0, respectively. Moreover, λ 6 − (n − 1)λ 4 + (3n − 13)λ 2 − 2(n − 6) = λ 2 [λ 4 − (n − 1)λ 2 + 3(n − 5)] + 2λ 2 − 2(n − 6). By Lemma 2. 
