Abstract. In this paper, a relationship between the determinant of an alternating link and a certain polytope obtained from the link diagram is analyzed. We also show that when the underlying graph of the link diagram is properly oriented, the number of its spanning arborescences is equal to the determinant, i.e., the value at −1 of the Jones polynomial, of the link.
Introduction
For a given link L with diagram D, we construct a bipartite graph G using the checkerboard coloring. The planar dual G * of G is naturally directed so that it has spanning arborescences, that is, spanning trees of G * which are directed toward a fixed root. The number of spanning arborescences is equal to the number of hypertrees of both hypergraphs corresponding to G [2] . As hypertrees do not depend on root, this provides a new proof of the known fact [7] that the number of arborescences is independent of root.
Postnikov showed [6] that the number of hypertrees is proportional to the volume of the root polytope corresponding to G. In this paper, we make the following connection. Theorem 1.1. Given an alternating diagram D of the link L, the determinant of L is equal to (a) the number of hypertrees in G, (b) the number of spanning aroborescences of G * .
Organization. In section 2 we recall some definitions and prove Theorem 1.1. Acknowledgements. The author should like to express his gratitude to Tamás Kálmán for his constant encouragement and many pieces of helpful advice.
2. The Root Polytope 2.1. Kauffman States and the Alexander Polynomial. To begin with, we describe a way to obtain a bipartite graph G from a knot diagram D. First, construct the universe of D (in the sense of [4] ) and color it in a checkerboard fashion. Let us call the two colors black and white. Next, put a black vertex in a black region and a white vertex in a white region. Finally, connect the two vertices by an edge e * if the two regions that have these vertices share an edge e of D. In short, we obtain a bipartite graph from a knot diagram by considering the dual graph of the universe. We put an orientation on D so that each edge of D has a black vertex on its right side and a white one on the left side. Note that D is balanced, i.e., the number of in-edges is equal to the number of out-edges at each vertex of D (namely, both are 2). Provided a bipartite graph is given, following Postnikov [6] we can construct a certain polytope in a Euclidean space. This polytope is called the root polytope. Definition 2.1 (Root polytope). Let G be a bipartite graph with color classes E and V . For e ∈ E and v ∈ V , let e and v denote the corresponding standard generators of R E ⊕ R V . Define the root polytope of G by
where Conv denotes the convex hull.
Example 2.2. Let G be the bipartite graph in the right side of Figure 1 . Since there are 6 edges in G, we can plot 6 vertices in five-dimensional Euclidean space. Taking the convex hull of these 6 points, we obtain the root polytope shown in Figure 3 .
Let us introduce spanning arborescences to state our result. According to a combinatorial result [7] , for any Eulerian directed graph D, the number of spanning arborescences in D rooted at r, denoted by τ (D, r), is given by the formula
where ε(D, e) is the number of Eulerian tours in D (starting from a fixed edge e) and R is the set of vertices.
In our setting, the out-degrees on the right hand side are all equal to 2. Hence the formula says that the number of spanning arborescences is equal to the number of Eulerian tours.
This number equals the number of Kauffman states of D with fixed stars. Here, a Kauffman state is an assignment of one marker per vertex (see Figure 4 ) so that each region in the universe receives no more than one marker. As stated in Remark 2.4 below, we put stars in two adjacent regions and require the starred regions to be free of markers. These stars should be fixed throughout the argument. Moreover, if D is alternating, the number of Kauffman states coincides with the determinant det(L). We briefly recall the argument below.
Let us remember Kauffman's formula for the Alexander polynomial. To begin with, suppose that the universe has n vertices. We give labels to the universe at the k th vertex as shown in Figure 5 . Figure 5 . Labels at the k th vertex.
Definition 2.5. Let K be a knot with labelled universe D and S be a Kauffman state of D. Define an inner product between D and S by
where b(S) denotes the number of black holes and V i (S) denotes the label touched by the marker at i th vertex. Here, black hole is a marker that touches a region B k in Figure 5 .
We regard the inner product K | S as an element of the polynomial ring whose generators are the labels of D. Then we define a state polynomial for a labeled universe D.
where S denotes the set of all Kauffman states of D.
Theorem 2.7 ([4]).
With an appropriate choice of labels, shown in Figure 6 , the Kauffman state sum is the Alexander polynomial ∆ K (t). To compute the determinant, we substitute −1 for t in ∆ K and take the absolute value.
−→ Figure 7 . Clock move.
Kauffman's clock theorem [4] says that any state of D can be reached from the socalled clocked state by a sequence of clockwise moves. By the definition of clockwise (counterclockwise) moves, we easily see that each clockwise (counterclockwise) move changes the sign (−1) b(S) of a state by −1 because the number of black holes changes by 1. Moreover, in case the given knot is alternating, the ratio of the contributions of the labels touched by the two markers to ∆ K (−1) is also −1. For details, see [4] . Putting them together, we can say that for an alternating link, the inner product of a state with the Alexander labeling at t = −1 is not changed by clock moves. Since the clock theorem guarantees that each state of a given universe can be obtained from the clocked state, each state of the universe has the same inner product, namely +1 (or −1). Now we can conclude that the number of Kauffman states is equal to plus/minus the value of the Alexander polynomial at −1, which is nothing but the determinant of the knot.
Root polytope.
To connect the determinant and the bipartite graph G = D * , we return to root polytopes. Let us recall that a triangulation of the root polytope is a collection of maximal simplices in Q G so that their union is Q G and the intersection of any two simplices is their common face. In [3] , a way of triangulating the root polytope by means of spanning arborescences of D is introduced. For example, let us have a look at the spanning arborescence in Figure 10 . This spanning arborescence has 2 edges. Taking the dual of this arborescence, we obtain a spanning tree of 4 edges. Then the corresponding polytope has 4 vertices as shown in the figure. For the reason that there are other 2 spanning arborescences, this prism has 2 more corresponding simplices to be triangulated.
Arborescences give us one triangulation. But the number of maximal simplicesin each triangulation of Q G is the same for the simple reason that all eligible simplices have the same volume [6] . Hence we obtain Theorem 2.8. Let G be a plane bipartite graph with color classes E and V and D = G * . Then the number of simplices in each triangulation of the root polytope Q G is the number of spanning arborescences in G * .
Since we have already seen that the number of spanning arborescences is equal to the determinant of the alternating link, we have the following theorem.
Theorem 2.9. The number of simplices to triangulate Q G equals the determinant of the alternating link K. In [2] , it is shown that the number of the spanning arborescences in G * is equal to the number of hypertrees in G. Putting all things together, we obtain that the number of hypertrees equals the determinant of the link K. This completes the proof of Theorem 1.1.
Finally, we end with an open problem.
Problem 2.10. Can the Alexander polynomial ∆ K or the Jones polynomial J K be expressed in terms of hypertrees?
