ABSTRACT Object detection is a significant issue in visual surveillance. Faster region-based convolutional neural network (R-CNN) is a typical object detection algorithm of deep learning; however, neither its generalization ability nor its detection accuracy of small object is high. In this paper, an effective object detection algorithm is proposed for the small and occluded objects, which is based on multi-layer convolution feature fusion (MCFF) and online hard example mining (OHEM). First, the candidate regions are generated with region proposal network optimized by MCFF. Then, an effective OHEM algorithm is employed to train the region-based ConvNet detector. The hard examples are automatically selected to improve training efficiency. The avoidance of invalid examples accelerates the convergence speed of the model training. The experiments are performed on KITTI data set in intelligent traffic scenario. The proposed method outperforms the popular methods, such as Faster R-CNN, Regionlets, in terms of the overall detection accuracy. Furthermore, our method is good at the detection of small and occluded objects.
I. INTRODUCTION
Object detection, as a remarkably important research field in computer vision, provides crucial information for the semantic understanding of image and video [1] , [2] . Object detection is also employed in many other fields, like visual surveillance for public security [3] , face detection and recognition [4] - [6] , person re-identification [7] , automatic drive [8] , object detection in medical image [9] , etc. Unfortunately, object detection suffers from several challenges, such as diversity of object scale, scene complexity, illumination variance, and occlusion [10] , [11] .
Object detection algorithms can be briefly categorized into two classes, namely classical methods and deeplearning-based methods [12] - [14] . Classical algorithms include sliding window selection [15] , [16] , manual feature design [17] - [19] , and classifier design [20] . Firstly, the candidate regions are generated with sliding windows of different sizes, and then the features in the candidate regions are extracted by manual design. Finally, the classifiers are trained for detection. Deep-learning-based algorithms can be divided into region-free methods and region-based methods. The representative methods of the former include Single Shot MultiBox Detector (SSD) [21] and You Only Look Once (YOLO) [22] , [23] ; the representative methods of the latter include Region-based Convolutional Neural Network (R-CNN) [24] , SPP-Net [25] , Fast R-CNN [26] and Faster R-CNN [27] .
Sliding windows were employed to extract candidate regions in classical object detection; however, the redundancy among the windows was substantial, which leaded to VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ FIGURE 1. Framework of the proposed object detection algorithm.
high computational complexity. Selective search was used in R-CNN for object detection [28] , instead of sliding window, to generate candidate windows more accurately. In addition, Convolutional Neural Network (CNN) outperforms manual design in robust feature extraction. The mean Average Precision (mAP) of R-CNN on Pascal VOC2010 data set [29] reached 53.7%; however, the speed was slow due to the convolution operations on all candidate regions. The input size of fully-connected layer had to be fixed, so the feature distortion and damage were unavoidable due to the cropping of candidate region.
Pyramid method was applied so that the input of any size was suitable for SPP-Net [25] . Moreover, the detection speed was accelerated because only one convolution was performed on the original image. The candidate boxes were mapped to the shared convolution layer of Fast R-CNN. The features in an image were extracted only once to speed up the detection; nevertheless, the selective search for candidate region generation in [26] was still time-consuming.
Region Proposal Network (RPN) was proposed for Faster R-CNN in [27] to directly generate candidate regions, which resulted in remarkable acceleration. An image of any arbitrary size could be input into RPN to generate a series of rectangular candidate regions with confidence levels. Fullyconvolutional network in the RPN shared the convolution parameters with Fast R-CNN [30] . The convolution parameters in the first 5 layers were shared in Zeiler and Fergus' model (ZF) [31] ; while those in the first 13 layers were shared in Simonyan and Zisserman's model (VGG-16) [32] .
In order to generate candidate regions, a sliding window with the size of 3 × 3 sampled the shared convolution feature map of the last layer. Each sliding window was mapped to a low dimensional vector (256-dimension in ZF model, 512-dimension in VGG-16 model). These vectors were sent to the classification fully-connected layer and the regression fully-connected layer to obtain the category and location of the object. It is necessary to determine whether the objects are in the receptive field corresponding to each sliding window center. Multi-scale windows are required because both the sizes and height-width ratios of object are not uniform. RPN generated the reference window sizes, and then the sizes of ''anchors'', namely sliding windows, were adjusted according to the scales and height-width ratios. Faster R-CNN in [27] provided 9 reference windows and three scales so that 9 anchors were generated.
Faster R-CNN, as a state-of-the-art object detection algorithm, achieved the mAP of 70.4% on VOC 2012 data set. However, only the feature map generated on the convolution layer of Conv5_3 was input to RPN network, so it was not good at small object detection. Assume that the sizes of the input image and the feature map are 512 × 512 and 32 × 32, respectively. One point on the feature map is responsible for the feature expression of the surrounding area with the size of at least 16 × 16. Thus the features of small object cannot be expressed effectively.
In order to improve the accuracy of object detection, especially the detection of small objects, we propose a novel object detection algorithm based on multi-layer convolution feature fusion (MCFF) and online hard example mining (OHEM) [33] . The strengths of the proposed algorithm are prominent in terms of the detection of small and occluded objects with different scales. The experimental results on the Intelligent Transportation data set (KITTI) [34] confirm the advantages of our algorithm for the detection of ''Car'', ''Pedestrian'', and ''Cyclist''.
The rest of this paper is organized as follows: Section II elaborates the proposed algorithm. The experimental results and discussions are in Section III. Finally conclusions are drawn in Section IV.
II. METHODOLOGY A. FRAMEWORK
Three principal types of objects, namely ''Car'', ''Pedestrian'', and ''Cyclist'', are ordinary in the scenario of intelligent transportation, whose detection is frequently plagued with severe scale problem. High-level features contain low-resolution and high-semantic information. On the contrary, low-level features contain high-resolution and lowsemantic information. Therefore, in this paper, high-level and low-level features are fused to address scale problem. Moreover, the feature maps, which are extracted with MCFF, are input to RPN network to generate candidate regions accurately. In the stage of object detection, OHEM is used to select the effective examples for the training of detection model. The framework of the proposed object detection algorithm is shown in Fig 1. 
B. MULTI-LAYER CONVOLUTION FEATURE FUSION
The candidate region generated with RPN and the classification of candidate region are two main steps in Faster R-CNN. Obviously, the quality of candidate region is critical to object detection. The selective search in Fast R-CNN for candidate region generation results in computational complexity and time-consuming processing. RPN network, which is embedded in the entire CNN, shares the convolution features with the detection network so that the training speed is substantially accelerated.
Unfortunately, only the last layer of VGG-16, namely Conv5_3, is used as the input of RPN for feature extraction, which does not take into account both the pixel information and semantic information. The feature maps generated from low-level convolution contain more pixel information, which are helpful to the detection of small objects. In contrast, those generated from high-level convolution contain more semantic information, which are useful for the detection of large objects. Multi-layer data contain more complete information, which can detect the objects of different scales, so MCFF is effective for the extraction and detection of candidate regions.
In order to select good features for fusion, three models of VGG-16 network are trained on KITTI data set. KITTI contains 7,481 training images and 7,518 test images. Since none ground truth is provided in the test set, we divide the original training set into a training set and a test set with the quantity ratio of 7:3 according to [35] and [36] . The cross-validation method is used for the comparison. Conv3_3+Conv5_3, Conv4_3+Conv5_3, Conv3_3+Conv4_3+Conv5_3 are designed in Model 1, Model 2 and Model 3, respectively. ''+'' denotes fusing. All network parameters are configured identically. Table 1 shows the detection accuracy by fusing different layers. The difficulty levels will be defined in Section III.D. Model 3, namely Conv3_3+Conv4_3+Conv5_3, outperforms the other models, and can better detect small objects. Fig. 2 shows the visualization of fusion feature, which not only reflects the response intensity of the feature map, but also shows the object location. The region of interest (ROI) commonly has a stronger response than the background.
Model 3, namely Conv3_3+Conv4_3+Conv5_3 fusion, is used to generate convolution fusion map. The framework of the fusion feature extraction is shown in Fig. 3 . The scales of the feature maps are not uniform, moreover, the size of the feature map is reduced with the layer level increment, so different sampling strategies are suitable for different layers. The sizes of the feature maps generated on Conv3_3 and Conv5_3 are converted into the size of Conv4_3. Maximum pooling sampling and deconvolution up-sampling are performed on the feature maps of Conv3_3 and Conv5_3, respectively. Local response normalization [37] is used to process the feature maps before fusion to improve the generalization capability. All new layers are initialized with ''Xavier''. 9 anchors are used in RPN network, which are of 3 scales and 3 height-width ratios. Actually, they are the prediction boxes with 3 different areas (128 2 , 256 2 , 512 2 ) and 3 different height-width ratios (1:2, 1:1, 2:1). In order to accurately detect the objects of different scales, the anchor size should be as close as possible to the desired object size. Different from the objects in Pascal VOC data set, KITTI Vision Benchmark Suite data set contains more objects with different scales. Fig. 4 compares the size distribution of car object in VOC and KITTI data sets. KITTI data set contains more small objects, even with the width of only 20∼60 pixels. Faster R-CNN predicts the anchor size based on VOC data set, whereas the prediction does not fit well with KITTI data set.
The extraneous information around real objects incurs detection deterioration. According to the coordinates of ground truth, the aspect ratios of three object types are shown in Table 2 . In order to detect small objects and improve the 
C. ONLINE HARD EXAMPLE MINING
Intersection-over-Union (IoU) between the anchor and ground truth is used to select the samples for RPN network training. The samples with the IoU greater than 0.7 and less than 0.3 are selected as the positive and negative examples, respectively. If none IoU is greater than 0.7, the sample with the maximum IoU is selected as the positive example. The candidate regions generated with region growing are mostly negative examples, so the quantity ratio between positive and negative examples is normally set to 1:3 to prevent the quantity imbalance between them. However, a large number of invalid negative examples are randomly selected, which causes the degradation of detection model.
The mini-batch in Faster R-CNN is set to 2 images, each of which generates 128 ROIs and feeds into ROI network. In fact, the RPN network in Faster R-CNN generates more than 128 ROIs, which are randomly selected from all ROIs. The quantity ratio between the positive and negative examples is 1:3, which indicates that the number of negative examples is larger than that of positive examples. The quantity imbalance and random selection of examples result in a poor expression capability and unsatisfactory detection of small object. Therefore, the hard examples with diversity and high loss are selected according to the loss values computed with OHEM. The selected examples are input to ROI network in way of back propagation. The architecture of OHEM is shown in Fig. 5 . solid arrows constitute a read-only ROI network. All the operations in the read-only ROI network are forward, whose functions include ROI loss computation, ROI sequencing, and hard example selection. The output of the read-only ROI network predicts the classification result and the coordinates of the prediction boxes. Multi-task loss function is applied to optimize the minimum objective function. Multi-task loss function is defined as:
The classification layer computes p i , the probability of correct prediction of object class, where i denotes the index of the anchor in a mini-batch. When the anchor predicts a positive example, the probability of the ground-truth tag p * i = 1; for a negative example, p * i = 0. t i = {t x , t y , t w , t h } is a vector that represents the 4 parameterized coordinates of the predicted bounding box. t * i is the coordinate vector of the ground-truth corresponding to a positive anchor.
L cls (p i , p * i ) denotes the logarithmic loss of object prediction:
where R is smooth L1 function:
The regression function is not considered if the classification result is background, i.e., p * i = 0. Classification and regression layers are normalized with N cls , N reg and equilibrium coefficient λ. When λ = 10, the normalized size of classification layer, N cls , is the same as that of mini-batch, i.e., N cls = 256. The normalized size of regression layer, N reg , is the quantity of anchor, i.e., N reg ≈ 2400.
The examples are sorted and selected. The other ROI network contains both forward and backward operations. The inputs of this ROI network are hard examples. The loss values are computed and the gradients are propagated backward. This algorithm does not need to set the quantity proportion between the positive and negative examples to solve the quantity imbalance problem, so it eliminates the heuristic hyper-parameters. OHEM is more well-directed and further improves the accuracy of object detection.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. EXPERIMENTAL SETUP
The experiments are performed on the PC with a CPU, i. e., Intel Xeon (R) E5-2603 including 6 cores (1.60GHz), 16GB RAM, and 64-bit Ubuntu 14.04. An NVIDIA GeForce GTX 1080 GPU is used for CNN computation.
B. DATA SET AND EVALUATION CRITERIA
The detection models are trained and the experiments are performed on the benchmark data set, namely KITTI data set in intelligent traffic scenario. KITTI, as an evaluation platform developed by Karlsruhe Institute of Technology, Germany, and Toyota Institute of Technology in Chicago, USA, is used to evaluate the performance of object detection and other computer vision technologies in practical complex environments.
Different from the object detection in common scenarios, like PASCAL VOC, etc., most objects in KITTI data set are medium-size and small objects. The minimum width of the object is only 25 pixels, and the maximum width exceeds 300 pixels, so the size range is wide. In addition, the occlusions between the objects are more complex. Moreover, the result is considered as correct only if the IOU between the detection box and the ground truth box is larger than 0.7. The aforementioned requirements undoubtedly increase the difficulty.
KITTI contains three object classes, namely Car, Pedestrian and Cyclist, and three evaluation levels, namely Easy, Moderate and Hard. We split the KITTI data set (7,481 images) into training set and test set with the quantity ratio of 7:3. It is found that the results do not change much if the quantity ratio approximates 7:3. At last, the number of training iteration is 10K.
C. QUALITATIVE RESULTS
The deep learning framework of Caffe in [38] is applied for training. The parameter weights of the pre-training model come from the results of VGG-16 trained on ImageNet, and then are tuned slightly according to the specific detection tasks. The object detection model is re-trained in intelligent traffic scenario. (e) shows the result of the proposed algorithm. (f) compares the detected object boxes in (e) labeled in yellow and the ground truth boxes labeled in blue. All the small cars are correctly detected with our algorithm. Furthermore, the object localization is accurate. Thus our algorithm outperforms the compared methods in terms of small object detection. (e) shows the result of the proposed algorithm. (f) compares the detected and the ground truth boxes. The ground truth boxes of ''car'' and ''pedestrian'' are labeled in blue and purple, respectively; while the detected object boxes of ''car'' and ''pedestrian'' are labeled in yellow and green, respectively. The distant cars, occluded cars, and the pedestrian are all correctly detected with our algorithm, and the object localization is accurate. Therefore, our algorithm outperforms the compared methods in terms of occluded object detection.
1) THE DETECTION OF SMALL OBJECT
D. QUANTITATIVE RESULTS
Accuracy is computed to evaluate the proposed algorithm, and accordingly Precision-Recall curve is plotted. Three evaluation levels, namely ''easy'', ''moderate'' and ''hard'', are elaborated in Table 3 . Fig. 8 shows the good object detection performance of the proposed algorithm. The number of ''Car'' is larger than those of ''Cyclist'' and ''Pedestrian'' in KITTI data set, accordingly the detection accuracy of ''Car'' is higher than those of ''Cyclist'' and ''Pedestrian'', which indicates that the data are important to the model training for object detection based on deep learning. Table 4 compares the proposed algorithm with the popular object detection algorithms. Original Faster R-CNN, as a state-of-the-art algorithm, performs unsatisfactorily for ''Pedestrian'' and ''Cyclist'' with small sizes, but well for ''Car''. This indicates that the original Faster R-CNN is not very generalized, and does not work well for small objects. In this paper, more expressive features are extracted with MCFF. Furthermore, OHEM is used to mine more effective examples to train and generalize the model, so more small objects can be accurately detected, and accordingly the overall detection accuracy is improved. The algorithms, such as SubCat [39] , pAUCEnsT [40] and Regionlets [41] , are not suitable for small or occluded objects. The performances of Faster R-CNN [27] and our algorithm are similar for ''Car'' detection, but our algorithm performs better for small and medium objects.
IV. CONCLUSIONS AND FUTURE WORKS
In this paper, a novel object detection algorithm is proposed based on multi-layer convolution feature fusion (MCFF) and online hard example mining (OHEM). The anchor sizes are adjusted according to the objects in the intelligent traffic scenario, so the small objects are detected accurately. Moreover, MCFF also improves the detection accuracy of small objects. OHEM is applies to mine more effective examples for training. The avoidance of invalid examples speeds up the convergence of the model training. The comprehensive comparison confirms the advantages of our algorithm. We will optimize classification network, detection speed and model size in our future works.
