We can talk about two kinds of stability of the Ricci flow at Ricci flat metrics.
Introduction
Let M be a closed manifold with a smooth metric g 0 on it. We can flow this metric by the Ricci flow equation
that was introduced by R.Hamilton in [9] . We can relate two kinds of stability questions to our initial metric g 0 . One of these is just the question of stability of converging Ricci flows. More precisely, we have a following definition. Definition 1. Let g 0 be a geometry whose Ricci flow g(t) converges. We will say that g 0 is dynamicaly stable if there exists a neighbourhood U of a metric g 0 such that the Ricci flowg(t) of every metricg ∈ U exists for all times t ∈ [0, ∞) and converges to g 0 . We will say that g 0 is weakly dynamicaly stable if there exists a neighbourhood U of a metric g 0 such that the Ricci flowg(t) of every metricg ∈ U exists for all times t ∈ [0, ∞) and converges.
The other kind of stability is related to Perelman's functional F introduced in [10] .
It is given by
first variation ( [3] )
where u = e −f and we can see that Ricci flat metrics are critical points of functional λ.
Its second variation at a Ricci flat metric g has been computed in [3] and D 2 λ(h, h) = M Lh, h dV g , where Lh = If M is compact and Ric(g 0 ) = 0, then L = 0 on imdiv * and on G and L = 1 2 ∆ L on N , where ∆ L is a Lichnerowicz laplacian ∆ l h ij = ∆h ij + 2R ipqj h pq , computed with respect to metric g 0 . Since it is already known that ∆ L < 0 on C, E, S and ∆ L = 0 on G, defining a linear stability at g 0 by saying L ≤ 0 is equivalent to defining a linear stability at g 0 by saying that ∆ L ≤ 0.
In this paper we want to relate a linear and a dynamical stability at a fixed Ricci flat metric g 0 . More precisely, the main theorem we want to prove in this paper is the following.
Theorem 3. Let g 0 be a Ricci flat metric on a closed manifold M . Then if g 0 is dynamicaly stable, it is linearly stable as well. If g 0 is linearly stable and integrable then it is weakly dynamicaly stable.
In section 2 we will prove the first statement of Theorem 3 by using the monotonicity of Perelman's functional. In section 3 we will discuss the integrability condition of a Ricci flat metric and show how it can be used to get the convergence of the Ricci flow starting at metrics in a neighbourhood of a linearly stable and integrable Ricci flat metric. In section 4 we will see how Theorem 3 can be applied to get a dynamical stability of Kähler
Ricci flat metrics on a K3 surface.
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2 From a dynamical stability to a linear stability
In this section we will prove the following lemma.
Lemma 4. Dynamical stability ⇒ linear stability.
Proof. We will prove a lemma by contradiction. Assume that g 0 is dynamicaly stable, but that there exists a direction h 0 such that M Lh, h dV g0 > 0. Look at a solution of
By a dynamical stability assumption we know that there exists lim t→∞ g(t) = g 0 , since
we can choose h 0 sufficiently small. This implies that lim t→∞ λ(g(t)) = λ(g 0 ). Let
Since
From estimate (1) we get that λ(g(t 0 )) > λ(g 0 ) + ǫ, for some ǫ > 0 and some
This is not possible since lim t→∞ λ(g(t)) = λ(g 0 ).
Stability of Ricci flat metrics under the integrability assumption
In this section we will prove that if a Ricci flat metric is integrable and linearly stable, then it is dynamicaly stable. The key step in obtaining this result involves the integrability assumption which will enable us to get an exponential decay of solutions of a nonlinear equation whose behaviour is modeled on a behaviour of solutions of a corresponding linear equation. The Ricci flow PDE system is not itself strictly parabolic and therefore we will work with a Ricci DeTurck flow whose PDE system is strictly parabolic and whose solutions are related to solutions of a Ricci flow by a 1-parameter family of diffeomorphisms. We can always find those gauges for a short time intervals. Our goal is to show that first, we can extend them all the way up to infinity and second, a solution of a modified Ricci DeTurck flow has a right kind of behaviour at infinity, namely an exponential decay. We will do these two things simultaneously.
We will first give an outline of a proof which involves essentially five steps. Let ǫ ′ << ǫ and let ǫ be very small.
1. Find a gauge (by using DeTurck's trick) in which our solutiong(t) does not differ from g 0 more than ǫ on some time interval [0, η).
2. Obtain L 2 estimates on |g − g 0 |.
3. By standard parabolic estimates show that if we fix A arbitrary big, for sufficiently small initial data we can extend our solutiong to [0, A) such that |g − g 0 | C k < ǫ.
4. Use the integrability assumption to find new reference Ricci flat metrics g 1 (stationary solutions to the Ricci DeTurck flow) on time intervals of length A, so that we kill zero directions ing(t) − g 1 (zero directions with respect to a Lichnerowicz laplacian) which yields a decaying type of behaviour.
5.
Use an exponential decay to show that our solution exists for all times, up to infinity, that we have an exponential convergence ofg(t) and that the same is true for a corresponding solution of the Ricci flow equation.
Lets first define what the integrability condition means.
Definition 5. We will say that g 0 is integrable, if for any solution a of a linearized deformation equation
there exists a path h u of Ricci flat metrics for u ∈ (−ǫ, ǫ) and h 0 = g 0 such that
In other words, the integrability assumption implies that the set of metrics h satisfying Ric(h) = P g0 h = 0 has a natural smooth manifold structure near g 0 .
To finish the proof of Theorem 3 we have to prove the following proposition.
Proposition 6. Let g 0 be a Ricci flat metric on a closed manifold M . Assume that g 0 is linearly stable and integrable. Then it is dynamicaly stable.
We will give a proof of the Proposition in a sequel of few lemmas and claims.
Proof. Let h 0 be a tensor of a small norm, so that g 0 + h 0 lies in a small neighbourhood around g 0 . More precisely, let ǫ, ǫ ′ be small numbers to be chosen later, so that
Fix any positive integer k. Let η be such thatg(t) exists and |g(t) − g 0 | k < ǫ for all t ∈ [0, η). Our goal is to show that for sufficiently small initial data a solutioñ g(t) actually exists all the way up to infinity, with |g(t) − g 0 | k < ǫ and moreover that it converges exponentially to g 0 . Look at the flow
The corresponding modified Ricci DeTurck flow is
Notice that g 0 is a stationary solution of Ricci DeTurck flow as well since Ric(g 0 ) =
The linearization of DeTurck operator
where ∆ L is just Lichnerowicz laplacian and ψ g0 h = 0 for a Ricci flat metric g 0 (see [8] ).
We will use symbols ∆ L and L interchangebly, to denote a Lichnerowicz laplacian. We
and similarly as in [4] and [11] we have a good control over F ,
where C may depend on bounds on geometriesg(t) for t ∈ [0, η), which is fine since |g(t) − g 0 | k < ǫ and therefore geometries ofg(t) are uniformly bounded in t ∈ [0, η) in terms of geometry g 0 .
Fix A > 0 and let ǫ > 0 be small as above. Our goal is to show that we can extend our solution to [0, A) so that |h(t)| < ǫ still holds. We will first establish some estimates on L 2 norm ofh(t) in the following lemma.
Lemma 7.
There exists a uniform constant C so that for all t for which |h| k < ǫ holds, we have that
Proof. Remember thath(t) satisfies
where F can be controled as in (5) . Multiply the previous equation byh and integrate
since M ∆ L h, h dV g0 ≤ 0. Notice that we are omitting the subscripts. It is not difficult to compute F expilicitely, but since it is a standard and tedious computation we will omit details here. Just to get an idea how the things fit together, we will estimate integrals of few terms that appear in F . Take for example a term ∇h∇hhf , where f is a tensor depending only ong, g 0 ,h and on covariant derivatives of g 0 . By partial integration we
and therefore
where C basically depends on bounds on geometry of g 0 (notice that |g|
f , where f is of the same form as before. Then
We can estimate other terms that appear in F in a similar manner and we end up with
If we now integrate (6) in t, since the considered times are less or equal than A we get
Proof. We will prove that if ǫ ′ is sufficiently small, then for every t 0 ≤ A such that g(t) exists and |g(t) − g 0 | k < ǫ on [0, t 0 ) we actually can improve our estimates, that is |h(t)| k < ǫ 1 on [0, t 1 ) and ǫ 1 << ǫ. Therefore, we will be able to extend our solution past time t 1 so that |h(t)| k < ǫ holds past time t 1 . This will give us that we can extend our solution all the way up to A so that |h(t)| k < ǫ holds on [0, A).
We will just outline the proof, since it uses standard parabolic estimates that we carried out in [11] .
Step 8.1. Estimate for
Multiply equation (11) byh, integrate it over M and use the estimates (5) to get
Integrate the equation above in t ∈ [0, η), use the fact that |h| k < ǫ for t ∈ [0, η) and use Cauchy-Schwartz inequlity ab ≤ θa 2 + C(θ)b 2 , where θ can be taken as small as we want to get that
By estimate (8) and Lemma 7 we get that
Step 8.2. Estimates for
where if A and B are two tensors, we denote by A * B any quantity obtained from A ⊗ B by one of the operations explained in [6] .
We have the evolution equation forh,
where ∆ is a laplacian taken with respect to metric g 0 . Taking the squares of both sides of equation
and using relations (9) and (10) yield
Furthermore,
where we can choose ǫ small enough, so that Cǫ < 
Step 8.3. Estimate on sup [0,η) M |H| 2 dV g0 and on
If we multiply the equation above by H, then integrate it first over M and then in time t ∈ [0, η), we will get
We have that
It is not difficult to compute
We can estimate each of the terms appearing in it separately, but since it is a very tedious computation, we will omit details here. Just to give an idea, some of the terms appearing in
where f is a tensor obtained fromg, g 0 ,h and covariant derivatives of g 0 (we can choose ǫ small, so that Cǫ < θ and θ is a small positive number).
where all constants C can be different, but uniform in t and we will use a same symbol for all of them. We can get similar estimates for all other terms appearing in
All the estimates we have just discussed above, together with (15) and results obtained to ǫ ′ << ǫ, for all t ∈ [0, η). This meansh and thereforeg can be extended past time η so that |h| k < ǫ still holds past time η. Actually, we can start with an arbitrary big A > 0 so that all the estimates above depend on A and conclude that we can extend our solutionh all the way up to [0, A) so that |h| k < ǫ holds.
We want to show that a solutiong(t) exists all the way up to infinity. If not, let A ′ < ∞ be a maximal real number such thath(t) exists and |h(t)| k < ǫ for all t ∈ [0, A ′ ). will briefly describe how we will use the integrability assumption at this point, with more details following below. The integrability condition on g 0 helps us find a new stationary solution g i on every I i such that (π(g(t) − g i )) 0 = 0. This will imply that
dV g0 on I i , which yields a decaying type of behaviour forg − g i .
Lemma 9.
Assume that a Ricci flat metric g 0 is integrable in the sense of Definition 5.
If α = α(n, A) is small enough, then if sup I |h(t)| k < α, where I is one of the intervals I i , there exists a Ricci flat metric g 1 such that P g0 (g 1 ) = 0, (π(g − g 1 )) 0 = 0 and
Remark 10. Before we start proving the Lemma, note that a condition P g0 (g 1 ) = 0 means that a map Id : (M,g) → (M, g 0 ) is a harmonic map.
Proof. The proof of Lemma is quite similar to the proof of a corresponding Lemma 5.56 in [4] , but we will represent it here for a reader's convenience. The integrability assumption implies that the set of g satisfying Ric(g) = P g0 (g) = 0 has a natural smooth manifold structure near g 0 . Let U be a sufficiently small euclidean neighbourhood of g 0 .
The tangent space to U at g 0 is naturally identified with
Let B i be an orthonormal basis for K with respect to a natural inner product. Since ∆ L is elliptic, a set {B i } is finite.
Let now {λ} be a set of eigenvalues for ∆ L and let {E λ } (such that ∆E λ = −λE λ )
be an orthonormal system of L 2 (S 2 ) with respect to a usual inner product. It is then easy to check that C λ = E λ (x)e λt is an orthogonal system of vectors with respect to an inner product I ·, · dt, where ·, · is just a usual spacelike L 2 inner product. If E λ is an eigenvector corresponding to a zero eigenvalue of ∆ L (there might be more than one, but finitely many of them, we have denoted them above by
if E λ is an eigenvector corresponding to a nonzero eigenvalue of ∆ L (at most finitely many of them) then define C Proof. g 1 = λ a λ E λ and
since in the sum λ a λ E λ , B i B i only a term indexed by i survives (remember that {E λ } is an orthonormal system with respect to a usual L 2 inner product and {B i } is a subset of that orthonormal system). {C 
Now we have
since again the only terms that will survive in the sum above will be those that correspond to a zero eigenvalue of ∆ L (namely to λ = 0, more precisely excatly those for which E λ = B i ). Note that we are using E λ to denote all the orthogonal eigenvectors in our orthonormal system corresponding to the same eigenvalue λ.
We have proved that ψ(g 1 )) = ψ(π(g 1 )) and the second term is (π (g 1 )) 0 by a definition of a map ψ.
Fix some time t 0 ∈ I, where I is an interval of length A. Note that a differential of a map ψ is the identity map. By inverse function therem (keep in mind that our solutions satisfy parabolic equations and therefore by standard parabolic regularity theory their C k norms can be estimated in terms of their L 2 norms), when |g(t)− g 0 | k is small enough on I, we get an existence of g 1 such that
which implies (π(g 1 −g(t 0 ))) 0 = 0, by Claim 11. Sinceg is a solution and g 1 is a stationary solution of the Ricci DeTurck flow we have thatg(t) − g 1 satisfies
and it easily follows that
for all t ∈ I. Moreover, from ψ(g 1 ) = (πg) 0 , ψ(g 0 ) = (πg 0 ) 0 we have that g 1 = ψ −1 ((πg) 0 ) and g 0 = ψ −1 ((πg 0 )) 0 and therefore
This can be rewritten as
Lemma 12. Let I = [a, a + A] be an interval of length A and let g 1 be as in Lemma 9 so that (π(g(t) − g 1 )) 0 = 0 on I. Then
Proof. Notice thatg − g 1 satisfies
where we can control F as in (5) by using (16). Denote by H(t) =g(t) − g 1 . Similarly as in Lemma 7 we have
if we choose ǫ small so that
This implies that M |g(t) − g 1 | 2 dV g0 is decreasing in time t ∈ I and that
This yields
We will now carefully describe what choices for A, ǫ and ǫ ′ we want to make.
1. Let A be so big that 1
where C is a uniform constant (depending on g 0 ).
2. Choose ǫ = min{α, δ/C, δ/(16Cs)}, where α is as in Lemma 9 and C is some uniform constant that will become apparent later. We will discuss s below.
3. As before, find ǫ ′ so small that we can construct a solutiong(t) to the Ricci DeTurck
4. Note that all the estimates that we have got on |h| W 2,k depend polynomially on e CǫA (this C comes from an estimate in Lemma 7). Assume that for the k-th order estimate we have a polynomial of degree s. Therefore, if we choose ǫ small such that Cǫ < δ 16s , then (*) if we start with an initial datah(t 0 ), such that |h(t 0 )| k < ǫ e Aδ/4 then we will be able to extendh(t) to an interval [t 0 , t 0 + 3A) so that sup [t0,t0+3A) |h(t)| k < ǫ. 
where we can control F similarly as in (5), by Proposition 5.49 in [4] we get thatg − g i satisfies a decaying type of behaviour that is
If we apply it inductively we will get that
On M × I i we have to infinity, so that |g − g 0 | < ǫ. Moreover, we will have
for all t ∈ [0, iA) and for all i. {g i } is a sequence of Ricci flat metrics with
and therefore {g i } have uniformly bounded geometries for all i. This implies there exists a subsequence of g i converging to a Ricci flat metric g ∞ satisfying P g0 (g ∞ ) = 0 and
for all t ∈ [0, ∞) (notice that we have used a standard parabolic regularity theory to get a C k convergence, that is we have the following claim).
Claim 13. We actually have a smooth exponential convergence ofg to g 0 .
and by letting t → ∞ we get thatḡ is a Ricci flat metric.
This finishes the proof of Proposition 6.
Lemma 4 and Proposition 6 prove Theorem 3.
If we fix a closed manifold (M, g), we can define another Perelman's functional
and shrinker entropy by
In 
where
and v h is the unique solution of If g is a Ricci flat metric then ǫ(g) coincides with the kernel of ∆ L |N .
In [8] it was shown that if (M, g) is a Kähler-Einstein metric on a K3 surface, then ∆ L ≤ 0 on N and ∆ L < 0 on N \ǫ(g). In other words, ∆ L has no positive eigenvalues, that is g is linearly stable.
Due to Todorov ([13] , [14] ) it is known that the infinitesimal deformations of a Kähler-Einstein metric g 0 on a K3 surface actually correspond to Ricci-flat metrics. In other words, there is a submanifold U ⊂ S + 2 of Ricci-flat metrics near g 0 such that
that is g 0 is integrable in the sense of Definition 5.
We can now apply Theorem 3 to a linearly stable and integrable Kähler Ricci flat metric g 0 on a K3 surface M to get the following result.
Theorem 17. Let g 0 be a Kähler Ricci flat metric on a K3 surface M . There exists a neighbourhood N g0 of g 0 so that the Ricci flow of any initial metric in N g0 converges to a unique limit Ricci flat metric on M , that is g 0 is dynamicaly stable.
