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1 はじめに
ロジスティック判別分析とは, ベイズの定理によって導かれる事後確率をロジスティックモデルを通し
て推定し, 識別・判別モデルを構築する方法である. 複雑な非線形構造を内包する多群のデータに基づ
く判別モデルの構築には, モデルの非線形化が必要となる. しかし, 判別モデルの非線形化に伴い, モデ
ルが複雑になるにつれて推定の不安定性が増す. この問題に対処するため, 正則化法の適用によって判
別モデルを構築する方法を検討した. 正則化法として推定の安定化を目的とした ridge 推定 (Hoerl and
Kennard (1970)) のほか, スパース正則化法である lasso (Tibshirani (1996)) を始めとして, lasso の欠
点を改善した elastic net (Zou and Hastie (2005)), 変数の組をいくつかに分割してその組毎にスパース
化をおこなう group lasso (Yuan and Lin (2006)), sparse group lasso (Simon et al. (2013)) などが提案
された.
本研究では, 加法モデル型の基底関数展開による判別モデルの非線形化をおこない, sparse group lasso
による多群ロジスティック判別モデルの推定アルゴリズムを導出した. また, モデルの評価を適切にお
こなうためのモデル評価基準として sparse group lasso における一般化情報量規準 GIC (Konishi and
Kitagawa (1996)) を用いることを提案した. 提案した非線形判別モデルを用いて, 数値実験によって他
の判別手法との比較, 検証をおこなった.
2 非線形ロジスティック判別モデル
判別の対象とする L 個の群を G1; : : : ; GL, p 次元特徴変数ベクトルを x = (x1; x2; : : : ; xp)T とする.
データ x が各群 Gk に属する事後確率を
P(Gkjx); k = 1; 2; : : : ; L
とする. このとき, 各群 Gk とある群 GL に関する (L  1) 個の線形ロジスティック判別関数は,
log
P(Gkjx)
P(GLjx) = k0 +
pX
j=1
jkxj = k0 + 
T
k x; k = 1; 2; : : : ; L  1
で与えられる. ここで, k = (k1; k2; : : : ; kp)T (k = 1; 2; : : : ; L  1) は係数パラメータベクトルであ
る. しかし, 各変数の線形結合で仮定されるモデルでは, 複雑な構造をもつ群間の境界を有効に捉えきれ
ない. このため, より柔軟なモデルの構築を目的として, 非線形関数 j(x) (j = 0; 1; 2; : : : ;m) の線形結
合で表された次の非線形判別関数を想定する.
log
P(Gkjx)
P(GLjx) =
mX
j=0
wjkj(x) = w
T
k (x); k = 1; 2; : : : ; L  1:
非線形関数 0(x)  1; 1(x); : : : ; m(x) は基底関数とよばれ, スプライン関数や動径基底関数が用いら
れる. 本稿では, 非線形判別モデルで線形判別モデルと同様に変数選択を行うため, その前提として, 変
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数ベクトルの各次元にそれぞれ基底関数展開を施した次の加法モデルを想定した.
log
P(Gkjx)
P(GLjx) = g(xjwk) =
pX
j=1
mX
l=0
w
(k)
jl jl(xj); k = 1; 2; : : : ; L  1:
これによって得られる基底関数行列の部分行列はデータの各次元に対応する基底関数行列となっている.
この説明変数の各次元に対応する 1次元基底関数として, 修士論文では, Kawano and Konishi (2007) に
よって提案された次のガウス型 B -スプライン基底関数の適用を提案した.
いま, m 個の基底関数の構築を考える. n 個のデータ f(yi; xi); i = 1; 2; : : : ; ng が得られたとき, 観測
データ xi が x1 < x2 <    < xn の順に並んでいるとする. このとき, 次のように (m+ 1) 個の節点 tk
を採る.
t1 < t2 < t3 < t4 = x1 < t5 <    < tm < tm+1 = xn < tm+2 < tm+3 < tm+4
ただし, 各 tk は等間隔に採られるものとする. この各節点 tk に対して, m 個のガウス型 B-スプライン
基底関数を次のように構築する.
k(x : tk; h
2) = exp

  (x  tk)
2
2h2

;
h =
tk   tk 2
3
; k = 3; : : : ;m+ 2:
L 個の事後確率については, データ x は L 個の群のいずれかに属することから, PLg=1 P(Ggjx) = 1
が成り立つことを用いて上式をロジット変換すると
P(Gkjx) = exp fg(xjwk)g
1 +
L 1X
g=1
exp fg(xjwg)g
; k = 1; 2; : : : ; L  1;
P(GLjx) = 1
1 +
L 1X
g=1
exp fg(xjwg)g
:
と表せる. ただし, w = (wT1 ;wT2 ; : : : ;wTL 1)T は係数パラメータベクトルとする. この各群におけ
る事後確率が最大となる群へ x は属すると判別する. パラメータベクトル w は観測されたデータ
f(xi;yi); i = 1; 2; : : : ; ng を用いて, 最尤法により次の対数尤度関数の最大化によって推定する. ただし,
yi は群の所属を表す (L  1) 次元ラベル変数ベクトルである.
`(w) =
nX
i=1
"
L 1X
k=1
yikk(xi;w) +
 
1 
L 1X
g=1
yig
!
L(xi;wg)
#
:
ここで, 各 k(xi;w) (k = 1; 2; : : : ; L  1; i = 1; 2; : : : ; n) は
k(xi;w) =
exp fg(xijwk)g
1 +
L 1X
g=1
exp fg(xijwg)g
; k = 1; 2; : : : ; L  1;
L(xi;w) =
1
1 +
L 1X
g=1
exp fg(xijwg)g
:
と表す. ロジスティックモデルにおける最尤法は解析的に解けないので, ニュートン・ラフソン法などの
数値的最適化法を用いて推定する. 未知データが得られたとき, 推定されたパラメータを用いて事後確率
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を求め, 事後確率が最大となる群へデータは属すると判別される.
3 Sparse group lasso 推定
加法モデル型の基底関数展開による非線形モデル推定において変数選択をする正則化法として, 分割
されたパラメータのグループ毎にスパース化が可能である group lasso (Yuan and Lin (2006)) を発展
させた sparse group lasso (Simon et al.(2013)) を用いる. Sparse group lasso によるモデルのパラメー
タの推定は, 次の正則化最尤法を用いる.
`(w) =
nX
i=1
"
L 1X
k=1
yikk(xi;w) +
 
1 
L 1X
g=1
yig
!
L(xi;w)
#
+ (1  )
pX
j=1
p
pjkwjk2 + kwk1:
ただし, pj = m (j = 1; 2; : : : ; p) は p 個に分割された説明変数の j 番目のグループにおける基底関数の
個数である. この式の第 2項によって分割された変数のグループ毎に係数に異なる制約をかけることが
でき, 第 3項によってそれぞれの変数に対応する係数に制約をかけることが可能となる. これにより, モ
デルに影響のない変数に対応する係数のグループのいくつかを 0へと推定し, さらにいくつかの必要の
ない基底関数に対応する係数を 0へと推定することによって, 変数選択を実行する.
いくつかの変数と各変数グループに対応する係数パラメータを 0と推定する sparse group lasso に
よる推定は解析的に陽に解くことができない. これを数値的に解く方法として, Simon et al. (2013) は
blockwise descent algorithm を提案した. アルゴリズムの詳細は修士論文を参照されたい.
4 モデル評価基準
最尤法によるモデル評価基準として,広く用いられているのが赤池情報量規準AIC (Akaike (1973)(1974))
である. しかし, 正則化最尤法によって推定されたモデルに対するバイアス補正は適切ではない. 本稿で
は, 正則化最尤法によって推定されたモデルを適切に評価するための基準として, Konishi and Kitagawa
(1996) によって提案された一般化情報量規準 GIC を sparse group lasso における場合について構築し,
これを用いてパラメータ m;;  の値を選択することを提案した.
GICSGL =  2
nX
i=1
log f(yijxi;
~
w^) + 2tr(IJ 1):
ただし, (m+ 1)(L  1) 次正方行列 I; J は
I =
1
n
nX
i=1
@flog f(yijxi;
~
w)  nRSGL(~w)g
@w
@ log f(yijxi;
~
w)
@wT

~
w=
~
w^
;
J =   1
n
nX
i=1
@2flog f(yijxi;
~
w)  nRSGL(~w)g
@w@wT

~
w=
~
w^
である. また, RSGL(
~
w) は sparse group lasso による正則化項
(1  )
mX
j=1
p
mkwjkF + kwk1
であり,
~
w = (w1;w2; : : : ;wL 1) は mp(L   1) 次パラメータ正方行列である. 候補となるパラメータ
の値の組 (m;; ) を用いてモデルを構築し, GICSGL が最小となるパラメータの値の組 (m;; ) を最
適な値として選択する. また, group lasso に関して, Konishi, Ando and Imoto (2004) によって提案さ
3
れた一般化ベイズ型情報量規準 GBIC を構築し, これを用いてパラメータ選択をおこなうことを提案し
た. Group lasso に関する GBIC は, 次の式で与えられる.
GBICGL =  2 log
(Z nY
i=1
f(yijxi;
~
w^)(
~
wj)d
~
w
)
=  2
nX
i=1
log f(yijxi;
~
w^) + 2
pX
j=1
p
mk
~
w^jkF   2 logC
+mp(L  1) log n+ log jJ(
~
w^)j  mp(L  1) log(2):
ただし,
C =
0@ m(L  1) 

m(L 1)
2

21+m(L 1)m(L 1)=2 (1 +m(L  1))  142mIm(L 1)1=2
1Ap ;
J(
~
w^) =   1
n
nX
i=1
@2

log f(yijxi;
~
w)  nRGL(~w)
	
@w@wT

~
w=
~
w^
;
RGL(
~
w) =
pX
j=1
p
mk
~
wjkF :
5 まとめと今後の課題
本稿では, 複数の群の間の複雑な構造を捉えるために, L1 型正則化法を用いて変数選択を考慮した非
線形ロジスティック判別モデルを構成し, 所属が未知のデータに対する予測判別を検討した. さらに, 様々
な L1 型正則化法に適用可能な一般化情報量規準 GIC を提案し, 推定モデルに含まれるパラメータの最
適な値を選択した. ベイズ推定によるより柔軟なモデル構築や判別モデルの構成に用いた様々な基底関
数によるモデルの精度の比較, 他のモデル評価基準との比較は今後の研究課題とする.
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