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We present a microscopic calculation of magnetization damping for a magnetic “toy model.”
The magnetic system consists of itinerant carriers coupled antiferromagnetically to a dispersionless
band of localized spins, and the magnetization damping is due to coupling of the itinerant carriers
to a phonon bath in the presence of spin-orbit coupling. Using a mean-field approximation for
the kinetic exchange model and assuming the spin-orbit coupling to be of the Rashba form, we
derive Boltzmann scattering integrals for the distributions and spin coherences in the case of an
antiferromagnetic exchange splitting, including a careful analysis of the connection between lifetime
broadening and the magnetic gap. For the Elliott-Yafet type itinerant spin dynamics we extract
dephasing and magnetization times T1 and T2 from initial conditions corresponding to a tilt of the
magnetization vector, and draw a comparison to phenomenological equations such as the Landau-
Lifshitz (LL) or the Gilbert damping. We also analyze magnetization precession and damping for
this system including an anisotropy field and find a carrier mediated dephasing of the localized spin
via the mean-field coupling.
PACS numbers: 75.78.-n, 72.25.Rb, 76.20.+q
I. INTRODUCTION
There are two widely-known phenomenological ap-
proaches to describe the damping of a precessing mag-
netization in an excited ferromagnet: one introduced
originally by Landau and Lifshitz1 and one introduced
by Gilbert,2 which are applied to a variety of prob-
lems3 involving the damping of precessing magnetic mo-
ments. Magnetization damping contributions and its in-
verse processes, i.e., spin torques, in particular in thin
films and nanostructures, are an extremely active field,
where currently the focus is on the determination of novel
physical processes/mechanisms. Apart from these ques-
tions there is still a debate whether the Landau-Lifshitz
or the Gilbert damping is the correct one for “intrin-
sic” damping, i.e., neglecting interlayer coupling, inter-
face contributions, domain structures and/or eddy cur-
rents. This intrinsic damping is believed to be caused
by a combination of spin-orbit coupling and scattering
mechanisms such as exchange scattering between s and d
electrons and/or electron-phonon scattering.4–6 Without
reference to the microscopic mechanism, different macro-
scopic analyses, based, for example, on irreversible ther-
modynamics or near equilibrium Langevin theory, prefer
one or the other description.7,8 However, material param-
eters of typical ferromagnetic heterostructures are such
that one is usually firmly in the small damping regime so
that several ferromagnetic resonance (FMR) experiments
were not able to detect a noticeable difference between
Landau Lifshitz and Gilbert magnetization damping. A
recent analysis that related the Gilbert term directly to
the spin-orbit interaction arising from the Dirac equa-
tion does not seem to have conclusively solved this dis-
cussion.9
The dephasing term in the Landau-Lifshitz form is
also used in models based on classical spins coupled
to a bath, which have been successfully applied to
out-of-equilibrium magnetization dynamics and magnetic
switching scenarios.10 The most fundamental of these
are the stochastic Landau-Lifshitz equations,10–13 from
which the Landau-Lifshitz Bloch equations,14,15 can be
derived via a Fokker-Planck equation.
Quantum-mechanical treatments of the equilibrium
magnetization in bulk ferromagnets at finite temper-
atures are extremely involved. The calculation of
non-equilibrium magnetization phenomena and damp-
ing for quantum spin systems in more than one dimen-
sion, which include both magnetism and carrier-phonon
and/or carrier-impurity interactions, at present have to
employ simplified models. For instance, there have been
microscopic calculations of Gilbert damping parameters
based on Kohn-Sham wave functions for metallic ferro-
magnets16,17 and Kohn-Luttinger p-d Hamiltonians for
magnetic semiconductors.18 While the former approach
uses spin density-functional theory, the latter approach
treats the anti-ferromagnetic kinetic-exchange coupling
between itinerant p-like holes and localized magnetic
moments originating from impurity d-electrons within a
mean-field theory. In both cases, a constant spin and
band-independent lifetime for the itinerant carriers is
used as an input, and a Gilbert damping constant is ex-
tracted by comparing the quantum mechanical result for
ω → 0 with the classical formulation. There have also
been investigations, which extract the Gilbert damping
for magnetic semiconductors from a microscopic calcula-
tion of carrier dynamics including Boltzmann-type scat-
tering integrals.19,20 Such a kinetic approach, which is of
a similar type as the one we present in this paper, avoids
the introduction of electronic lifetimes because the scat-
tering is calculated dynamically.
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2The present paper takes up the question how the spin
dynamics in the framework of the macroscopic Gilbert
or Landau-Lifshitz damping compare to a microscopic
model of relaxation processes in the framework of a rel-
atively simple model. We analyze a mean-field kinetic
exchange model including spin-orbit coupling for the itin-
erant carriers. Thus the magnetic mean-field dynamics is
combined with a microscopic description of damping pro-
vided by the electron-phonon coupling. This interaction
transfers energy and angular momentum from the itin-
erant carriers to the lattice. The electron-phonon scat-
tering is responsible both for the lifetimes of the itiner-
ant carriers and the magnetization dephasing. The lat-
ter occurs because of spin-orbit coupling in the states
that are connected by electron-phonon scattering. To be
more specific, we choose an anti-ferromagnetic coupling
at the mean-field level between itinerant electrons and
a dispersion-less band of localized spins for the magnetic
system. To keep the analysis simple we use as a model for
the spin-orbit coupled itinerant carrier states a two-band
Rashba model. As such it is a single-band version of the
multi-band Hamiltonians used for III-Mn-V ferromag-
netic semiconductors.18,21–24 The model analyzed here
also captures some properties of two-sublattice ferrimag-
nets, which are nowadays investigated because of their
magnetic switching dynamics.25,26 The present paper is
set apart from studies of spin dynamics in similar mod-
els with more complicated itinerant band structures19,20
by a detailed comparison of the phenomenological damp-
ing expressions with a microscopic calculation as well as
a careful analysis of the restrictions placed by the size
of the magnetic gap on the single-particle broadening in
Boltzmann scattering.
This paper is organized as follows. As an extended
introduction, we review in Sec. II some basic facts con-
cerning the Landau-Lifshitz and Gilbert damping terms
on the one hand and the Bloch equations on the other.
In Sec. III we point out how these different descriptions
are related in special cases. We then introduce a micro-
scopic model for the dephasing due to electron-phonon
interaction in Sec. IV, and present numerical solutions
for two different scenarios in Secs. V and VI. The first
scenario is the dephasing between two spin subsystems
(Sec. V), and the second scenario is a relaxation process
of the magnetization toward an easy-axis (Sec. VI). A
brief conclusion is given at the end.
II. PHENOMENOLOGIC DESCRIPTIONS OF
DEPHASING AND RELAXATION
We summarize here some results pertaining to a single-
domain ferromagnet, and set up our notation. In equilib-
rium we assume the magnetization to be oriented along
its easy axis or a magnetic field ~H, which we take to
be the z axis in the following. If the magnetization
is tilted out of equilibrium, it starts to precess. As
illustrated in Fig. 1 one distinguishes the longitudinal
FIG. 1. Illustration of non-equilibrium spin-dynamics in pres-
ence of a magnetic field without relaxation (a) and within
relaxation (b).
component M‖, in z direction, and the transverse part
M⊥ ≡
√
M2 −M2‖ , precessing in the x-y plane with the
Larmor frequency ωL.
In connection with the interaction processes that re-
turn the system to equilibrium, the decay of the trans-
verse component is called dephasing. There are three
phenomenological equations used to describe spin de-
phasing processes:
1. The Bloch(-Bloembergen) equations27,28
∂
∂t
M‖(t) = −
M‖(t)−M eq
T1
(1)
∂
∂t
M⊥(t) = −M⊥(t)
T2
(2)
describe an exponential decay towards the equilib-
rium magnetization M eq in z direction. The trans-
verse component decays with a time constant T2,
whereas the longitudinal component approaches its
equilibrium amplitude with T1. These time con-
stants may be fit independently to experimental
results or microscopic calculations.
2. Landau-Lifshitz damping1 with parameter λ
∂
∂t
~M(t) = −γ ~M × ~H − λ
~M
M
× ( ~M × ~H) (3)
where γ is the gyromagnetic ratio. The first term
models the precession with a frequency ωL = γ| ~H|,
whereas the second term is solely responsible for
damping.
3. Gilbert damping2 with the dimensionless Gilbert
damping parameter α
∂
∂t
~M(t) = −γG ~M × ~H + α
( ~M
M
× ∂t ~M
)
(4)
It is generally accepted that α is independent of
the static magnetic fields ~H such as anisotropy
fields,18,29 and thus depends only on the material
and the microscopic interaction processes.
3The Landau-Lifshitz and Gilbert forms of damping are
mathematically equivalent2,7,30 with
α =
λ
γ
(5)
γG = γ(1 + α
2) (6)
but there are important differences. In particular, an in-
crease of α lowers the precession frequency in the dynam-
ics with Gilbert damping, while the damping parameter
λ in the Landau-Lifshitz equation has no impact on the
precession. In contrast to the Bloch equations, Landau-
Lifshitz and Gilbert spin-dynamics always conserve the
length | ~M | of the magnetization vector.
An argument by Pines and Slichter,31 shows that there
are two different regimes for Bloch-type spin dynamics
depending on the relation between the Larmor period and
the correlation time. As long as the correlation time is
much longer than the Larmor period, the system “knows”
the direction of the field during the scattering process.
Stated differently, the scattering process “sees” the mag-
netic gap in the bandstructure. Thus, transverse and
longitudinal spin components are distinguishable and the
Bloch decay times T1 and T2 can differ. If the correlation
time is considerably shorter than the Larmor period, this
distinction is not possible, with the consequence that T1
must be equal to T2. Within the microscopic approach,
presented in Sec. IV D, this consideration shows up again,
albeit for the energy conserving δ functions resulting from
a Markov approximation.
The regime of short correlation times has already been
investigated in the framework of a microscopic calcula-
tion by Wu and coworkers.32 They analyze the case of
a moderate external magnetic field applied to a non-
magnetic n-type GaAs quantum well and include differ-
ent scattering mechanisms (electron-electron Coulomb,
electron-phonon, electron-impurity). They argue that
the momentum relaxation rate is the crucial time scale
in this scenario, which turns out to be much larger than
the Larmor frequency. Their numerical results confirm
the identity T1 = T2 expected from the Pines-Slichter
argument.
III. RELATION BETWEEN
LANDAU-LIFSHITZ, GILBERT AND BLOCH
We highlight here a connection between the Bloch
equations (1, 2) and the Landau-Lifshitz equation (3).
To this end we assume a small initial tilt of the mag-
netization and describe the subsequent dynamics of the
magnetization in the form
~M(t) =
δM⊥(t) cos(ωLt)δM⊥(t) sin(ωLt)
M eq − δM‖(t)
 (7)
where δM⊥ and δM|| describe deviations from equilib-
rium. Putting this into eq. (3) one gets a coupled set of
equations.
∂
∂t
δM⊥(t) = −λH
M eq − δM‖(t)
| ~M(t)| δM⊥(t) (8)
∂
∂t
δM‖(t) = −λH 1| ~M(t)|δM
2
⊥(t) (9)
Eq. (8) is simplified for a small deviation from equilib-
rium, i.e., δM(t)M eq and | ~M(t)| ≈M eq:
δM⊥(t) = C exp(−λHt) (10)
δM‖(t) =
C2
2M eq
exp(−2λHt) (11)
where C is an integration constant. For small excitations
the deviations decay exponentially and Bloch decay times
T1 and T2 result, which are related by
2T1 = T2 =
1
λH
. (12)
Only this ratio of the Bloch times is compatible with a
constant length of the magnetization vector at low exci-
tations. By combining Eqs. (12) and (5) one can connect
the Gilbert parameter α and the dephasing time T2
α =
1
T2 ωL
. (13)
If the conditions for the above approximations apply, the
Gilbert damping parameter α can be determined by fit-
ting the dephasing time T2 and the Larmor frequency ωL
to computed or measured spin dynamics. This dimen-
sionless quantity is well suited to compare the dephasing
that results from different relaxation processes.
Figure 2 shows the typical magnetization dynamics
that results from (3), i.e., Landau-Lifshitz damping. As
an illustration of a small excitation we choose in Fig. 2(a)
an angle of 10◦ for the initial tilt of the magnetization,
which results in an exponential decay with 2T1 = T2.
From the form of Eq. (3) it is clear that this behavior
persists even for large ωL and λ. Obviously the Landau-
Lifshitz and Gilbert damping terms describe a scenario
with relatively long correlation times (i.e., small scat-
tering rates), because only in this regime both decay
times can differ. The microscopic formalism in Sec. IV
works in the same regime and will be compared with
the phenomenological results. For an excitation angle
of 90◦, the Landau-Lifshitz dynamics shown in Fig. 2(b)
become non-exponential, so that no well-defined Bloch
decay times T1, T2 exist.
IV. MICROSCOPIC MODEL
In this section we describe a microscopic model that in-
cludes magnetism at the mean-field level, spin-orbit cou-
pling as well as the microscopic coupling to a phonon
bath treated at the level of Boltzmann scattering inte-
grals. We then compare the microscopic dynamics to
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FIG. 2. Dynamics of δM⊥ and δM‖ computed using to
Landau-Lifshitz damping (ωL = 1 ps
−1, H = 106 A
m
≈
1.26 · 104 Oe, λ = 10−7 m
Aps
). (a) An angle of 10◦ leads to
exponential an exponential decay with well defined T1 and T2
times. (b). For an angle of 90◦, the decay (solid line) is not
exponential as comparison with the exponential fit (dashed
line) clearly shows.
the Bloch equations (1), (2), as well as the Landau-
Lifshitz (3) and Gilbert damping terms (4). The mag-
netic properties of the model are defined by an anti-
ferromagnetic coupling between localized magnetic im-
purities and itinerant carriers. As a prototypical spin-
orbit coupling we consider an effectively two-dimensional
model with a Rashba spin-orbit coupling. The reason
for the choice of a model with a two-dimensional wave
vector space is not an investigation of magnetization dy-
namics with reduced dimensionality, but rather a reduc-
tion in the dimension of the integrals that have to be
solved numerically in the Boltzmann scattering terms.
Since we treat the exchange between the localized and
itinerant states in a mean-field approximation, our two-
dimensional model still has a “magnetic ground state”
and presents a framework, for which qualitatively dif-
ferent approaches can be compared. We do not aim at
quantitative predictions for, say, magnetic semiconduc-
tors or ferrimagnets with two sublattices. Finally, we
include a standard interaction hamiltonian between the
itinerant carriers and acoustic phonons. The correspond-
ing hamiltonian reads
Hˆ = Hˆmf + Hˆso + Hˆe−ph + Hˆaniso. (14)
Only in Sec. VI an additional field Hˆaniso is included,
which is intended to model a small anisotropy.
A. Exchange interaction between itinerant carriers
and localized spins
The “magnetic part” of the model is described by the
Hamiltonian
Hˆmf =
∑
~kµ
~2k2
2m∗
cˆ†~kµcˆ~kµ + J ~ˆs · ~ˆS. (15)
which we consider in the mean-field limit. The first term
represents itinerant carriers with a k-dependent disper-
sion relation. In the following we assume s-like wave
functions and parabolic energy dispersions. The effective
mass is chosen to be m∗ = 0.5me, where me is the free
electron mass, and the cˆ
(†)
~kµ
operators create and annihi-
late carriers in the state |~k, µ〉 where µ labels the itinerant
bands, as shown in Fig. 3(a).
The second term describes the coupling between itiner-
ant spins ~s and localized spins ~S via an antiferromagnetic
exchange interaction
~ˆs =
1
2
∑
~k
∑
µµ′
〈~k, µ′|~ˆσ|~k, µ〉cˆ†~kµcˆ~kµ′ (16)
~ˆS =
1
2
∑
νν′
〈ν′|~ˆσ|ν〉
∑
~K
Cˆ†~KνCˆ ~Kν′ (17)
Here, we have assumed that the wave functions of the lo-
calized spins form dispersionless bands, i.e., we have im-
plicitly introduced a virtual-crystal approximation. Due
to the assumption of strong localization there is no or-
bital overlap between these electrons, which are therefore
considered to have momentum independent eigenstates
|ν 〉 and a flat dispersion, as illustrated in Fig. 3(a). The
components of the vector ~ˆσ are the Pauli matrices σˆi with
i = x, y, z, and Cˆ
(†)
~Kν
are the creation and annihilation op-
erators for a localized spin state.
We do not include interactions among localized or itin-
erant spins, such as exchange scattering. For simplicity,
we assume both itinerant and localized electrons to have
a spin 1/2 and therefore µ and ν to run over two spin-
projection quantum numbers ±1/2. In the following we
chosse an antiferromagnetic (J > 0) exchange constant
J = 500 meV, which leads to the schematic band struc-
ture shown in Fig. 3(b).
In the mean field approximation used here, the itiner-
ant carriers feel an effective magnetic field Hˆloc
~Hloc = −JµBµ
g
~S (18)
caused by localized moments and vice versa. Here µB
is the Bohr magneton and g = 2 is the g-factor of the
electron. The permeability µ is assumed to be the vac-
uum permeability µ0. This time-dependent magnetic
field ~Hloc(t) defines the preferred direction in the itiner-
ant sub-system and therefore determines the longitudinal
and transverse component of the itinerant spin at each
time.
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FIG. 3. Sketch of the band-structure with localized (flat
dispersions) and itinerant (parabolic dispersions) electrons.
Above the Curie-Temperature TC the spin-eigenstates are de-
generate (a), whereas below TC a gap between the spin states
exists.
B. Rashba spin-orbit interaction
The Rashba spin-orbit coupling is given by the Hamil-
tonian
Hˆso = αR (σˆxky − σˆykx) (19)
A Rashba coefficient of αR = 10 meV nm typical for semi-
conductors is chosen in the following calculations. This
value, which is close to the experimental one for the
InSb/InAlSb material system,33 is small compared to the
exchange interactions, but it allows the exchange of an-
gular momentum with the lattice.
C. Coherent dynamics
From the above contributions (15) and (19) to the
Hamiltonian we derive the equations of motion contain-
ing the coherent dynamics due to the exchange interac-
tion and Rashba spin-orbit coupling as well as the inco-
herent electron-phonon scattering. We first focus on the
coherent contributions. In principle, one has the choice
to work in a basis with a fixed spin-quantization axis or
to use single-particle states that diagonalize the mean-
field (plus Rashba) Hamiltonian. Since we intend to use
a Boltzmann scattering integral in Sec. IV D we need to
apply a Markov approximation, which only works if one
deals with diagonalized eigenenergies. In our case this is
the single-particle basis that diagonalizes the entire one-
particle contribution of the Hamiltonian Hˆmf + Hˆso. In
matrix representation this one-particle contribution for
the itinerant carriers reads:
Hˆmf + Hˆso =
(
~2k2
2m∗ + ∆
loc
z (∆
loc
+ +R~k)
∗
∆loc+ +R~k
~2k2
2m∗ −∆locz
)
(20)
where we have defined ∆loci = J
1
2 〈Sˆi〉 and R~k =−iαRk exp(iϕk) with ϕk = arctan(ky/kx). The eigenen-
ergies are
±~k =
~2k2
2m∗
∓
√
|∆locz |2 + |R~k + ∆loc+ |2. (21)
and the eigenstates
|~k,+〉 =
(
1
ξ~k
)
; |~k,−〉 =
(−ξ∗~k
1
)
(22)
where
ξ~k =
∆loc+ +R~k
∆locz +
√
|~∆loc|2 + |R~k|2
(23)
In this basis the coherent part of the equation of mo-
tion for the itinerant density matrix ρµµ
′
~k
≡ 〈cˆ†~kµcˆ~kµ′〉
reads
∂
∂t
ρµµ
′
~k
∣∣∣
coh
=
i
~
(
µ~k
− µ′~k
)
ρµµ
′
~k
. (24)
No mean-field or Rashba terms appear explicitly in these
equations of motion since their contributions are now hid-
den in the time-dependent eigenstates and eigenenergies.
Since we are interested in dephasing and precessional
dynamics, we assume a comparatively small spin-orbit
coupling, that can dissipate angular momentum into the
lattice, but does not have a decisive effect on the band-
structure. Therefore we use the spin-mixing only in the
transition matrix elements of the electron-phonon scat-
tering M
~k′µ′
~kµ
(31). For all other purposes we set R~k = 0.
In particular, the energy-dispersion ±~k is assumed to be
unaffected by the spin-orbit interaction and therefore it
is spherically symmetric.
With this approximation the itinerant eigenstates are
always exactly aligned with the effective field of the local-
ized moments ~Hloc(t). Since this effective field changes
with time, the diagonalization and a transformation of
the spin-density matrix in “spin space” has to be re-
peated at each time-step. This effort makes it easier
to identify the longitudinal and transverse spin compo-
nents with the elements of the single-particle density
matrix: The off-diagonal entries of the density matrix
ρ±∓~k , which precess with the k-independent Larmor fre-
quency ωL = 2∆
loc/~, always describe the dynamics of
the transverse spin-component. The longitudinal compo-
nent, which does not precess, is represented by the diag-
onal entries ρ±±~k . Since both components change their
spatial orientation continuously, we call this the rotating
frame. The components of the spin vector in the rotating
frame are
〈sˆ‖〉 = 1
2
∑
~k
(
ρ++~k
− ρ−−~k
)
(25)
〈sˆ⊥〉 =
∑
~k
∣∣ρ+−~k ∣∣ (26)
The components in the fixed frame are obtained from
Eq. (16)
〈~ˆs〉 = 1
2
∑
~k
∑
µµ′
〈~k, µ′|~ˆσ|~k, µ〉 ρµµ′~k (27)
6In this form, the time-dependent states carry the infor-
mation how the spatial components are described by the
density matrix at each time step. No time-independent
“longitudinal” and “transverse” directions can be identi-
fied in the fixed frame.
In a similar fashion, the diagonalized single-particle
states of the localized spin system are obtained. The
eigenenergies are
E± = ∓∣∣~∆itin∣∣ (28)
where ∆itini = J
1
2 〈sˆi〉 is the localized energy shift caused
by the itinerant spin component si. The eigenstates are
again always aligned with the itinerant magnetic mo-
ment. In this basis the equation of motion of the localized
spin-density matrix ρνν
′
loc ≡
∑
~K〈Cˆ†~KνCˆ ~Kν′〉 is simply
∂
∂t
ρνν
′
loc =
i
~
(Eν − Eν′)ρνν′loc (29)
and does not contain explicit exchange contributions.
Eqs. (25), (26), and (27) apply in turn to the components
〈S‖〉 and 〈S⊥〉 of the localized spin and its spin-density
matrix ρνν
′
loc .
D. Electron-phonon Boltzmann scattering with
spin splitting
Relaxation is introduced into the model by the interac-
tion of the itinerant carriers with a phonon bath, which
plays the role of an energy and angular momentum sink
for these carriers. Our goal here is to present a derivation
of the Boltzmann scattering contributions using stan-
dard methods, see, e.g., Refs. 34 and 36. However, we
emphasize that describing interaction as a Boltzmann-
like instantaneous, energy conserving scattering process
is limited by the existence of the magnetic gap. Since we
keep the spin mixing due to Rashba spin-orbit coupling
only in the Boltzmann scattering integrals, the resulting
dynamical equations describe an Elliott-Yafet type spin
relaxation.
The electron-phonon interaction Hamiltonian reads34
Hˆe−ph =
∑
~q
~ωphq bˆ
†
~q bˆ~q
+
∑
~k~k′
∑
µµ′
(
M
~k′µ′
~kµ
cˆ†~kµbˆ~k−~k′ cˆ~k′µ′ + h.c.
) (30)
where bˆ
(†)
~q are the bosonic operators, that create or an-
nihilate acoustic phonons with momentum ~q and linear
dispersion ωph(q) = cph|~q|. The sound velocity is taken
to be cph = 40 nm/ps and we use an effectively two-
dimensional transition matrix element35
M
~k′µ′
~kµ
= D
√
|~k − ~k′| 〈~k, µ|~k′, µ′〉 (31)
where the deformation potential is chosen to be D =
60 meVnm1/2. The scalar-product between the initial
state |~k′, µ′〉 and the final state |~k, µ〉 of an electronic
transition takes the spin-mixing due to Rashba spin-orbit
coupling into account.
The derivation of Boltzmann scattering integrals for
the itinerant spin-density matrix (24) leads to a memory
integral of the following shape
∂
∂t
ρj(t)
∣∣∣
inc
=
1
~
∑
j′
∫ t
−∞
ei(∆Ejj′+iγ)(t−t
′) Fjj′ [ρ(t
′)] dt′,
(32)
regardless whether one uses Green’s function36 or
equation-of-motion techniques.34 Since we go through a
standard derivation here, we highlight only the impor-
tant parts for the present case and do not write the equa-
tions out completely. In particular, for scattering process
j′ = |µ′,~k′〉 → j = |µ,~k〉, we use Fjj′ [ρ(t′)] as an abbre-
viation for a product of dynamical electronic spin-density
matrix elements ρ, evaluated at time t′ < t, and equilib-
rium phononic distributions. The corresponding energy
difference is denoted by ∆Ejj′ = Ej−Ej′±~ωph(|~k−~k′|),
and γ describes the decay of the exponential function due
to dissipation and/or higher order correlation functions.
In general, the integral has to be evaluated numerically
and contains memory effects. To apply the Markov ap-
proximation one needs to compare two time scales: the
“memory depth” 1/γ, i.e., the time scale on which the
exp[−γ(t− t′)] factor essentially cuts off the integral, and
the typical time scale on which the F term changes. In
this paper we deal with relaxation processes not too far
away from equilibrium, so that the typical time scale of
the components of the spin-density matrix contained in
F is set by the Bloch times T1 and T2. We can thus
approximate Fjj′ [ρ(t
′)] by Fjj′ [ρ(t)], for all transitions
labeled by j and j′, if the memory depth is shorter than
the Bloch time(s), or
γ  1
T1
. (33)
Provided condition (33) holds, the integral (32) can
be done using the Markov approximation Fjj′ [ρ(t
′)] '
Fjj′ [ρ(t)]
∂
∂t
ρj(t)
∣∣∣
incoh
=
i
~
∑
j′
Fjj′ [ρ(t)]
1
∆Ejj′ + i~γ
. (34)
As it is customary, we neglect in the following the real
part of the complex energy denominator, which results in
shifts of the single-particle energies. While these shifts
may play an important role in non-Markovian problems
with discrete energy levels37, the imaginary parts yield
the relaxation contributions that are important for the
present paper
∂
∂t
ρj(t)
∣∣∣
incoh
=
∑
j′
Fjj′ [ρ(t)]
~γ
(∆Ejj′)
2
+ (~γ)2
(35)
All transitions are thus weighted by a Lorentzian peaked
at resonant transitions (∆Ejj′ = 0) with a broadening
7of ~γ that may be interpreted as an energy uncertainty.
For relaxation processes in a system with a spin-splitting
(due to internal fields and/or spin-orbit coupling), this
broadening must not be so large as to blur the distinc-
tion between the split bands. Consequently, only if the
broadening γ is smaller than the magnetic splitting, i.e,,
if γ  ωL, it is possible to distinguish between longi-
tudinal and transverse components of the spin-density
matrix. With Eq. (33) the inequality γ  ωL yields the
condition
ωL  1
T1
(36)
for the Larmor frequencies and Bloch times, for which
it is permissible to replace the Lorentzian by an energy
conserving δ function
~γ
(∆Ejj′)
2
+ (~γ)2
γ→0−→ pi δ(∆Ejj′). (37)
This reduces the numerical effort very considerably, be-
cause it allows one to eliminate an integration from the
scattering term, and the energy conserving δ function is
therefore often used without explicitly checking its valid-
ity.
The considerations leading to the connection between
Eqs. (36) and (37) are a microscopic version of an argu-
ment due to Pines and Slichter,31 according to which T1
and T2 can differ only for correlation times that long in
comparison to a Larmor period. The microscopic Boltz-
mann scattering terms, which contain the energy con-
serving δ functions and will be used in the following,
do not apply in a regime outside of condition (36). If
ωL ' 1/T1, a finite broadening γ has to be taken into
account. Together the full equation of motion in the
regime (36) for the itinerant-carrier spin density matrix
thus reads
∂
∂t
ρµµ
′
~k
=
i
~
(
µk − µ
′
k
)
ρµµ
′
~k
+
pi
~
∑
k′
∑
µ1µ2µ3
M
~kµ
~k′µ1
M
~k′µ2
~kµ3
δ
(
∆E~k′µ2~kµ3
) [(
1 +Nph|~k′−~k|
)
ρµ1µ2~k′
(
δµ3µ′ − ρµ3µ
′
~k
)−Nph|~k′−~k|ρµ3µ′~k (δµ1µ2 − ρµ1µ2~k′ )]
− pi
~
∑
~k′
∑
µ1µ2µ3
M
~kµ
~k′µ1
M
~k′µ2
~kµ3
δ
(
∆E~kµ3~k′µ2
) [(
1 +Nph|~k−~k′|
)
ρµ3µ
′
~k
(
δµ1µ2 − ρµ1µ2~k′
)−Nph|~k−~k′|ρµ1µ2~k′ (δµ3µ′ − ρµ3µ′~k )]
+
pi
~
∑
~k′
∑
µ1µ2µ3
M
~k′µ1
~kµ′
M
~kµ3
~k′µ2
δ
(
∆E~k′µ2~kµ3
) [(
1 +Nph|~k′−~k|
)
ρµ2µ1~k′
(
δµµ3 − ρµµ3~k
)−Nph|~k′−~k|ρµµ3~k (δµ2µ1 − ρµ2µ1~k′ )]
− pi
~
∑
~k′
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µ1µ2µ3
M
~k′µ1
~kµ′
Mkµ3~k′µ2
δ
(
∆E~kµ3~k′µ2
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1 +Nph|~k−~k′|
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ρµµ3~k
(
δµ2µ1 − ρµ2µ1~k′
)−Nph|~k−~k′|ρµ2µ1~k′ (δµµ3 − ρµµ3~k )]
(38)
Here, ∆E~kµ~k′µ′ = 
µ
k − µ
′
k′ − ~ωph|~k−~k′|, and Nphq is the
occupation function of a thermalized phonon bath, given
by a Bose-Einstein distribution
Nphq =
1
eβ~ωph − 1 (39)
where β = 1/(kBTph). The numerical results for the mi-
croscopic dynamics in the following sections are obtained
by numerically solving the equations of motion (29) and
(38). In the numerical calculations the spin-density ma-
trix is transformed to the single-particle basis of the in-
stantaneous, diagonalized eigenstates (22).
V. DEPHASING BETWEEN LOCALIZED AND
ITINERANT SPINS: NUMERICAL RESULTS
Since we are interested in this paper in a comparison
of the model described above with Landau-Lifshitz and
Gilbert damping, we investigate magnetization dynam-
ics with an initial spin-density matrix that corresponds
to a tilting of the spins out of their equilibrium posi-
tion without changing the kinetic energy of the carriers,
because we need initial conditions that lead to generic
magnetization dephasing without carrier heating and the
corresponding demagnetization dynamics.
A. Initial state and spin dynamics
Thus we take as the equilibrium initial state the
steady-state that is reached for the coupled spins inter-
acting with the phonon bath at low temperature (Tph =
1 K), as shown in Fig. 4(a). In this equilibrium state
the spin density matrix is characterized by shifted Fermi
functions for the distributions ρµµ~k
= f(µk − EF, Tph)
and vanishing coherences ρ+−~k = 0. In particular, the
steady-state calculation determines the equilibrium mag-
netic gap.
We then change the itinerant density matrix to that
corresponding to an itinerant spin tilted by β = 10◦
out of equilibrium, see Fig. 4(b). This initial condition
8FIG. 4. (a) Localized spin 〈~S〉 and itinerant spin 〈~s〉 in ther-
mal equilibrium. (b) Itinerant spins tilted out of equilibrium
by an angle β.
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FIG. 5. Initial spin density-matrix (occupations and coher-
ences) for itinerant electrons corresponding to a tilt β = 50◦.
The deviation from equilibrium occurs only between the Fermi
wave-vectors of the “+” and “−” bands.
achieves a tilting of the spins without heating and avoids
generic de- and remagnetization dynamics. Microscop-
ically the tilted spin corresponds to the spin density-
matrix shown in Fig. 5. The perturbation for distribu-
tions and coherences exists only between the two Fermi
wave vectors for the µ = + and µ = − bands. For smaller
tilt angles the deviation is much less pronounced.
From this initial condition, both spins start to precess
around the instantaneous direction, along which the ex-
change interaction tries to align them. This direction
is determined for the itinerant carriers by the localized
spins, and vice versa. A return back into equilibrium re-
quires the scattering of itinerant electrons with phonons.
If we switch off spin mixing, the dynamics shown in
Fig. 6(a) result: No angular momentum is exchanged
with the phonon bath, the excited system cannot relax
into equilibrium and the precession goes on indefinitely.
Fig. 6(b) shows the same result including spin-mixed itin-
erant states. Now angular momentum can be transferred
from the itinerant sub-system into the lattice and the to-
tal spin 〈~S〉 + 〈~s〉 changes. In the presence of spin-orbit
coupling, electron-phonon scattering, which is by itself
spin-diagonal, can return the spin system into equilib-
rium, characterized by aligned spins and vanishing trans-
verse components. Since we consider here a small Rashba
(a) (b) 
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FIG. 6. Non-equilibrium dynamics of localized (red) and itin-
erant (blue) spins including electron-phonon scattering with-
out spin-mixing (a) and within spin-mixing (b).
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FIG. 7. Relaxation dynamics of itinerant spins in the fixed
frame.
coupling, the interaction with the phonon bath removes
energy much faster than angular momentum. The car-
rier temperature therefore stays practically equal to the
phonon temperature Tph during the entire relaxation pro-
cess, and no heat-induced demagnetization processes oc-
cur. The final magnetization is, however, not necessarily
oriented in the z direction of the fixed frame, because
in the results discussed in the this section there is no
external field or anisotropy to induce such an alignment.
We plot the resulting dynamics of the itinerant spins
during the dephasing process in Fig. 7, which shows that
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FIG. 8. Relaxation dynamics of itinerant spins in the rotating
frame. An exponential fit determines the Bloch decay times
to T1 = 0.5 ps and T2 = 1.0 ps.
all itinerant spatial components precess, and no spatially
fixed component can be considered to be longitudinal.
First, the localized spin turns away from the z direc-
tion due to the tilted itinerant spin and subsequently
both spin-systems precess around each other because the
quantization axis of each system changes continuously
due to the mutual interaction. During the entire relax-
ation process the absolute value of the itinerant spin is
conserved to better than 1%. Fig. 8 shows the same
dynamics in the rotating frame, where the longitudinal
and transverse dynamics can be seen clearly. Both itin-
erant components show exponential dynamics, which are
therefore well described by decay times T1 and T2. If well-
defined decay times exist, one expects a ratio T2/T1 = 2
as long as the length of the spin is conserved. The fit for
our numerical results indeed gives 2T1 ' T2.
Figure 9 plots the T1 and T2 values extracted from the
dynamics as a function of the strength of the electron-
phonon coupling, or deformation potential, D. The de-
pendence of the decay times on D can be fit extremely
well by a 1/D2 relation, which demonstrates the propor-
tionality of the Bloch decay times T1,2 ∝ 1/D2. Further,
the ratio T2/T1 stays equal to 2 for all coupling strengths.
As discussed in Sec. IV D about the Markov approxima-
tion, our microscopic description cannot reach regimes
where T1 and T2 are indistinguishable and therefore
equal. However, these results show that for small tilting
angles, not even a pronounced electron-phonon coupling
leads to a noticeable deviation from the T2 = 2T1 be-
havior. Because this relation between T1 and T2 holds,
the dynamics in Fig. 8 can be equally well described by
an Landau-Lifshitz or Gilbert damping term. By fitting
the dephasing time T2 ≈ 1 ps and the Larmor-frequency
ωL ≈ 281 ps−1, equation (13) yields the corresponding
Gilbert damping parameter αiso ≈ 3.6 · 10−3.
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FIG. 9. Top: Longitudinal (black squares) and the transverse
(blue circles) Bloch decay times vs. electron-phonon coupling
strength D. Two fit curves ∝ 1/D2 show that T1,2 ∝ 1/D2.
Bottom:The ratio of both decay times remains almost con-
stant T2/T1 ≈ 2 over the entire range of coupling.
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FIG. 10. Precession frequency with respect to the damping
strength in terms of the decay rate 1/T2.
B. Precession-frequency shift due to dephasing
In the Landau-Lifshitz equation the contributions de-
scribing, respectively, the precession and the damping are
completely independent, so that the damping constant λ
has no impact on the precession. By contrast, an increase
of α in the Gilbert equation does not only increase the
dephasing rate, it lowers the precession frequency as well.
In this section we investigate the change of the preces-
sion frequency in the microscopic calculation and com-
pare it with the macroscopic descriptions. To this end,
we use the off-diagonal components of the itinerant den-
sity matrix ρ+−(t) =
∑
~k ρ
+−
~k
(t), which describe the dy-
namics of the transverse spin components in the rotating
frame. The modulus of its Fourier transform |ρ+−(ω)|
shows a distinct peak, which is exactly at the precession
frequency.
To compare the precession frequency for different
damping parameters, we use the dependence on T2, be-
cause all dephasing parameters can be related to T2 for
10
small excitations. Fig. 10 plots the Larmor frequency vs.
the transverse relaxation rate 1/T2. The precession pa-
rameters of the Landau-Lifshitz and the Gilbert equation
are chosen such that the Larmor frequency in the un-
damped limiting case is equal to that of the microscopic
simulation. In order to stay within the bounds set by con-
dition (36), we do not extend the plot in Fig. 10 to higher
dephasing rates. Fig. 10 shows that the microscopic cal-
culation yields a reduction of the precession frequency
with the damping rate. Although the Gilbert dynamics
also show such a reduction, it occurs only at shorter T2.
As mentioned above, for the Landau-Lifshitz damping,
the frequency is independent of the damping parame-
ter. Even though the change of precession frequency in
the microscopic calculation is small, the Landau-Lifshitz
damping completely fails to include this effect. While
Gilbert damping does show a reduction of precession fre-
quency, it is not at all close to the microscopic calcula-
tion on the frequency scale considered here. Both phe-
nomenological damping expressions thus do not repro-
duce the dependence of the precession frequency on T2.
Even though the numerical differences are small, these
differences already occur in the small-excitation regime,
and may perhaps be detectable.
C. Dephasing at larger excitation angles
The phenomenological Landau-Lifshitz and Gilbert
damping contributions describe an exponential decay
only for small excitation angles, as studied in the pre-
vious section. In this section we investigate the effect of
larger excitation angles (> 10◦) on the spin dynamics in
the microscopic calculation. Apart from this the initial
condition of the dynamics is the same as before, in par-
ticular, the itinerant spin is tilted such that the absolute
value of the spin is unchanged.
Figure 11 shows the time development of the s‖ and
s⊥ components of the itinerant spin in the rotating frame
for an initial tilt angle β = 140◦. While the transverse
component s⊥ in the rotating frame can be well described
by an exponential decay, the longitudinal component s‖
shows a different behavior. It initially decreases with a
time constant of less than 1 ps, but does not reach its
equilibrium value. Instead, the eventual return to equi-
librium takes place on a much longer timescale, during
which the s⊥ component is already vanishingly small.
The long-time dynamics are therefore purely collinear.
For the short-time dynamics, the transverse component
can be fit well by an exponential decay, even for large ex-
citation angles. This behavior is different from Landau-
Lifshitz and Gilbert dynamics, cf. Fig. 2, which both ex-
hibit non-exponential decay of the transverse spin com-
ponent.
In Fig. 12 the dependence of T2 on the excitation an-
gle is shown. From small β up to almost 180◦, the decay
time decreases by more than 50%. This dependence is
exclusively due to the “excitation condition,” which in-
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FIG. 11. Dynamics of the longitudinal and transverse itiner-
ant spin components in the rotating frame (solid lines) for a
tilt angle of β = 140◦, together with exponential fits toward
equilibrium (dashed lines). The longitudinal equilibrium po-
larization is shown as a dotted line.
volves only spin degrees of freedom (“tilt angle”), but no
change of temperature. Although one can fit such a T2
time to the transverse decay, the overall behavior with
its two stages is, in our view, qualitatively different from
the typical Bloch relaxation/dephasing picture.
To highlight the similarities and differences from the
Bloch relaxation/dephasing we plot in Fig. 13 the mod-
ulus of the itinerant spin vector |~s| in the rotating
frame, whose transverse and longitudinal components
were shown in Fig. 11. Over the 2 ps, during which the
transverse spin in the rotating frame essentially decays,
the modulus of the spin vector undergoes a fast initial
decrease and a partial recovery. The initial length of ~s
is recovered only over a much larger time scale of several
hundred picoseconds (not shown). Thus the dynamics
can be seen to differ from a Landau-Lifshitz or Gilbert-
like scenario because the spin does not precess toward
equilibrium with a constant length. Additionally they
differ from Bloch-like dynamics because there is a com-
bination of the fast and slow dynamics that cannot be
described by a single set of T1 and T2 times. We stress
that the microscopic dynamics at larger excitation angles
show a precessional motion of the magnetization with-
out heating and a slow remagnetization. This scenario is
somewhat in between typical small angle-relaxation, for
which the modulus of the magnetization is constant and
which is well described by Gilbert and Landau-Lifshitz
damping, and collinear de/remagnetization dynamics.
VI. EFFECT OF ANISOTROPY
So far we have been concerned with the question
how phenomenological equations describe dephasing pro-
cesses between itinerant and localized spins, where the
11
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FIG. 12. T2 time extracted from exponential fit to s⊥ dynam-
ics in rotating frame for different initial tilting angles β.
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FIG. 13. Dynamics of the modulus |~s| of the itinerant spin
for different initial tilt angles β. Note the slightly different
time scale compared to Fig. 11.
magnetic properties of the system were determined by a
mean-field exchange interaction only. Oftentimes, phe-
nomenological models of spin dynamics are used to de-
scribe dephasing processes toward an “easy axis” deter-
mined by anisotropy fields.29
In order to capture in a simple fashion the effects of
anisotropy on the spin dynamics in our model, we sim-
ply assume the existence of an effective anisotropy field
~Haniso, which enters the Hamiltonian via
Hˆaniso = −gµBµ ~ˆs · ~Haniso (40)
and only acts on the itinerant carriers. Its strength is
assumed to be small in comparison to the field of the
localized moments ~Hloc. This additional field ~Haniso has
to be taken into account in the diagonalization of the
coherent dynamics as well, see section IV C.
For the investigation of the dynamics with anisotropy,
we choose a slightly different initial condition, which is
shown in Fig. 14. In thermal equilibrium, both spins
are now aligned, with opposite directions, along the
anisotropy field ~Haniso, which is assumed to point in the
z direction. At t = 0 they are both rigidly tilted by an
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FIG. 14. Dynamics of the localized spin ~S and itinerant spin
~s. At t = 0, the equilibrium configuration of both spins is
tilted (β = 10◦) with respect to an anisotropy field ~Haniso.
The anisotropy field is only experienced by the itinerant sub-
system.
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FIG. 15. Relaxation dynamics of the localized spin toward the
anisotropy direction for longitudinal component Sz and the
transverse component
√
S2x + S2y . An exponential fit yields
Bloch decay times of T aniso1 = 67.8 ps and T
aniso
2 = 134.0 ps.
angle β = 10◦ with respect to the anisotropy field.
Figure 14 shows the time evolution of both spins in the
fixed frame, with z axis in the direction of the anisotropy
field for the same material parameters as in the previous
sections and an anisotropy field ~Haniso = −108 Am · ~ez.
The dynamics of the entire spin-system are somewhat
different now, as the itinerant spin precesses around the
combined field of the anisotropy and the localized mo-
ments. The localized spin precesses around the itinerant
spin, whose direction keeps changing as well.
Figure 15 contains the dynamics of the components
of the localized spin in the rotating frame. Both com-
ponents show an exponential behavior that allows us to
extract well defined Bloch-times T aniso1 and T
aniso
2 . Again
we find the ratio of 2T aniso1 ≈ T aniso2 , because the abso-
lute value of the localized spin does not change, as it is
not coupled to the phonon bath.
In Fig. 16 the Larmor-frequency ωanisoL , which is the
precession frequency due to the anisotropy field, and the
Bloch decay times T aniso2 are plotted vs. the strength of
the anisotropy field ~Haniso. The Gilbert damping pa-
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FIG. 16. Larmor frequency ωanisoL and Bloch decay time T
aniso
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extracted from the spin dynamics vs. anisotropy field Haniso,
as well as the corresponding damping parameter αaniso.
rameter αaniso for the dephasing dynamics computed via
Eq. (13) is also presented in this figure.
The plot reveals a decrease of the dephasing time T aniso2
and a almost linear increase of the Larmor frequency
ωanisoL with the strength of the anisotropy field Haniso.
The Gilbert damping parameter αaniso shows only a neg-
ligible dependence on the anisotropy field Haniso. This
confirms the statement that, in contrast to the dephas-
ing rates, the Gilbert damping parameter is independent
of the applied magnetic field. In the investigated range
we find an almost constant value of αaniso ' 9× 10−4.
The Gilbert damping parameter αaniso for the de-
phasing toward the anisotropy field is about 4 times
smaller than αiso, which describes the dephasing between
both spins. This disparity in the damping efficiency
(αaniso < αiso) is obviously due to a fundamental differ-
ence in the dephasing mechanism. In the anisotropy case
the localized spin dephases toward the z direction with-
out being involved in scattering processes with itinerant
carriers or phonons. The dynamics of the localized spins
is purely precessional due to the time-dependent mag-
netic moment of the itinerant carriers ~Hitin(t). Thus,
only this varying magnetic field, that turns out to be
slightly tilted against the localized spins during the en-
tire relaxation causes the dephasing, in presence of the
coupling between itinerant carriers and a phonon bath,
which acts as a sink for energy and angular momentum.
The relaxation of the localized moments thus occurs only
indirectly as a carrier-meditated relaxation via their cou-
pling to the time dependent mean-field of the itinerant
spin.
Next, we investigate the dependence of the Gilbert pa-
rameter αaniso on the bath coupling. Fig. 17 shows that
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FIG. 17. Damping parameter αaniso vs. coupling constant D
(black diamonds). The red line is a quadratic fit, indicative
of αaniso ∝ D2.
αaniso increases quadratically with the electron-phonon
coupling strength D.
Since Fig. 9 establishes that the spin-dephasing rate
1/T2 for the fast dynamics discussed in the previous sec-
tions, is proportional to D2, we find αaniso ∝ 1/T2. We
briefly compare these trends to two earlier calculations
of Gilbert damping that employ p-d models and assume
phenomenological Bloch-type rates 1/T2 for the dephas-
ing of the itinerant hole spins toward the field of the
localized moments. In contrast to the present paper, the
localized spins experience the anisotropy fields. Chovan
and Perakis38 derive a Gilbert equation for the dephasing
of the localized spins toward the anisotropy axis, assum-
ing that the hole spin follows the field ~Hloc of the localized
spins almost adiabatically. Tserkovnyak et al.39 extract
a Gilbert parameter from spin susceptibilities. The re-
sulting dependence of the Gilbert parameter αaniso on
1/T2 in both approaches is in qualitative accordance and
exhibits two different regimes. In the the low spin-flip
regime, where 1/T2 is small in comparison to the p-d ex-
change interaction a linear increase of αaniso with 1/T2
is found, as is the case in our calculations with micro-
scopic dephasing terms. If the relaxation rate is larger
than the p-d dynamics, αaniso decreases again. Due to
the restriction (36) of the Boltzmann scattering integral
to low spin-flip rates, the present Markovian calculations
cannot be pushed into this regime.
Even though the anisotropy field ~Haniso is not cou-
pled to the localized spin ~S directly, both spins precess
around the z direction with frequency ωanisoL . In analogy
to Sec. V B we study now the influence of the damping
process on the precession of the localized spin around
the anisotropy axis and compare it to the behavior of
Landau-Lifshitz and Gilbert dynamics. Fig. 18 reveals a
similar behavior of the precession frequency as a function
of the damping rate 1/T aniso2 as in the isotropic case. The
microscopic calculation predicts a distinct drop of the
Larmor frequency ωanisoL for a range of dephasing rates
where the precession frequency is unchanged according
to the Gilbert and Landau-Lifshitz damping models. Al-
though Gilbert damping eventually leads to a change in
precession frequency for larger damping, this result shows
a qualitative difference between the microscopic and the
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FIG. 18. Precession frequency of the localized spin around
the anisotropy field vs. Bloch decay time 1/T aniso2 .
phenomenological calculations.
VII. CONCLUSION AND OUTLOOK
In this paper, we investigated a microscopic descrip-
tion of dephasing processes due to spin-orbit coupling
and electron-phonon scattering in a mean-field kinetic
exchange model. We first analyzed how spin-dependent
carrier dynamics can be described by Boltzmann scat-
tering integrals, which leads to Elliott-Yafet type relax-
ation processes. This is only possible for dephasing rates
small compared to the Larmor frequency, see Eq. (36).
The microscopic calculation always yielded Bloch times
2T1 = T2 for low excitation angles as it should be due
to the conservation of the absolute value of the mag-
netization. A small decrease of the effective precession
frequency occurs with increasing damping rate, which is
a fundamental difference to the Landau-Lifshitz descrip-
tion and exceeds the change predicted by the Gilbert
equation in this regime.
We modeled two dephasing scenarios. First, a relax-
ation process between both spin sub systems was studied.
Here, the different spins precess around the mean-field of
the other system. In particular, for large excitation an-
gles we found a decrease of the magnetization during the
precessional motion without heating and a slow remag-
netization. This scenario is somewhat in between typi-
cal small angle-relaxation, for which the modulus of the
magnetization is constant and which is well described
by Gilbert and Landau-Lifshitz damping, and collinear
de/remagnetization dynamics. Also, we find important
deviations from a pure Bloch-like behavior.
The second scenario deals with the relaxation of the
magnetization toward a magnetic anisotropy field expe-
rienced by the itinerant carrier spins for small excitation
angles. The resulting Gilbert parameter αaniso is inde-
pendent of the static anisotropy field. The relaxation of
the localized moments occurs only indirectly as a carrier-
meditated relaxation via their coupling to the time de-
pendent mean-field of the itinerant spin.
To draw a meaningful comparison with Landau-
Lifshitz and Gilbert dynamics we restricted ourselves
throughout the entire paper to a regime where the elec-
tronic temperature is equal to the lattice temperature Tph
at all times. In general our microscopic theory is also ca-
pable of modeling heat induced de- and remagnetization
processes. We intend to compare microscopic simulations
of hot electron dynamics in this model, including scat-
tering processes between both types of spin, with phe-
nomenological approaches such as the Landau-Lifshitz-
Bloch (LLB) equation or the self-consistent Bloch equa-
tion (SCB)40.
We finally mention that we derived relation (13) con-
necting the Bloch dephasing time T2 and the Gilbert
damping parameter α. Despite its simplicity and obvious
usefulness, we were not able to find a published account
of this relation.
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