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Machine learning has evolved into an enabling technology for a wide range of highly successful applications.
The potential for this success to continue and accelerate has placed machine learning (ML) at the top of re-
search, economic and political agendas. Such unprecedented interest is fuelled by a vision of ML applicability
extending to healthcare, transportation, defence and other domains of great societal importance. Achieving
this vision requires the use of ML in safety-critical applications that demand levels of assurance beyond those
needed for current ML applications. Our paper provides a comprehensive survey of the state-of-the-art in the
assurance of ML, i.e. in the generation of evidence that ML is sufficiently safe for its intended use. The survey
covers the methods capable of providing such evidence at different stages of the machine learning lifecycle,
i.e. of the complex, iterative process that starts with the collection of the data used to train an ML component
for a system, and ends with the deployment of that component within the system. The paper begins with
a systematic presentation of the ML lifecycle and its stages. We then define assurance desiderata for each
stage, review existing methods that contribute to achieving these desiderata, and identify open challenges
that require further research.
1 INTRODUCTION
The recent success of machine learning (ML) has taken the world by storm. While far from deliver-
ing the human-like intelligence postulated by Artificial Intelligence pioneers [38], ML techniques
such as deep learning have remarkable applications. The use of these techniques in products rang-
ing from smart phones [7, 135] and household appliances [77] to recommender systems [33, 137]
and automated translation services [176] has become commonplace. There is a widespread belief
that this is just the beginning of an ML-enabled technological revolution [53, 106]. Stakeholders as
diverse as researchers, industrialists, policy makers and the general public envisage that ML will
soon be at the core of novel applications and services used in healthcare, transportation, defence
and other key areas of economy and society [10, 41, 74, 89, 109].
Achieving this vision requires a step change in the level of assurance provided for ML. The
occasional out-of-focus photo taken by an ML-enabled smart camera can easily be deleted, and
the selection of an odd word by an automated translation service is barely noticed. Although
increasingly rare, similar ML errors would be unacceptable in medical diagnosis applications or
self-driving cars. For such safety-critical systems, ML errors can lead to failures that cannot be
reverted or ignored, and ultimately cause harm to their users or operators. Therefore, the use of
ML to synthesise components of safety-critical systems must be assured by evidence that theseML
components are fit for purpose and adequately integrated into their systems. This evidence must
be sufficiently thorough to enable the creation of compelling assurance cases [19, 120] that explain
why the systems can be trusted for their intended applications.
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Our paper represents the first survey of the methods available for obtaining this evidence for
ML components. As with any engineering artefact, assurance can only be provided by understand-
ing the complex, iterative process employed to produce and use ML components, i.e., themachine
learning lifecycle. We therefore start by defining this lifecycle, which consists of four stages. The
first stage, Data Management, focuses on obtaining the data sets required for the training and for
the verification of the ML components. This stage includes activities ranging from data collection
to data preprocessing [91] (e.g., labelling) and augmentation [139]. The second stage,Model Learn-
ing, comprises the activities associated with synthesis of the ML component starting from the
training data set. The actual machine learning happens in this stage, which also includes activities
such as selection of the ML algorithm and hyperparameters [16, 161]. The third stage, Model Veri-
fication, is responsible for providing evidence to demonstrate that the synthesised ML component
complies with its requirements. Often treated lightly for ML components used in non-critical ap-
plications, this stage is essential for the ML components of safety-critical systems. Finally, the last
stage of the ML lifecycle isModel Deployment. This stage focuses on the integration and operation
of the ML component within a fully-fledged system.
To ensure a systematic coverage ofML assurance methods, we structure our survey based on the
assurance considerations that apply at the four stages of the ML lifecycle. For each stage, we iden-
tify the assurance-related desiderata (i.e. the key assurance requirements, derived from the body of
research covered in our survey) for the artefacts produced by that stage. We then present the meth-
ods available for achieving these desiderata, with their assumptions, advantages and limitations.
This represents an analysis of over two decades of sustained research onMLmethods for data man-
agement, model learning, verification and deployment. Finally, we determine the open challenges
that must be addressed through further research in order to fully satisfy the stage desiderata and
to enable the use of ML components in safety-critical systems.
Our survey and the machine learning lifecycle underpinning its organisation are relevant to a
broad range of ML types, including supervised, unsupervised and reinforcement learning. Neces-
sarily, some of the methods presented in the survey are only applicable to specific types of ML;
we clearly indicate where this is the case. As such, the survey supports a broad range of ML stake-
holders, ranging from practitioners developing convolutional neural networks for the classification
of road signs in self-driving cars, to researchers devising new ensemble learning techniques for
safety-critical applications, and to regulators managing the introduction of systems that use ML
components into everyday use.
The rest of the paper is structured as follows. In Section 2, we present the machine learning
lifecycle, describing the activities encountered within each of its stages and introducing ML ter-
minology used throughout the paper. In Section 3, we overview the few existing surveys that
discuss verification, safety or assurance aspects of machine learning. As we explain in their anal-
ysis, each of these surveys focuses on a specific ML lifecycle stage or subset of activities and/or
addresses only a narrow aspect of ML assurance. The ML assurance desiderata, methods and open
challenges for the four stages of the ML lifecycle are then detailed in Sections 4 to 7. Together,
these sections provide a comprehensive set of guidelines for the developers of safety-critical sys-
tems with ML components, and inform researchers about areas where additional ML assurance
methods are needed. We conclude the paper with a brief summary in Section 8.
2 THE MACHINE LEARNING LIFECYCLE
Machine learning represents the automated extraction of models (or patterns) from data [18, 60,
118]. In this paper we are concerned with the use of such ML models in safety-critical systems,
e.g., to enable these systems to understand the environment they operate in, and to decide their
response to changes in the environment. Assuring this use of ML models requires an in-depth
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understanding of the machine learning lifecycle, i.e., of the process used for their development
and integration into a fully-fledged system. Like traditional system development, this process is
underpinned by a set of system-level requirements, from which the requirements and operating
constraints for the ML models are derived. As an example, the requirements for a ML model for
the classification of British road signs can be derived from the high-level requirements for a self-
driving car intended to be used in the UK. However, unlike traditional development processes, the
development of ML models involves the acquisition of data sets, and experimentation [112, 180],
i.e., the manipulation of these data sets and the use of ML training techniques to produce models
of the data that optimise error functions derived from requirements. This experimentation yields
a processing pipeline capable of taking data as input and of producing ML models which, when
integrated into the system and applied to data unseen during training, achieve their requirements
in the deployed context.
As shown in Figure 1, the machine learning lifecycle consists of four stages. The first three
stages—DataManagement,Model Learning, andModel Verification—comprise the activities bywhich
machine-learnt models are produced. Accordingly, we use the term machine learning workflow to
refer to these stages taken together. The fourth stage, Model Deployment, comprises the activi-
ties concerned with the deployment of ML models within an operational system, alongside com-
ponents obtained using traditional software and system engineering methods. We provide brief
descriptions of each of these stages below.
Data is at the core of any application of machine learning. As such, the ML lifecycle starts with
a Data Management stage. This stage is responsible for the acquisition of the data underpinning
the synthesis of machine learnt models that can then be used “to predict future data, or to perform
other kinds of decision making under uncertainty” [118]. This stage comprises four key activities,
and produces the training data set and verification data set used for the training and verification of
the ML models in later stages of the ML lifecycle, respectively. The first data management activity,
collection [58, 167], is concerned with gathering data samples through observing and measuring
the real-world (or a representation of the real-world) system, process or phenomenon for which
an ML model needs to be built. When data samples are unavailable for certain scenarios, or their
collection would be too costly, time consuming or dangerous, augmentation methods [139, 175]
are used to add further data samples to the collected data sets. Additionally, the data collected
from multiple sources may be heterogeneous in nature, and therefore preprocessing [90, 183] may
be required to produce consistent data sets for training and verification purposes. Preprocessing
may also seek to reduce the complexity of collected data or to engineer features to aid in training
[64, 84]. Furthermore, preprocessing may be required to label the data samples when they are
used in supervised ML tasks [58, 60, 118]. The need for additional data collection, augmentation
and preprocessing is established through the analysis of the data [132].
In the Model Learning stage of the machine learning lifecycle, the ML engineer typically starts
by selecting the type of model to be produced. Thismodel selection is undertaken with reference to
the problem type (e.g., classification or regression), the volume and structure of the training data
[14, 150], and often in light of personal experience. A loss function is then constructed as a mea-
sure of training error. The aim of the training activity is to produce an ML model that minimises
this error. This requires the development of a suitable data use strategy, so as to determine how
much of the training data set should be held for model validation,1 and whether all the other data
1Model validation represents the frequent evaluation of the ML model during training, and is carried out by the develop-
ment team in order to calibrate the training algorithm. This differs essentially from what validation means in software
engineering (i.e., an independent assessment performed to establish whether a system satisfies the needs of its intended
users).
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Fig. 1. The machine learning lifecycle
samples should be used together for training or “minibatch methods” that use subsets of data sam-
ples over successive training cycles should be employed [60]. The ML engineer is also responsible
for hyperparameter selection, i.e., for the choosing the parameters of the training algorithm. Hy-
perparameters control key ML model characteristics such as overfitting, underfitting and model
complexity. Finally, when models or partial models that have proved successful within a related
context are available, transfer learning enables their integration within the newmodel architecture
or their use as a starting point for training [122, 134, 156]. When the resulting ML model achieves
satisfactory levels of performance, the next stage of the ML worklow can commence. Otherwise,
the process needs to return to the Data Management stage, where additional data are collected,
augmented, preprocessed and analysed in order to improve the training further.
The third stage of the ML lifecycle is Model Verification. The central challenge of this stage is
to ensure that the trained model performs well on new, previously unseen inputs (this is known
as generalization) [58, 60, 118]. As such, the stage comprises activities that provide evidence of
the model’s ability to generalise to data not seen during the model learning stage. A test-based
verification activity assesses the performance of the learnt model against the verification data set
that the Data Management stage has produced independently from the training data set. This data
set will have commonalities with the training data, but it may also include elements that have been
deliberately chosen to demonstrate a verification aim, which it would be inappropriate to include in
the training data. When the data samples from this set are presented to the model, a generalization
error is computed [119, 155]. If this error violates performance criteria established by a requirement
encoding activity, then the process needs to return to either the Data Management stage or the
Model Learning stage of theML lifecycle. Additionally, a formal verification activity may be used to
verify whether themodel complies with a set of formal properties that encode key requirements for
the ML component. Formal verification methods such as model checking and mathematical proof
allow for these properties to be rigorously established before the ML model is deemed suitable
for integration into the safety-critical system. As for failed testing-based verification, further Data
Management and/or Model Learning activities are necessary when these properties do not hold.
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The precise activities required from these earlier stages of the ML workflow are determined by the
verification result, which summarises the outcome of all verification activities.
Assuming that the verification result contains all the required assurance evidence, a system
that uses the now verified model is assembled in the Model Deployment stage of the ML lifecycle.
This stage comprises activities concerned with the integration of verified ML model(s) with sys-
tem components developed and verified using traditional software engineering methods, with the
monitoring of its operation, and with its updating thorough offline maintenance or online learning.
The outcome of the Model Deployment stage is a fully-fledged deployed and operating system.
More often than not, the safety-critical systems envisaged to benefit from the use of ML models
are autonomous or self-adaptive systems that require ML components to cope with the dynamic
and uncertain nature of their operating environments [25, 89, 109]. As such, Figure 1 depicts this
type of system as the outcome of the Model Deployment stage. Moreover, the diagram shows two
key roles that ML models may play within the established monitor-analyse-plan-execute (MAPE)
control loop [72, 81, 108] of these systems. We end this section with a brief description of the
MAPE control loop and of these typical uses of ML models within it.
In its four steps, the MAPE control loop senses the current state of the environment through
monitoring, derives an understanding of the world through the analysis of the sensed data, decides
suitable actions through planning, and then acts upon these plans through executing their actions.
Undertaking these actions alters the state of the system and the environment in which it operates.
The monitoring step employs hardware and software components that gather data as a set of
samples from the environment during operation. The choice of sensors requires an understanding
of the system requirements, the intended operational conditions, and the platform into which they
will be deployed. Data gathered from the environment will typically be partial and imperfect due
to physical, timing and financial constraints.
The analysis step extracts features from data samples as encoded domain-specific knowledge.
This can be achieved through the use of ML models combined with traditional software compo-
nents. The features extracted may be numerical (e.g., blood sugar level in a healthcare system),
ordinal (e.g., position in queue in a traffic management system) or categorical (e.g., an element
from the set {car, bike, bus} in a self-driving car). The features extracted through analysing the
data sets obtained during monitoring underpin the understanding of the current state of the envi-
ronment and that of the system itself.
The planning (or decision) step can employ a combination of ML models and traditional rea-
soning engines in order to select a course of action to be undertaken. The action(s) selected will
aim to fulfil the system requirements subject to any defined constraints. The action set available is
dictated by the capabilities of the system, and is restricted by operating conditions and constraints
defined in the requirements specification.
Finally, in the execution step, the system enacts the selected actions through software and hard-
ware effectors and, in doing so, changes the environment within which it is operating. The dynamic
and temporal nature of the system and the environment requires the MAPE control loop to be in-
voked continuously until a set of system-level objectives has been achieved or a stopping criterion
was reached.
New data samples gathered during operation can be exploited by the Data Management activ-
ities and, where appropriate, new models may be learnt and deployed within the system. This
deployment of new ML models can be carried out either as an offline maintenance activity, or
through the online updating of the operating system.
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3 RELATED SURVEYS
The large and rapidly growing body of ML research is summarised by a plethora of surveys. The
vast majority of these surveys narrowly focus on a particular type of ML, and do not consider
assurance explicitly. Examples range from surveys on deep learning [40, 98, 127] and reinforcement
learning [78, 87] to surveys on transfer learning [36, 100, 173] and ensemble learning [59, 92, 110].
These surveys provide valuable insights into the applicability, effectiveness and trade-offs of the
Data Management and Model Learning methods available for the type of ML they cover. However,
they do not cover the assurance of the ML models obtained by using these methods.
A smaller number of surveys consider a wider range of ML types but focus on a single stage,
or on an activity from a stage, of the ML lifecycle, again without addressing assurance explic-
itly. Examples include surveys on the Data Management stage [125, 138], and surveys on feature
selection [29, 47, 82] and dimensionality reduction [26, 37, 170] within the Model Learning stage,
respectively. These surveys identify effective methods for the specific ML lifecycle stage or activity
they concentrate on, but are complementary to the survey presented in our paper.
A key assurance-related property of ML models, interpretability, has been the focus of intense
research in recent years, and several surveys of the methods devised by this research are now avail-
able [2, 43, 182]. Unlike our paper, these surveys do not cover other assurance-related desiderata
of the models produced by the Model Learning stage (cf. Section 5), nor the key properties of the
artefacts devised by the other stages of the ML lifecycle.
Only a few surveys published recently address the generation of assurance evidence for machine
learning [177] and safety in the context of machine learning [56, 68, 146], respectively. We discuss
each of these surveys and how it relates to our paper in turn.
First, the survey in [177] covers techniques and tools for the verification of neural networks
(with a focus on formal verification), and approaches to implementing the intelligent control of
autonomous systems using neural networks. In addition to focusing on a specific class of verifica-
tion techniques and a particular type ofML, this survey does not cover assurance-relevant methods
for the Data Management and Model Learning stages of the ML lifecycle, and only briefly refers
to the safety concerns of integrating ML components into autonomous systems. In contrast, our
paper covers all these ML assurance aspects systematically.
The survey on safe reinforcement learning (RL) by García and Fernández [56] overviews meth-
ods for devising RL policies that reduce a risk metric or that satisfy predefined safety-related con-
straints. Both methods that work by modifying the RL optimisation criterion and methods that
adjust the RL exploration are considered. However, unlike our paper, the survey in [56] only cov-
ers the Model Learning stage of the ML lifecycle, and only for reinforcement learning.
Huang et al’s recent survey [68] provides an extensive coverage of formal verification and test-
ing methods for deep neural networks. The survey also overviews adversarial attacks on deep
neural networks, methods for defence against these attacks, and interpretability methods for deep
learning. This specialised survey provides very useful guidelines on the methods that can be used
in the verification stage of the ML lifecycle for deep neural networks, but does not look at the
remaining stages of the lifecycle and at other types of ML models like our paper.
Finally, while not a survey per se, Salay and Czarnecki’s methodology for the assurance of ML
safety in automotive software [146] discusses existing methods that could support supervised-
learning assurance within multiple activities from the ML lifecycle. Compared to our survey, [146]
typically mentions a single assurance-supporting method for each such activity, does not system-
atically identify the stages and activities of theML lifecycle, and is only concernedwith supervised
learning for a specific application domain.
Assuring the Machine Learning Lifecycle: Desiderata, Methods, and Challenges 7
4 DATA MANAGEMENT
Fundamentally, all ML approaches start with data. These data describe the desired relationship
between the ML model inputs and outputs, the latter of which may be implicit for unsupervised
approaches. Equivalently, these data encode the requirements we wish to be embodied in our ML
model. Consequently, any assurance argument needs to explicitly consider data.
4.1 Inputs and Outputs
The key input artefact to the Data Management stage is the set of requirements that the model is
required to satisfy. These may be informed by verification artefacts produced by earlier iterations
of the ML lifecycle. The key output artefacts from this stage are data sets: there is a combined
data set that is used by the development team for training and validating the model; there is also
a separate verification data set, which can be used by an independent verification team.
4.2 Activities
4.2.1 Collection. This activity is concernedwith collecting data from an originating source. These
data may be subsequently enhanced by other activities within the Data Management stage. New
datamay be collected, or a pre-existing data set may be re-used (or extended). Datamay be obtained
from a controlled process, or they may arise from observations of an uncontrolled process: this
process may occur in the real world, or it may occur in a synthetic environment.
4.2.2 Preprocessing. For the purposes of this paper we assume that preprocessing is a one-to-one
mapping: it adjusts each collected (raw) sample in an appropriate manner. It is often concerned
with standardising the data in some way, e.g., ensuring all images are of the same size [95]. Manual
addition of labels to collected samples is another form of preprocessing.
4.2.3 Augmentation. Augmentation increases the number of samples in a data set. Typically, new
samples are derived from existing samples, so augmentation is, generally, a one-to-many mapping.
Augmentation is often used due to the difficulty of collecting observational data (e.g., for reasons of
cost or ethics [139]). Augmentation can also be used to help instil certain properties in the trained
model, e.g., robustness to adversarial examples [61].
4.2.4 Analysis. Analysis may be required to guide aspects of collection and augmentation (e.g.,
to ensure there is an appropriate class balance within the data set). Exploratory analysis is also
needed to provide assurance that Data Management artefacts exhibit the desiderata below.
4.3 Desiderata
From an assurance perspective, the data sets produced during the Data Management stage should
exhibit the following key properties:
(1) Relevant—This property considers the intersection between the data set and the desired
behaviour in the intended operational domain. For example, a data set that only included
German road signs would not be Relevant for a system intended to operate on UK roads.
(2) Complete—This property considers the way samples are distributed across the input domain
and subspaces of it. In particular, it considers whether suitable distributions and combina-
tions of features are present. For example, an image data set that displayed an inappropriate
correlation between image background and type of animal would not be complete [136].
(3) Balanced—This property considers the distribution of features that are included in the data
set. For classification problems, a key consideration is the balance between the number of
samples in each class [63]. This property takes an internal perspective; it focuses on the data
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set as an abstract entity. In contrast, the Complete property takes an external perspective; it
considers the data set within the intended operational domain.
(4) Accurate—This property considers how measurement (and measurement-like) issues can af-
fect the way that samples reflect the intended operational domain. It covers aspects like sen-
sor accuracy and labelling errors [23]. The correctness of data collection and preprocessing
software is also relevant to this property, as is configuration management.
Conceptually, since it relates to real-world behaviour, the Relevant desideratum is concerned
with validation. The other three desiderata are concerned with aspects of verification.
4.4 Methods
This section considers each of the four desiderata in turn. Methods that can be applied during each
Data Management activity, in order to help achieve the desired key property, are discussed.
4.4.1 Relevant. By definition, a data set collected during the operational use of the planned system
will be relevant. However, this is unlikely to be a practical way of obtaining all required data.
If the approach adopted for data collection involves re-use of a pre-existing data set, then it
needs to be acquired from an appropriate source. Malicious entries in the data set can introduce
a backdoor, which causes the model to behave in an attacker-defined way on specific inputs (or
small classes of inputs) [32]. In general, detection of hidden backdoors is an open challenge (listed
as DM01 in Table 2 at the end of Section 4). It follows that pre-existing data sets should be obtained
from trustworthy sources via means that provide strong guarantees on integrity during transit.
If the data samples are being collected from controlled trials, then we would require an appro-
priate experimental plan that justifies the choice of feature values (inputs) included in the trial.
If the trial involves real-world observations then traditional experimental design techniques will
be appropriate [85]. Conversely, if the trial is conducted entirely in a simulated environment then
techniques for the design and analysis of computer experiments will be beneficial [144].
If the data set contains synthetic samples (either from collection or as a result of augmentation)
then we would expect evidence that the synthesis process is appropriately representative of the
real-world. Often, synthesis involves some form of simulation, which ought to be suitably verified
and validated [147], as there are examples ofML-based approaches affected by simulation bugs [34].
Demonstrating that synthetic data is appropriate to the real-world intended operational domain,
rather than a particular idiosyncrasy of a simulation, is an open challenge (DM02 in Table 2).
A data set can be made irrelevant by data leakage. This occurs when the training data includes
information that will be unavailable to the system within which the ML model will be used [80].
One way of reducing the likelihood of leakage is to only include in the training data features
that can “legitimately” be used to infer the required output. For example, patient identifiers are
unlikely to be legitimate features for anymedical diagnosis system, butmay have distinctive values
for patients already diagnosed with the condition that the ML model is meant to identify [141].
Exploratory data analysis (EDA) [164] can help identify potential sources of leakage: a surprising
degree of correlation between a feature and an output may be indicative of leakage. That said,
detecting and correcting for data leakage is an open challenge (DM03 in Table 2).
Although it appears counter-intuitive, augmenting a data set by including samples that are
highly unlikely to be observed during operational use can increase relevance. For classification
problems, adversarial inputs [158] are specially crafted inputs that a human would classify cor-
rectly but are confidently mis-classified by a trained model. Including adversarial inputs with the
correct class in the training data [123] can help reduce mis-classification and hence increase rele-
vance. Introducing an artificial unknown, or “dustbin”, class and augmenting the data with suitably
placed samples attributed to this class [1] can also help.
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Finally, unwanted bias (i.e., systematic error ultimately leading to unfair advantage for a priv-
ileged class of system users) can significantly impact the relevance of a data set. This can be ad-
dressed using pre-processing techniques that remove the predictability of data features such as eth-
nicity, age or gender [51] or augmentation techniques that involve data relabelling/reweighing/re-
sampling [79]. It can also be addressed during the Model Learning and Model Deployment stages.
An industry-ready toolkit that implements a range of methods for addressing unwanted bias is
available [15].
4.4.2 Complete. Recall that this property is about how the data set is distributed across the input
domain. For the purposes of our discussion, we define four different spaces related to that domain:
(1) The input domain space, I, which is the set of inputs that the model can accept. Equivalently,
this set is defined by the input parameters of the software implementation that instantiates
the model. For example, a model that has been trained on grey-scale images may have an
input space of 256 × 256 × UINT8; that is, a 256 by 256 square of unsigned 8-bit integers.
(2) The operational domain space, O ⊂ I, which is the set of inputs that the model may be
expected to receive when used within the intended operational domain. In some cases, it
may be helpful to split O into two subsets: inputs that can be (or have been) acquired through
collection and inputs that can only be (or have been) generated by augmentation.
(3) The failure domain space, F ⊂ I, which is the set of inputs the model may receive if there
are failures elsewhere in the system. The distinction between F and O is best conveyed by
noting that F covers system states, whilst O covers environmental effects: a cracked camera
lens should be covered in F ; a fly on the lens should be covered in O.
(4) The adversarial domain space, A ⊂ I, which is the set of inputs the model may receive if it
is being attacked by an adversary. This includes adversarial examples, where small changes
to an input cause misclassification [158], as well as more general cyber-related attacks.
The consideration of whether a data set is complete with regards to the input domain can be
informed by simple statistical analysis and EDA [164], supported by discussions with experts from
the intended operational domain. Simple plots showing the marginal distribution of each feature
can be surprisingly informative. Similarly, the ratio of sampling density between densely sampled
and sparsely sampled regions is informative [17] as is, for classification problems, identifying re-
gions that only contain a single class [11]. Identifying any large empty hyper-rectangles (EHRs)
[96], which are large regions without any samples, is also important. If an operational input comes
from the central portion of a large EHR then, generally speaking, it is appropriate for the system
to know the model is working from an area for which no training data were provided.
Shortfalls in completeness across the input domain can be addressed via collection or augmenta-
tion. Since a shortfall will relate to a lack of samples in a specific part of the input domain, further
collection is most appropriate in the case of controlled trials.
Understanding completeness from the perspective of the operational domain space is challeng-
ing. Typically, we would expect the input space I to be high-dimensional, with O being a much
lower-dimensional manifold within that space [148]. Insights into the scope of O can be obtained
by requirements decomposition. The notion of situation coverage [5] generalises these considera-
tions.
If an increased coverage of O is needed, then this could be achieved via the use of a generative
adversarial network (GAN)2 [9] that has been trained to model the distributions of each class.
2A GAN is a network specifically designed to provide inputs for another network. A classification network tries to learn
the boundary between classes, whereas a GAN tries to learn the distribution of individual classes.
10 Rob Ashmore, Radu Calinescu, and Colin Paterson
Although the preceding paragraphs have surveyed multiple methods, understanding complete-
ness across the operational domain remains an open challenge (DM04 in Table 2).
Completeness across the F space can be understood by systematically examining the system ar-
chitecture to identify failures that could affect the model’s input. Note that the system architecture
may protect the model from the effects of some failures: for example, the system may not present
the model with images from a camera that has failed its built-in test. In some cases it may be pos-
sible to collect samples that relate to particular failures. However, for reasons of cost, practicality
and safety, augmentation is likely to be needed to achieve suitable completeness of this space [6].
Finding verifiable ways of achieving this augmentation is an open challenge (DM05 in Table 2).
Understanding completeness across the adversarial domain A involves checking: the model’s
susceptibility to known ways of generating adversarial examples [61, 115, 158, 179]; and its be-
haviour when presented with inputs crafted to achieve some other form of behaviour, for example,
a not-a-number (NaN) error. Whilst they are useful, both of these methods are subject to the “un-
known unknowns” problem. More generally, demonstrating completeness across the adversarial
domain is an open challenge (DM06 in Table 2).
4.4.3 Balanced. This property is concerned with the distribution of the data set, viewed from an
internal perspective. Initially, it is easiest to think about balance solely from the perspective of
supervised classification, where a key consideration is the number of samples in each class. If this
is unbalanced then simple measures of performance (e.g., classifier accuracy) may be insufficient
[99].
As it only involves counting the number of samples in each class, detecting class imbalance
is straightforward. Its effects can be countered in several ways; for example, in the Model Learn-
ing and Model Verification stages, performance measures can be class-specific, or weighted to
account for class imbalance [63]. Importance weighting can, however, be ineffective for deep net-
works trained for many epochs [24]. Alternatively, or additionally, in the Data Management stage
augmentation can be used to correct (or reduce) the class imbalance, either by oversampling themi-
nority class, or by undersampling the majority class, or using a combination of these approaches3
[99]. If data are being collected from a controlled trial then another approach to addressing class
imbalance is to perform additional collection, targeted towards the minority class.
Class imbalance can be viewed as being a special case of rarity [172]. Another way rarity can
manifest is through small disjuncts, which are small, isolated regions of the input domain that
contain a single class. Analysis of single-class regions [11] can inform the search for small disjuncts,
as can EDA and expertise in the intended operational domain. Nevertheless, finding small disjuncts
remains an open challenge (DM07 in Table 2).
Class imbalance can also be viewed as a special case of a phenomenon that applies to all ML
approaches: feature imbalance. Suppose we wish to create amodel that applies to people of all ages.
If almost all of our data relate to people between the ages of 20 and 40, we have an imbalance in this
feature. Situations like this are not atypical when data is collected from volunteers. Detecting such
imbalances is straightforward; understanding their influence on model behaviour and correcting
for them are both open challenges (DM08 and DM09 in Table 2).
4.4.4 Accurate. Recall that this property is concerned with measurement (and measurement-like)
issues. If sensors are used to record information as part of data collection then both sensor precision
and accuracy need to be considered. If either of these is high, there may be benefit in augmenting
the collected data with samples drawn from a distribution that reflects precision or accuracy errors.
3Note that the last two approaches involve removing samples (corresponding to the majority class) from the data set; this
differs from the normal view whereby augmentation increases the number of samples in the data set.
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The actual value of a feature is often unambiguously defined [153]. However, in some cases this
may not be possible: for example, is a person walking astride a bicycle a pedestrian or a cyclist?
Consequently, labelling discrepancies are likely, especially when labels are generated by humans.
Preventing, detecting and resolving these discrepancies is an open challenge (DM10 in Table 2).
The data collection process should generally be documented in a way that accounts for potential
weaknesses in the approach. If the process uses manual recording of information, we would expect
steps to be taken to ensure attention does not waver and records are accurate. Conversely, if the
data collection process uses logging software, confidence that this software is behaving as expected
should be obtained, e.g. using traditional approaches for software quality [75, 142].
This notion of correct behaviour applies across all software used in the Data Management stage
(and to all software used in the ML lifecycle). Data collection software may be relatively simple,
merely consisting of an automatic recording of sensed values. Alternatively, it may be very com-
plex, involving a highly-realistic simulation of the intended operational domain. The amount of
evidence needed to demonstrate correct behaviour is related to the complexity of the software.
Providing sufficient evidence for a complex simulation is an open challenge (DM11 in Table 2).
Given their importance, data sets should be protected against unintentional and unauthorised
changes. Methods used in traditional software development (e.g., [75, 142]) may be appropriate for
this task, but they may be challenged by the large volume and by the non-textual nature of many
of the data sets used in ML.
4.5 Summary and Open Challenges
Table 1 summarises the assurance methods that can be applied during the Data Management stage.
For ease of reference, themethods are presented in the order theywere introduced in the preceding
discussion. Methods are also matched to activities and desiderata.
Table 1 shows that there are relatively few methods associated with the preprocessing activ-
ity. This may be because preprocessing is, inevitably, problem-specific. Likewise, there are few
methods associated with the Accurate desideratum. This may reflect the widespread use of com-
monly available data sets (e.g., ImageNet [39] and MNIST) within the research literature, which
de-emphasises issues associated with data collection and curation, like Accuracy.
Open challenges associated with the Data Management stage are shown in Table 2. The rel-
evance and nature of these challenges have been established earlier in this section. For ease of
reference, each challenge is matched to the artefact desideratum that it is most closely related to.
It is apparent that, with the exception of understanding the effect of feature imbalance on model
performance, these open challenges do not relate to the core process of learning a model. As such,
they emphasise important areas that are insufficiently covered in the research literature. Examples
include being able to demonstrate: that the model is sufficiently secure—from a cyber perspective
(open challenge DM01); that the data are fit-for-purpose (DM02, DM03); that the data cover oper-
ational, failure and adversarial domains (DM04, DM05, DM06); that the data are balanced, across
and within classes (DM07, DM08, DM09); that manual data collection has not been compromised
(DM10); and that simulations are suitably detailed and representative of the real world (DM11).
5 MODEL LEARNING
The Model Learning stage of the ML lifecycle is concerned with creating a model, or algorithm,
from the data presented to it. A good model will replicate the desired relationship between inputs
and outputs present in the training set, and will satisfy non-functional requirements such as pro-
viding an output within a given time and using an acceptable amount of computational resources.
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Table 1. Assurance methods for the Data Management stage
Associated activities† Supported desiderata‡
Method Collection Preprocess. Augment. Analysis Relevant Complete Balanced Accurate
Use trusted data sources, with
data-transit integrity guarantees
✔ ★
Experimental design [85], [144] ✔ ✔ ★ ★ ✩
Simulation verification and
validation [147]
✔ ★ ✩ ✩
Exploratory data analysis [164] ✔ ★ ★
Use adversarial examples [123] ✔ ✩ ★
Include a “dustbin” class [1] ✔ ✩ ★
Remove unwanted bias [15] ✔ ✔ ★ ✩
Compare sampling density [17] X ✔ ★ ✩
Identify empty and single-class
regions [96], [11]
X ✔ ★ ✩
Use situation coverage [5] ✔ ★
Examine system failure cases ✔ ★
Oversampling& undersampling [99] ✔ ★ ★
Check for within-class [76] and
feature imbalance
✔ ★
Use a GAN [9] ✔ ★ ✩
Augment data to account for sensor
errors
X ✔ ✩ ★
Confirm correct soware behaviour
[75], [142]
X ✔ ✔ X ✩ ★ ✩ ✩
Use documented processes ✔ ✔ ✔ ✔ ✩ ★
Apply configuration management
[75], [142]
✔ ✔ ✔ ✔ ✩ ★
†
✔ = activity that the method is typically used in;X= activity that may use the method
‡
★ = desideratum supported by the method; ✩ = desideratum partly supported by the method
Table 2. Open challenges for the assurance concerns associated with the Data Management (DM) stage
ID Open Challenge Desideratum (Section)
DM01 Detecting backdoors in data
Relevant (Section 4.4.1)DM02 Demonstrating synthetic data appropriateness to the operational domain
DM03 Detecting and correcting for data leakage
DM04 Measuring completeness with respect to the operational domain
Complete (Section 4.4.2)DM05 Deriving ways of drawing samples from the failure domain
DM06 Measuring completeness with respect to the adversarial domain
DM07 Finding small disjuncts, especially for within-class imbalances
Balanced (Section 4.4.3)DM08 Understanding the effect of feature imbalance on model performance
DM09 Correcting for feature imbalance
DM10 Maintaining consistency across multiple human collectors/preprocessors
Accurate (Section 4.4.4)
DM11 Verifying the accuracy of a complex simulation
5.1 Inputs and Outputs
The key input artefact to this stage is the training data set produced by the Data Management
stage. The key output artefacts are a machine-learnt model for verification in the next stage of the
ML lifecycle and a performance deficit report used to inform remedial data management activities.
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5.2 Activities
5.2.1 Model Selection. This activity decides the model type, variant and, where applicable, the
structure of the model to be produced in the Model Learning stage. Numerous types of ML models
are available [14, 150], including multiple types of classification models (which identify the cate-
gory that the input belongs to), regression models (which predict a continuous-valued attribute),
clustering models (which group similar items into sets), and reinforcement learning models (which
provide an optimal set of actions, i.e. a policy, for solving, for instance, a navigation or planning
problem).
5.2.2 Training. This activity optimises the performance of the ML model with respect to an objec-
tive function that reflects the requirements for the model. To this end, a subset of the training data
is used to find internal model parameters (e.g., the weights of a neural network, or the coefficients
of a polynomial) that minimise an error metric for the given data set. The remaining data (i.e, the
validation set) are then used to assess the ability of the model to generalise. These two steps are
typically iterated many times, with the training hyperparameters tuned between iterations so as
to further improve the performance of the model.
5.2.3 Hyperparameter Selection. This activity is concerned with selecting the parameters associ-
ated with the training activity, i.e., the hyperparameters. Hyperparameters control the effective-
ness of the training process, and ultimately the performance of the resulting model [129]. They
are so critical to the success of the ML model that they are often deemed confidential for mod-
els used in proprietary systems [169]. There is no clear consensus on how the hyperparameters
should be tuned [101]. Typical options include: initialisation with values offered by ML frame-
works; manual configuration based on recommendations from literature or experience; or trial
and error [129]. Alternatively, the tuning of the hyperparameters can itself be seen as a machine
learning task [71, 178].
5.2.4 Transfer Learning. The training of complex models may require weeks of computation on
many GPUs [62]. As such, there are clear benefits in reusing ML models across multiple domains.
Even when a model cannot be transferred between domains directly, one model may provide a
starting point for training a second model, significantly reducing the training time. The activity
concerned with reusing models in this way is termed transfer learning [60].
5.3 Desiderata
From an assurance viewpoint, the models generated by the Model Learning stage should exhibit
the key properties described below:
(1) Performant—This property considers quantitative performancemetrics applied to the model
when deployed within a system. These metrics include traditional ML metrics such as classi-
fication accuracy, ROC and mean squared error, as well as metrics that consider the system
and environment into which the models are deployed.
(2) Robust—This property considers the model’s ability to performwell in circumstances where
the inputs encountered at run time are different to those present in the training data. Ro-
bustness may be considered with respect to environmental uncertainty, e.g. flooded roads,
and system-level variability, e.g. sensor failure.
(3) Reusable—This property considers the ability of a model, or of components of a model, to
be reused in systems for which they were not originally intended. For example, a neural
network trained for facial recognition in an authentication system may have features which
can be reused to identify operator fatigue.
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(4) Interpretable—This property considers the extent to which the model can produce artefacts
that support the analysis of its output, and thus of any decisions based on it. For example,
a decision tree may support the production of a narrative explaining the decision to hand
over control to a human operator.
5.4 Methods
This section considers each of the four desiderata in turn. Methods applicable during each of the
Model Learning activities, in order to help achieve each of the desired properties, are discussed.
5.4.1 Performant. An ML model is performant if it operates as expected according to a measure
(or set of measures) that captures relevant characteristics of the model output. Many machine
learning problems are phrased in terms of objective functions to be optimized [167], and measures
constructed with respect to these objective functions allowmodels to be compared. Such measures
have underpinning assumptions and limitations which should be fully understood before they are
used to select a model for deployment in a safety-critical system.
The prediction error of a model has three components: irreducible error, which cannot be elim-
inated regardless of the algorithm or training methods employed; bias error, due to simplifying
assumptions intended to make learning the model easier; and variance error, an estimate of how
much the model output would vary if different data were used in the training process. The aim of
training is to minimise the bias and variance errors, and therefore the objective functions reflect
these errors. The objective functionsmay also contain simplifying assumptions to aid optimization,
and these assumptions must not be present when assessing model performance [58].
Performancemeasures for classifiers, including accuracy, precision, recall (sensitivity) and speci-
ficity, are often derived from their confusion matrix [58, 118, 154]. Comparingmodels is not always
straightforward, with different models showing superior performance against different measures.
Composite metrics [58, 154] allow for a trade-off between measures during the training process.
The understanding of evaluationmeasures has improved over the past two decades but areas where
understanding is lacking still exist [52].While using a single, scalarmeasure simplifies the selection
of a “best” model and is a common practice [46], the ease with which such performance measures
can be produced has led to over-reporting of simple metrics without an explicit statement of their
relevance to the operating domain. Ensuring that reportedmeasures convey sufficient contextually
relevant information remains an open challenge (challenge ML01 from Table 4).
Aggregated measures cannot evaluate models effectively except in the simplest scenarios, and
the operating environment influences the required trade-off between performance metrics. The
receiver operator characteristic (ROC) curve [131] allows for Pareto-optimal model selection us-
ing a trade-off between the true and false positive rates, while the area under the ROC curve
(AUC) [21] assesses the sensitivity of models to changes in operating conditions. Cost curves [46]
allow weights to be associated with true and false positives to reflect their importance in the oper-
ating domain. Where a single classifier cannot provide an acceptable trade-off, models identified
using the ROC curve may be combined to produce a classifier with better performance than any
single model, under real-world operating conditions [130]. This requires trade-offs to be decided
at training time, which is unfeasible for dynamic environments and multi-objective optimisation
problems. Developing methods to defer this decision until run-time is an open challenge (ML02 in
Table 4).
Whilst the measures presented thus far give an indication of the performance of the model
against data sets, they do not encapsulate the users’ trust in a model for a specific, possibly rare,
operating point. The intuitive certainty measure (ICM) [165] is a mechanism to produce an esti-
mate of how certain an ML model is for a specific output based on errors made in the past. ICM
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compares current and previous sensor data to assess similarity, using previous outcomes for simi-
lar environmental conditions to inform trust measures. Due to the probabilistic nature of machine
learning [118], models may also be evaluated using classical statistical methods. These methods
can answer several key questions [112]: (i) given the observed accuracy of a model, how well is it
likely to estimate unseen samples? (ii) if a model outperforms another for a specific dataset, how
likely is it to be more accurate in general? and (iii) what is the best way to learn a hypothesis from
limited data?
Methods are also available to improve the performance of the ML models. Ensemble learn-
ing [145] combines multiple models to produce a model whose performance is superior to that
of any of its constituent models. The aggregation of models leads to lower overall bias and to a
reduction in variance errors [58]. Bagging and boosting [143] can improve the performance of en-
semble models further. Bagging increases model diversity by selecting data subsets for the training
of each model in the ensemble. After an individual model is created, boosting identifies the sam-
ples for which the model performance is deficient, and increases the likelihood of these samples
being selected for subsequent model training. AdaBoost [55], short for Adaptive Boosting, is a
widely used boosting algorithm reported to have solved many problems of earlier boosting algo-
rithms [54]. Where the training data are imbalanced, the SMOTE boosting algorithm [30] may be
employed.
The selection and optimization of hyperparameters [58] has a significant impact on the per-
formance of models [169]. Given the large number of hyperparameters, tuning them manually is
typically unfeasible. Automated optimization strategies are employed instead [71], using methods
that include grid search, random search and latin hypercube sampling [88]. Evolutionary algo-
rithms may also be employed for high-dimensional hyperparameter spaces [178]. Selecting the
most appropriate method for hyperparameter tuning in a given context and understanding the
interaction between hyperparameters and model performance [101] represent open challenges
(ML03 and ML04 in Table 4, respectively). Furthermore, there are no guarantees that a tuning
strategy will continue to be optimal as the model and data on which it is trained evolve.
When models are updated (or learnt) at run-time, the computational power available may be
a limiting factor. While computational costs can be reduced by restricting the complexity of the
models selected, this typically leads to a reduction in model performance. As such, a trade-off
may be required when computational power is at a premium. For deep learning, which requires
significant computational effort, batch normalization [73] can lower the computational cost of
learning by tackling the problem of vanishing/exploding gradients in the training phase.
5.4.2 Robust. Training optimizes models with respect to an objective function using the data in
the training set. The aim of the model learning process, however, is to produce a model which
generalises to data not present in the training set but which may be encountered in operation.
Increasing model complexity generally reduces training errors, but noise in the training data
may result in overfitting and in a failure of the model to generalise to real-world data.When choos-
ing between competingmodels onemethod is then to prefer simple models (Ockham’s razor) [143].
The ability of the model to generalise can also be improved by using k-fold cross-validation [60].
This method partitions the training data into k non-overlapping subsets, with k−1 subsets used
for training and the remaining subset used for validation. The process is repeated k times, with a
different validation subset used each time, and an overall error is calculated as the mean error over
the k trials. Other methods to avoid overfitting include gathering more training data, reducing the
noise present in the training set, and simplifying the model [58].
Data augmentation (Section 4.2.3) can improve the quality of training data and improve robust-
ness of models [86]. Applying transformations to images in the input space may produce models
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which are robust to changes in the position and orientation of objects in the input space [58] whilst
photometric augmentation may increase robustness with respect to lighting and colour [160]. For
models of speech, altering the speed of playback for the training set can increase model robust-
ness [86]. Identifying the best augmentation methods for a given context can be difficult, and
Antoniou et al. [9] propose an automated augmentation method that uses generative adversarial
networks to augment datasets without reference to a contextual setting. These methods require
the identification of all possible deviations from the training data set, so that deficiencies can be
compensated through augmentation. Assuring the completeness of (augmented) data sets has al-
ready been identified as an open challenge (DM02 in Table 2). Even when a data set is complete,
the practice of reporting aggregated generalisation errors means that assessing the impact of each
type of deviation on model performance is challenging. Indeed, the complexity of the open en-
vironments in which most safety-critical systems operate means that decoupling the effects of
different perturbations on model performance remains an open challenge (ML05 in Table 4).
Regularization methods are intended to reduce a model’s generalization error but not its train-
ing error [60, 143], e.g., by augmenting the objective function with a term that penalises model
complexity. The ℓ0, ℓ1 or ℓ2 norm are commonly used [118], with the term chosen based on the
learning context and model type. The ridge regression [58] method may be used for models with
low bias and high variance. This method adds a weighted term to the objective function which
aims to keep the weights internal to the model as low as possible. Early stopping [128] is a sim-
ple method that avoids overfitting by stopping the training if the validation error begins to rise.
For deep neural networks, dropout [67, 155] is the most popular regularization method. Dropout
selects a different subsets of neurons to be ignored at each training step. This makes the model
less reliant on any one neuron, and hence increases its robustness. Dropconnect [168] employs
a similar technique to improve the robustness of large networks by setting subsets of weights in
fully connected layers to zero. For image classification tasks, randomly erasing portions of input
images can increase the robustness of the generated models [184] by ensuring that the model is
not overly reliant on any particular subset of the training data.
Robustness with respect to adversarial perturbations for image classification is problematic for
deep neural networks, even when the perturbations are imperceptible to humans [158] or the
model is robust to random noise [50]. Whilst initially deemed a consequence of the high non-
linearity of neural networks, recent results suggest that the “success” of adversarial examples is due
to the low flexibility of classifies, and affects classification models more widely [49]. Adversarial
robustness may therefore be considered as a measure of the distinguishability of a classifier.
Ross and Doshi-Velez [140] introduced a batch normalization method that penalises parameter
sensitivity to increase robustness to adversarial examples. This method adds noise to the hidden
units of a deep neural network at training time, can have a regularization effect, and sometimes
makes dropout unnecessary [60]. Although regularization can improve model robustness with-
out knowledge of the possible deviations from the training data set, understanding the nature of
robustness in a contextually meaningful manner remains an open challenge (ML06 in Table 4).
5.4.3 Reusable. Machine learning is typically computationally expensive, and repurposing mod-
els from related domains can reduce the cost of training newmodels. Transfer learning [173] allows
for a model learnt in one domain to be exploited in a second domain, as long as the domains are
similar enough so that features learnt in the source domain are applicable to the target domain.
Where this is the case, all or part of a model may be transferred to reduce the training cost.
Convolutional neural networks (CNN) are particularly suited for partial model transfer [58]
since the convolutional layers encode features in the input space, whilst the fully connected lay-
ers encode reasoning based on those features. Thus, a CNN trained on human faces is likely to
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have feature extraction capabilities to recognise eyes, noses, etc. To train a CNN from scratch for
a classifier that considers human faces is wasteful if a CNN for similar tasks already exists. By tak-
ing the convolutional layers from a source model and learning a new set of weights for the fully
connected set of layers, training times may be significantly reduced [70, 122]. Similarly, transfer
learning has been shown to be effective for random forests [151, 156], where subsets of trees can be
reused. More generally, the identification of “similar” operational contexts is difficult, and defin-
ing a meaningful similarity measure in high-dimensional spaces is an open challenge (ML07 in
Table 4).
Even with significant differences between the source and target domains, an existing model may
be valuable. Initialising the parameters of a model to be learnt using values obtained in a similar
domain may greatly reduce training times, as shown by the successful use of transfer learning in
the classification of sentiments, human activities, software defects, and multi-language texts [173].
Since using pre-existing models as the starting point for a new problem can be so effective, it
is important to have access to models previously used to tackle problems in related domains. A
growing number ofmodel zoos [58] containing such models are being set up bymany core learning
technology platforms [114], as well as by researchers and engineers [113].
Transfer learning resembles software component reuse, and may allow the reuse of assurance
evidence about ML models across domains, as long as the assumptions surrounding the assurance
are also transferable between the source and target domains. However, a key aspect in the assur-
ance of components is that they should be reproducible and, at least for complex (deep)MLmodels,
reproducing the learning process is rarely straightforward [167]. Indeed, reproducing ML results
requires significant configuration management, which is often overlooked by ML teams [180].
Another reason for caution when adopting third-party model structures, weights and processes
is that transfer learning can also transfer failures and faults from the source to the target do-
main [62]. Indeed, ensuring that existing models are free from faults is an open challenge (ML08
in Table 4).
5.4.4 Interpretable. For many critical domains where assurance is required, it is essential that ML
models are interpretable. ‘Interpretable’ and ‘explainable’ are closely related concepts, with ‘inter-
pretable’ used in the ML community and ‘explainable’ preferred in the AI community [2]. We use
the term ‘interpretable’ when referring to properties of machine learnt models, and ‘explainable’
when systems features and contexts of use are considered.
Interpretable models aid assurance by providing evidence which allows for [2, 94, 97]: justifying
the results provided by a model; supporting the identification and correction of errors; aiding
model improvement; and providing insight with respect to the operational domain.
The difficulty of providing interpretable models stems from their complexity. By restricting
model complexity one can produce models that are intrinsically interpretable; however, this of-
ten necessitates a trade-off with model accuracy.
Methods which aid in the production of interpretable models can be classified by the scope of
the explanations they generate. Global methods generate evidence that apply to a whole model,
and support design and assurance activities by allowing reasoning about all possible future out-
comes for the model. Local methods generate explanations for an individual decision, and may be
used to analyse why a particular problem occurred, and to improve the model so future events
of this type are avoided. Methods can also be classified as model-agnostic and model-specific [2].
Model-agnostic methods are mostly applicable post-hoc (after training), and include providing nat-
ural language explanations [93], using model visualisations to support understanding [105], and
explaining by example [3]. Much less common, model-specific methods [2] typically provide more
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detailed explanations, but restrict the users’ choice of model, and therefore are only suited if the
limitations of the model(s) they can work with are acceptable.
Despite significant research into interpretable models, there are no global methods providing
contextually relevant insights to aid human understanding for complex ML models (ML09 in Ta-
ble 4). In addition, although several post-hoc localmethods exist, there is no systematic approach to
infer global properties of the model from local cases. Without such methods, interpretable models
cannot aid structural model improvements and error correction at a global level (ML10 in Table 4).
5.5 Summary and Open Challenges
Table 3 summaries the assurance methods applicable during the Model Learning stage. The meth-
ods are presented in the order that they are introduced in the preceding discussion, and are
matched to the activities with which they are associated and to the desiderata that they support.
The majority of these methods focus on the performance and robustness of ML models. Model
reusability and interpretability are only supported by a few methods that typically restrict the
types of model that can be used. This imbalance reflects the different maturity of the research on
the four desiderata, with the need for reuse and interpretability arising more prominently after
the recent advances in deep learning and increases in the complexity of ML models.
Open challenges for the assurance of the Model Learning stage are presented in Table 4, organ-
ised into categories based on the most relevant desideratum for each challenge. The importance
and nature of these challenges have been established earlier in this section. A common theme
across many of these challenges is the need for integrating concerns associated with the operating
context into the Machine Learning stage (open challengesML01, ML03, ML05, ML06,ML07). Open
challenges also exist in the evaluation of performance of models with respect to multi-objective
evaluation criteria (ML02); understanding the link between model performance and hyperparam-
eter selection (ML04) and ensuring that where transfer learning is adopted that existing models
are free from errors (ML08). While there has been a great deal of research focused on interpretable
models, methods which apply globally to complex models (ML09) are still lacking. Where local ex-
planations are provided, methods are needed to extract global model properties from them (ML10).
6 MODEL VERIFICATION
The Model Verification stage of the ML lifecycle is concerned with the provision of auditable evi-
dence that a model will continue to satisfy its requirements when exposed to inputs which are not
present in the training data.
6.1 Inputs and Outputs
The key input artefact to this stage is the trained model produced by theModel Learning stage. The
key output artefacts are a verified model, and a verification result that provides sufficient informa-
tion to allow potential users to determine if the model is suitable for its intended application(s).
6.2 Activities
6.2.1 Requirement Encoding. This activity involves transforming requirements into both tests and
mathematical properties, where the latter can be verified using formal techniques. Requirements
encoding requires a knowledge of the application domain, such that the intent which is implicit in
the requirements may be encoded as explicit tests and properties. A knowledge of the technology
which underpins the model is also required, such that technology-specific issues may be assessed
through the creation of appropriate tests and properties.
Assuring the Machine Learning Lifecycle: Desiderata, Methods, and Challenges 19
Table 3. Assurance methods for the Model Learning stage
Associated activities† Supported desiderata‡
Model Training Hyperparam. Transfer Performant Robust Reusable Interpretable
Method Selection Selection Learning
Use appropriate performance
measures [52, 167]
X ✔ ★ ★
Statistical tests [112, 118] X ✔ ★
Ensemble Learning [145] ✔ ✔ ✔ ★ ★
Optimise
hyperparameters [71, 178]
✔ ✔ ★ ★
Batch Normalization [73] ✔ ✔ ★ ★
Prefer simpler models [3, 143] ✔ X ✩ ★ ✩
Augment training data ✔ ★ ★
Regularization methods [58] ✔ ✔ ★
Use early stopping ✔ ✔ ★
Use models that intrinsically
support reuse [2]
✔ ✔ ★ ✩
Transfer Learning [173] ✔ X ✔ ★ ✩
Use model zoos [58] ✔ X ✔ ★
Post-hoc interpretability
methods [3, 93, 105]
✔ ★
†
✔ = activity that the method is typically used in; X= activity that may use the method
‡
★ = desideratum supported by the method; ✩ = desideratum partly supported by the method
Table 4. Open challenges for the assurance concerns associated with the Model Learning (ML) stage
ID Open Challenge Desideratum (Section)
ML01 Selecting measures which represent operational context
Performant (Section 5.4.1)
ML02 Multi-objective performance evaluation at run-time
ML03
Using operational context to inform hyperparameter-tuning
strategies
ML04
Understanding the impact of hyperparameters on model
performance
ML05 Decoupling the effects of perturbations in the input space
Robust (Section 5.4.2)
ML06 Inferring contextual robustness from evaluation metrics
ML07 Identifying similarity in operational contexts
Reusable (Section 5.4.3)
ML08 Ensuring existing models are free from faults
ML09 Global methods for interpretability in complex models
Interpretable (Section 5.4.4)
ML10 Inferring global model properties from local cases
6.2.2 Test-Based Verification. This activity involves providing test cases (i.e., specially-formed in-
puts or sequences of inputs) to the trained model and checking the outputs against predefined
expected results. A large part of this activity involves an independent examination of properties
considered during the Model Learning stage (cf. Section 5), especially those related to the Perfor-
mant andRobust desiderata. In addition, this activity also considers test completeness, i.e., whether
the set of tests exercised the model and covered its input domain sufficiently. The latter objective
is directly related to the Complete desideratum from the Data Management stage (cf. Section 4).
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6.2.3 Formal Verification. This activity involves the use of mathematical techniques to provide
irrefutable evidence that the model satisfies formally-specified properties derived from its require-
ments. Counterexamples are typically provided for properties that are violated, and can be used
to inform further iterations of activities from the Data Management and Model Learning stages.
6.3 Desiderata
In order to be compelling, the verification results (i.e., the evidence) generated by the Model Veri-
fication stage should exhibit the following key properties:
• Comprehensive—This property is concerned with the ability of Model Verification to cover:
(i) all the requirements and operating conditions associated with the intended use of the
model; and (ii) all the desiderata from the previous stages of the ML lifecycle (e.g., the com-
pleteness of the training data, and the robustness of the model).
• Contextually Relevant—This desideratum considers the extent to which test cases and for-
mally verified properties can be mapped to contextually meaningful aspects of the system
that will use the model. For example, for a model used in an autonomous car, robustness
with respect to image contrast is less meaningful than robustness to variation in weather
conditions.
• Comprehensible—This property considers the extent to which verification results can be un-
derstood by those using them in activities ranging from data preparation and model develop-
ment to system development and regulatory approval. A clear link should exist between the
aim of the Model Verification and the guarantees it provides. Limitations and assumptions
should be clearly identified, and results that show requirement violations should convey
sufficient information to allow the underlying cause(s) for the violations to be fixed.
6.4 Methods
6.4.1 Comprehensive. Compared to traditional software the dimension and potential testing space
of an ML model is typically much larger [22]. Ensuring that model verification is comprehensive
requires a systematic approach to identify faults due to conceptual misunderstandings and faults
introduced during the Data Management and Model Learning activities.
Conceptual misunderstandings may occur during the construction of requirements. They im-
pact both Data Management and Model Learning, and may lead to errors that include: data that
are not representative of the intended operational environment; loss functions that do not capture
the original intent; and design trade-offs that detrimentally affect performance and robustness
when deployed in real-world contexts. Independent consideration of requirements is important in
traditional software but, it could be argued, it is even more important forML because the associated
workflow includes no formal, traceable hierarchical requirements decomposition [12].
Traditional approaches to safety-critical software development distinguish between normal test-
ing and robustness testing [142]. The former is concerned with typical behaviour, whilst the latter
tries to induce undesirable behaviour on the part of the software. In terms of the spaces discussed
in Section 4, normal testing tends to focus on the operational domain, O; it can also include aspects
of the failure domain, F , and the adversarial domain, A. Conversely, robustness testing utilises
the entire input domain, I, including, but not limited to, elements of F andA. Robustness testing
for traditional software is informed by decades of accumulated knowledge on typical errors (e.g.,
numeric overflow and buffer overruns). Whilst a few typical errors have also been identified for
ML (e.g., overfitting and backdoors [32]), the knowledge about such errors is limited and rarely
accompanied by an understanding of how these errors may be detected and corrected. Developing
this knowledge is an open challenge (challenge MV01 in Table 6).
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Coverage is an important measure for assessing the comprehensiveness of software testing. For
traditional software, coverage focuses on the structure of the software. For example, statement cov-
erage or branch coverage can be used as a surrogate for measuring how much of the software’s
behaviour has been tested. However, measuring ML model coverage in the same way is not infor-
mative: achieving high branch coverage for the code that implements a neuron activation function
tells little, if anything, about the behaviour of the trained network. For ML, test coverage needs
to be considered from the perspectives of both data and model structure. The methods associated
with the Complete desiderata from the Data Management stage can inform data coverage. In addi-
tion, model-related coverage methods have been proposed in recent years [103, 124, 157], although
achieving high coverage is generally unfeasible for large models due to the high dimensionality of
their input and feature spaces. Traditional software testing employs combinatorial testing to miti-
gate this problem, and DeepCT [102] provides combinatorial testing for deep-learning models.
However, whilst these methods provide a means of measuring coverage, the benefits of achiev-
ing a particular level of coverage are not clear. Put another way, we understand the theoretical
value of increased data coverage, but its empirical utility has not been demonstrated. As such, it is
impossible to define coverage thresholds that should be achieved. Indeed, it is unclear whether a
generic threshold is appropriate, orwhether coverage thresholds are inevitably application specific.
Consequently, deriving a set of coverage measures that address both data andmodel structure, and
demonstrating their practical utility remains an open challenge (MV02 in Table 6).
The susceptibility of neural networks to adversarial examples is well known, and can be miti-
gated using formal verification. Satisfiability modulo theory (SMT) is one method of ensuring lo-
cal adversarial robustness by providing mathematical guarantees that, for a suitably-sized region
around an input-space point, the same decision will always be returned [69]. The AI2 method [57]
also assesses regions around a decision point. Abstract interpretation is used to obtain over-app-
roximations of behaviours in convolutional neural networks that utilise the rectified linear unit
(ReLU) activation function. Guarantees are then provided with respect to this over-approximation.
Bothmethods are reliant on the assumptions of proximity and smoothness. Proximity concerns the
notion that two similar inputs will have similar outputs, while smoothness assumes that the model
smoothly transitions between values [166]. However, without an understanding of the model’s
context, it is difficult to ascertain whether two inputs are similar (e.g., based on a meaningful dis-
tance metric), or to challenge smoothness assumptions when discontinuities are present in the
modelled domain. In addition, existing ML formal verification methods focus on neural networks
rather than addressing the wide variety of ML models. Extending these methods to other types of
models represents an open challenge (MV03 in Table 6).
Test-based verification may include use of a simulation to generate test cases. In this case, appro-
priate confidence needs to be placed in the simulation. For normal testing, the simulation-related
concepts discussed in Section 4 (e.g., verification and validation) are relevant. If the term ‘simula-
tion’ is interpreted widely, then robustness testing could include simulations that produce pseudo-
random inputs (i.e., fuzzing), or simulations that try to invoke certain paths within the model
(i.e., guided fuzzing [121]). In these cases, we need confidence that the ‘simulation’ is working as
intended (verification), but we do not need it to be representative of the real world (validation).
While most research effort has focused on the verification of neural networks, there has been
some work undertaken to address the problem of verifying other model types. The relative struc-
tural simplicity of Random Forests makes them an ideal candidate for systems where verification
is required. They too suffer from combinatorial explosion, and so systematic methods are required
to provide guarantees of model performance. The VoRF (Verifier of Random Forests) method [163]
achieves this by partitioning the input domain and exploring all path combinations systematically.
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Last but not least, the model verification must extend to any ML libraries or platforms used in
the Model Learning stage. Errors in this software are difficult to identify, as the iterative nature of
model training and parameter tuning can mask software implementation errors. Proving the cor-
rectness of ML libraries and platforms requires program verification techniques to be applied [152].
6.4.2 Contextually Relevant. Requirement encoding should consider how the tests and formal
properties constructed for verification map to context. This is particularly difficult for high-di-
mensional problems such as those tackled using deep neural networks. Verification methods that
assess model performancewith respect to proximity and smoothness are mathematically provable,
but defining regions around a point in space does little to indicate the types of real-world pertur-
bation that can, or cannot, be tolerated by the system (and those that are likely, or unlikely, to
occur in reality). As such, mapping requirements to model features is an open challenge (MV04 in
Table 6).
Depending on the intended application, Model Verification may need to explicitly consider un-
wanted bias. In particular, if the context of model use includes a legally-protected characteristic
(e.g., age, race or gender) then considering bias is a necessity. As discussed in Section 4.4.1, there
are several ways this can be achieved, and an industry-ready toolkit is available [15].
Contextually relevant verification methods such as DeepTest [162] and DeepRoad [181] have
been developed for autonomous driving. DeepTest employs neuron coverage to guide the gener-
ation of tests cases for ML models used in this application domain. Test cases are constructed as
contextually relevant transformations of the data set, e.g., by adding synthetic but realistic fog and
camera lens distortion to images. DeepTest leverages principles of metamorphic testing, so that
even when the valid output for a set of inputs is unknown it can be inferred from similar cases
(e.g., an image with and without camera lens distortion should return the same result). DeepRoad
works in a similar way, but generates its contextually relevant images using a generative adversar-
ial network. Thesemethods work for neural networks used in autonomous driving, but developing
a general framework for synthesizing test data for other contexts is an open challenge (MV05 in
Table 6).
Although adversarial examples are widely used to verify the robustness of neural networks,
they typically disregard the semantics and context of the system into which the ML model will be
deployed. Semantic adversarial deep learning [45] is a method that avoids this limitation through
considering the model context explicitly, first by using input modifications informed by contextual
semantics (much like DeepTest and DeepRoad), and second by using system specifications to assess
the system-level impact of invalid model outputs. By identifying model errors that lead to system
failures, the latter technique aids the model repair and re-design.
The verification of reinforcement learning [166] requires a number of different features to be
considered. When Markov decision process (MDP) models of the environment are devised by do-
main experts, the MDP states are nominally associated with contextually-relevant operating states.
As such, systems requirements can be encoded as properties in temporal logics and probabilistic
model checkers may be used to provide probabilistic performance guarantees [107]. When these
models are learnt from data, it is difficult to map model states to real-world contexts, and con-
structing meaningful properties is an open challenge (MV06 in Table 6).
6.4.3 Comprehensible. The utility of Model Verification is enhanced if its results provide infor-
mation that aids the fixing of any errors identified by the test-based and formal verification of
ML models. One method that supports the generation of comprehensible verification results is
to use contextually relevant testing criteria, as previously discussed. Another method is to use
counterexample-guided data augmentation [44]. For traditional software, the counterexamples
provided by formal verification guide the eradication of errors by pointing to a particular block
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of code or execution sequence. For ML models, with ground-truth labels by using systematic tech-
niques to cover the modification space. Error tables are then created for all counterexamples, with
table columns associated to input features (e.g., car model, environment or brightness for an image
classifier used in autonomous driving). The analysis of this table can then provide a comprehensi-
ble explanation of failures, e.g., “The model does not identify white cars driving away from us on
forest roads” [44]. These explanations support further data collection or augmentation in the next
iteration of the ML workflow. In contrast, providing comprehensible results is much harder for
formal verification methods that identify counterexamples based on proximity and smoothness;
mapping such counterexamples to guide remedial actions remains an open challenge (MV07 in
Table 6).
While adding context to training data helps inform how Data Management activities should be
modified to improve model performance, no analogousmethods exist for adjustingModel Learning
activities (e.g., model and hyperparameter selection) in light of verification results. In general,
defining a general method for performance improvement based on verification results is an open
challenge (MV08 in Table 6).
The need for interpretable models is widely accepted; it is also an important part of verification
evidence, being comprehensible to people not involved in the ML workflow. However, verifying
that a model is interpretable is non-trivial, and a rigorous evaluation of interpretability is neces-
sary. Doshi-Velez and Kim [42] suggest three possible approaches to achieving this verification:
Application grounded, which involves placing the explanations into a real application and letting
the end user test it; Human grounded, which uses lay humans rather than domain experts to test
more general forms of explanation; and Functionally grounded, which uses formal definitions to
evaluate the quality of explanations without human involvement.
6.5 Summary and Open Challenges
Table 5 summarises the assurance methods that can be applied during theModel Verification stage,
listed in the order in which they were introduced earlier in this section. We note that the test-based
verification methods outnumber the methods that use formal verification. Furthermore, the test-
based methods are model agnostic, while the few formal verification methods that exist are largely
restricted to neural networks and, due to their abstract nature, do little to support context or com-
prehension. Finally, the majority of the methods are concerned with the Comprehensive desider-
atum, while the Contextually Relevant and Comprehensible desiderata are poorly supported.
The open challenges for the assurance of the Model Verification stage are presented in Table 6.
Much of the existing research for the testing and verification of ML models has focused on neural
networks. Providing methods for other ML models remains an open challenge (MV03). A small
number of typical errors have been identified but more work is required to develop methods for
the detection and prevention of such errors (MV01). Measures of testing coverage are possible for
ML models, however, understanding the benefits of a particular coverage remains an open chal-
lenge (MV02). Mapping model features to context presents challenges (MV04, MV06) both in the
specification of requirements which maintain original intent and in the analysis of complex mod-
els. Furthermore, where context is incorporated into synthetic testing, this is achieved on a case by
case basis and no general framework for such testing yet exists (MV05). Finally, although formal
methods started to appear for the verification of ML models, they return counterexamples that
are difficult to comprehend and cannot inform the actions that should be undertaken to improve
model performance (MV07, MV08).
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Table 5. Assurance methods for the Model Verification stage
Associated activities† Supported desiderata‡
Requirement Test-Based Formal Compre- Contextually Compre-
Method Encoding Verification Verification hensive Relevant hensible
Independent derivation of test cases ✔ X X ★
Normal and robustness tests [142] X ✔ ★
Measure data coverage ✔ ★ ✩
Measure model coverage [103, 124, 157] ✔ ★ ✩
Guided fuzzing [121] ✔ ★
Combinatorial Testing [102] ✔ ★
SMT solvers [69] ✔ ★
Abstract Interpretation [57] ✔ ★
Generate tests via simulation ✔ ★ ✩ ✩
Verifier of Random Forests [163] ✔ ★
Verification of ML Libraries [152] ✔ ★
Check for unwanted bias [15] ✔ ★
Use synthetic test data [162] ✔ ✔ ★ ★ ✩
Use GAN to inform test generation [181] ✔ ★ ★
Incorporate system level semantics [45] ✔ ✔ ★ ★ ✩
Counterexample-guided data
augmentation [44]
✔ ★ ✩ ★
Probabilistic verification [166] ✔ ★
Use confidence levels [45] ✔ X ✩ ★
Evaluate interpretability [42] ✔ ✔ ★ ★
†
✔ = activity that the method is typically used in;X= activity that may use the method
‡
★ = desideratum supported by the method; ✩ = desideratum partly supported by the method
Table 6. Open challenges for the assurance concerns associated with the Model Verification (MV) stage
ID Open Challenge Desideratum (Section)
MV01 Understanding how to detect and protect against typical errors Comprehensive
MV02 Test coverage measures with theoretical and empirical justification (Section 6.4.1)
MV03 Formal verification for ML models other than neural networks
MV04 Mapping requirements to model features Contextually Relevant
MV05 General framework for synthetic test generation (Section 6.4.2)
MV06
Mapping of model-free reinforcement learning states to real-world
contexts
MV07 Using proximity and smoothness violations to improve models Comprehensible
MV08 General methods to inform training based on performance failures (Section 6.4.3)
7 MODEL DEPLOYMENT
The aim of the MLworkflow is to produce a model to be used as part of a system. How the model is
deployed within the system is a key consideration for an assurance argument. The last part of our
survey focuses on the assurance of this deployment: we do not cover the assurance of the overall
system, which represents a vast scope, well beyond what can be accomplished within this paper.
7.1 Inputs and Outputs
The key input artefacts to this stage of the ML lifecycle are a verified model and associated verifi-
cation evidence. The key output is that model, suitably deployed within a system.
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7.2 Activities
7.2.1 Integration. This activity involves integrating the ML model into the wider system architec-
ture. This requires linking system sensors to the model inputs. Likewise, model outputs need to
be provided to the wider system. A significant integration-related consideration is protecting the
wider system against the effects of the occasional incorrect output from the ML model.
7.2.2 Monitoring. This activity considers the following types of monitoring associated with the
deployment of an ML-developed model within a safety-critical system:
(1) Monitoring the inputs provided to the model. This could, for example, involve checking
whether inputs are within acceptable bounds before they are provided to the ML model.
(2) Monitoring the environment in which the system is used. This type of monitoring can be
used, for example, to check that the observed environment matches any assumptions made
during the ML workflow [8].
(3) Monitoring the internals of the model. This is useful, for example, to protect against the
effects of single event upsets, where environmental effects result in a change of state within
a micro-electronic device [159].
(4) Monitoring the output of the model. This replicates a traditional system safety approach in
which a high-integrity monitor is used alongside a lower-integrity item.
7.2.3 Updating. Similarly to software, deployed ML models are expected to require updating dur-
ing a system’s life. This activity relates tomanaging and implementing these updates. Conceptually
it also includes, as a special case, updates that occur as part of online learning (e.g., within the im-
plementation of an RL-based model). However, since they are intimately linked to the model, these
considerations are best addressed within the Model Learning stage.
7.3 Desiderata
From an assurance perspective, the deployed ML model should exhibit the following key proper-
ties:
• Fit-for-Purpose—This property recognises that the MLmodel needs to be fit for the intended
purpose within the specific system context. In particular, it is possible for exactly the same
model to be fit-for-purpose within one system, but not fit-for-purpose within another. Es-
sentially, this property adopts a model-centric focus.
• Tolerated—This property acknowledges that it is typically unreasonable to expectMLmodels
to achieve the same levels of reliability as traditional (hardware or software) components.
Consequently, if ML models are to be used within safety-critical systems, the wider system
must be able to tolerate the occasional incorrect output from the ML model.
• Adaptable—This property is concerned with the ease with which changes can be made to
the deployed ML model. As such, it recognises the inevitability of change within a software
system; consequently, it is closely linked to the updating activity described in Section 7.2.3.
7.4 Methods
This section considers each of the three desiderata in turn. Methods that can be applied during
each Model Deployment activity, in order to help achieve the desired property, are discussed.
7.4.1 Fit-for-Purpose. In order for an ML model to be fit-for-purpose within a given system de-
ployment, there must be confidence that the performance observed during the Model Verification
stage is representative of the deployed performance. This confidence could be negatively impacted
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by changes in computational hardware between the various stages of the ML lifecycle, e.g., differ-
ent numerical representations can affect accuracy and energy use [66]. Issues associated with spe-
cialised hardware (e.g., custom processors designed for AI applications) may partly be addressed
by suitable on-target testing (i.e., testing on the hardware used in the system deployment).
Many safety-critical systems need to operate in real time. For these systems, bounding theworst-
case execution time (WCET) of software is important [174]. However, the structure of many ML
models means that a similar level of computational effort is required, regardless of the input. For
example, processing an input through a neural network typically requires the same number of
neuron activation functions to be calculated. In these cases, whilst WCET in the deployed context
is important, the use of ML techniques introduces no additional complexity into its estimation.
Differences between the inputs received during operational use and those provided during train-
ing and verification can result in levels of deployed performance that are very different to those
observed during verification. There are several ways these differences can arise:
(1) Because the training (and verification) data were not sufficiently representative of the oper-
ational domain [35]. This could be a result of inadequate training data (specifically, the O
subset referred to in Section 4), or it could be a natural consequence of a system being used
in a wider domain than originally intended.
(2) As a consequence of failures in the subsystems that provide inputs to the deployedMLmodel
(this relates to the F subset). Collecting, and responding appropriately to, health manage-
ment information for relevant subsystems can help protect against this possibility.
(3) As a result of deliberate actions by an adversary (which relates to the A subset) [61], [158].
(4) Following changes in the underlying process to which the data are related. This could be a
consequence of changes in the environment [4]. It could also be a consequence of changes
in the way that people, or other systems, behave; this is especially pernicious when those
changes have arisen as a result of people reacting to the model’s behaviour.
The notion of the operational input distribution being different from that represented by the
training data is referred to as distribution shift [116]. Most measures for detecting this rely on
many operational inputs being available (e.g., [171]). A box-based analysis of training data may
allow detection on an input-by-input basis [11]. Nevertheless, especially for high-dimensional data
[133], timely detection of distribution shift is an open challenge (MD01 in Table 8).
In order to demonstrate that a deployed model continues to remain fit-for-purpose, there needs
to be a way of confirming that the model’s internal behaviour is as designed. Equivalently, the
provision of some form of built-in test (BIT) is helpful. A partial solution involves re-purposing
traditional BIT techniques, including: watchdog timers [126], to provide confidence software is
still executing; and behavioural monitors [83], to provide confidence software is behaving as ex-
pected (e.g., it is not claiming an excessive amount of system resources). However, these general
techniques need to be supplemented by approaches specifically tailored for ML models [149].
For an ML model to be usable within a safety-critical system, its output must be explainable.
As discussed earlier, this is closely related to the Interpretable desideratum, discussed in Section 5.
We also note that the open challenge relating to the global behaviour of a complex model (ML09
in Table 4) is relevant to the Model Deployment stage.
In order to support post-accident, or post-incident, investigations, sufficient information needs
to be recorded to allow the ML model’s behaviour to be subsequently explained. As a minimum,
model inputs should be recorded; if the model’s internal state is dynamic, then this should also
be recorded. Furthermore, it is very likely that accident, or incident, investigation data will have
to be recorded on a continual basis, and in such a way that it will usable after a crash and is
protected against inadvertent (or deliberate) alteration. Understanding what information needs to
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be recorded, at what frequency and for how long it needs to be maintained is an open challenge
(MD02 in Table 8).
7.4.2 Tolerated. To tolerate occasional incorrect outputs from a deployed ML model, the system
needs to do two things. Firstly, it needs to detect when an output is incorrect. Secondly, it needs to
replace the incorrect output with a suitable value to allow system processing activities to continue.
An ML model may produce an incorrect output when used outside the intended operational
environment. This could be detected by monitoring for distribution shift, as indicated in the pre-
ceding section, possibly alongside monitoring the environment. An incorrect output may also be
produced if the model is provided with inappropriate inputs. Again, this could be detected by mon-
itoring for distribution shift or by monitoring the health of the system components that provide
inputs to the model. More generally, a minimum equipment list should be defined. This list should
describe the equipment that must be present and functioning correctly to allow safe use of the sys-
tem [117]. This approach can also protect the deployed ML model against system-level changes
that would inadvertently affect its performance.
It may also be possible for the ML model to calculate its own ‘measure of confidence’, which
could be used to support the detection of an incorrect output. The intuitive certainty measure
(ICM) has been proposed [165], but this requires a distance metric to be defined on the input
domain, which can be difficult. More generally, deriving an appropriate measure of confidence is
an open challenge (MD03 in Table 8).
Another way of detecting incorrect outputs involves comparing them with ‘reasonable’ values.
This could, for example, take the form of introducing a simple monitor, acting directly on the
output provided by the ML model [20]. If the monitor detects an invalid output then the model is
re-run (with the same input, if the model is non-deterministic, or with a different input). Defining a
monitor that protects safety is possible [104], but providing sufficient protection yet still allowing
the ML model sufficient freedom in behaviour, so that the benefits of using an ML-based approach
can be realised, is an open challenge (MD04 in Table 8).
The difficulty with defining a monitor may be overcome by using multiple, ‘independent’ ML
models, along with an ‘aggregator’ that combines their multiple outputs into a single output . This
can be viewed as an ML-based implementation of the concept of n-version programming [31]. The
approach has some similarity to ensemble learning [145], but its motivation is different: ensem-
ble learning aims to improve performance in a general sense, while using multiple, independent
models as part of a system architecture aims to protect against the consequences of a single model
occasionally producing an incorrect output. Whilst this approach may have value, it is not clear
how much independence can be achieved, especially if models are trained from data that have a
common generative model [48]. Consequently, understanding the level of independence that can
be introduced into models trained on the same data is an open challenge (MD05 in Table 8).
If an incorrect output is detected then, as noted above, a replacement value needs to be provided
to the rest of the system. This could be provided by a software component developed and verified
using traditional techniques [28, 65]. Alternatively, a fixed ‘safe’ value or the ‘last-good’ output
provided by the ML model could be used. In this approach, a safety switch monitors the output
from theMLmodel. If this is invalid then the switch is thrown and the output from the ‘alternative’
approach is used instead. This assumes that an invalid output can be detected and, furthermore,
that a substitute, potentially suboptimal, output can be provided in such cases.
The monitor, aggregator and switch model-deployment architectures could readily accommo-
date human interaction. For example, a human could play the role of a monitor, or that allocated
to traditional software (e.g., when an autonomous vehicle hands control back to a human driver).
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7.4.3 Adaptable. Like all software, a deployed ML model would be expected to change during the
lifetime of the system in which it is deployed. Indeed, the nature of ML, especially the possibility
of operational systems capturing data that can be used to train subsequent versions of a model,
suggests that ML models may change more rapidly than is the case for traditional software.
A key consideration when allowing ML models to be updated is the management of the change
from an old version of a model to a new version. Several approaches can be used for this purpose:
(1) Placing the system in a ‘safe state’ for the duration of the update process. In the case of
an autonomous vehicle, this state could be stationary, with the parking brake applied, with
no occupants and with all doors locked. In addition, updates could be restricted to certain
geographic locations (e.g., the owner’s driveway or the supplier’s service area).
(2) If it is not feasible, or desirable, for the system to be put into a safe state then an alternative
is for the system to run two identical channels, one of which is ‘live’ and the other of which
is a ‘backup’. The live model can be used whilst the backup is updated. Once the update is
complete, the backup can become live and the other channel can be updated.
(3) Another alternative is to use an approach deliberately designed to enable run-time code
replacement (or ‘hot code loading’). This functionality is available, e.g., within Erlang [27].
ML model updating resembles the use of field-loadable software in the aerospace domain [142].
As such, several considerations are common to both activities: detecting corrupted or partially
loaded software; checking compatibility; and preventing inadvertent triggering of the loading func-
tion. Approaches for protecting against corrupted updates should cover inadvertent data changes
and deliberate attacks aiming to circumvent this protection [111].
In the common scenario where multiple instances of the same system have be deployed (e.g.,
when a manufacturer sells many units of an autonomous vehicle or medical diagnosis system)
updates need to be managed at the “fleet” level. There may, for example, be a desire to gradually
roll out an update so that its effects can be measured, taking due consideration of any ethical issues
associated with such an approach.More generally, there is a need tomonitor and control fleet-wide
diversity [13]. Understanding how best to do this is an open challenge (MD06 in Table 8).
7.5 Summary and Open Challenges
Table 7 summarises assurance methods associated with the Model Deployment stage, matched
to the associated activities and desiderata. The table shows that only two methods support the
activity of updating an MLmodel. This may reflect the current state of the market for autonomous
systems: there are few, if any, cases where a manufacturer has a large number of such systems
in operational use. Given the link between the updating activity and the Adaptable desideratum,
similar reasons may explain the lack of methods to support an adaptable system deployment.
The open challenges associated with the System Deployment stage (Table 8) include: concerns
that extend to the Model Learning and Model Verification stages, e.g., providing measures of
confidence (MD03); concerns that relate to system architectures, e.g., detecting distribution shift
(MD01), supporting incident investigations (MD02), providing suitably flexible monitors (MD04)
and understanding independence (MD05); and concerns that apply to system “fleets” (MD06).
8 CONCLUSION
Recent advances in machine learning underpin the development of many successful systems. ML
technology is increasingly at the core of sophisticated functionality provided by smart devices,
household appliances and online services, often unbeknownst to their users. Despite the diversity
of these ML applications, they share a common characteristic: none is safety critical. Extending the
success ofmachine learning to safety-critical systems holds great potential for application domains
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Table 7. Assurance methods for the Model Deployment stage
Associated activities† Supported desiderata‡
Method Integration Monitoring Updating Fit-for-Purpose Tolerated Adaptable
Use the same numerical precision for training
and operation
✔ ★
Establish WCET [174] ✔ ★ ✩
Monitor for distribution shi [116], [11] X ✔ ★ ★
Implement general BIT [126], [83], [149] ✔ ✔ ★ ★
Explain an individual output [136] X ✔ ★
Record information for post-accident (or
post-incident) investigation
✔ ★
Monitor the environment [8] ✔ ★ ★
Monitor health of input-providing
subsystems
✔ ★ ★
Provide a confidence measure [165] ✔ ✔ ★
Use an architecture that tolerates incorrect
outputs [20], [28], [31]
✔ ★
Manage the update process [142] X ✔ ★
Control fleet-wide diversity [13] ✔ ★
†
✔ = activity that the method is typically used in;X= activity that may use the method
‡
★ = desideratum supported by the method; ✩ = desideratum partly supported by the method
Table 8. Open challenges for the assurance concerns associated with the Model Deployment (MD) stage
ID Open Challenge Desideratum (Section)
MD01 Timely detection of distribution shi, especially for high-dimensional data sets Fit-for-Purpose
(Section 7.4.1)MD02 Information recording to support accident or incident investigation
MD03 Providing a suitable measure of confidence in ML model output
Tolerated (Section 7.4.2)MD04 Defining suitably flexible safety monitors
MD05
Understanding the level of independence that can be introduced into models
trained on the same data
MD06 Monitoring and controlling fleet-wide diversity Adaptable (Section 7.4.3)
ranging from healthcare and transportation to manufacturing, but requires the assurance of the
ML models deployed within such systems. Our paper explained that this assurance must cover all
stages of the ML lifecycle, defined assurance desiderata for each such stage, surveyed the methods
available to achieve these desiderata, and highlighted remaining open challenges.
For the Data Management stage, our survey shows that a wide range of data collection, prepro-
cessing, augmentation and analysis methods can help ensure thatML training and verification data
sets are Relevant, Complete, Balanced and Accurate. Nevertheless, further research is required to
devise methods capable of demonstrating that these data are sufficiently secure, fit-for-purpose
and, when simulation is used to synthesise data, that simulations are suitably realistic.
The Model Learning stage has been the focus of tremendous research effort, and a vast array of
model selection and learning methods are available to support the development of Performant and
RobustMLmodels. In contrast, there is a significant need for additional hyperparameter selection
and transfer learning methods, and for research into ensuring that ML models are Reusable and
Interpretable, in particular through providing context-relevant explanations of behaviour.
Assurance concerns associated with the Model Verification stage are addressed by numerous
test-based verification methods and by a small repertoire of recently introduced formal verifica-
tion methods. The verification results provided by these methods are often Comprehensive (for
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the ML model aspects being verified) and, in some cases, Contextually Relevant. However, there
are currently insufficient methods capable of encoding the requirements of the model being veri-
fied into suitable tests and formally verifiable properties. Furthermore, ensuring that verification
results are Comprehensible is still very challenging.
The integration and monitoring activities from the Model Deployment stage are supported by
a sizeable set of methods that can help address the Fit-for-Purpose and Tolerated desiderata of
deployed ML models. These methods are often inspired by analogous methods for the integration
and monitoring of software components developed using traditional engineering approaches. In
contrast, MLmodel updating using data collected during operation has no clear software engineer-
ing counterpart. As such, model updating methods are scarce and typically unable to provide the
assurance needed to deploy ML models that are Adaptable within safety-critical systems.
This brief summary shows that considerable research is still needed to address outstanding as-
surance concerns associated with every stage of theML lifecycle. In general, using ML components
within safety-critical systems poses numerous open challenges. At the same time, the research re-
quired to address these challenges can build on a promising combination of rigorous methods
developed by several decades of sustained advances in machine learning, in software and systems
engineering, and in assurance development.
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