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Abstract
We consider a system of nonlocal equations driven by a perturbed periodic poten-
tial. We construct multibump solutions that connect one integer point to another
one in a prescribed way. In particular, heteroclinc, homoclinic and chaotic trajec-
tories are constructed.
This is the first attempt to consider a nonlocal version of this type of dynamical
systems in a variational setting and the first result regarding symbolic dynamics in
a fractional framework.
1. Introduction
Goal of this paper is to construct heteroclinic and multibumps orbits for a class of systems of
integrodifferential equations. The forcing term of the equation comes from a multiwell potential
(for simplicity, say periodic and centered at integer points, though more general potential with a
discrete set of minima may be similarly taken into account).
The solutions constructed connect the equilibria of the potential in a rather arbitrary way and
thus reveal a chaotic behavior of the problem into consideration.
More precisely, the mathematical framework that we consider is the following. Given s ∈ (1
2
, 1
)
,
we consider an interaction kernel K : R→ [0,+∞], satisfying the structural assumptions K(−x) =
K(x),
(1.1)
θ0 (1− s) χ[−ρ0,ρ0](x)
|x|1+2s 6 K(x) 6
Θ0 (1− s)
|x|1+2s
for some ρ0 ∈ (0, 1] and Θ0 > θ0 > 0, and
(1.2) |∇K(x)| 6 Θ1|x|2+2s
for some Θ1 > 0.
We consider1 the energy associated to such interaction kernel: namely, for any measurable
function Q : R→ Rn, with n ∈ N, n > 1, we define
(1.3) E(Q) :=
∫∫
R×R
K(x− y) ∣∣Q(x)−Q(y)∣∣2 dx dy.
Our goal is to take into account the (possibly nonlinear) integrodifferential equation satisfied by
the critical points of E.
For this, given an interval J ⊆ R, a measurable function Q : R → Rn, with E(Q) < +∞,
and f ∈ L1(J,Rn) we say that Q is a solution of
(1.4) L(Q)(x) + f(x) = 0
if
(1.5) 2
∫∫
R×R
K(x− y) (Q(x)−Q(y)) · (ψ(x)− ψ(y)) dx dy + ∫
R
f(x) · ψ(x) dx = 0,
1Of course, for a fixed s ∈ ( 12 , 1), the quantity (1− s) in (1.1) does not play any role, since it can be reabsorbed
into θ0 and Θ0. The advantage of extrapolating this quantity explicitly is that, in this way, all the quantities
involved in this paper will be bounded uniformly as s → 1, i.e., fixed s0 ∈
(
1
2 , 1
)
and given any s ∈ [s0, 1), the
constants will depend only on s0, and not explicitly on s. This technical improvement plays often an important
role in the study of nonlocal equations, see e.g. [CS11], and allows us to comprise the classical case of the second
derivative as a limit case of our results.
1
2for any ψ ∈ C∞0 (J,Rn). We remark that (1.4) provides a single equation for n = 1 and a system2
of equations for n > 2.
In the strong version, the operator L(Q) may be interpreted as the integrodifferential operator
4
∫
R
K(x− y) (Q(x)−Q(y)) dy,
with the singular integral taken in its principal value sense.
The prototype of the interaction kernel that we have in mind is K(x) := 1−s|x|1+2s . In this case, the
operator L(Q) in (1.4) is (up to multiplicative constants) the fractional Laplacian (−∆)sQ.
The setting considered in (1.1) is very general, since it comprises possibly nonlinear operators,
which are not necessarily homogeneous or isotropic.
The particular equation that we consider in this paper is
(1.6) L(Q)(x) + a(x)∇W (Q(x)) = 0 for any x ∈ R.
We suppose that W ∈ C1,1(Rn) and that it is periodic of period 1, that is W (τ + ζ) = W (τ) for
any τ ∈ Rn and ζ ∈ Zn.
We also assume that the minima of W are attained at the integers: namely we suppose that
(1.7) W (ζ) = 0 for any ζ ∈ Zn and that W (τ) > 0 for any τ ∈ Rn \ Zn.
Also, we suppose that the minima of W are “nondegenerate”. More precisely, we assume that
there exist r ∈ (0, 1/4], c0 ∈ (0, 1) and C0 ∈ (1,+∞) such that
(1.8) c0 |τ |2 6 W (τ) 6 C0 |τ |2 for any τ ∈ Br.
These assumptions on W are indeed rather general and fit into the well-established theory of
multiwell potentials.
The function a can be considered as a perturbation of the potential, and many structural results
hold under the basic conditions that a ∈ C1(R) with a′ ∈ L∞(R), and that there exist a ∈ (0, 1)
and a ∈ (1,+∞) such that
(1.9) a 6 a(x) 6 a for any x ∈ R.
On the other hand, to construct unstable orbits, one also assumes that a satisfies a “nondegeneracy
condition”. Several general hypotheses on a could be assumed for this scope (see e.g. page 227
in [RCZ00]), but, to make a simple and concrete example, we stick to the case in which
(1.10) a(x) := a1 + a2 cos(εx),
with ε > 0 to be taken suitably small and a1 > a2 (to be consistent with (1.9) one can take a1 :=
(a+ a)/2 and a2 := (a− a)/2).
Notice that when ε = 0, the perturbation function a reduces to a constant and thus it has no
effect on the structure of the solutions of (1.6). On the other hand, we will show that for small ε
the perturbation a produces a variety of geometrically very different solutions. Namely, under the
conditions above, we construct solutions of (1.6) which connect chains of integers, thus proving a
sort of “chaotic” behavior for this type of solutions (roughly speaking, the sequences of integers can
be arbitrarily prescribed in a given class, thus providing a “symbolic dynamics”). The behavior of
this chaotic trajectories is depicted in Figure 1.
More precisely, the main result that we prove in this paper is the following:
2As a matter of fact, we observe that, with minor modifications of our methods, one can also consider the case
in which each equation of the system is driven by an integrodifferential operator of different order.
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Figure 1. A chaotic trajectory.
Theorem 1.1. Let ζ1 ∈ Zn and N ∈ N. There exist ζ2, . . . , ζN ∈ Zn and b1, . . . , b2N−2 ∈ R,
with bi+1 > bi + 3 for all i = 1, . . . , 2N − 3, and a solution Q∗ of (1.6) such that
lim
x→−∞
Q∗(x) = ζ1,
sup
x∈(−∞,b1]
|Q∗(x)− ζ1| 6 1
4
,
sup
x∈[b2i,b2i+1]
|Q∗(x)− ζi+1| 6 1
4
for all i = 1, . . . , N − 2,
sup
x∈[b2N−2,+∞)
|Q∗(x)− ζN | 6 1
4
and lim
x→+∞
Q∗(x) = ζN .
More quantitative versions of Theorem 1.1 will be given in the forthcoming Theorems 8.4 and 9.3.
The result contained in Theorem 1.1 may be seen as the first attempt in the literature to deal with
heteroclinic, homoclinic and chaotic orbits for systems of equations driven by fractional operators
(as a matter of fact, to the best of our knowledge, Theorem 1.1 is new even in the case of a single
equation with the fractional Laplacian).
For local equations, the study of these types of orbits has a long and celebrated tradition and
the nonlocal counterpart of Theorem 1.1 is a celebrated result in [Rab89] (see also [CZR91, Se´r92,
Rab94, Rab94, Bes95, Max97, Rab97, BM97, BB98, ABM99, RCZ00, Rab00] and the references
therein for important related results).
We point out that the nonlocal character of the equation generates several difficulties in the
construction of the connecting orbits, since all the variational methods available in the literature
are deeply based on the possibility of “glueing” trajectories to provide admissible competitors. Of
course, in the nonlocal case this glueing procedure is more problematic, since the energy is affected
by the nonlocal interactions.
In the nonlocal case, as far as we know, multibump solutions have not been studied in the existing
literature. In the homogeneous case, heteroclinic solutions have been constructed in [PSV13, CS14,
CP15], but the methods used there do not easily extend to inhomogeneous cases (since sliding
4methods and extension techniques are taken into account) and cannot lead to the construction of
chaotic trajectories.
Also, in the framework of the existing literature, this paper is the first attempt to combine the
very prolific variational techniques used in dynamical systems to construct special types of orbits
with the abundant new tools arising in the study of nonlocal integrodifferential equations.
In this sense, we are also confident that the results of this paper can be stimulating for both
the scientific communities in dynamical systems and in partial differential equations and they can
trigger new research in this field in the near future.
From the point of view of the applications, for us, one of the main motivations for studying
nonlocal variational problems as in (1.6) came from similar equations arising in the study of atom
dislocations in crystals and in nonlocal phase transition models, see e.g. [GM06, MP12, GM12,
DFV14, DPV15, PV15a, PV15b] and [SV12, PSV13, CS14, CP15].
Important connections between nonlocal diffusion and dynamical systems occur also in several
other areas of contemporary research, such as in plasma physics, see e.g. [dCN06].
The rest of the paper is organized as follows. In Section 2 we collect some simple technical
lemmata and in Section 3 we introduce the basic regularity estimates needed for our purposes.
Then, in Section 4, we develop the theory of the nonlocal glueing arguments. In a sense, this
part contains the many novelties with respect to the classical case, since the classical variational
methods fully exploit several glueing arguments that are very sensitive to the local behavior of the
energy functional.
The use of the glueing results is effectively implemented in Section 5, which contains the new
notion of clean intervals and clean points in this framework. Roughly speaking, in the classical
case, having two trajectories that meet allows simple glueing methods to work in order to construct
competitors. In our case, to perform the glueing methods, we need to attach the trajectories in an
“almost tangent” way, and keeping the trajectories close in Lipschitz norm for a sufficiently large
interval. This phenomenon clearly reflects the nonlocal character of the problem and requires the
definitions and methods introduced in this section.
In Section 6 we develop the minimization theory for the nonlocal energy under consideration.
Differently from the classical case, this part has to join a suitable regularity theory, in order to
obtain uniform estimates on the nonlocal terms of the energy.
The stickiness properties of the energy minimizers (i.e., the fact that minimizing orbits stay close
to the integer points once they get sufficiently close to them) is then discussed in Section 7. This
property is based on the comparison of the energy with suitable competitors and thus it requires
the nonlocal glueing arguments introduced in Section 4 and the notion of clean intervals given in
Section 5.
Section 8 deals with the construction of heteroclinic orbits: namely, for any integer point, we
define the set of admissible integers that can be connected with the first one by a heteroclinic orbit
(indeed, we will show that this admissible family contains at least two elements).
In Section 9, we complete the proof of Theorem 1.1 by constructing the desired chaotic orbits.
2. Toolbox
This section collects some auxiliary lemmata needed for the proofs of the main theorem. An
ancillary tool for these results is the basic theory of the fractional Sobolev spaces. In our setting,
given an interval J ⊆ R, we will consider the so-called Gagliardo seminorm of a measurable
5function Q : R→ Rn, given by
[Q]Hs(J) :=
(
(1− s)
∫∫
J×J
|Q(x)−Q(y)|2
|x− y|1+2s dx dy
) 1
2
and the complete fractional norm, given by
‖Q‖Hs(J) := [Q]Hs(J) + ‖Q‖L2(J).
We also denote by |J | the length of the interval J . It is useful to observe that E(Q) controls the
Gagliardo seminorm, namely, by (1.1),
if |J | 6 ρ0 then E(Q) >
∫∫
J×J
K(x− y) ∣∣Q(x)−Q(y)∣∣2 dx dy
>
∫∫
J×J
θ0 (1− s)
∣∣Q(x)−Q(y)∣∣2
|x− y|1+2s dx dy = θ0 [Q]
2
Hs(J)
and so ‖Q‖Hs(J) 6
(
θ−10 E(Q)
) 1
2 + ‖Q‖L∞(J).
(2.1)
In this framework, we recall a Ho¨lder embedding result that is uniform as s→ 1:
Lemma 2.1. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). Let J ⊂ R be an interval of length 1. Then, there
exists S0 > 0, possibly depending on n and s0, such that for any Q : J → Rn we have that
(2.2) [Q]
C0,s−
1
2 (J)
6 S0 [Q]Hs(J).
The proof of Lemma 2.1 follows the classical ideas of [Cam63] and can be found essentially
in many textbooks. In any case, since we need here to check that the constants are uniform
in s ∈ [s0, 1) (recall the footnote on page 1) and this detail is often omitted in the existing
literature, for completeness we give a selfcontained proof of Lemma 2.1 in Appendix A.
Now we define the energy functional
(2.3) I(Q) := E(Q) +
∫
R
a(x)W (Q(x)) dx,
where E(Q) is the “free energy” introduced in (1.3).
In the next result we compute how much the energy charges “long” trajectories:
Lemma 2.2. Let ζ = (ζ1, . . . , ζn) ∈ Zn, x0 ∈ R and Q = (Q1, . . . , Qn) : R → Rn be a measurable
function such that Q(x) ∈ Br(ζ) for any x 6 x0. Assume that I(Q) < +∞ and
(2.4) sup
x∈R
|Qi(x)− ζi| > ν,
for some ν ∈ N, ν > 1 and i ∈ {1, . . . , n}. Then
I(Q) > E(Q) + 2`Q a ν inf
dist (τ, Zn)>1/4
W (τ),
where r and a are as in (1.8) and (1.9), and
(2.5) `Q := min
ρ02 ,
 1
4S0
(
θ−10 E(Q)
) 1
2
 22s−1
 .
Proof. Up to reordering the components of Q, we may suppose that i = 1. Also, by a translation,
we may assume that ζ = 0.
6By (2.1), we find that [Q]Hs(J) 6
(
θ−10 E(Q)
) 1
2 , for any interval J with |J | 6 ρ0. Consequently,
by scaling Lemma 2.1, we obtain that [Q]
C0,s−
1
2 (J)
is bounded by S0
(
θ−10 E(Q)
) 1
2 for any interval J
with |J | 6 ρ0.
In particular, |Q1| is a continuous curve, which, by (2.4), connects 0 with ν and so it passes
through all the points of the form 1
2
+m, for any m ∈ {0, . . . , ν − 1}. More explicitly, we can say
that there exists Xm such that |Q1(Xm)| = 12 +m, for all m ∈ {0, . . . , ν − 1}. This says that
(2.6) Q1(Xm) ∈ 1
2
+ Z.
Let now `Q be as in (2.5). Then, for any x ∈ [Xm − `Q, Xm + `Q],
|Q1(x)−Q1(Xm)| 6 S0
(
θ−10 E(Q)
) 1
2 `
s− 1
2
Q 6
1
4
,
and so, by (2.6),
dist
(
Q1(x),
1
2
+ Z
)
6 1
4
,
which gives that
dist
(
Q1(x), Z
)
> 1
4
> r,
for any x ∈ [Xm − `Q, Xm + `Q]. Thus, writing τ = (τ1, . . . , τn) and recalling (1.7),
W (Q(x)) > inf
dist (τ1, Z)>1/4
W (τ),
for any x ∈ [Xm − `Q, Xm + `Q]. As a consequence,
I(Q) > E(Q) +
ν−1∑
m=0
∫ Xm+`Q
Xm−`Q
a(x)W (Q(x)) dx
> E(Q) + 2`Q a ν inf
dist (τ1, Z)>1/4
W (τ)
> E(Q) + 2`Q a ν inf
dist (τ, Zn)>1/4
W (τ),
as desired. 
3. A bit of regularity theory
Goal of this section is to establish the following regularity result for solutions of (1.6) that are
close to an integer in large intervals, with uniform estimates as s→ 1:
Lemma 3.1. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1).
Let T > 32, ρ > 0, Mo > 0, ζ ∈ Zn. Let Q ∈ L∞(R,Rn) be a solution of
L(Q)(x) + a(x)∇W (Q(x)) = 0
in [−2T, 2T ], with E(Q) + ‖Q‖L∞(R,Rn) 6Mo.
Suppose that
(3.1) Q(x) ∈ Bρ(ζ) for any x ∈ [−2T, 2T ].
Then
‖Q‖C0,1([−T/16,T/16]) 6 CMo (1− s)
T 2s
+ Cρ,
with C > 0 depending on n, s0 and on the structural constants of the kernel and the potential.
7Proof. Up to a translation, we assume that ζ = 0, hence (3.1) becomes
(3.2) |Q(x)| 6 ρ for any x ∈ [−2T, 2T ].
We let τo ∈ C∞0 ([−1, 1], [0, 1]) be such that τo(x) = 1 for any x ∈
[−1
2
, 1
2
]
. We define τ(x) :=
τo(x/T ) and u(x) := τ(x)Q(x). Notice that, by (3.2),
(3.3) |u(x)| 6 ρ for any x ∈ R.
By Lemma 2.1, we already know that Q is continuous and so it is also a viscosity solution. Therefore
(see e.g. formula (2.11) in [BPSV14]), we have that, in the viscosity sense,
L(u) = τ L(Q) +QL(τ)−B(Q, τ)
= −τ a∇W (Q) +QL(τ)−B(Q, τ)(3.4)
in [−T, T ], where
B(Q, τ)(x) :=
∫
R
K(x− y) (Q(x)−Q(y))(τ(x)− τ(y)) dy.
We use (1.1) and we notice that, for any x ∈ [−T
4
, T
4
]
,
|B(Q, τ)(x)| =
∣∣∣∣∫
R\[−T/2,T/2]
K(x− y) (Q(x)−Q(y))(τ(x)− τ(y)) dy∣∣∣∣
6 2Mo Θ0 (1− s)
∫
R\[−T/2,T/2]
∣∣τ(x)− τ(y)∣∣
|x− y|1+2s dy
=
2Mo Θ0 (1− s)
T 2s
∫
R\[−1/2,1/2]
∣∣τo(T−1x)− τo(y)∣∣
|T−1x− y|1+2s dy
6 CMo Θ0 (1− s)
T 2s
,
(3.5)
for some C > 0.
Furthermore ∫
R
|τ(x+ y) + τ(x− y)− 2τ(x)|
|y|1+2s dy
=
1
T 2s
∫
R
|τo(T−1x+ y) + τo(T−1x− y)− 2τo(T−1x)|
|y|1+2s dy 6
C
T 2s
hence
(3.6) |QL(τ)| 6 CMo Θ0 (1− s)
T 2s
,
up to renaming C > 0.
Also, we observe that ∇W vanishes in Zn, thanks to (1.7). Thus, if we use (1.8), (1.9) and (3.2),
we see that if x ∈ [−2T, 2T ]
(3.7)
∣∣τ(x) a(x)∇W (Q(x))∣∣ 6 a∣∣∇W (Q(x))−∇W (0)∣∣ 6 a ‖W‖C1,1(Rn) |Q(x)| 6 Cρ,
up to renaming C.
So we define
f := −τ a∇W (Q) +QL(τ)−B(Q, τ)
and we deduce from (3.5), (3.6) and (3.7) that
(3.8) ‖f‖L∞([−T/4,T/4],Rn) 6 CMo Θ0 (1− s)
T 2s
+ Cρ,
8up to renaming C. In addition, by (3.4), we know that
(3.9) L(u) = f
in the sense of viscosity. So, we consider any interval J of length 1 contained in
[−T
8
, T
8
]
, and we
denote by J ′ the dilation of J by a factor 1/2 with respect to the center of the interval. Thanks
to (1.1) and (1.2), we can use Theorem 61 of [CS11] for the equation in (3.9) and obtain that
‖u‖C0,1(J ′) 6 C
(‖u‖L∞(R,Rn) + ‖f‖L∞(J,Rn)).
From this, (3.3) and (3.8), we obtain
‖u‖C0,1(J ′) 6 CMo Θ0 (1− s)
T 2s
+ Cρ,
up to renaming constants, which gives the desired result. 
4. Nonlocal glueing arguments
In the classical case, it is rather standard to glue Sobolev functions that meet at a point. In the
fractional setting this operation is more complicated, since the nonlocal interactions may increase
the energy of the resulting functions. We will provide in the forthcoming Proposition 4.3 a suitable
result which will allow us to use glueing methods.
As a technical point, we remark that we will obtain in these computations very explicit constants
(in particular, we check the independence of the constants from s as s is close to 1).
We first recall a detailed integrability result of classical flavor (with technical and conceptual
differences in our cases; similar results in a more classical framework can be found, for instance, in
Chapter 3 of [McL00]):
Lemma 4.1. Let β ∈ (0,+∞). Let Q : [0,+∞)→ Rn be a measurable function such that
[Q]Hs([0,1)) < +∞ and Q(0) = 0.
Then ∫ +∞
0
x−2s |Q(x)|2 dx
6 Cs
[ ∫ β
0
[∫ x
0
|Q(x)−Q(y)|2
|x− y|1+2s dy
]
dx+
2‖Q‖L∞((0,+∞),Rn)
(2s− 1) β2s−1
]
,
(4.1)
where
(4.2) Cs := 2
(
1 +
4
(2s− 1)2
)
.
For the facility of the reader, we give the proof of Lemma 4.1 in Appendix B.
Remark 4.2. If one formally takes β = +∞ in Lemma 4.1, then (4.1) reads simply
(1− s)
∫ +∞
0
x−2s |Q(x)|2 dx 6 Cs [Q]2Hs([0,+∞).
Following is the nonlocal glueing result which fits for our purposes:
Proposition 4.3. Let T1 ∈ R ∪ {−∞} and T2 ∈ (T1,+∞]. Let x0 ∈ (T1, T2) and
β ∈ (0, min{T2 − x0, x0 − T1}].
9Let L : (T1, x0]→ Rn and R : [x0, T2)→ Rn be measurable functions with∫∫
(T1,x0)2
K(x− y) |L(x)− L(y)|2 dx dy < +∞
and
∫∫
(x0,T2)2
K(x− y) |R(x)−R(y)|2 dx dy < +∞.
(4.3)
Assume that L(x0) = R(x0), and let
V (x) :=
{
L(x) if x ∈ (T1, x0],
R(x) if x ∈ (x0, T2).
Then ∫∫
(T1,T2)2
K(x− y) |V (x)− V (y)|2 dx dy
6
∫∫
(T1,x0)2
K(x− y) |L(x)− L(y)|2 dx dy +
∫∫
(x0,T2)2
K(x− y) |R(x)−R(y)|2 dx dy
+ C˜s (1− s)
[∫ x0
x0−β
(∫ x0
x
|L(x)− L(y)|2
|x− y|1+2s dy
)
dx+
∫ x0+β
x0
(∫ x
x0
|R(x)−R(y)|2
|x− y|1+2s dy
)
dx
]
+
Cˆs (1− s)
β2s−1
[
‖L‖L∞((T1,x0),Rn) + ‖R‖L∞((x0,T2),Rn)
]
,
(4.4)
where
C˜s :=
2Θ0Cs
s
and Cˆs :=
4 Θ0Cs
s (2s− 1) ,
and Cs is given in (4.2).
Remark 4.4. In the spirit of Remark 4.2, we observe that if one takes K(x) := 1−s|x|1+2s , then one
can formally take θ0 = Θ0 = 1 and β = +∞, and also T1 = −∞ and T2 = +∞, hence (4.4) reduces
to
(4.5) [V ]2Hs(R) 6 (1 + C˜s)
(
[L]2Hs((−∞,x0)) + [R]
2
Hs((x0,+∞))
)
,
with
C˜s =
4
s
(
1 +
4
(2s− 1)2
)
.
We stress that formula (4.4) is more complicated, but more precise, than (4.5): for instance, if one
sends s → 1 in (4.4) for a fixed β > 0 and then sends β → 0, one recovers the classical Sobolev
case of functions in H1((T1, T2)), namely that
(4.6) [V ]2H1((T1,T2)) 6 [L]
2
H1((T1,x0))
+ [R]2H1((x0,T2)).
On the other hand, formula (4.5) in itself cannot recover (4.6), since it looses a constant.
In our framework, the possibility of having good control on the constants plays an important
role, for example, in the proof of the forthcoming Proposition 7.1.
Proof of Proposition 4.3. Up to a translation, we assume that x0 = 0 and L(x0) = R(x0) = 0. We
also denote D+ := (0, T2) and D
− := (T1, 0). If T1 6= −∞, we notice that L(T1) may be defined
by uniform continuity, thanks to (4.3) and Lemma 2.1. Thus, we can extend L(x) := L(T1) for
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any x 6 T1. Similarly, if T2 6= +∞, we extend R(x) := R(T2) for any x > T2. In this way, by
Lemma 4.1, ∫
D−
|x|−2s |L(x)|2 dx
6 Cs
[ ∫∫
(−β,0)×(x,0)
|L(x)− L(y)|2
|x− y|1+2s dx dy +
2‖L‖L∞(D−,Rn)
(2s− 1) β2s−1
]
and
∫
D+
|x|−2s |R(x)|2 dx
6 Cs
[∫∫
(0,β)×(0,x)
|R(x)−R(y)|2
|x− y|1+2s dx dy +
2‖R‖L∞(D+,Rn)
(2s− 1) β2s−1
]
,
where Cs is given in (4.2). Therefore, decomposing (T1, T2) into the two intervals D
− and D+, and
recalling (1.1),∫∫
(T1,T2)2
K(x− y) |V (x)− V (y)|2 dx dy
−
∫∫
(D−)2
K(x− y) |L(x)− L(y)|2 dx dy −
∫∫
(D+)2
K(x− y) |R(x)−R(y)|2 dx dy
= 2
∫∫
D−×D+
K(x− y) |L(x)−R(y)|2 dx dy
6 4
∫∫
D−×D+
K(x− y)
(
|L(x)|2 + |R(y)|2
)
dx dy
6 4 Θ0 (1− s)
∫∫
D−×D+
|L(x)|2 + |R(y)|2
|x− y|1+2s dx dy
6 4 Θ0 (1− s)
2s
[∫
D−
|x|−2s|L(x)|2 dx+
∫
D+
|y|−2s|R(y)|2 dy
]
6 2 Θ0 (1− s) Cs
s
[∫∫
(−β,0)×(x,0)
|L(x)− L(y)|2
|x− y|1+2s dx dy
+
∫∫
(0,β)×(0,x)
|R(x)−R(y)|2
|x− y|1+2s dx dy +
2 ‖L‖L∞(D−,Rn)
(2s− 1) β2s−1 +
2 ‖R‖L∞(D+,Rn)
(2s− 1) β2s−1
]
as desired. 
5. A notion of clean intervals and clean points
In the classical case, a standard tool consists in glueing together orbits or linear functions. Due
to the analysis performed in Section 4, we see that the situation in the nonlocal case is rather
different, since the terms “coming from infinity” can produce (and do produce, in general) a
nontrivial contribution to the energy.
To overcome this difficulty, we will need to modify the classical variational tools concerning the
glueing of different orbits and of orbits and linear functions. Namely, in our case, we will always
perform this glueing at some “clean points” that not only produces values of the functions involved
close to the integers, but also that maintains the function close to the integer value in a suitably
large interval. This will allow us to use the regularity theory in Section 3 to see that the glueing
occurs with “almost horizontal” tangent in a large interval and, consequently, to bound uniformly
the nonlocal contributions arising from the nonlocal glueing procedure discussed in Section 4.
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Of course, this part is structurally very different from the classical case and, to this end, we
introduce some new terminology.
Definition 5.1. Given ρ > 0 and Q : R→ Rn, we say that an interval J ⊆ R is a “clean interval”
for (ρ,Q) if |J | > | log ρ| and there exists ζ ∈ Zn such that
sup
x∈J
|Q(x)− ζ| 6 ρ.
Of course, the choice of scaling logarithmically the horizontal length of the interval with respect
to the vertical oscillations in Definition 5.1 is for further computational convenience, and other
choices are also possible (the convenience of this logarithmic choice will be explained in details in
the forthcoming Remark 6.4).
Definition 5.2. If J is a bounded clean interval for (ρ,Q), the center of J is called a “clean point”
for (ρ,Q).
Any sufficiently long interval contains a clean interval, and thus a clean point, according to the
following result:
Lemma 5.3. Let c0 and r be as in (1.8). Let a be as in (1.9) and let J ⊆ R be an interval.
Let Q : R→ Rn, with I(Q) ∈ (0,+∞). Let ρ ∈ (0, r] with
(5.1)
(
ρ
2S0
√
θ−10 E(Q)
) 2
2s−1
6 | log ρ|.
Suppose that
(5.2) |J | >
[
1 + 6
(
2S0
) 2
2s−1
(
I(Q)
) 2s
2s−1
] | log ρ|
c0 a θ
1
2s−1
0 ρ
4s
2s−1
.
Then there exists a clean interval for (ρ,Q) that is contained in J .
Proof. Assume, by contradiction, that
(5.3) J does not contain any clean subinterval.
By (5.2), the interval J contains N disjoint subintervals, say J1, . . . , JN , each of length | log ρ|, with
(5.4) N >
5
(
2S0
) 2
2s−1
(
I(Q)
) 2s
2s−1
c0 a θ
1
2s−1
0 ρ
4s
2s−1
.
By (5.3), none of the subintervals Ji is clean. Hence, for any i ∈ {1, . . . , N}, there exists pi ∈ Ji
such that Q(pi) stays at distance larger than ρ from the integer points. Now, letting
`ρ :=
(
ρ
2S0
√
θ−10 E(Q)
) 2
2s−1
and recalling Lemma 2.1, we have that, for any x ∈ J ′i := [pi − `ρ, pi + `ρ],
|Q(x)−Q(pi)| 6 [Q]C0,s− 12 (Ji)|x− pi|
s− 1
2 6 S0
√
θ−10 E(Q) `
s− 1
2
ρ =
ρ
2
.
Accordingly, Q(x) stays at distance larger than ρ
2
from the integer points, for any x ∈ J ′i , and so,
by (1.8),
W (Q(x)) > c0 ρ
2
4
.
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Also, by (5.1), at least half of the interval J ′i lies in Ji, hence∫
Ji∩J ′i
W (Q(x)) dx > c0 ρ
2 `ρ
4
.
Summing up over i = 1, . . . , N , and using that the intervals Ji are disjoint, we find that
I(Q) > c0 a ρ
2 `ρN
4
.
This is a contradiction with (5.4) and so it proves the desired result. 
Remark 5.4. In our applications, we will make use of Lemma 5.3 to orbits whose energy is
bounded uniformly. In this way, condition (5.1) simply requires ρ to be small enough and (5.2)
reads
|J | > C∗ | log ρ|
ρ
4s
2s−1
,
for some C∗ > 0.
6. Minimization arguments
In this section, we introduce the variational problem that we use in the proof of the main results
and we discuss the basic properties of the minimizers.
For this, we fix N ∈ N, N > 2, and we fix ζ1, . . . , ζN ∈ Zn and b1, . . . , b2N−2 ∈ R. We assume
that bi+1 > bi + 3 for any i ∈ {1, . . . , 2N − 3}.
We will use the short notation ~ζ := (ζ1, . . . , ζN) ∈ ZnN and~b := (b1, . . . , b2N−2) ∈ R2N−2. Given r
as in (1.8), we also set
Γ(~ζ,~b) :=
{
Q : R→ Rn s.t. Q is measurable,
Q(x) ∈ Br(ζ1) for a.e. x ∈ (−∞, b1],
Q(x) ∈ Br(ζi) for a.e. x ∈ [b2i−2, b2i−1] and i ∈ {2, . . . , N − 1},
Q(x) ∈ Br(ζN) for a.e. x ∈ [b2N−2,+∞)
}
.
(6.1)
Roughly speaking, the set Γ(~ζ,~b) contains all the admissible trajectories that link any integer
point in the array ~ζ to the subsequent one, up to an error smaller than r, and using the array ~b to
construct appropriate constrain windows, see Figure 2.
We also define
M :=
N−1∑
j=1
|ζj+1 − ζj|.
In this framework, we can consider the minimization problem of the energy functional introduced
in (2.3), according to the following result:
Lemma 6.1. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). There exists Q∗ ∈ Γ(~ζ,~b) such that
sup
x∈R
|Q∗(x)− ζ1| 6 C,(6.2)
I(Q∗) 6 C,(6.3)
[Q∗]Hs(J) 6 C, for any interval J with |J | 6 ρ0,(6.4)
‖Q∗ − ζ1‖C0,s− 12 (R) 6 C,(6.5)
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Figure 2. The sets of admissible competitors in Γ(~ζ,~b).
for some C > 0 possibly depending on n, s0, M and the structural constants of the kernel and the
potential, and
(6.6) I(Q∗) 6 I(Q) for any Q ∈ Γ(~ζ,~b).
In addition,
(6.7) lim
x→−∞
Q∗(x) = ζ1 and lim
x→+∞
Q∗(x) = ζN .
Proof. Let µ ∈ C∞(R, [0, 1/2]) be such that µ(0) = 1/2 and µ(x) = 0 if |x| > 1. Notice that
[1− µ]Hs(R) = [µ]Hs(R) < +∞.
Let
η(x) :=
{
µ(x) if x 6 0,
1− µ(x) if x > 0.
Notice that η(x) = 0 if x 6 −1 and η(x) = 1 if x > 1. Also, by (4.5),
[η]2Hs(R) 6 (1 + C˜s)
(
[µ]2Hs(R) + [1− µ]2Hs(R)
)
= 2(1 + C˜s) [µ]
2
Hs(R) =: (C
′
s)
2.
Let also
βi :=
b2i−1 + b2i
2
for any i ∈ {1, . . . , N − 1}
and
Q0(x) := ζ1 +
N−1∑
j=1
(ζj+1 − ζj) η(x− βj).
Notice that βi is an increasing sequence. We also claim that
(6.8) Q0 ∈ Γ(~ζ,~b).
To prove this we note that:
• if x 6 b1 then
x− βj 6 b1 − β1 = −b2 − b1
2
6 −3
2
for all j ∈ {1, . . . , N−1}, thus η(x−βj) = 0 for all j ∈ {1, . . . , N−1}, and then Q0(x) = ζ1;
14
• if i ∈ {2, . . . , N − 1} and x ∈ [b2i−2, b2i−1], then, for all j ∈ {1, . . . , i− 1} we have that
x− βj > b2i−2 − βi−1 = b2i−2 − b2i−3
2
> 3
2
,
and thus η(x − βj) = 1 for all j ∈ {1, . . . , i − 1}, while for all j ∈ {i, . . . , N − 1} we have
that
x− βj 6 b2i−1 − βi = −b2i − b2i−1
2
6 −3
2
,
and thus η(x− βj) = 0 for all j ∈ {i, . . . , N − 1}, therefore a telescopic sum gives that
Q0(x) = ζ1 +
i−1∑
j=1
(ζj+1 − ζj) = ζ1 + (ζi − ζ1) = ζi;
• if x > b2N−2 then
x− βj > b2N−2 − βN−1 = b2N−2 − b2N−3
2
> 3
2
for all j ∈ {1, . . . , N−1}, thus η(x−βj) = 1 for all j ∈ {1, . . . , N−1}, and then a telescopic
sum gives that
Q0(x) = ζ1 +
N−1∑
j=1
(ζj+1 − ζj) = ζ1 + (ζN − ζ1) = ζN .
These considerations prove (6.8).
Moreover,
[Q0]Hs(R) 6
N−1∑
j=1
|ζj+1 − ζj| [η]Hs(R) 6 C ′s
N−1∑
j=1
|ζj+1 − ζj|.
This and (1.1) give that
E(Q) 6 Θ0 [Q0]2Hs(R) 6 C ′sΘ0
N−1∑
j=1
|ζj+1 − ζj|.
Also, we have that η(x− βj) takes integer values outside [βj − 1, βj + 1] and therefore∫
R
a(x)W (Q0(x)) dx 6 a
N−1∑
j=1
∫ βj+1
βj−1
W (Q0(x)) dx 6 2Na sup
R
W.
Accordingly, we find
(6.9) I(Q0) 6 C ′sΘ0
N−1∑
j=1
|ζj+1 − ζj|+ 2Na sup
R
W =: C1.
Now we take a minimizing sequence Qk ∈ Γ(~ζ,~b), that is
(6.10) lim
k→+∞
I(Qk) = inf
Γ(~ζ,~b)
I 6 C1,
where we also used (6.8) and (6.9). Then, we write R as the disjoint union of intervals of length ρ0,
say
R =
⋃
`∈N
J`,
with |J`| = ρ0 and it follows from (2.1) and (6.10) that, for any ` ∈ N,
(6.11) [Qk]Hs(J`) is bounded independently on k.
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Also, by (6.10) and Lemma 2.2, we find that
(6.12) sup
x∈R
|Qk(x)− ζ1| 6 C2,
for some C2 > 0.
By (6.11), (6.12) and compact embeddings (see e.g. Theorem 7.1 in [DNPV12]), and using a
diagonal argument, we obtain that Qk converges a.e. in R to some Q∗. By construction, Q∗ ∈
Γ(~ζ,~b) and, by Fatou Lemma,
lim inf
k→+∞
I(Qk) > I(Q∗).
Hence, recalling (6.10), we find that Q∗ is the desired minimizer in (6.6) and that (6.3) holds true.
Then, (6.4) follows from (2.1) and (6.3). Moreover, we see that (6.2) is a consequence of (6.12),
while (6.5) follows from (6.2), (6.4) and Lemma 2.1.
Now we prove (6.7). We deal with the case of x → +∞, the other case being similar. We
argue by contradiction and assume that there exist α0 > 0 and a sequence xk such that xk → +∞
as k → +∞ and |Q∗(xk)− ζN | > α0. Let ` :=
(
α0
2C
) 2
2s−1 , where C > 0 is as in (6.5). Then, by (6.5),
we find that, for any x ∈ [xk − `, xk + `],
|Q∗(x)−Q∗(xk)| 6 C |x− xk|s− 12 6 C ` 2s−12 6 α0
2
and so |Q∗(x)− ζN | > α02 for any x ∈ [xk − `, xk + `].
Notice also that Q∗(x) ∈ Br(ζN) for any x ∈ [xk − `, xk + `], since Q∗ ∈ Γ(~ζ,~b), which says
that |Q∗(x)−ζN | ∈
[
α0
2
, r
]
. Therefore, for any x ∈ [xk−`, xk+`], we have that dist(Q∗(x),Zn) > α1,
for some α1 > 0, and thus
W (Q∗(x)) > inf
dist(τ,Zn)>α1
W (τ).
As a consequence
I(Q∗) > a
+∞∑
k=1
∫ xk+`
xk−`
W (Q∗(x)) dx > a inf
dist(τ,Zn)>α1
W (τ)
+∞∑
k=1
(2`) = +∞.
This is in contradiction with (6.3) and thus we have established (6.7). 
Now we observe that trajectories with long excursions have large energy, in a uniform way, as
stated in the following result:
Lemma 6.2. Let Q ∈ Γ(~ζ,~b). Assume that
sup
x∈R
|Qi(x)− ζ1,i| > ν,
for some ν ∈ N, ν > 1 and i ∈ {1, . . . , n} (where ζ1 = (ζ1,1, . . . , ζ1,n). Then
(6.13) I(Q) > min
{
c1ρ0ν,
(
c1 c2
2s− 1
) 2s−1
2s
· ν 2s−12s
}
,
where
c1 := a inf
dist (τ, Zn)>1/4
W (τ) and c2 := 2
(
θ
1
2
0
4S0
) 2
2s−1
.
Proof. We distinguish two cases. First, if 1
4S0
(
θ−10 E(Q)
) 1
2
 22s−1 > ρ0
2
,
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then, recalling (2.5), we see that `Q = ρ0/2 and so, by Lemma 2.2,
I(Q) > ρ0 a ν inf
dist (τ, Zn)>1/4
W (τ),
which implies the desired result in (6.13) in this case.
Conversely, if  1
4S0
(
θ−10 E(Q)
) 1
2
 22s−1 < ρ0
2
,
we get from (2.5) that
`Q =
 1
4S0
(
θ−10 E(Q)
) 1
2
 22s−1 = ( θ 120
4S0
) 2
2s−1
· 1
(E(Q))
1
2s−1
.
Hence, in this case, an application of Lemma 2.2 gives that
I(Q) > E(Q) + 2 a ν inf
dist (τ, Zn)>1/4
W (τ)
(
θ
1
2
0
4S0
) 2
2s−1
· 1
(E(Q))
1
2s−1
= E(Q) +
c1 c2
(E(Q))
1
2s−1
.
(6.14)
A simple calculus also shows that the function
[0,+∞) 3 t 7−→ t+ c1 c2
t
1
2s−1
takes its minimum at t∗ =
(
c1 c2
2s−1
) 2s−1
2s · ν 2s−12s , where it attains a value larger than t∗. Accordingly,
from (6.14),
I(Q) >
(
c1 c2
2s− 1
) 2s−1
2s
· ν 2s−12s ,
which implies (6.13) in this case. 
Now we define
J∗ :=
N−1⋃
i=1
(b2i−1, b2i)
and
L1 :=
{
x ∈ (−∞, b1] s.t. |Q(x)− ζ1| < r
}
,
Li :=
{
x ∈ [b2i−2, b2i−1] s.t. |Q(x)− ζi| < r
}
, with i ∈ {2, . . . , N − 1},
LN :=
{
x ∈ (b2N−2,∞) s.t. |Q(x)− ζN | < r
}
.
Let also
L :=
⋃
i∈{2,...,N−1}
Li and F := J∗ ∪ L.
As usual, by taking inner variations, one sees that in the set F the minimization problem is “free”
and so it satisfies an Euler-Lagrange equation, as stated explicitly in the next result:
Lemma 6.3. Let Q∗ be as in Lemma 6.1. For any x ∈ F , we have that
(6.15) L(Q∗)(x) + a(x)∇W (Q∗(x)) = 0,
as defined in (1.5).
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Remark 6.4. Given an interval J ⊆ R, it is convenient to introduce the notation
(6.16) EJ(Q) :=
∫∫
J×J
K(x− y) ∣∣Q(x)−Q(y)∣∣2 dx dy.
For instance, comparing with (1.3), we have that ER = E. Also, if J is the disjoint union of J1
and J2, then
EJ(Q) > EJ1(Q) + EJ2(Q).
With this notation, we are able to glue two functions L and R at a point x0 under the additional
assumption that
[L]C0,1([x0−β,x0]) 6 η and [R]C0,1([x0−β,x0]) 6 η,
for some η > 0. Indeed, in this case,∫ x0+β
x0
(∫ x
x0
|R(x)−R(y)|2
|x− y|1+2s dy
)
dx 6 η2
∫ x0+β
x0
(∫ x
x0
|x− y|1−2s dy
)
dx
=
η2 β3−2s
2 (3− 2s) (1− s) ,
and, similarly, ∫ x0
x0−β
(∫ x0
x
|L(x)− L(y)|2
|x− y|1+2s dy
)
dx 6 η
2 β3−2s
2 (3− 2s) (1− s) .
Therefore, Proposition 4.3 gives that
(6.17)
E(T1,T2)(V )− E(T1,x0)(L)− E(x0,T2)(R) 6 C
(
η2 β3−2s +
‖L‖L∞((T1,x0),Rn) + ‖R‖L∞((x0,T2),Rn)
β2s−1
)
,
for some C > 0.
In particular, one can consider a clean point x0 (according to Definitions 5.1 and 5.2) and glue an
optimal trajectory Q∗ to a linear interpolation with the integer ζ, close to Q∗(x0), namely consider
V (x) :=
 ζ if x 6 x0 − 1,ζ (x0 − x) +Q∗(x0) (x− x0 + 1) if x ∈ (x0 − 1, x0),
Q∗(x) if x > x0.
In this way, and taking ρ > 0 suitably small, by Definitions 5.1 and 5.2, we know that Q∗ is ρ-close
to an integer in [x0 − 32β, x0 + 32β], with
(6.18) β = β(ρ) =
| log ρ|
32
.
In particular, by Lemma 6.3, we have that Q∗ is solution of (1.6) in [x0− 32β, x0 + 32β]. Also, due
to (6.2) and (6.3), both ‖Q∗‖L∞(R,Rn) and I(Q∗) are bounded uniformly. Consequently, we can use
Lemma 3.1 with T := 16β and find that
(6.19) [Q∗]C0,1([x0−β,x0+β]) 6 C
(
1
β2s
+ ρ
)
,
up to renaming C > 0.
This says that in this case we can take η := C
(
1
β2s
+ ρ
)
and bound the right hand side of (6.17)
by
(6.20) C
(
ρ2β3−2s +
1
β3(2s−1)
+
1
β2s−1
)
= ♦,
thanks to (6.18), where we use the notation “♦” to denote quantities that are as small as we wish
when ρ is sufficiently small.
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In this way, Proposition 4.3 can be used repeatedly to glue m functions, say Q1, . . . , Qm that
are alternatively minimal orbits and linear interpolations at clean points x1, . . . , xm−1 where they
attach the one to the other. In this case, if Q is the function produced by this glueing procedure,
we have that
E(Q) 6 E(−∞,x1)(Q1) + E(x1,+∞)(Q) +♦
6 E(−∞,x1)(Q1) + E(x1,x2)(Q2) + E(x2,+∞)(Q) +♦
6 E(−∞,x1)(Q1) + E(x1,x2)(Q2) + E(x2,x3)(Q3) + E(x3,+∞)(Q) +♦
6 . . . 6 E(−∞,x1)(Q1) + E(x1,x2)(Q2) + · · ·+ E(xm−2,xm−1)(Qm−1) + E(xm−1,+∞)(Qm) +♦.
(6.21)
where Proposition 4.3 and (6.20) were used repeatedly.
7. Stickiness properties of energy minimizers
Now we show that the minimizers have the tendency to stick at the integers once they arrive
sufficiently close to them. For this, we recall the notation in (6.16) and we have:
Proposition 7.1. Let ρ > 0, s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). Let Q∗ be as in Lemma 6.1.
Let x1, x2 ∈ R be clean points for (ρ,Q∗), according to Definition 5.2, with x2 > x1 + 2, and
(7.1) max
i=1,2
|Q∗(xi)− ζ| 6 ρ,
for some ζ ∈ Zn.
Then
(7.2) E(x1,x2) +
∫ x2
x1
a(x)W (Q∗(x)) dx 6 ♦,
with ♦ as small as we wish if ρ is suitably small (the smallness of ρ depends on n, s0, M and the
structural constants of the kernel and the potential).
Moreover,
(7.3) |Q∗(x)− ζ| 6 r/2 for every x ∈ [x1, x2].
Proof. We define
P (x) :=

Q∗(x) if x ∈ (−∞, x1),
Q∗(x1)(x1 + 1− x) + ζ(x− x1) if x ∈ [x1, x1 + 1],
ζ if x ∈ [x1 + 1, x2 − 1),
Q∗(x2)(x− x2 + 1) + ζ(x2 − x) if x ∈ [x2 − 1, x2],
Q∗(x) if x ∈ (x2,+∞).
We observe that, if x ∈ (x1, x2), then
|P (x)− ζ|
6 sup
y∈(x1,x1+1)
|Q(x1)(x1 + 1− y) + ζ(y − x1)− ζ|+ sup
y∈(x2−1,x2)
|Q(x2)(y − x2 − 1) + ζ(x2 − y)− ζ|
6 |Q(x1)− ζ|+ |Q(x2)− ζ| 6 2ρ.
(7.4)
We use (6.21) and we obtain that
(7.5) E(P ) 6 E(−∞,x1)(Q∗) + E(x2,+∞)(Q∗) +♦ 6 E(Q∗)− E(x1,x2)(Q∗) +♦.
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In addition, by (1.8) and (7.4), if x ∈ (x1, x2) then W (P (x)) 6 4C0ρ2. Using this and the fact
that W (P (x)) = W (ζ) = 0 if x ∈ (x1 + 1, x2 − 1), we conclude that∫ x2
x1
W (P (x)) dx =
∫ x1+1
x1
W (P (x)) dx+
∫ x2
x2−1
W (P (x)) dx 6 8C0 ρ2.
Thus, by the minimality of Q∗ and (7.5),
0 6 I(P )− I(Q∗)
6 −E(x1,x2)(Q∗)−
∫ x2
x1
a(x)W (Q∗(x)) dx+♦,
which proves (7.2).
Now we prove (7.3). For this, we assume by contradiction that there exists x˜ ∈ [x1, x2] such
that |Q∗(x˜)− ζ| > r/2.
Since Q∗ is continuous, due to (6.4) and Lemma 2.1, and |Q∗(x1)− ζ| 6 ρ < r/2, we obtain that
there exists xˆ ∈ [x1, x2] such that
(7.6) |Q(xˆ)− ζ| = r
2
.
More precisely, by (6.5), we know that ‖Q∗−ζ1‖C0,s− 12 (R) is bounded by a constant C1 > 1, possibly
depending on n, M and the structural constants of the kernel and the potential. In particular, if
we define
c1 := min
{
1
10
,
(
r
4C1
) 2
2s−1
}
,
we conclude that, for any x ∈ [xˆ− c1, xˆ+ c1],
|Q∗(x)−Q∗(xˆ)| 6 C1 |x− xˆ|s− 12 6 r
4
.
This and (7.6) imply that
Q∗(x) ∈ B3r/4(ζ) \Br/4(ζ)
and thus
dist
(
Q∗(x),Zn
)
> r
4
,
for all x ∈ [xˆ− c1, xˆ+ c1]. This, (1.7) and (1.9) give that∫ xˆ+c1
xˆ−c1
a(x)W (Q∗(x)) dx > a
∫ xˆ+c1
xˆ−c1
W (Q∗(x)) dx > 2c1 a inf
dist (τ, Zn)>r/4
W (τ) =: c2.
Hence, noticing that (xˆ− c1, xˆ+ c1) ⊆ (x1, x2), we obtain that∫ x2
x1
a(x)W (Q∗(x)) dx > c2,
and this is in contradiction with (7.2) for small ρ. Then, the proof of (7.3) is now complete. 
8. Heteroclinic orbits
Goal of this section is to construct solutions that emanate from a fixed ζ1 ∈ Zn as x→ −∞ and
approach a suitable ζ2 ∈ Zn \ {ζ1} as x → +∞. Roughly speaking, this ζ2 is chosen to minimize
all the possible energies of the trajectories connecting two integer points, under the pointwise
constraints considered in Section 6.
More precisely, fixed ζ1 6= ζ2 ∈ Zn we consider the minimizer Q∗ = Qζ1,ζ2∗ as given by Lemma 6.1.
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Let
(8.1) Iζ1 := inf
ζ2∈Zn\{ζ1}
I(Qζ1,ζ2∗ ).
By Lemma 6.2 we know that if |ζ2 − ζ1| is very large, the energy also gets large, therefore only a
finite number of integer points ζ2 take part to the minimization procedure in (8.1). Accordingly
we can write
(8.2) Iζ1 = min
ζ2∈Zn\{ζ1}
I(Qζ1,ζ2∗ )
and define A(ζ1) the family of all ζ2 ∈ Zn attaining such minimum.
By construction, A(ζ1) 6= ∅ and contains at most a finite number of elements. It is interesting
to notice that in the case of even potentials A(ζ1) contains at least two elements:
Lemma 8.1. Assume that W (−τ) = W (τ) for any τ ∈ Rn. Then, if ζ2 ∈ A(ζ1), also 2ζ1 − ζ2 ∈
A(ζ1).
Proof. We observe that
W (2ζ1 −Q(t)) = W (−Q(t)) = W (Q(t))
in this case, and so the desired claim follows. 
Our goal is now to show that when connecting ζ1 to ζ2 ∈ A(ζ1), the optimal trajectory does not
get close to other integer points. This will be accomplished in the forthcoming Corollary 8.3. To
this end, we give the following result:
Lemma 8.2. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). There exists ρ∗ > 0, possibly depending on n, s0
and the structural constants of the kernel and the potential, such that if ρ ∈ (0, ρ∗] the following
statement holds.
Let ζ˜ ∈ Zn and Q ∈ Γ(ζ1, ζ˜, b1, b2). Assume that there exist ζ ∈ Zn \ {ζ1, ζ˜} and a clean
point x∗ ∈ (b1, b2 − 1) for Q such that Q(x∗) ∈ Bρ(ζ).
Assume also that Q ∈ C0,α(R), for some α ∈ (0, 1), and that
(8.3) [Q]
C0,1([x∗− | log ρ|2 , x∗+
| log ρ|
2 ])
6 C
(
1
| log ρ|2s + ρ
)
for some C > 0. Then there exists c > 0, depending on C, α, n and the structural constants of the
kernel and the potential, such that
I(Q) > I(Qζ1,ζ2∗ ) + c.
Proof. We define
P (x) :=
 Q(x) if x 6 x∗,Q(x∗)(x∗ + 1− x) + ζ(x− x∗) if x ∈ (x∗, x∗ + 1),
ζ if x > x∗ + 1.
By construction P ∈ Γ(ζ1, ζ, b1, b2) and ζ 6= ζ1, therefore, using the minimality of Qζ1,ζ2∗ ,
(8.4) I(Qζ1,ζ2∗ ) 6 I(P ).
On the other hand, using (6.21), we see that
(8.5) I(P )− I(Q) 6
∫ +∞
x∗
a(x)
[
W (P (x))−W (Q(x))
]
dx+♦.
Now we use that ζ 6= ζ˜ and that Q(b2) ∈ Br(ζ˜) to find y∗ ∈ [x∗, b2] such that Q(y∗) stays at
distance 1/4 from Zn. Then, by the continuity assumption on Q, we find an interval of the
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form [y∗, y∗ + `′] such that Q(x) stays at distance at least 1/8 from Zn for all x ∈ [y∗, y∗ + `′].
Accordingly∫ +∞
x∗
a(x)W (Q(x)) dx > a
∫ y∗+`′
y∗
W (Q(x)) dx > a `′ inf
dist (τ,Zn)>1/8
W (τ) =: c˜.
Plugging this into (8.5) and using the definition of P , we obtain
I(P )− I(Q) 6 ♦− c˜.
Thus, we choose ρ small enough (which gives ♦ small enough) and we find
I(P )− I(Q) 6 − c˜
2
.
This and (8.4) imply the desired result. 
As a consequence of Lemma 8.2 we obtain:
Corollary 8.3. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). There exists ρ∗ > 0, possibly depending on n
and the structural constants of the kernel and the potential, such that if ρ ∈ (0, ρ∗] the following
statement holds.
Let ζ1 ∈ Zn and ζ2 ∈ A(ζ1). Assume that there exist ζ ∈ Zn and a clean point x∗ ∈ (b1, b2 − 1)
such that Qζ1,ζ2∗ (x∗) ∈ Bρ(ζ).
Then ζ ∈ {ζ1, ζ2}.
Proof. Suppose by contradiction that ζ 6∈ {ζ1, ζ2}. Then Qζ1,ζ2∗ satisfies the assumptions of
Lemma 8.2 with ζ˜ := ζ2 (recall (6.5) in order to fulfill the continuity condition in Lemma 8.2, and
also (6.18) and (6.19) in order to fulfill the Lipschitz condition in (8.3)). Hence, using Lemma 8.2
with Q := Qζ1,ζ2∗ , we obtain that I(Q
ζ1,ζ2∗ ) > I(Qζ1,ζ2∗ ) + c, with c > 0, which is an obvious
contradiction. 
Now we are in the position of establishing the existence of heteroclinic orbits connecting ζ1 ∈ Zn
and ζ2 ∈ A(ζ1).
Theorem 8.4. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). Assume that (1.10) holds.
There exist ε∗ > 0 and b2 > b1 ∈ R, possibly depending on n, s0 and the structural constants of
the kernel and the potential, such that if ε ∈ (0, ε∗], the following statement holds.
Let ζ1 ∈ Zn and ζ2 ∈ A(ζ1).
Then Qζ1,ζ2∗ is a solution of (1.6).
Proof. By (6.3) and Lemma 6.2, we know that I(Qζ1,ζ2∗ ) is bounded by some quantity (independently
on the choice of b1 and b2).
We fix ρ ∈ (0, r), to be taken sufficiently small and we define
L :=
pi
12ε
.
We suppose that ε is so small that
(8.6) L > C∗ | log ρ|
ρ
4s
2s−1
,
for a suitably large constant C∗ > 0 (of course, condition (8.6) is just a smallness condition on ε
and C∗ > 0 is chosen so that (5.2) is satisfied).
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Let also b1 := L and b2 := 23L. By (1.10) we have, for any x ∈ [b1 − L, b1 + 2L] (that
is εx ∈ [0, pi
4
]
),
a(x)− a(x+ L) = a2
[
cos(εx)− cos
(
εx+
pi
12
)]
= a2
[(
1− cos pi
12
)
cos(εx) + sin
pi
12
sin(εx)
]
> a2
(
1− cos pi
12
)
cos
pi
4
=: γ,
(8.7)
with γ > 0.
Also, for any x ∈ [b2 − 2L, b2 + L] (i.e. x ∈ [21L, 24L]) we define x˜ := 2piε − x ∈ [0, 3L] =
[b1 − L, b1 + 2L], and we use the 2piε -periodicity of a, the fact that a is even and (8.7) to obtain
(8.8) a(x− L)− a(x) = a(−x˜− L)− a(−x˜) = a(x˜+ L)− a(x˜) 6 −γ.
Now, to prove Theorem 8.4, we want to show thatQζ1,ζ2∗ does not touch the constraints of Γ(ζ1, ζ2, b1, b2),
as given in (6.1) (then the result would follow from Lemma 6.3).
That is, our objective is to show that Qζ1,ζ2∗ (x) does not touch ∂Br(ζ1) when x 6 b1 and does
not touch ∂Br(ζ2) when x > b2.
We assume, by contradiction, that
(8.9) there exists x1 6 b1 such that Qζ1,ζ2∗ (x1) ∈ ∂Br(ζ1),
the other case being similar (just using (8.8) in the place of (8.7)).
By (6.7), there exist sequences xk 6 b1, with xk → −∞ as k → +∞ and yk > b2, with yk → +∞
as k → +∞, and such that
(8.10) Qζ1,ζ2∗ (xk) ∈ Bρ(ζ1) and Qζ1,ζ2∗ (yk) ∈ Bρ(ζ2).
We observe that
b2 − b1 > 3L.
Hence, by (8.6), condition (5.2) is satisfied by the interval (b1 +L, b1 +2L) ⊆ (b1 +L, b2−L) (recall
Remark 5.4). Consequently, by Lemma 5.3,
there exist a clean point x∗ ∈ (b1 + L, b1 + 2L) and ζ ∈ Zn
such that Qζ1,ζ2∗ (x∗) ∈ Bρ(ζ).
(8.11)
By Corollary 8.3, we obtain that only two cases may occur, namely either ζ = ζ1 or ζ = ζ2.
Suppose first that ζ = ζ1. Then, in virtue of (8.10) and (7.3) in Proposition 7.1, we have
that Qζ1,ζ2∗ (x) ∈ Br/2(ζ1) for every x ∈ [xk, x∗] and so, by sending k → +∞, for every x ∈ (−∞, x∗].
In particular, we get thatQζ1,ζ2∗ (x) ∈ Br/2(ζ1) for every x 6 b1 and this is in contradiction with (8.9).
Therefore, it only remains to check what happens if
(8.12) ζ = ζ2.
In this case, we use (8.10) and (7.3) in Proposition 7.1 to see that Qζ1,ζ2∗ (x) ∈ Br/2(ζ2) for every x ∈
[x∗, yk] and so, in particular,
(8.13) Qζ1,ζ2∗ (x) ∈ Br/2(ζ2) for every x > b2 − L.
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Now we define P (x) := Qζ1,ζ2∗ (x−L). Due to (8.13), we have that P ∈ Γ(ζ1, ζ2, b1, b2) and therefore,
by the minimality of Qζ1,ζ2∗ ,
0 6 I(P )− I(Qζ1,ζ2∗ ) =
∫
R
a(x)W (P (x)) dx−
∫
R
a(x)W (Qζ1,ζ2∗ (x)) dx
=
∫
R
a(x)W (Qζ1,ζ2∗ (x− L)) dx−
∫
R
a(x)W (Qζ1,ζ2∗ (x)) dx
=
∫
R
[
a(x+ L)− a(x)]W (Qζ1,ζ2∗ (x)) dx.
(8.14)
Now, recalling (8.6), we see that condition (5.2) is satisfied by the interval (b1 − L, b1) and so, by
Lemma 5.3, we find some ζ] ∈ Zn and a clean point x] ∈ (b1 − L, b1) with Qζ1,ζ2∗ (x]) ∈ Bρ(ζ]).
Since Qζ1,ζ2∗ ∈ Γ(ζ1, ζ2, b1, b2), necessarily ζ] = ζ1.
Accordingly, by (7.2), and recalling (8.11) and (8.12), for large k we have that∫ x]
xk
a(x)W (Qζ1,ζ2∗ (x)) dx 6 ♦ and
∫ yk
x∗
a(x)W (Qζ1,ζ2∗ (x)) dx 6 ♦,
and thus, sending k → +∞,∫ b1−L
−∞
W (Qζ1,ζ2∗ (x)) dx+
∫ +∞
b1+2L
W (Qζ1,ζ2∗ (x)) dx 6 ♦.
Using this and (8.7) into (8.14), we conclude that
0 6 ♦+
∫ b1+2L
b1−L
[
a(x+ L)− a(x)]W (Qζ1,ζ2∗ (x)) dx
6 ♦− γ
∫ b1+2L
b1−L
W (Qζ1,ζ2∗ (x)) dx.
(8.15)
Now we observe that Qζ1,ζ2∗ (b1 − L) ∈ Br(ζ1) and Qζ1,ζ2∗ (x∗) ∈ Br(ζ2), due to (8.11) and (8.12).
Therefore, by continuity, there exists y∗ ∈ (b1 − L, x∗) ⊆ (b1 − L, b1 + 2L) such that Qζ1,ζ2∗ (y∗)
stays at distance 1/4 from Zn. By (6.5), we find an interval J∗ of uniform length centered at y∗
such that Qζ1,ζ2∗ (x) stays at distance greater than 1/8 from Zn, for any x ∈ J∗. So we let J] :=
J∗ ∩ (b1 − L, b1 + 2L) and we get that |J]| > |J∗|/2 > c˜, for some c˜ > 0, and∫ b1+2L
b1−L
W (Qζ1,ζ2∗ (x)) dx >
∫
J]
W (Qζ1,ζ2∗ (x)) dx > c˜ inf
dist (τ,Zn)>1/8
W (τ) =: cˆ.
By plugging this into (8.15), we conclude that
0 6 ♦− cˆγ.
The latter quantity is negative for small ρ and so we have obtained the desired contradiction. 
9. Chaotic orbits and proof of Theorem 1.1
This section deals with the construction of orbits which shadow a given sequence of integer
points. The integers are chosen in such a way that there is an heteroclinic orbit joining them, as
given by (8.2).
We have seen in Corollary 8.3 that, when joining two integer points in an optimal way, it is
not worth to get close to other integers. Now we want to prove a global version of this fact,
namely, when connecting several integer points, in the excursion between two of them it is not
worth to get close to other integers. Of course, the situation in this case is more complicated
than the one in Corollary 8.3, because a single heteroclinic is not a good competitor for the whole
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Figure 3. Glueing Q∗ with Q
ζj+1,ζj+2∗ .
multibump trajectory (even in the local case, and the nonlocal feature of the energy gives additional
complications when cutting the orbits).
In this context, the result that we have is the following:
Proposition 9.1. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). There exist ρ∗ > 0 and C∗ > 0, possibly depending
on n, s0 and the structural constants of the kernel and the potential, such that if ρ ∈ (0, ρ∗] the
following statement holds.
Assume that
(9.1) ξi+1 ∈ A(ζi) for all i ∈ {1, . . . , N − 1}
and that
(9.2) bi+1 > bi +
C∗ | log ρ|
ρ
4s
2s−1
for all i ∈ {1, . . . , 2N − 3}.
Let Q∗ ∈ Γ(~ζ,~b) be the minimal trajectory given in Lemma 6.1.
Suppose that there exist ζ ∈ Zn, j ∈ {0, . . . , N − 2} and a clean point x∗ ∈ [b2j+1, b2j+2− 1] such
that
(9.3) Q∗(x∗) ∈ Bρ(ζ).
Then ζ ∈ {ζj+1, ζj+2}.
Remark 9.2. When N = 2 and j = 0, the claim in Proposition 9.1 reduces to that in Corollary 8.3.
Proof of Proposition 9.1. The idea is, roughly speaking, that we can diminish the energy by glueing
a heteroclinic in lieu of the wide excursion. The argument is depicted in Figure 3 and the rigorous,
and not trivial, details are the following.
We argue by contradiction and we suppose that
(9.4) ζ 6∈ {ζj+1, ζj+2}.
Thanks to (9.2), we can exploit Lemma 5.3 and find clean points for Q
ζj+1,ζj+2∗ , namely
y∗,1 ∈ (b2j+1 − Cρ− 4s2s−1 | log ρ|, b2j+1 − 1)
and y∗,2 ∈ (b2j+2 + 1, b2j+2 + Cρ− 4s2s−1 | log ρ|)
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such that
sup
x∈[y∗,1− | log ρ|2 , y∗,1+
| log ρ|
2 ]
|Qζj+1,ζj+2∗ (x)− ζj+1| 6 ρ
and sup
x∈[y∗,2− | log ρ|2 , y∗,2+
| log ρ|
2 ]
|Qζj+1,ζj+2∗ (x)− ζj+2| 6 ρ.
Similarly, we find clean points for Q∗, say
z∗,1 ∈ (b2j, b2j + Cρ− 4s2s−1 | log ρ|)
and z∗,2 ∈ (b2j+3 − Cρ− 4s2s−1 | log ρ|, b2j+3)
with
sup
x∈[z∗,1− | log ρ|2 , z∗,1+
| log ρ|
2 ]
|Q∗(x)− ζj+1| 6 ρ
and sup
x∈[z∗,2− | log ρ|2 , z∗,2+
| log ρ|
2 ]
|Q∗(x)− ζj+2| 6 ρ.
Then we define
Q](x) :=

ζj+1 if x < z∗,1 − 1,
Q∗(z∗,1) (x− z∗,1 + 1) + ζj+1 (z∗,1 − x) if x ∈ [z∗,1 − 1, z∗,1],
Q∗(x) if x ∈ (z∗,1, z∗,2),
Q∗(z∗,2) (z∗,2 + 1− x) + ζj+2 (x− z∗,2) if x ∈ [z∗,2, z∗,2 + 1],
ζj+2 if x > z∗,2 + 1.
Thus, recalling the notation in Remark 6.4 and formula (6.21),
(9.5) E(Q]) 6 E(z∗,1,z∗,2)(Q∗) +♦.
On the other hand, by construction x∗ ∈ (z∗,1, z∗,2), therefore
(9.6) Q](x∗) = Q∗(x∗) ∈ Bρ(ζ).
Notice also that Q] ∈ Γ(ζj+1, ζj+2, b2j+1, b2j+2). Hence, we use (9.4) and (9.6) in combination with
Lemma 8.2, to find that
I(Q]) > I(Qζj+1,ζj+2∗ ) + c,
for some c > 0. This and (9.5) give that
c 6 I(Q])− I(Qζj+1,ζj+2∗ )
6 E(z∗,1,z∗,2)(Q∗)− E(Qζj+1,ζj+2∗ ) +
∫ z∗,2
z∗,1
a(x)W (Q∗(x)) dx−
∫
R
a(x)W (Q
ζj+1,ζj+2∗ (x)) dx+♦
6 E(z∗,1,z∗,2)(Q∗)− E(z∗,1,z∗,2)(Qζj+1,ζj+2∗ ) +
∫ z∗,2
z∗,1
a(x)
[
W (Q∗(x))−W (Qζj+1,ζj+2∗ (x))
]
dx+♦.
(9.7)
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Now we define
Q˜(x) :=

Q∗(x) if x < z∗,1,
Q∗(z∗,1) (z∗,1 + 1− x) + ζj+1 (x− z∗,1) if x ∈ [z∗,1, z∗,1 + 1],
ζj+1 if x ∈ (z∗,1 + 1, y∗,1 − 1),
Q
ζj+1,ζj+2∗ (y∗,1) (x− y∗,1 + 1) + ζj+1 (y∗,1 − x) if x ∈ [y∗,1 − 1, y∗,1],
Q
ζj+1,ζj+2∗ (x) if x ∈ (y∗,1, y∗,2),
Q
ζj+1,ζj+2∗ (y∗,2) (y∗,2 + 1− x) + ζj+2 (x− y∗,2) if x ∈ [y∗,2, y∗,2 + 1],
ζj+2 if x ∈ (y∗,2 + 1, z∗,2 − 1),
Q∗(z∗,2) (x− z∗,2 + 1) + ζj+2 (z∗,2 − x) if x ∈ [z∗,2 − 1, z∗,2],
Q∗(x) if x > z∗,2.
Accordingly, exploiting (6.21),
E(Q˜) 6 E(−∞,z∗,1)(Q∗) + E(y∗,1,y∗,2)(Q
ζj+1,ζj+2∗ ) + E(z∗,2,+∞)(Q∗) +♦.
Then, since (y∗,1, y∗,2) ⊆ (z∗,1, z∗,2),
(9.8) E(Q˜) 6 E(−∞,z∗,1)(Q∗) + E(z∗,1,z∗,2)(Q
ζj+1,ζj+2∗ ) + E(z∗,2,+∞)(Q∗) +♦.
Also, Q˜ ∈ Γ(~ζ,~b), hence the minimality of Q∗ gives that
(9.9) I(Q∗) 6 I(Q˜).
Furthermore ∫ z∗,2
z∗,1
a(x)W (Q˜(x)) dx =
∫ y∗,2
y∗,1
a(x)W (Q
ζj+1,ζj+2∗ (x)) dx+♦
6
∫ z∗,2
z∗,1
a(x)W (Q
ζj+1,ζj+2∗ (x)) dx+♦.
This, (9.8) and (9.9) imply that
0 6 I(Q˜)− I(Q∗)
6 E(−∞,z∗,1)(Q∗) + E(z∗,1,z∗,2)(Q
ζj+1,ζj+2∗ ) + E(z∗,2,+∞)(Q∗)− E(Q∗)
+
∫ z∗,2
z∗,1
a(x)
[
W (Q˜(x))−W (Q∗(x))
]
dx+♦
6 E(z∗,1,z∗,2)(Q
ζj+1,ζj+2∗ )− E(z∗,1,z∗,2)(Q∗) +
∫ z∗,2
z∗,1
a(x)
[
W (Q
ζj+1,ζj+2∗ (x))−W (Q∗(x))
]
dx+♦.
Comparing this with (9.7), we obtain that c 6 ♦, which is a contradiction when we make ♦ as
small as we wish (recall the notation in Remark 6.4). 
Now we can construct the desired multibump trajectories:
Theorem 9.3. Let s0 ∈
(
1
2
, 1
)
and s ∈ [s0, 1). Assume that (1.10) holds.
There exist ε∗ > 0 and b2N−2 > b2N−3 > · · · > b2 > b1 ∈ R, possibly depending on n and the
structural constants of the kernel and the potential, such that if ε ∈ (0, ε∗], the following statement
holds.
Let ζ1 ∈ Zn. Let ζ2 ∈ A(ζ1), . . . , ζN ∈ A(ζN−1).
Then Qζ1,...,ζN∗ is a solution of (1.6).
Remark 9.4. When N = 2, Theorem 9.3 reduces to Theorem 8.4.
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Proof of Theorem 9.3. In view of Lemma 6.3, we need to show that the trajectory does not hit the
constraints. We argue by contradiction. The idea of the proof is that: first, by Lemma 5.3, we find
an integer point close to the trajectory in a clean interval; then, by Proposition 9.1, we localize
the integer with respect to the two integers leading to the excursion of the orbit; this distinguishes
two cases, in one case we use Proposition 7.1 to “clean” the orbit to the left (or to the right),
in the other case we will be able to translate a piece of the orbit and make the energy decrease
using (1.10), thus obtaining a contradiction.
The details of the argument are the following. We use the short notation Q∗ := Qζ1,...,ζN∗ . By (6.3)
and Lemma 6.2, we know that I(Q∗) is bounded by some C∗ > 0 (independently on the choice
of b1, . . . , b2N−2). Thus, we fix ρ ∈ (0, r), to be taken sufficiently small, and we set
L :=
pi
12ε
.
We suppose that ε is small enough, such that
(9.10) L > C∗ | log ρ|
ρ
4s
2s−1
,
for a suitably large constant C∗, and we set b1 := L and then recursively
b2j := b2j−1 + 22L
and b2j+1 := b2j + 50L.
(9.11)
We suppose, by contradiction, that there exists p∗ such that one of the following cases holds true:
p∗ ∈ (−∞, b1] and Q∗(p∗) ∈ ∂Br(ζ1),(9.12)
p∗ ∈ [b2j, b2j+1] for some j ∈ {1, . . . , N − 2}, and Q∗(p∗) ∈ ∂Br(ζj+1),(9.13)
p∗ ∈ [b2N−2,+∞) and Q∗(p∗) ∈ ∂Br(ζN).(9.14)
We deal with the cases in (9.12) and (9.13), since the case in (9.14) is similar to the one in (9.12).
So, let us first suppose that (9.12) holds. In this case, we observe that b2 − b1 = 22L and so
we can use Lemma 5.3 (recall (9.10) and Remark 5.4) to find an integer point ζ and some clean
point x∗ ∈ (b1 + L, b1 + 2L) for Q∗(· − L) such that
(9.15) sup
x∈[x∗− | log ρ|2 , x∗+
| log ρ|
2 ]
|Q∗(x− L)− ζ| 6 ρ.
By Proposition 9.1, we know that either ζ = ζ1, or ζ = ζ2. But indeed ζ 6= ζ1, otherwise, by (6.7)
and Proposition 7.1, we would have that |Q∗(x)− ζ1| 6 r/2 for any x 6 x∗, in contradiction with
the assumption taken in (9.12).
Consequently, we have that
(9.16) ζ = ζ2.
We also remark that, by Lemma 5.3, there exists a clean point y∗ ∈ [b2 + 1, b2 + 1 +L] for Q∗ such
that
(9.17) sup
x∈[y∗− | log ρ|2 , y∗+
| log ρ|
2 ]
|Q∗(x)− ζ2| 6 ρ.
Then, we define
Q˜(x) :=

Q∗(x− L) if x 6 x∗,
Q∗(x∗ − L) (x∗ + 1− x) + ζ2 (x− x∗) if x ∈ (x∗, x∗ + 1),
ζ2 if x ∈ [x∗ + 1, y∗ − 1],
ζ2 (y∗ − x) +Q∗(y∗) (x− y∗ + 1) if x ∈ [y∗ − 1, y∗],
Q∗(x) if x > y∗.
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We point out that
(9.18) Q˜ ∈ Γ(~ζ,~b).
Indeed, if x 6 b1 then x 6 x∗, and also x−L 6 b1, hence Q˜(x) = Q∗(x−L) ∈ Br(ζ1). In addition,
if x > b2, we have that x > 23L > x∗ + 1, and so Q˜(x) always lies in a ρ-neighborhood of ζ2, up
to x = y∗, or coincides with Q∗, thus completing the proof of (9.18).
From (9.18) and the minimality of Q∗, we obtain that
0 6 I(Q˜)− I(Q∗)
6 E(−∞,x∗)(Q∗) + E(y∗,+∞)(Q∗)− E(Q∗)
+
∫ x∗
−∞
a(x)W (Q∗(x− L)) dx−
∫ y∗
−∞
a(x)W (Q∗(x)) dx+♦
6
∫ x∗−L
−∞
[
a(x+ L)− a(x)]W (Q∗(x)) dx+♦,
(9.19)
where we used the notation in Remark 6.4 and (6.21) (we stress that (9.15), (9.16) and (9.17) give
that the contributions coming from the linear interpolations are negligible).
Now we use Lemma 5.3 to find a clean point z∗ ∈ [b1 − L, b1] for Q∗ and so, by (6.7) and (7.2),
a
∫ b1−L
−∞
W (Q∗(x)) dx 6 ♦.
We insert this into (9.19) and we conclude that
0 6
∫ x∗−L
b1−L
[
a(x+ L)− a(x)]W (Q∗(x)) dx+♦.
Accordingly, recalling (8.7),
(9.20) 0 6 −γ
∫ x∗−L
b1−L
W (Q∗(x)) dx+♦,
for some γ > 0. Now, Q∗(b1 − L) lies close to ζ1, while Q∗(x∗ − L) lies close to ζ2 (due to (9.15)):
hence, by continuity and (1.7), we have that W (Q∗(x)) picks up a non-negligible contribution in a
subinterval of [b1 − L, x∗ − L], namely∫ x∗−L
b1−L
W (Q∗(x)) dx > c,
for some c > 0. This and (9.20) imply that 0 6 −cγ+♦, which is a contradiction when we make ♦
as small as we wish. This completes the proof of Theorem 9.3 in case (9.12).
Now we assume that (9.13) holds true. Then, by Lemma 5.3 (recall (9.10) and Remark 5.4),
we know that there exist clean points y∗,− ∈
[
b2j +
L
4
, b2j +
L
2
]
and y∗,+ ∈
[
b2j+1 − L2 , b2j+1 − L4
]
for Q∗, such that |Q∗(y∗,±)− ζj+1| 6 Cρ, with C > 0.
Hence, by (7.3),
sup
x∈[y∗,−,y∗,+]
|Q∗(x)− ζj+1| 6 r
2
.
This and (9.13) imply that p∗ ∈ [b2j, y∗,−] ∪ [y∗,+, b2j+1].
So, we assume that
(9.21) p∗ ∈ [b2j, y∗,−],
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Figure 4. The points z∗, x∗, p∗, y∗,− and y∗,+.
the other case being similar. We use again Lemma 5.3 to find an integer point ζ and some clean
point x∗ ∈
[
b2j − L2 , b2j − L4
]
for Q∗, such that
(9.22) |Q∗(x∗)− ζ| 6 Cρ,
with C > 0. By Proposition 9.1, we know that either ζ = ζj, or ζ = ζj+1.
But it cannot be that ζ = ζj+1, otherwise, by (7.3), we would have that
|Q∗(p∗)− ζj+1| 6 sup
x∈[b2j ,b2j+1−L]
|Q∗(x)− ζj+1| 6 sup
x∈[x∗,y∗,+]
|Q∗(x)− ζj+1| 6 r
2
,
in contradiction with (9.13).
Hence, we have that
(9.23) ζ = ζj.
Now we use again Lemma 5.3 to find a clean point z∗ ∈
[
b2j−1 − L2 , b2j−1 − L4
]
for Q∗, such that
|Q∗(z∗)− ζj| 6 Cρ,
with C > 0. We refer to Figure 4 for a sketch of the situation discussed here (of course, the
picture is far from being realistic, since the horizontal scales involved are much larger than the
ones depicted).
In this context, we can define the following two competitors: we let Q1(x) be
Q∗(x) if x 6 z∗,
Q∗(z∗) (z∗ + 1− x) + ζj (x− z∗) if x ∈ (z∗, z∗ + 1),
ζj if x ∈ [z∗ + 1, x∗ − 1],
ζj (x∗ − x) +Q∗(x∗) (x− x∗ + 1) if x ∈ (x∗ − 1, x∗),
Q∗(x) if x ∈ [x∗, y∗,−],
Q∗(y∗,−) (y∗,− + 1− x) + ζj+1 (x− y∗,−) if x ∈ (y∗,−, y∗,− + 1),
ζj+1 if x ∈ [y∗,− + 1, y∗,+ − 1],
Q∗(y∗,+) (x− y∗,+ + 1) + ζj+1 (y∗,+ − x) if x ∈ (y∗,+ − 1, y∗,+),
Q∗(x) if x > y∗,+,
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and Q2(x) be
Q1(x) if x 6 x∗ − 1− L,
Q1(x∗ − 1− L) (x∗ − L− x) +Q1(x∗) (x− x∗ + 1 + L) if x ∈ (x∗ − 1− L, x∗ − L),
Q1(x+ L) if x ∈ [x∗ − L, y∗,−],
Q1(y∗,− + L) (y∗,− + 1− x) +Q1(y∗,− + 1) (x− y∗,−) if x ∈ (y∗,−, y∗,− + 1),
Q1(x) if x > y∗,− + 1.
We observe that
(9.24) I(Q1)− I(Q∗) 6 ♦,
thanks to (6.21). Also, by inspection, one sees that Q1, Q2 ∈ Γ(~ζ,~b). As a consequence, comparing
the energy of the minimizer Q∗ with the one of the competitor Q2 and using (9.24),
0 6 I(Q2)− I(Q∗)
= I(Q2)− I(Q1) + I(Q1)− I(Q∗)
6 I(Q2)− I(Q1) +♦
6 E(−∞,x∗−1−L)(Q1) + E(x∗−L,y∗,−)(Q1) + E(y∗,−+1,+∞)(Q1)− E(Q1)
+
∫ y∗,−
x∗−L
a(x)W (Q1(x+ L)) dx−
∫ y∗,−+1
x∗−1
a(x)W (Q1(x)) dx+♦
6
∫ y∗,−+L
x∗
a(x− L)W (Q1(x)) dx−
∫ y∗,−+1
x∗−1−L
a(x)W (Q1(x)) dx+♦.
(9.25)
Now we notice that if x ∈ [y∗,− + 1, y∗,− +L] ⊆ [y∗,− + 1, y∗,+− 1] we have that Q1(x) = ζj+1 and
so W (Q1(x)) = 0. Using this information into (9.25), we obtain that
0 6
∫ y∗,−+1
x∗
a(x− L)W (Q1(x)) dx−
∫ y∗,−+1
x∗−1−L
a(x)W (Q1(x)) dx+♦
6
∫ y∗,−+1
x∗
[
a(x− L)− a(x)]W (Q1(x)) dx+♦.(9.26)
Now we claim that
(9.27) b2j + L ∈ 24LN = 2pi
ε
N.
To check this, we recall (9.11) and we perform an inductive argument. Indeed, we have that b2+L =
23L + L = 24L, which checks (9.27) when j = 1. Suppose now that (9.27) holds for some j and
we prove it for the index j + 1. For this, we use (9.11) to write
b2j+2 + L = b2j+1 + L+ 22L = (b2j + L) + 50L+ 22L ∈ 24LN,
as desired.
This proves (9.27), from which we deduce that the interval [b2j − 2L, b2j + L] is a translation
by
2pikj
ε
of [21L, 24L], for some kj ∈ N. This, the periodicity of a and (8.8) give that, for any x ∈
[b2j − 2L, b2j + L],
(9.28) a(x− L)− a(x) 6 −γ,
for some γ > 0. Now, since [x∗, y∗,− + 1] ⊆ [b2j − 2L, b2j + L], we have that (9.28) holds for
any x ∈ [x∗, y∗,− + 1].
Consequently, by (9.26),
(9.29) 0 6 −γ
∫ y∗,−+1
x∗
W (Q1(x)) dx+♦.
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Since Q1(x∗) = Q∗(x∗), which is close to ζj, by (9.22) and (9.23), and Q1(y∗,− + 1) = ζj+1, it
follows that the potential picks up some quantities when going from x∗ to y∗,− + 1, hence (9.29)
gives that 0 6 −cγ +♦, for some c > 0.
This is a contradiction when we take ♦ appropriately small, hence we have completed the proof
of Theorem 9.3. 
Now, we obtain Theorem 1.1 from Theorem 9.3.
Appendix A. Proof of Lemma 2.1
We follow the proof given in Section 8 of [DNPV12], by keeping explicit track of the constants
involved.
Given x0 ∈ J and ρ > 0, we define Jx0,ρ := (x0 − ρ, x0 + ρ) ∩ J ,
Qx0,ρ :=
1
|Jx0,ρ|
∫
Jx0,ρ
Q(y) dy
and
(A.1) [Q]s :=
sup
x0∈J
ρ>0
ρ−2s
∫
Jx0,ρ
|Q(x)−Qx0,ρ|2 dx
 12 .
First of all, for any ξ ∈ Rn and any ρ > 0,
(A.2) |ξ −Qx0,ρ|2 =
1
|Jx0,ρ|2
∣∣∣∣∣
∫
Jx0,ρ
[
ξ −Q(y)] dy∣∣∣∣∣
2
6 1|Jx0,ρ|
∫
Jx0,ρ
∣∣ξ −Q(y)∣∣2 dy.
Also, we observe that, for any ρ ∈ (0, 1],
(A.3) |Jx0,ρ| ∈ [ρ, 2ρ].
Now, we claim that for any R ∈ (0, 1] and R ∈ (0, R),
(A.4) |Qx0,R −Qx0,R| 6
(
2
log 2 · (s− 1
2
) +√2) [Q]sRs− 12 .
For this, we fix ρ2 > ρ1 > 0, with ρ2 6 1, we use (A.2) with ξ := Qx0,ρ2 and ρ := ρ1, then we
recall (A.3), and so we obtain that
|Qx0,ρ2 −Qx0,ρ1|2 6
1
|Jx0,ρ1 |
∫
Jx0,ρ1
∣∣Qx0,ρ2 −Q(y)∣∣2 dy
6 1
ρ1
∫
Jx0,ρ2
∣∣Qx0,ρ2 −Q(y)∣∣2 dy 6 ρ2s2ρ1 [Q]2s.
(A.5)
Now we fix k ∈ N, k > 1, such that
(A.6)
1
2k
6 R−1 ·R 6 1
2k−1
and we define Ri := R/2
i, for any i ∈ {0, . . . , k}. Notice that
Rk 6 R 6 2Rk,
due to (A.6). Then, we can use (A.5) with ρ2 := R and ρ1 := Rk and find that
(A.7) |Qx0,R −Qx0,Rk | 6
Rs
R
1
2
k
[Q]s 6
√
2Rs−
1
2 [Q]s.
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Now we use (A.5) with ρ2 := Ri and ρ1 := Ri+1 and we add up. In this way, we conclude that
|Qx0,R0 −Qx0,Rk | 6
k−1∑
i=0
|Qx0,Ri −Qx0,Ri+1| 6 [Q]s
k−1∑
i=0
Rsi
R
1
2
i+1
6
√
2R
s− 1
2 [Q]s
+∞∑
i=0
1
2(s−
1
2)i
=
√
2R
s− 1
2 [Q]s
2s−
1
2
2s−
1
2 − 1 6
2R
s− 1
2 [Q]s
log 2 · (s− 1
2
) .
(A.8)
Hence (A.7) and (A.8) give that
|Qx0,R0 −Qx0,R| 6
2R
s− 1
2 [Q]s
log 2 · (s− 1
2
) +√2Rs− 12 [Q]s 6 ( 2
log 2 · (s− 1
2
) +√2) [Q]sRs− 12 .
Noticing now that R0 = R, we obtain (A.4), as desired.
Now we use (A.2) with ξ := Q(x) and we integrate over x ∈ Jx0,ρ, to find that
(A.9)∫
Jx0,ρ
|Q(x)−Qx0,ρ|2 dx 6
1
|Jx0,ρ|
∫∫
J2x0,ρ
∣∣Q(x)−Q(y)∣∣2 dx dy 6 1
ρ
∫∫
J2x0,ρ
∣∣Q(x)−Q(y)∣∣2 dx dy,
where the last inequality comes from (A.3). Notice now that if x, y ∈ Jx0,ρ ⊆ (x0 − ρ, x0 + ρ),
then |x− y| 6 2ρ. Hence, by (A.9),∫
Jx0,ρ
|Q(x)−Qx0,ρ|2 dx 6 21+2s ρ2s
∫∫
J2x0,ρ
∣∣Q(x)−Q(y)∣∣2
|x− y|1+2s dx dy
6 8 ρ2s [Q]2Hs(J).
(A.10)
By comparing (A.1) with (A.10) we deduce that
(A.11) [Q]s 6
√
8 [Q]Hs(J).
From (A.4) and (A.11), we obtain that
(A.12) |Qx0,R −Qx0,R| 6
√
8
(
2
log 2 · (s− 1
2
) +√2) [Q]Hs(J) Rs− 12 .
Now we claim that
(A.13) Q is continuous in J .
For this, we use (A.12) and the assumption that s > 1
2
, to find that the sequence of func-
tions Gρ(x) := Qx,ρ is Cauchy in L
∞(J) and so there exists a subsequence ρj → 0 such that
(A.14) Gρj converges to some G uniformly in J , as j → +∞.
Now we observe that
(A.15) Gρ is continuous in J ,
for any fixed ρ ∈ (0, 1]. Indeed, we know that Q ∈ L1(J) (see e.g. formula (6.21) in [DNPV12]).
Therefore, if xk ∈ J and xk → x∞ as k → +∞, we deduce from the Dominated Convergence
Theorem that
lim
k→+∞
1
|Jx∞,ρ|
∫
Jxk,ρ
Q(y) dy =
1
|Jx∞,ρ|
∫
Jx∞,ρ
Q(y) dy.
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Accordingly
lim
k→+∞
∣∣Gρ(xk)−Gρ(x∞)∣∣
6 lim
k→+∞
∣∣∣∣∣ 1|Jxk,ρ|
∫
Jxk,ρ
Q(y) dy − 1|Jx∞,ρ|
∫
Jxk,ρ
Q(y) dy
∣∣∣∣∣+ 1|Jx∞,ρ|
∣∣∣∣∣
∫
Jxk,ρ
Q(y) dy −
∫
Jx∞,ρ
Q(y) dy
∣∣∣∣∣
6 lim
k→+∞
∣∣∣∣ 1|Jxk,ρ| − 1|Jx∞,ρ|
∣∣∣∣ ∫
J
Q(y) dy
= 0,
and this gives (A.15).
By (A.14) and (A.15), we obtain that
(A.16) G is continuous.
Now, for any x in the interior of the segment J , we have that Jx,ρj = (x − ρj, x + ρj) if j is large
enough and so, if x is also a Lebesgue point for Q,
G(x) = lim
ρj→0
Gρj(x) = lim
ρj→0
Qx,ρj = lim
ρj→0
1
|Jx,ρj |
∫
Jx,ρj
Q(y) dy
= lim
ρj→0
1
2ρj
∫ x+ρj
x−ρj
Q(y) dy = Q(x).
Accordingly, Q and G coincide in all the Lebesgue points of the interior of J and thus almost
everywhere in J . Hence, from (A.16) (and possibly redefining Q in a negligible set), we conclude
that (A.13) holds true.
Thanks to (A.13), we can now send R→ 0 in (A.12) and obtain that
(A.17) |Qx0,R −Q(x0)| 6
√
8
(
2
log 2 · (s− 1
2
) +√2) [Q]Hs(J) Rs− 12 ,
for any R ∈ (0, 1] and x0 ∈ J .
Now we fix X, Y ∈ J and we take R := 2|X − Y |. Then, we obtain from (A.17) (applied
with x0 := X and with x0 := Y ) that
(A.18) |Q(X)−QX,R|+ |QY,R −Q(Y )| 6 8
(
2
log 2 · (s− 1
2
) +√2) [Q]Hs(J) |X − Y |s− 12 .
Now we take P := X+Y
2
and we notice that (P −R,P +R) contains the segment joining X and Y ,
which lies in J and has length R/2, therefore
(A.19) |JP,R| >
R
2
.
Now we fix z ∈ JP,R. By (A.2), used here with x0 := X and ρ := R and ξ := Q(z), we see that
|Q(z)−QX,R|2 6
1
|JX,R|
∫
JX,R
∣∣Q(z)−Q(y)∣∣2 dy.
Now we observe that R 6 2 and so, by (A.3),
|JX,R| > |JX,R/2| >
R
2
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and therefore
|Q(z)−QX,R|2 6
2
R
∫
JX,R
∣∣Q(z)−Q(y)∣∣2 dy 6 2
R
∫
JP,2R
∣∣Q(z)−Q(y)∣∣2 dy.
Similarly
|Q(z)−QY,R|2 6
2
R
∫
JP,2R
∣∣Q(z)−Q(y)∣∣2 dy.
Therefore
|QX,R −QY,R|2 6 2
(
|QX,R −Q(z)|2 + |Q(z)−QY,R|2
)
6 8
R
∫
JP,2R
∣∣Q(z)−Q(y)∣∣2 dy.
Thus, by integrating over z ∈ J(P,R) and recalling (A.19),
R
2
|QX,R −QY,R|2 6
8
R
∫∫
J2
P,2R
∣∣Q(z)−Q(y)∣∣2 dz dy.
As a consequence
|QX,R −QY,R|2 6
16
R
2
∫∫
J2
P,2R
∣∣Q(z)−Q(y)∣∣2 dz dy
6 16
R
2
∫∫
J2
P,2R
(4R)1+2s
∣∣Q(z)−Q(y)∣∣2
|z − y|1+2s dz dy 6 4
3+2sR
2s−1
[Q]2Hs(J) 6 46 |X − Y |2s−1 [Q]2Hs(J).
Using this and (A.18), we obtain that
|Q(X)−Q(Y )| 6 |Q(X)−QX,R|+ |QX,R −QY,R|+ |QY,R −Q(Y )|
6 8
(
2
log 2 · (s− 1
2
) + 4) [Q]Hs(J) |X − Y |s− 12 .
This proves (2.2).
Appendix B. Proof of Lemma 4.1
We notice that Q ∈ C0,s− 12 ([0, 1)), thanks to Lemma 2.1, hence the condition Q(0) = 0 is
attained continuously and, more precisely, for any y ∈ [0, 1],
|Q(y)| 6 S0 [Q]Hs([0,1)) |y|s− 12 .
Accordingly, if we define
V (x) :=
1
x
∫ x
0
(
Q(x)−Q(y)) dy = Q(x)− 1
x
∫ x
0
Q(y) dy,
we have that, for any x ∈ [0, 1],
(B.1) |V (x)| 6 S0 [Q]Hs([0,1))
(
|x|s− 12 + 1
x
∫ x
0
|y|s− 12 dy
)
= C S0 |x|s− 12 ,
for some C > 0. Moreover, by Ho¨lder inequality,
|V (x)|2 6 1
x
∫ x
0
∣∣Q(x)−Q(y)∣∣2 dy.
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We also notice that if y ∈ [0, x] then x > x− y = |x− y|. As a consequence,∫ β
0
x−2s|V (x)|2 dx 6
∫ β
0
x−1−2s
[∫ x
0
∣∣Q(x)−Q(y)∣∣2 dy] dx
6
∫ β
0
[∫ x
0
|x− y|−1−2s∣∣Q(x)−Q(y)∣∣2 dy] dx.(B.2)
Furthermore, ∫ +∞
β
x−2s|V (x)|2 dx 6 ‖V ‖L∞((0,+∞),Rn)
(2s− 1) β2s−1 .
Hence, noticing that ‖V ‖L∞((0,+∞),Rn) 6 2‖Q‖L∞((0,+∞),Rn), we find that∫ +∞
β
x−2s|V (x)|2 dx 6 2‖Q‖L∞((0,+∞),Rn)
(2s− 1) β2s−1 .
From this and (B.2), we obtain that
(B.3)
∫ +∞
0
x−2s|V (x)|2 dx 6
∫∫
(0,β)×(0,x)
∣∣Q(x)−Q(y)∣∣2
|x− y|1+2s dx dy +
2‖Q‖L∞((0,+∞),Rn)
(2s− 1) β2s−1 .
Now we recall a classical inequality due to Hardy, namely that for any α > 0 and any measurable
function f , we have that
(B.4)
∫ +∞
0
x−1−2α
[∫ x
0
y−1 |f(y)| dy
]2
dx 6 α−2
∫ +∞
0
y−1−2α |f(y)|2 dy.
To prove it, we make the substitution y = tx twice and we apply the Minkowski integral inequality
to the function g(x, t) := x−
1
2
−αt−1 |f(tx)|. In this way, we obtain that∫ +∞
0
x−1−2α
[∫ x
0
y−1 |f(y)| dy
]2
dx =
∫ +∞
0
x−1−2α
[∫ 1
0
t−1 |f(tx)| dt
]2
dx
=
∫ +∞
0
[∫ 1
0
g(x, t) dt
]2
dx 6
[∫ 1
0
[∫ +∞
0
|g(x, t)|2 dx
] 1
2
dt
]2
=
[∫ 1
0
[∫ +∞
0
x−1−2αt−2 |f(tx)|2 dx
] 1
2
dt
]2
=
[∫ 1
0
[∫ +∞
0
y−1−2αt2α−2 |f(y)|2 dy
] 1
2
dt
]2
=
[∫ 1
0
tα−1
[∫ +∞
0
y−1−2α |f(y)|2 dy
] 1
2
dt
]2
=
1
α2
∫ +∞
0
y−1−2α |f(y)|2 dy.
This proves (B.4).
Now we use (B.4) with f := V and α := s− 1
2
and we obtain that
(B.5)
∫ +∞
0
x−2s
[∫ x
0
y−1 |V (y)| dy
]2
dx 6 4
(2s− 1)2
∫ +∞
0
y−2s |V (y)|2 dy.
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Now we define
Z(x) :=
∫ x
0
y−1 V (y) dy
and we deduce from (B.5) that
(B.6)
∫ +∞
0
x−2s |Z(x)|2 dx 6 4
(2s− 1)2
∫ +∞
0
y−2s |V (y)|2 dy.
Also, recalling (B.1), we have that, for any x ∈ [0, 1], |Z(x)| is controlled by |x|s− 12 , which gives
that Z(0) = 0. Hence, if we define
F (x) := V (x) + Z(x)−Q(x),
recalling again (B.1) we find that F (0) = 0. Moreover,
F ′(x) = Q′(x) +
1
x2
∫ x
0
Q(y) dy − Q(x)
x
+
V (x)
x
−Q′(x) = 0.
As a consequence, F is constantly equal to zero in [0,+∞), which says that
Q(x) = V (x) + Z(x),
for any x > 0. This implies that
|Q(x)|2 6 (|V (x)|+ |Z(x)|)2 6 2(|V (x)|2 + |Z(x)|2).
Therefore, by (B.6),∫ +∞
0
x−2s |Q(x)|2 dx 6 2
(∫ +∞
0
x−2s |V (x)|2 dx+
∫ +∞
0
x−2s |Z(x)|2 dx
)
6 2
(
1 +
4
(2s− 1)2
) ∫ +∞
0
y−2s |V (y)|2 dy.
This and (B.3) imply the thesis of Lemma 4.1.
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