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Credibility via imprecise probability1. Introduction
This special issue of the International Journal of Approximate Reasoning grew out of
the Third International Symposium on Imprecise Probabilities and Their Applications
(ISIPTA 03), 1 held in Lugano, Switzerland, in July 2003. The origins of the biennial
ISIPTAmeetings date back to 1999. At that time a group of people joined their eﬀorts
in the organization of the ﬁrst meeting, ISIPTA 99, under a speciﬁc impulse: to make
it possible for scientists in diﬀerent disciplines to discuss their views about imprecision
in theories of probability. Indeed, imprecision in probability has been studied almost
independently in many diﬀerent ﬁelds, such as Computer Science, Economics, Engi-
neering, Psychology, Statistics, just to name a few. Each of these started its own tra-
ditions and especially its own language to talk about imprecise probability. Better
communication seemed to be a necessary step in order tomake the various approaches
to imprecision in probability theory beneﬁt from each other, and perhaps eventually
develop some common ground. ISIPTA 99 actually did witness lively and healthy de-
bates on these matters, and formed the basis for an interdisciplinary community which
is now very actively involved in advancing and promoting a generalized view of prob-
ability theories. In February 2002, this community saw the birth of the Society for
Imprecise Probability Theory and Applications. The Society 2 manages the organiza-
tion of the ISIPTAmeetings, nowadays a well-established international forum for dis-
cussing imprecise probabilities, and has recently organized also the ﬁrst summer school
on imprecise probabilities, 3 of which many more will hopefully follow.
Imprecise probability is really a heterogeneous ﬁeld, as it is testiﬁed by the papers
presented at ISIPTA 03. A total of 44 papers were presented that covered a wide
range of topics, including: new model based inference with imprecise probabilities;0888-613X/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2004.11.001
1 See http://www.sipta.org/isipta03
2 See http://www.sipta.org
3 See http://www.idsia.ch/~zaﬀalon/events/school2004/school.htm
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of imprecise probabilities in engineering, ﬁnance, and medicine; connections with
graph theory, belief functions, and fuzzy random variables; and the introduction
of new principles and tools for decision theory. ISIPTA 03 included also three in-
vited contributions from Terrence L. Fine, Irving J. Good, and Patrick Suppes,
and ﬁve invited tutorials 4 (Jean-Marc Bernard: ‘‘Imprecise Dirichlet model for mul-
tinomial data,’’ Gert de Cooman: ‘‘A gentle introduction to imprecise probability
models and their behavioral interpretation,’’ Fabio G. Cozman: ‘‘Graph-theoretical
models for multivariate modeling with imprecise probabilities,’’ Charles F. Manski:
‘‘Partial identiﬁcation of probability distributions,’’ Sujoy Mukerji: ‘‘Imprecise prob-
abilities and ambiguity aversion in economic modelling’’).2. Imprecise probabilities
It should be clear from the Introduction that the term imprecise probability covers
a lot or areas. Probability is used for any theory of randomness or uncertainty;
imprecise probability, as a generic term for themanymathematical or statistical mod-
els that measure chance or uncertainty without sharp numerical probabilities. These
models include, but are not necessarily limited to, belief functions, Choquet capacities,
comparative probability orderings, convex sets of probability measures, fuzzy mea-
sures, interval-valued probabilities, possibility measures, plausibility measures, and
lower and upper expectations or previsions. It is often said that these imprecise prob-
ability approaches are needed in inference problems where the relevant information is
scarce, vague or conﬂicting, and more generally that they have to do with modelling
partial ignorance, incompleteness, indeterminacy and indecision. Actually, many of
these aspects can be regarded as diﬀerent expressions of a speciﬁc characteristic of
imprecise probability that I will emphasize in the following: imprecise probability of-
fers the opportunity to make probability models less fragile, and hence more credible,
by acting on the relationship between assumptions and conclusions. Here assump-
tions is used in a loose way to generically express the restrictions imposed on ourmod-
els on the way to abstraction. These assumptions determine, for example, the language
used to represent the evidence. It seems most important, though, to consider that the
connection between assumptions and conclusions is intimately related to the scientiﬁc
method itself, as scientiﬁc activity is mostly concerned with drawing conclusions from
assumptions (and evidence). In this light, assumptions are of a foundational nature in
Science; they are the pillars that support our conclusions. These pillars need to be ro-
bust in order to support credible conclusions; and the key point is that the way to
robustness passes through designing assumptions so as to make them tenable.
Manski 5 expresses a similar concept very nicely with his law of decreasing credi-
bility: ‘‘The credibility of inference decreases with the strength of the assumptions4 The technical papers, as well as the invited contributions and tutorials, are publicly available from the
web site of the conference.
5 See Manskis tutorial in this issue.
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the stronger the better, but only up to the point where they remain tenable.
This standpoint places a strong emphasis on the role of assumptions, in the sense
that it regards a rigorous design of assumptions as a necessary component of a rig-
orous scientiﬁc approach. Rigor requires assumptions to be critically discussed, and
their implications to be deeply understood. But, most of all, it requires a formal
framework and a well-developed body of mathematical results that enable one to
state and work with tenable assumptions. Without both, assumptions might have
to be made purely for mathematical convenience, which is clearly not desirable.
Imprecise probability appears to be a candidate framework to state and work with
tenable assumptions. The key feature of imprecise probability in this respect is their
expressivity, which allows one to represent a full range of degrees of knowledge, typ-
ically from complete ignorance to deterministic knowledge, passing through tradi-
tional uncertainty representations. How this can be done in practice can be better
shown with some examples. The papers in this special issue are well suited to serve
this purpose, given also the variety of contexts they represent, and their application-
oriented ﬂavor. The next section will give a brief summary about the papers from
this very perspective.3. The papers
This issue collects extended versions of six papers and three tutorials presented at
ISIPTA 03. ISIPTA 03 emphasized three main themes: inference from data, algo-
rithms, and applications. The same themes have been used as guidelines in the selec-
tion of the articles for this special issue, in order to emphasize the practical use of
imprecise probabilities mentioned in the previous section.
Bernards tutorial on the imprecise Dirichlet model (IDM) opens the issue. The
IDM is a model of statistical inference from multinomial data for the case when sub-
stantial prior knowledge on the process producing the data is not available. The IDM
can be regarded as a generalization of the popular Bayesian learning method that
makes use of Dirichlet priors. The IDM relaxes a speciﬁc assumption of its precise
counterpart, namely, that a prior state of ignorance can be represented satisfactorily
by a single prior density. The tutorial argues, from a number of viewpoints, that ab-
sence of prior knowledge can be better modelled by sets of prior Dirichlet densities.
The machinery of Bayesian learning is then extended in a straightforward way to
manage the multiple priors, producing in general lower and upper probabilities and
expectations. The tutorial illustrates also some existing applications of the IDM,
while making it clear that there remains a great potential for applications to be ex-
plored. In artiﬁcial intelligence, for instance, inference from categorical data is a ma-
jor task. One example is the inference from data of model probabilities for Bayesian
networks. Sometimes there is a problem of credibility with respect to these probabil-
ities, especially for complex networks and limited sizes of data. The IDM might help
in addressing this problem, since by exploiting the imprecision represented by lower
and upper probabilities, it produces credible probabilities for any size of the learning
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beneﬁts of using of multiple priors in the artiﬁcial intelligence community.
If Bernards tutorial in on the side of multiple priors, the subsequent tutorial by
Manski can be intended as a way to work with multiple likelihoods. Multiple likeli-
hoods arise in the case when the observed data are consistent with more than one
likelihood, as with missing data. In this case, diﬀerent likelihoods follow from diﬀer-
ent ways to replace the missing values with actual values. The by far more popular
way of dealing with missing data is to assume some kind of missing at random
(MAR) condition, which basically states that the mechanism that produces the miss-
ing data is not selective. MAR makes it relatively easy to deal with missing data as
the inference is then allowed to be based only on the data that are present. Further-
more, MAR allows everything to be treated within a precise probability setting.
These advantages are unfortunately dwarfed by two serious problems: MAR is a
strong assumption in general and, also, MAR cannot be tested as there is no statis-
tical test for it. Clearly, there is a serious risk of arbitrariness in assuming MAR, and
hence a serious risk of producing misleading conclusions. In the last ﬁfteen years,
Manskis research has built up an entire framework for dealing with missing data
without assuming MAR, and that naturally produces imprecise probabilities.
Remarkably, that framework makes it possible in many cases to produce meaningful
conclusions also when there is real ignorance about the missingness mechanism.
Manski also discusses ways to enforce assumptions about the missingness mecha-
nism in order to produce stronger, while still credible, conclusions. Manskis tutorial
should serve as an introduction to a credible way of dealing with missing data, which
can be deepened by means of the cited references, and in particular by means of
Manskis recent book, which is the source of inspiration for the tutorial.
The third article is the last tutorial of the special issue: Cozmans introduction to
graphical models for imprecise probabilities, focused mostly on credal networks. Cre-
dal networks can be regarded as an extension of Bayesian networks to imprecise
probabilities. In the context of probabilistic expert systems, credal networks relax
the assumption that expert knowledge must be modelled by a precise probability dis-
tribution. More credibly, expert knowledge is assumed to be vague to some extent,
and to be more faithfully captured by imprecise statements, such as constraints on
probability values. Credal networks provide a means to represent this kind of knowl-
edge and to produce conclusions that are fully consistent with it, similarly to what
can be done in the precise case with Bayesian networks. Credal nets are also an
important tool in a statistical setting. Indeed, statistical approaches based on multi-
ple priors, or on multiple likelihoods, naturally produce imprecise probabilities. If we
want to join the power of graphical models with those statistical methods, we need
some kind of imprecise graphical model, such as credal nets. Cozmans tutorial re-
views the most important aspects of credal networks, such as the interpretation of
the model, some special cases of the general deﬁnition, and algorithms to compute
with credal networks.
Kriegler and Held then present a paper on the application of imprecise probability
to the environmental problem of assessing climate change. Of course this is a very
important topic, and it is also a way to illustrate clearly how imprecision comes natu-
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very little information about many important quantities that have the potential to
severely inﬂuence climate change. On the other hand, it is important to make reliable
predictions as scientiﬁc results will (hopefully) be the basis of future policies to mini-
mize the risk of a serious drift in environmental parameters. In order to avoid over-
conﬁdent conclusions, the authors collect a set of methods that allows ignorance
about key parameters to be included in a simple climate change model. Within the
limits of the chosen modelling approach, they show that the uncertainty about the
temperature increase in the 21st century is large. Despite this, they ﬁnd that it is very
unlikely that the warming will be less than two degrees Celsius. This is an important
point as staying below the threshold of two degrees Celsius is a frequently discussed
climate protection target in order to avoid dangerous climate change. The authors’
approach turns then out to be useful to indicate which variables account for which
portion of the uncertainty.
In a sense, the environmental application described by Kriegler and Held favors
approaches based on imprecision, for its highly uncertain nature. The next paper by
Capotorti is a nice example to show that imprecision comes naturally into place also
in more circumscribed applications, especially with cautious modelling approaches.
The paper focuses on two medical applications, for which domain knowledge is rel-
atively scarce. Capotorti refrains from making strong assumptions in order to pro-
duce determinate conclusions. Rather, he illustrates an approach that starts by
making weak assumptions and strengthens them little by little. Initially, domain
knowledge is formalized by simple constraints on probabilities. In both problems,
the formalization naturally produces partially indeterminate conclusions. In some
cases these are not informative enough, as the related intervals are too wide. Of
course, this may happen when we accept that our models can be imprecise, and it
is a useful indicator that we are missing relevant knowledge in order to draw any
serious conclusion. In order to maintain credibility, the author then carefully consid-
ers some further assumptions, which eventually produce strong enough conclusions.
Capotortis approach in interesting at least for two reasons. First, it shows that
imprecise probability models are sometimes better developed in a step by step fash-
ion: the results of the ﬁrst modelling attempts are used to understand whether stron-
ger assumptions, and which ones, should be considered next. Secondly, the paper
proposes some so-called structural assumptions to strengthen conclusions in an
imprecise probability setting. These are relatively general, so that they might proﬁt-
ably be considered in a variety of applications.
The next three papers of the issue have a more computationally oriented ﬂavor. In
the ﬁrst, Abella´n and Moral investigate the application to pattern classiﬁcation of a
measure of entropy for sets of distributions (also called credal sets). They do this in
the setting of multiple priors, by extending a well known classiﬁcation tree to credal
sets originated by the imprecise Dirichlet model. The results are important and two-
fold. First, the authors show empirically that trees constructed with the new measure
of entropy automatically avoid overﬁtting problems; this, in turn, enables the new
trees to perform consistently better than traditional ones with respect to prediction
accuracy. Second, the proposed classiﬁer oﬀers the opportunity to do classiﬁcation
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classiﬁcations (i.e., partially indeterminate classiﬁcations) for the objects that are
more diﬃcult to classify, given the knowledge available in the learning set. Classiﬁers
with this characteristic are called credal classiﬁers.
In the subsequent paper, De Cooman and Troﬀaes wonder whether the popular
method of dynamic programming may be extended to settings where uncertainty
on the gain function is, perhaps more realistically, described by imprecise probabil-
ities. The authors formalize elegantly the problem in a very general framework,
which eventually leads to interesting conclusions. For example, they show that ap-
proaches based on the maximin decision criterion cannot generally be extended to
the new setting, as they need some speciﬁc assumptions. Considered that the maxi-
min has received considerable attention so far, this appears to be an important result,
as it allows other researchers to be aware of the inherent assumptions made by using
such a criterion. It is also worth remarking that other decision criteria, such as max-
imality and robust optimality, are shown to be always extendible, which contributes
to these being regarded as criteria worthy of investigation.
Exact and approximate algorithms for credal networks are the subject of the next
paper by Da Rocha and Cozman. The authors have been very active in this ﬁeld,
with much work aimed at making credal networks a more and more practical mod-
elling tool. Indeed, it is well known that computing with credal networks is generally
harder than with Bayesian networks, so that substantial eﬀorts must be devoted in
order to be able to compute with the former, especially in complex domains. In par-
ticular, the authors present an exact algorithm that works well with relatively small
networks, and an approximate one for larger models. It is worth noting that the lat-
ter produces outer approximations, which are usually of most interest when working
with imprecise probabilities. Outer approximations produce intervals of probabili-
ties, or expectations, that enclose the exact ones. This is an opposite approach with
respect to inner approximations, which are enclosed by the exact intervals, and which
generally produce overconﬁdent conclusions. Outer approximations, in other words,
always work on the safe side by adding some extra caution to the inference when
exact results cannot be obtained. This kind of algorithmic imprecision is another
important feature of imprecise probabilities, that allows credibility to be maintained
despite computational limitations. In the speciﬁc case, Da Rocha and Cozmans
approximate algorithm is shown to produce signiﬁcantly better approximations than
a previously known one on which it is based, and it is so a promising approach for
the concrete use of credal networks.
Pelessoni and Vicigs paper concludes the issue. This paper is somewhat diﬀerent
from the others as it is more focused on foundational rather than applied issues. Yet,
it is still motivated by developing credible models, in the following sense. At present,
among the more general imprecise probability models there are Peter Walleys coher-
ent lower previsions, which are equivalent to closed convex sets of probability distri-
butions. Coherent lower previsions are based on rationality criteria called avoiding
sure loss and coherence. Pelessoni and Vicig argue that tools based on weaker
assumptions should be considered in some cases. They propose to this extent a model
called center convex previsions, which avoid sure loss but are not necessarily coher-
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ditional case, which appears to be very powerful and with substantial relations, and
implications, for ﬁnancial risk measurement.4. Conclusions
This issue was conceived as a way to disseminate ideas from imprecise probabil-
ities in the community of approximate reasoners. It tries to do so by showing that it
is possible to develop, and practically apply, imprecise probability models based on
tenable assumptions right now. Of course imprecise probability is also a complex
ﬁeld, with many open problems and controversies. There is the need of a great joint
eﬀort to tackle these challenges. I hope that this issue contributes to have more peo-
ple exploit the wealth of opportunities for research oﬀered by imprecise probabilities,
both at the foundational and application level.Acknowledgments
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