For an n X n interval matrix ~2 = ( Aij), we say that d is wuzjorized by the point matrix ti = (aij) if aij = 1 Aijl when the jth column of S' has the property that there exists a power P containing in the same jth column at least one interval not degenerated to a point interval, and ai1 = Aij otherwise.
INTRODUCTION
Let .ti = (Aij) be an n X n (real) interval matrix, that is, each A,, is a real compact interval [_aij, aij] , where _aij < a,,. As usual, .d is also considered as the bounded set of matrices &={A=(~~~):_a~~<a,~<Z~~,i,j=l,..., n}.
For _PZ = ( Aij), 9 = ( Bij), the interval-matrix sum and product are formally defined by
A? +c%' = ( Ajj + Bij), respectively, where the binary operations on the set of intervals have their usual meanings (see Alefeld and Herzberger [l] ). The power ~2~ are defined bY dk =&k-i .d k = 2,3,... .
Let C be a bounded set of n X n real matrices. For m > 1, C, is the set of all products of matrices in 2 of length m, that is, cm = {A,A, a--A,: At E c, i = l,..., m}.
Denoting by p(A) the spectral radius and by II All an operator norm of a matrix, the joint spectral radius of 2 (see Rota and Strang IgI), fi<XO, is defined by
The generalized spectruE radius of C (see Daubechies 
be an n X n interval matrix. We say that zz is ma$wized by a point matrix _G = (aij) if
RESULT
We shall establish the following: THEOREM 1. Let .d be an n x n interval matrix which is mujorized by 2. Then the inequality holds.
P(J4 Q PC4
(1)
Proof. Divide the numbers 1, . . . , n into two classes:
We distinguish three cases, according as I, = 0, or I, = 0, or I, # 0 and I, z 0. 
where A is a point matrix. Let P-!@'P be majorized by P-&fP; then
Gp=p-gp= (5)
Therefore, it follows from (4) that
Also, we conclude from (5) that
p(2) = p( P-%P) = max{ p( A), p( I%?)}. (7
As the same discussion in case 2 yields PC%?) < p(lG$, the desired inequali9
(1) follows from (6) and (7). This completes the proof. W
DISCUSSION
Let us explain why we consider this inequality to be worth presenting. For an n X n interval matrix, let us recall that a matrix A EJX! is called a vertex LEMMA.
Proof. We first prove that
The implication * is immediate because p(ext & Therefore the system (10) is globally asymptotically stable.
We summarize as follows:
THEOREM 2. Zf p(ext &) < 1 or p(& < 1, then the system (10) is globally asymptotically stable.
The matrix product condition given in Myszkorowski [7] is more restrictive than p(y) < 1, and P(JX') < 1 may be reached through a simpler criterion p(d) < 1. Another approach to the analysis of asymptotic stability of discrete-time linear interval systems can be found in Perez, Dvcampo, and Abdallah [8].
EQUALITIES
We remark here that p(d) = ~(2) does not hold in general, as the following example shows. We note_ also that each of the following conditions is sufficient for p(d) = p(d).
(i) There exists a permutation matrix P such that PP'H' is upper triangular (or lower triangular).
(ii) There exists A E& such that l&l = A.
(iii) There exists a diagonal matrix P with diagonal entries 1 or -1 such that _G E P-'&P.
It may be of interest to find necessary and sufficient conditions such that the equality p(M) = p(~?) holds.
