Eta-quotients and Embeddings of $X_0(N)$ in the Projective Plane by Kodrnja, Iva
ar
X
iv
:1
60
5.
01
26
0v
1 
 [m
ath
.N
T]
  4
 M
ay
 20
16
ETA-QUOTIENTS AND EMBEDDINGS OF X0(N) IN THE PROJECTIVE
PLANE
IVA KODRNJA
Abstract. In this paper we find projective plane models of X0(N) by constructing maps
from X0(N) to the projective plane using modular forms, as presented in [13]. We use
eta-quotients of weight 12. We find those eta-quotients of weight 12 which have maximal
order of zero at the cusp ∞.
1. Introduction
Let Γ0(N) be the congruence subgroup
Γ0(N) =
{
γ ∈ SL2(Z) : γ ≡
(
∗ ∗
0 ∗
)
(mod N)
}
.
This group acts on the extended complex upper half plane H∗ = H ∪ Q ∪ {∞}, with H =
{z ∈ C : ℑz > 0}, by linear fractional transformations
γ.z =
az + b
cz + d
, γ =
(
a b
c d
)
∈ Γ0(N).
The quotient space of this group action is called a modular curve, and we denote it by X0(N)
i.e.,
X0(N) = Γ0(N) \H
∗.
The set X0(N) can be endowed with a complex structure and it is a compact Riemann
surface. It is of interest in number theory to embed this Riemann surface into the projective
or affine space and find its defining equations. The curve that is an image of such an
embedding is called a model of the modular curve X0(N).
The field of rational functions over C of X0(N) is generated by j and j(N ·). The minimal
polynomial of j(N ·) over C(j) is called the classical modular polynomial and it gives the
canonical plane model for X0(N), [18]. However, this polynomial is hard to compute and
has enormous coefficients so it is not of practical use. That is why people search for different
models for the modular curve X0(N),[6],[12],[13],[19],[20]. One method uses the canonical
embedding of Riemann surfaces in the projective space, [6]. Using the connection of modular
forms on Γ0(N) (or in general on any Fuchsian group of the first kind) with the differentials on
X0(N), G. Muic´ has searched for models of X0(N) by constructing maps into the projective
space using modular forms of arbitrary weight, [12],[13]. We use this method to construct
models of X0(N) into the projective plane P
2, as in [13], using eta-quotients.
The author acknowledges Croatian Science Foundation grant no. 9364.
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The Dedekind eta-function is defined by the infinite product
η(z) = q
1
24
∞∏
n=1
(1− qn), z ∈ H,
where q = q(z) := e2piiz . This function is holomorphic function on H with no zeroes on H.
An eta-quotient of level N is a finite product of the form
f(z) =
∏
δ|N
η(δz)rδ , rδ ∈ Z.
These functions have some beautiful properties. They have integral Fourier expansions at
the cusp ∞, using their modular transformation properties, we can calculate their Fourier
expansions at other cusps. There is a formula for the order of an eta-quotient at each cusp
so we can easily calculate their divisors.
There are always two eta-quotients that are modular forms of weight 12 for Γ0(N) for every
N , Ramanujan delta function ∆ and its rescaling ∆(N ·). We search for a third function so
that the map into the projective plane defined with these three modular forms is a birational
equivalence. For a prime p, we calculate the degree of the map defined with ∆,∆(p·) and
η12(z)η12(pz) ∈M12(Γ0(p)).
In [5] it is proved that the unique normalised modular form of weight 12 for Γ0(N) with
maximal order of vanishing at the cups∞ is an eta-quotient when the genus of Γ0(N) equals
zero. We generalise this claim, and find those numbers N for which the unique normalised
modular form of weight 12 for Γ0(N) with maximal order of vanishing at the cups∞ is an eta-
quotient. Using these functions and functions ∆ and ∆(N ·) we construct maps from X0(N)
to the projective plane and prove that in some cases this map is a birational equivalence.
2. Preliminaries
The group Γ0(N) is a modular group i.e., a subgroup of SL2(Z) of finite index which is
equal to the value of the Dedekind Psi function
(1) [SL2(Z) : Γ0(N)] = N
∏
p|N
(1 + 1/p) = Ψ(N).
The group Γ0(N) has
∑
0<d|N
φ((d,N/d)) cusps. As a set of representatives of inequivalent
cusps we can take the set
(2) CN =
{a
d
: d|N, (a, d) = 1, a ∈ (Z/kZ)∗ za k = (d,N/d)
}
.
There are Φ((d,N/d)) cusps with denominator d, for each divisor d of N . There are always
two cusps for Γ0(N), for every N - one cusps with denominator 1 which we denote 0 and
one cusp with denominator N which we denote as cusp ∞.
Every eta-quotient is a holomorphic function of the upper half plane with no zeroes on
the upper half plane. The most famous example is the Ramanujan delta function,
∆(z) = η(z)24 =
∞∑
n=1
τ(n)qn,
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which is a cusp form of weight 12 on SL2(Z). We have
∆,∆(N ·) ∈M12(Γ0(N)), for all N,
so there are always two eta-quotients of weight 12 on Γ0(N).
Ligozat in [8], Proposition 3.2.8 proved the formula for the order of vanishing of an eta-
quotient at the cusps with denominator d:
(3)
N
24
∑
δ|N
(δ, d)2rδ
(N, d2)δ
.
Using modular transformation properties of the Dedekind eta-function ([2], Theorem 3.4)
we can deduce the modular transformation properties of eta-quotients. This result in various
forms can be found in [16] Theorem 1.64, [8] Proposition 3.2.1, [15] Theorem 1.
For a divisor δ of N , we denote by δ′ the number δ′δ = N .
Theorem 2.1. If
(1)
∑
δ|N
δrδ ≡ 0 (mod 24)
(2)
∑
δ|N
δ′rδ ≡ 0 (mod 24)
(3)
∏
δ|N
δ′rδ is a square of a rational number,
then
∏
δ|N
η(δz)rδ is a weakly modular function on Γ0(N) of weight k =
1
2
∑
δ rδ.
If we require that
(4) N
24
∑
δ|N
(δ,d)2rδ
(N,d2)δ
≥ 0, for all divisors d of N ,
then
∏
δ|N
η(δz)rδ is a modular form on Γ0(N) of weight k =
1
2
∑
δ rδ.
We can write the conditions (4) in a matrix form. If we denote
AN =
(
(δ, d)2rδ
(N, d2)δ
)
d,δ
for d, δ which are divisors of N . This is a square matrix of size σ0(N). This matrix is
called the order matrix, [4]. If we write the exponents rδ of an eta-quotient
∏
δ|N η(δz)
rδ as
a column vector in increasing order
r = (rδ)δ,
then the condition (4) is equivalent to
ANr ≥ 0.
The matrix AN is invertible over Q for every N and if the prime factorisation of N is
N = pn11 · · · p
ns
s , then the matrix AN is the Kronecker product ([3], Proposition 1.41)
AN = Apn11
⊗
· · ·
⊗
Apnss .
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3. Maps X0(N)→ P
2 via modular forms
Let k ≥ 2 be an even integer such that dimMk(Γ0(N)) ≥ 3. Let f, g, h ∈ Mk(Γ0(N)) be
three linearly independent modular forms. We construct the holomorphic map ϕ : X0(N)→
P2 which is uniquely determined by being initially defined by
ϕ(az) = (f(z) : g(z) : h(z))
on the complement of a finite set of Γ0(N)-orbits in X0(N) of common zeroes of f ,g and h.
Every compact Riemann surface can be observed as a smooth irreducible projective curve
over C, and functions g/f and h/f are rational functions on X0(N). Thus, the map ϕ is
actually a rational map
az 7→ (1 : g(z)/f(z) : h(z)/f(z)).
Since X0(N) is smooth, the map is regular and the image is an irreducible curve in P
2.
The image is not constant because the functions f, g and h are linearly independent.
The image of this map is in most cases singular projective plane curve, which we denote
by C(f, g, h). The field of rational functions of the curve C(f, g, h), denoted by C(C(f, g, h))
is isomorphic to a subfield of C(X0(N)), the field of rational functions of the modular curve
X0(N), by the map ϕ. By definition, the degree of the map ϕ which will be denoted by
d(f, g, h)
is equal to the degree of the field extension
C(C(f, g, h)) ⊂ C(X0(N)).
There is a simple criterion for the map to be of degree 1 i.e., to be a birational equivalence.
It can be found in [20], Lemma 1 or [11], Lemma 5-2.
Lemma 3.1. The degree of the maps ϕ, d(f, g, h) divides the numbers
(4) deg(div∞(g/f)) and deg(div∞(h/f)).
The sufficient condition for the map ϕ to be a birational equivalence is that these numbers
are relatively prime i.e.,
(5) (deg(div∞(g/f)), deg(div∞(h/f))) = 0.
Proof. The field of rational functions of C(f, g, h) is isomorphic to the subfield of C(X0(N))
generated over C with g/f and h/f . We have the following inclusions of fields
C(g/f) ⊆ C(g/f, h/f) ⊆ C(X(Γ))
C(h/f) ⊆ C(g/f, h/f) ⊆ C(X(Γ)).
From the theory of compact Riemann surfaces we know that for a meromorphic function f
on a compact Riemann surface X we have
[C(X) : C(f)] = deg div∞(f).
The claim follows. 
ETA-QUOTIENTS AND MODELS FOR X0(N) 5
Let f ∈Mk(Γ0(N)), f 6= 0. For each a ∈ X0(N), we can define the multiplicity νa(f) of f
at a (see [11],§4, Lemma 4-1). This number is rational when a is an elliptic point, otherwise
it is integral. Then we may define the divisor of f as
div(f) =
∑
a∈X0(N)
νa(f)a.
The degree of the divisor of a modular form in Mk(Γ0(N)) equals
deg(div(f)) = k(g − 1) +
k
2

t+ ∑
a∈X0(N), elliptic
(1− 1/ea)

 ,
where g is the genus of Γ0(N), t is the number of inequivalent cusps and ea is the index
of ramification at an elliptic point a. By substracting the possible non-integer parts of
multiplicities at elliptic points, we obtain an integral divisor Df attached to the modular
form f ∈Mk(Γ0(N)) and it has the following degree
(6) degDf = dimMk(Γ0(N)) + g(Γ0(N))− 1.
When k = 12, using the formula for the genus ([9], Theorem 4.2.11) and for the dimension
of M12(Γ0(N)) ([9], Theorem 2.5.2) we get that
(7) dimM12(Γ0(N)) + g(Γ0(N))− 1 = [SL2(Z) : Γ0(N)] .
In [13], Corollary 1-5, the following fact is proved which we now state for the case of the
modular group Γ0(N):
Theorem 3.2. Assume k ≥ 2 is an even integer such that dimMk(Γ0(N)) ≥ 3. Let f, g, h ∈
Mk(Γ0(N)) be linearly independent. Then, we have the following:
(8)
d(f, g, h) degC(f, g, h) = dimMk(Γ0(N)) + g(Γ0(N))− 1−
∑
a∈X(Γ)
min(Df(a), Dg(a), Dh(a)).
In my doctoral thesis, I have developed an algorithm that calculates the degree of the
curve C(f, g, h) and using the formula (8) we can calculate the degree of the map.
4. Eta-quotients of weight 12 and models of X0(N)
For a prime number p, modular curve X0(p) has two cusps which we denote by a∞ and
a0. For p > 2, there are always the following three eta-quotients in M12(Γ0(p)):
η(z)24 = ∆(z), η(pz)24 = ∆p(z) and η(z)
12η(pz)12.
Their divisors with regard to Γ0(p) are as follows,
div(∆(z)) = pa0 + a∞,
div(∆p(z)) = a0 + pa∞,(9)
div(η(z)12η(pz)12) =
p+ 1
2
a0 +
p+ 1
2
a∞,
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Their Fourier exapansion at the cusp ∞ are
∆(z) = q − 24q2 + 252q3 − 1427q4 + ...
∆p(z) = q
p − 24q2p + 252q3p − 1427q4p + ...
η(z)12η(pz)12 = q
p+1
2 − 12q
p+1
2
+1 + 54q
p+1
2
+2 − 88q
p+1
2
+3 − 99q
p+1
2
+4 + ...
and we see that these forms are linearly independent.
Theorem 4.1. Let p > 2 be a prime number. The map ϕ : X0(p)→ P
2 defined as
ϕ(az) = (∆(z) : η(z)
12η(pz)12 : ∆p(z))
has degree p−1
2
.
Proof. We calculate
(η(z)12η(pz)12)2 −∆(z)∆p(z) = η
24(z)η24(pz)− η24(z)η24(pz) = 0
and conclude that the image of the map ϕ is a projective curve of degree 2 whose defining
polynomial is x21 − x0x2.
Minimum of the divisors (9) from the right side of the formula (8) from the Theorem 3.2
equals 2. Furthemore, we calculate
dimM12(Γ0(p)) + g(Γ0(p))− 1 = p+ 1.
The right side of the formula (8) from Theorem 3.2 equals p− 1.
From the formula (8) it follows that the degree of the map ϕ equals p−1
2
. 
In [5], Lemma 2.1, it is proved that the unique normalised modular form with the maximal
order of zero at the cusp ∞ is an eta-quotient for Γ0(N) when the genus of Γ0(N) is zero.
We generalize this claim and find those eta-quotients of weight 12 that have the only zero
at the cusp ∞. The order of the zero is maximal. In [17], Lemma 14, it is proved that for
every cusp of Γ0(N) there is an eta-quotient of some weight such that it vanishes only at
that cusp.
Theorem 4.2. Unique normalised modular form of weight 12 for Γ0(N) which has a zero
of maximal order at the cusp ∞ is an eta-quotient if N belongs to one of the following sets:
S1 = {p
n : p ∈ {2, 3, 5, 7, 13} , n ≥ 1}
S2 = {p
n1
1 p
n2
2 : p1 ∈ {2, 3, 5} , p2 ∈ {3, 5, 7, 13} , p1p2 < 40, n1, n2 ≥ 1}
S3 = {p
n1
1 p
n2
2 p
n3
3 : p1 = 2, p2 ∈ {3, 5} , p3 ∈ {5, 7, 13} , p2 + p3 < 17, n1, n2, n3 ≥ 1} .
Then, that eta-quotient is given by:
(i)
η(pnz)pr
η(pn−1z)r
for N ∈ S1, with r =
24
p−1
,
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(ii)
η(pn1−11 p
n2−1
2 z)
rη(pn11 p
n2
2 z)
p1p2r
η(pn11 p
n2−1
2 z)
p1rη(pn1−11 p
n2
2 z)
p2r
for N ∈ S2, with
r =
24
(p1 − 1)(p2 − 1)
(iii)
η(pn11 p
n2−1
2 p
n3−1
3 z)
p1rη(pn1−11 p
n2
2 p
n3−1
3 z)
p2rη(pn1−11 p
n2−1
2 p
n3
3 z)
p3rη(pn11 p
n2
2 p
n3
3 z)
p1p2p3r
η(pn1−11 p
n2−1
2 p
n3−1
3 z)
rη(pn11 p
n2
2 p
n3−1
3 z)
p1p2rη(pn11 p
n2−1
2 p
n3
3 z)
p1p3rη(pn1−11 p
n2
2 p
n3
3 z)
p2p3r
for N ∈ S3, with
r =
24
(p1 − 1)(p2 − 1)(p3 − 1)
.
Proof. We check when an eta-quotient
∏
δ|N η(δz)
rδ has a zero of maximal order at the cusp
∞. We write coefficients rδ of this eta-quotient as a column vector rδ (arranged by size). For
N we look at the prime factorisation, N = pn11 . . . p
ns
s , p1 < p2 < · · · < ps. The order matrix
AN is a Kronecker product of matrices for prime divisors of N , AN = Apn11
⊗
· · ·
⊗
Apnss .
Coefficients of an eta-quotient with a zero of maximal order at the cusp ∞ are the solutions
of the system:
ANrδ =


0
...
0
pn1−11 · · · p
s1−1
s (p1 + 1) · · · (ps + 1)

 ,
i.e., vector rδ is the product
(10) A−1N


0
...
0
pn1−11 · · ·p
s1−1
s (p1 + 1) · · · (ps + 1)

 .
The inverse of the order matrix A−1N is the Kronecker product of inverses of matrices Apnii .
For a prime number p, matrix Apn is a square matrix of size (n+ 1)× (n+ 1) given by
24 · Apn(i, j) =


pn
pmin{i,n−i}
, i = j
pn
pj−ipmin{i,n−i}
, i < j
pn
pi−jpmin{i,n−i}
, i > j
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and its inverse is given by
1
24
A−1pn =
1
pn−1(p2 − 1)


p −p
−1 p2 + 1 −p2 0
−p p(p2 + 1) −p3
. . .
. . .
. . .
0 −p2 p2 + 1 −1
−p p


The last column of AN has 2
s elements different from 0. First non-zero entry is (−1)s and
from (10) we get the equation
r
p
n1−1
1 ···p
ns−1
s
=
(−1)s24
(p1 − 1) · · · (ps − 1)
.
The condition r
p
n1−1
1 ···p
ns−1
s
∈ Z implies s < 4.
When s = 1, from (10) we have equations
r1 = rp = · · · = rpn−2 = 0
rpn−1 =
−24
p− 1
rpn =
24p
p− 1
The condition rpn−1 ∈ Z implies p = 2, 3, 5, 7, 13 i.e., N ∈ S1.
For s = 2 we have equations
rpi1p
j
2
= 0, for i < n1 − 1 or j < n2 − 1
r
p
n1−1
1 p
n2−1
2
=
24
(p1 − 1)(p2 − 1)
= x
r
p
n1−1
1 p
n2
2
= −p2x
r
p
n1
1 p
n2−1
2
= −p1x
rpn11 p
n2
2
= p1p2x
The condition r
p
n1−1
1 p
n2−1
2
∈ Z implies that N must belong to S2.
For s = 3 we have
rpi1p
j
2p
k
3
= 0, for i < n1 − 1 or j < n2 − 1 or k < n3 − 1
r
p
n1−1
1 p
n2−1
2 p
n3−1
3
=
−24
(p1 − 1)(p2 − 1)(p3 − 1)
= x
r
p
n1
1 p
n2−1
2 p
n3−1
3
= −p1x, rpn1−11 p
n2
2 p
n3−1
3
= −p2x, rpn1−11 p
n2−1
2 p
n3
3
= −p3x
r
p
n1−1
1 p
n2
2 p
n3
3
= p2p3x, rpn11 p
n2−1
2 p
n3
3
= p1p3x, rpn11 p
n2
2 p
n3−1
3
= p1p2x
rpn11 p
n2
2 p
n3
3
= −p1p2p3x
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From the condition r
p
n1−1
1 p
n2−1
2 p
n3−1
3
∈ Z we have the following possible values
(p1, p2, p3) = (2, 3, 5), (2, 3, 7), (2, 3, 13), (2, 5, 7)
so N must belong to S3.
Now we check that these functions are modular forms by checking the conditions of The-
orem 2.1.
Let N = pn ∈ S1. Denote r =
24
p−1
and ∆pn,12(z) =
η(pnz)24+r
η(pn−1z)r
. We check the conditions of
Theorem 2.1. We have∑
δ|N
δrδ = −p
n−1r + pn(24 + r) = pn−1((p− 1)r + 24p) = 24(p+ 1)pn−1.
Order of ∆pn,12 at the cusp ∞ is 1/24
∑
δ δrδ = (p+ 1)p
n and we see that this function has
the maximal order at the cusp∞ by the valence theorem since the index of Γ0(p
n) in SL2(Z)
equals (p+ 1)pn−1. The other conditions are also satisfied (order at all other cusps is equal
to zero):∑
δ|N
δ′rδ = −pr + 24 + r =
24
p− 1
(1− p) + 24 = 0 ( order at the cusp 0 equals 0)
∏
δ|N
δrδ = p−r(n−1)pn(24−r) = p−2rn+r+24n is a square of an integer because r is even
∑
δ|N
rδ = −r + 24 + r = 2 · 12
This proves that ∆pn,12 ∈M12(Γ0(p
n)) has maximal order of zero at the cusp ∞.
For N = pn11 p
n2
2 we denote r =
24
(p1−1)(p2−1)
and for the function
∆pn11 p
n2
2 ,12
(z) =
η(pn1−11 p
n2−1
2 z)
rη(pn11 p
n2
2 z)
p1p2r
η(pn11 p
n2−1
2 z)
p1rη(pn1−11 p
n2
2 z)
p2r
we check the conditions of the Theorem 2.1:∑
δ|N
δrδ = p
n1−1
1 p
n2−1
2 r(1 + p
2
1p
2
2 − p
2
1 − p
2
2)
= pn1−11 p
n2−1
2
24
(p1 − 1)(p2 − 1)
(p1 + 1)(p1 − 1)(p2 + 1)(p2 − 1)
= 24pn1−11 p
n2−1
2 (p1 + 1)(p2 + 1).
Order at the cusp∞ equals 1/24
∑
δ δrδ = p
n1−1
1 p
n2−1
2 (p1+1)(p2+1) which is maximal order
of the zero by the valence theorem since the index of Γ0(p
n1
1 p
n2
2 ) is p
n1−1
1 p
n2−1
2 (p1+1)(p2+1).
Order at all other cusps must be equal to zero. The remaining conditions are∑
δ|N
δ′rδ = p1p2r + p1p2r − p1p2r − p1p2r = 0
∑
δ|N
rδ = r(1 + p1p2 − p1 − p2) =
24
(p1 − 1)(p2 − 1)
(p1 − 1)(p2 − 1) = 24.
10 IVA KODRNJA
∏
δ|N
δ′rδ = (p1p2)
rp−p1r2 p
−p2r
1 = p
r(1−p2)
1 p
r(1−p1)
2
= p
−24
p1−1
1 p
−24
p2−1
2 .
We have p1, p2 ∈ {2, 3, 5, 7, 13}, so the numebers
−24
p1−1
and −24
p2−1
are even, and we see that∏
δ|N
δ′rδ is a square of a rational number.
Thus we proved that ∆pn11 p
n2
2 ,12
(z) ∈ M12(Γ0(p
n1
1 p
n2
2 )) has a zero of maximal order at the
cusp ∞.
Assume N ∈ S3. Denote r =
24
(p1−1)(p2−1)(p3−1)
and
∆pn11 p
n2
2 p
n3
3 ,12
=
η(pn11 p
n2−1
2 p
n3−1
3 z)
p1rη(pn1−11 p
n2
2 p
n3−1
3 z)
p2rη(pn1−11 p
n2−1
2 p
n3
3 z)
p3rη(pn11 p
n2
2 p
n3
3 z)
p1p2p3r
η(pn1−11 p
n2−1
2 p
n3−1
3 z)
rη(pn11 p
n2
2 p
n3−1
3 z)
p1p2rη(pn11 p
n2−1
2 p
n3
3 z)
p1p3rη(pn1−11 p
n2
2 p
n3
3 z)
p2p3r
.
We check the conditions of Theorem 2.1.
∑
δ|N
δrδ = p
n1−1
1 p
n2−1
2 p
n3−1
3 r(p
2
1 + p
2
2 + p
2
3 + p
2
1p
2
2p
2
3 − 1− p
2
1p
2
2 − p
2
1p
2
3 − p
2
2p
2
3)
= pn1−11 p
n2−1
2 p
n3−1
3
24
(p1 − 1)(p2 − 1)(p3 − 1)
(p1 − 1)(p1 + 1)(p2 − 1)(p2 + 1)(p3 − 1)(p3 + 1)
= 24pn1−11 p
n2−1
2 p
n3−1
3 (p1 + 1)(p2 + 1)(p3 + 1)
Order at the cusp ∞ equals the index of the subgroup Γ0(p
n1
1 p
n2
2 p
n3
3 ) so this function has
zero of maximal order of vanishing at the cusp ∞. Let us check the other conditions:∑
δ|N
δ′rδ = r(p1p2p3 + p1p2p3 + p1p2p3 + p1p2p3 − p1p2p3 − p1p2p3 − p1p2p3 − p1p2p3) = 0
∑
δ|N
δrδ = r(p1 + p2 + p3 + p1p2p3 − 1− p1p2 − p2p3 − p1p3) =
=
24
(p1 − 1)(p2 − 1)(p3 − 1)
(p1 − 1)(p2 − 1)(p3 − 1) = 24
∏
δ|N
δ′rδ = (p2p3)
p1r(p1p3)
p2r(p1p2)
p3r(p1p2p3)
−rp−p1p2r3 p
−p1p3r
2 p
−p2p3r
1
= p
r(p2+p3−1−p2p3)
1 p
r(p1+p3−1−p1p3)
2 p
r(p1+p2−1−p1p1)
3
= p
−24
(p1−1)(p2−1)(p3−1)
(p2−1)(p3−1)
1 p
−24
(p1−1)(p2−1)(p3−1)
(p1−1)(p3−1)
2 p
−24
(p1−1)(p2−1)(p3−1)
(p1−1)(p2−1)
3
= p
−24
(p1−1)
1 p
−24
(p2−1)
2 p
−24
(p3−1)
3 .
We have p1, p2, p3 ∈ {2, 3, 5, 7, 13}, so the numbers
−24
p1−1
, −24
p2−1
and 24
(p3−1)
are even. It follows
that
∏
δ|N
δ′rδ is a square of a rational number.
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We have proved that ∆pn11 p
n2
2 p
n3
3 ,12
(z) ∈ M12(Γ0(p
n1
1 p
n2
2 p
n3
3 )) and has maximal order of
vanishing at the cusp ∞.

Now we use these functions to construct maps X0(N) → P
2. The divisor of the function
∆N,12 from Theorem 4.2 with respect to the group Γ0(N) is
(11) div(∆N,12) = [Γ(1) : Γ0(N)] a∞ = N
∏
p|N
(1 + 1/p)a∞.
The divisors of functions ∆, ∆(N ·) with respect to Γ0(N) are given by ([13], Lemma 4-3)
div(∆) =
∑
c/d∈CN
N
d(d,N/d)
a c
d
,(12)
div(∆N ) =
∑
c/d∈CN
d
(d,N/d)
a c
d
.
Theorem 4.3. Assume N > 1 belongs to the set S1 from Theorem 4.2 i.e., N has the form
pn for p ∈ {2, 3, 5, 7, 13}. Let ∆N,12 be the eta-quotient from Theorem 4.2. The modular
curve X0(N) is birationally equivalent with the curve C(∆N,12,∆,∆N) ⊆ P
2 whose degree is
pn−1(p+ 1)− 1.
Proof. From (11) and (12) we have
deg
(
div∞
(
∆
∆pn,12
))
= pn−1(p+ 1)− 1
deg
(
div∞
(
∆np
∆pn,12
))
= pn−1(p+ 1− p) = pn−1.
Divisors of the second number are powers of p and these numbers don’t divide the first
number. So these two numbers are relatively prime for n > 1.
From Lemma 3.1 it follows that the map X0(N)→ P
2 given by
(13) az 7→ (∆N,12(z) : ∆(z) : ∆(Nz))
is a birational equivalence. Minumum of divisors (11),(12) equals 1, so from the formula (8)
we can calculate the degree of the image curve and it equals dimM12(Γ0(N)) + g(Γ0(N))−
1− 1. Formula (7) implies this number equals pn−1(p+ 1)− 1.

Table 1 contains defining polynomials for the image curves C(∆N,12,∆,∆(N ·) for some
values of N .
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Table 1. Equations for curves C(∆N,12,∆,∆(N ·) from Theorem 4.3
N=2 x0x1 − x
2
2
N=3 x20x1 − x
3
2
N=4 x30x
2
1 + 4096x
3
0x1x2 + 48x
2
0x1x
2
2 − x
5
2
N=5 x40x1 − x
5
2
N=7 x60x1 − x
7
2
N=9
x80x
3
1 + 531441x
8
0x
2
1x2 + 282429536481x
8
0x1x
2
2 + 27894275208x
7
0x1x
3
2 − 756x
6
0x
2
1x
3
2
+975725676x60x1x
4
2 + 14171760x
5
0x1x
5
2 + 74358x
4
0x1x
6
2 + 72x
3
0x1x
7
2 − x
11
2
N=13 x120 x1 − x
13
2
Theorem 4.4. Assume N has the form 2n3m, 2n5m, 2n13m or 3n5m. Let ∆N,12 be the
eta-quotient from Theorem 4.2. Modular curve X0(N) is birationally equivalent to the curve
C(∆N,12,∆,∆N) ⊆ P
2 which has degree equal to dimM12(Γ0(N)) + g(Γ0(N))− 2.
Proof. From (11) and (12) it follows that
deg
(
div∞
(
∆
∆N,12
))
= pn−1qm−1(p+ 1)(q + 1)− 1
deg
(
div∞
(
∆N
∆N,12
))
= pn−1qm−1((p+ 1)(q + 1)− pq) = pn−1qm−1(p+ q + 1).
These numbers are relatively prime if numbers (p + q + 1) and pn−1qm−1(p + 1)(q + 1) − 1
are relatively prime. We check all possible cases:
• Let N = 2n3m. Then 2 + 3 + 1 = 6 and 2 and 3 are prime divisors of 6. But these
two numbers don’t divide 2n−1 · 3m−1 · 3 · 4− 1.
• Let N = 2n5m. Then 2 + 5 + 1 = 8 has one prime divisor 2 which does not divide
2n−15m−1 · 3 · 6− 1.
• Let N = 2n13m. Then 2+ 13+1 = 16 has one prime divisor 2 which does not divide
2n−1 · 13m−1 · 3 · 14− 1.
• Let N = 3n5m. Then 3 + 5 + 1 = 9 has one prime divisor 3 which does not divide
3n−1 · 5m−1 · 4 · 6− 1.
From Lemma 3.1 we have birational equivalence of X0(N) and C(∆N,12,∆,∆N).

Theorem 4.5. Let N = 2n13n27n3 for n1, n2, n3 ≥ 1. Let ∆N,12 be the eta-quotient from
Theorem 4.2. Modular curve X0(N) is birationally equivalent to the curve C(∆N,12,∆,∆N) ⊆
P2 which has degree equal to dimM12(Γ0(N)) + g(Γ0(N))− 2.
Proof. From (11) and (12) we have
deg
(
div∞
(
∆
∆N,12
))
= 2n1−13n2−17n3−1 · 3 · 4 · 8− 1
deg
(
div∞
(
∆N
∆N,12
))
= 2n1−13n2−17n3−1(3 · 4 · 8− 2 · 3 · 7) = 2n1−13n2−17n3−1 · 54.
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Prime divisors of deg
(
div∞
(
∆N
∆N,12
))
belong to the set {2, 3, 7}. None of the numbers from
this set divides the number deg
(
div∞
(
∆
∆N,12
))
. These numbers are relatively prime, so by
Lemma 3.1 we conclude that the map defined by functions ∆N,12,∆ and ∆N is birational
equivalence. 
It is our conjecture that the map
az 7→ (∆N,12(z) : ∆(z) : ∆(Nz))
is birational equivalence for all functions ∆N,12 from Theorem 4.2 but the argument with
divisors of poles is satisfied only in the mentioned cases. In other cases, divisors of poles of
used functions are not relatively prime.
As an example, for N = 2371 = 56 we have
deg
(
div∞
(
∆
∆56,12
))
= 95
deg
(
div∞
(
∆56
∆56,12
))
= 40.
However, we have developed an algorithm that calculates the degree of the resulting curve
and with the aid of formula (8) we calculated that in this case the degree of the map equals
1.
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