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a b s t r a c t
This paper is concerned with asymptotic analysis of positive solutions of the second-order
nonlinear differential equation
x′′(t)+ q(t)φ(x(t)) = 0, (A)
where q : [a,∞) → (0,∞) is a continuous function which is regularly varying and
φ : (0,∞) → (0,∞) is a continuous increasing function which is regularly varying of
index γ ∈ (0, 1). An application of the theory of regular variation gives the possibility of
determining precise information about the asymptotic behavior at infinity of intermediate
solutions of Eq. (A).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
This paper is devoted to the study of the existence and asymptotic behavior of positive solutions for nonlinear ordinary
differential equations of the form
x′′(t)+ q(t)φ(x(t)) = 0, (A)
for which the following conditions are always assumed to hold:
(a) q : [a,∞)→ (0,∞), a > 0, is a continuous function;
(b) φ : (0,∞)→ (0,∞) is an increasing continuous function.
Eq. (A) can be regarded as a generalization of the differential equation
x′′(t)+ q(t)x(t)γ = 0, (B)
which is often referred to as the Emden–Fowler differential equation. Eq. (B) is said to be superlinear or sublinear according
as γ > 1 or 0 < γ < 1. Accordingly, Eq. (A) is said to be strongly superlinear (strongly sublinear) if there exists
γ > 1 (0 < γ < 1) such that x−γφ(x) is nondecreasing (nonincreasing).
We are interested in the existence and the asymptotic behavior of positive solutions of Eq. (A) as t →∞. Let x(t) be one
such solution on [Tx,∞). Then, (A) implies that x′(t) is decreasing and it turns out that x′(t) remains positive throughout
[Tx,∞). Therefore x′(t) tends to a finite limit ω ≥ 0 as t → ∞. If ω > 0, then limt→∞ x(t)/t = ω, which means that
x(t) is asymptotic to a constant multiple of t at infinity. If, on the other hand, limt→∞ x(t)/t = 0, then it is possible that
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limt→∞ x(t) is either finite or infinite. Thus we are led to the conventional classification of positive solutions of (A) into the
following three types:
lim
t→∞ x(t) = const > 0, (I)
lim
t→∞
x(t)
t
= 0, lim
t→∞ x(t) = ∞, (II)
lim
t→∞
x(t)
t
= const > 0. (III)
Noting that x(t) always satisfies the inequality c1 ≤ x(t) ≤ c2t, t ∈ [Tx,∞), for some positive constants c1 and c2, a solution
of type (I) (respectively type (III)) may be called aminimal solution (respectively amaximal solution). A solution of type (II)
will often be referred to as an intermediate solution.
The existence of each of the above three kinds of solutions can be completely characterized in the case of the strongly
sublinear equation (A), in the sense that sharp criteria for their existence can be given explicitly (for the proof see [1,2]
or [3]).
Proposition 1.1. Eq. (A) has a solution of type (I) if and only if∫ ∞
a
tq(t)dt <∞. (1.1)
Proposition 1.2. Strongly sublinear equation (A) has a positive solution of type (II) if and only if∫ ∞
a
q(t)φ(t)dt <∞ (1.2)
and ∫ ∞
a
tq(t)dt = ∞. (1.3)
Proposition 1.3. Eq. (A) has a solution of type (III) if and only if (1.2) holds.
As a consequence of Propositions 1.1–1.3 the following generalization of the well known Belohorec theorem (see [4])
holds for strongly sublinear equation (A).
Proposition 1.4. Strongly sublinear equation (A) possesses a positive solution if and only if (1.2) is satisfied.
The aim of this paper is to acquire information that is as detailed as possible about the asymptotic behavior at infinity of
positive solutions of type (II) of strongly sublinear equation (A). This is a very difficult problem for the case where q(t) and
φ(x) in (A) are general continuous functions (see e.g. [5, Chapter V]). Although there are numerous references on the study of
asymptotic behavior of positive solutions of second-order nonlinear differential equations (see e.g. Ref. [6–8,1,9,2,3,10,11])
there is still no complete solution to this problem. However, the recent development (see e.g. Refs. [12–17]) of asymptotic
analysis of differential equations by means of regular variation suggests investigating the problem in the framework of
regularly varying functions (or Karamata functions).
For the reader’s benefit we recall that a measurable function f : (0,∞)→ (0,∞) is said to be regularly varying of index
ρ if it satisfies
lim
t→∞
f (λt)
f (t)
= λρ, ∀λ > 0,
or equivalently if it can be expressed in the form
f (t) = c(t) exp
∫ t
t0
δ(s)
s
ds

, t ≥ t0,
for some t0 > 0 and some measurable functions c(t) and δ(t) such that
lim
t→∞ c(t) = c0 ∈ (0,∞), limt→∞ δ(t) = ρ.
In what follows the symbol RV(ρ) is used to denote the set of all regularly varying functions of index ρ. If in particular
ρ = 0, we often use SV instead of RV(0) and refer to members of SV as slowly varying functions. It is clear that an RV(ρ)-
function f (t) is expressed as f (t) = tρg(t)with g(t) ∈ SV. If
lim
t→∞
f (t)
tρ
= lim
t→∞ g(t) = const > 0,
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then f (t) is said to be a trivialRV(ρ)-function of indexρ (denoted by f (t) ∈ tr-RV(ρ)). Otherwise f (t) is said to be a nontrivial
RV(ρ)-function (denoted by f (t) ∈ ntr-RV(ρ)). With this terminology a positive solution of type (I) is a trivial SV-function,
while a positive solution of type (III) is a trivial RV(1)-function.
For brevity of exposition the properties of regularly varying functions needed later are not reproduced here but will
be cited where necessary from the books of Bingham et al. [18] and Marić [19]. A comprehensive survey of results on the
asymptotic analysis of ordinary differential equations in the framework of regular variation up to 2000 can be found in the
monograph of Marić [19]. For earlier studies of nonlinear equations by means of regular variation the reader is referred to
the papers [20–23].
In what follows we limit ourselves to Eq. (A) with regularly varying q(t), φ(x) and focus our attention on its regularly
varying solutions. We denote byR the set of all regularly varying solutions of (A) and define the subsets
R(ρ) = R ∩ RV(ρ), tr-R(ρ) = R ∩ tr-RV(ρ), ntr-R(ρ) = R ∩ ntr-RV(ρ).
Assuming that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ ), we will express q(t) and φ(x) as
q(t) = tσ l(t), l(t) ∈ SV, φ(x) = xγ L(x), L(x) ∈ SV. (1.4)
We use (1.4) to interpret in the language of regular variation the conditions (1.2) and (1.3) which are necessary and sufficient
for the existence of type (II) solutions of (A):∫ ∞
a
q(t)φ(t)dt =
∫ ∞
a
tγ+σ l(t)L(t)dt,
∫ ∞
a
tq(t)dt =
∫ ∞
a
t1+σ l(t)dt.
It is easy to see that
(1.2)⇐⇒
(i) σ < −γ − 1, or(ii) σ = −γ − 1 and ∫ ∞
a
l(t)L(t)
t
dt =
∫ ∞
a
q(t)φ(t)dt <∞,
and
(1.3)⇐⇒
(i) σ > −2, or(ii) σ = −2 and ∫ ∞
a
l(t)
t
dt =
∫ ∞
a
tq(t)dt = ∞.
Taking it that the regularity index γ ∈ (0, 1) ofφ(x) is fixed, the conditions (1.2) and (1.3) determine the range of admissible
values of the regularity index σ of q(t) in terms of γ . Therefore, it is expected that the regularity index ρ of regularly varying
solutions of type (II) is uniquely determined by γ and σ .
Suppose that (A) has a positive solution x(t) of type (II) on [T0,∞). Since x′(∞) = 0, integrating (A) first from t to∞
and then from T0 to t , we have
x(t) = x(T0)+
∫ t
T0
∫ ∞
s
q(r)φ(x(r))drds, t ≥ T0. (1.5)
It would be natural to search for a solution of (A) with specific asymptotic behavior at infinity as a fixed point of the integral
operator
F x(t) = α +
∫ t
T0
∫ ∞
s
q(r)φ(x(r))drds, t ≥ T0,
in some suitably chosen closed convex subset X of C[T0,∞). In order to cope with this difficult problem, we restrict
ourselves to Eq. (A) with regularly varying q(t) and φ(x) and focus our attention on its regularly varying solutions, which
allows us to provide a partial solution to this slightly downsized problem. In fact, it will be shown that a thorough analysis
can be made of the existence and the precise asymptotic behavior of regularly varying solutions of the integral asymptotic
relation
x(t) ∼
∫ t
T0
∫ ∞
s
q(r)φ(x(r))drds, t →∞, (D)
which can be considered as an ‘‘approximation’’ of (1.5). Note that (D) follows from (1.5), using that x(∞) = ∞. Then, the
setXwith the required properties can be found by means of regularly varying solutions of the integral asymptotic relation
(D) andwith the help of the fixed point technique the existence of three kinds of intermediate solutions of (A) which behave
like the regularly varying solutions of (D) as t →∞may be established.
The main body of the paper is divided into four sections. After presenting in Section 2 a simple and clear picture of the
structure of the set of regularly varying solutions of Eq. (A), the construction and the asymptotic analysis of regularly varying
solutions for the integral asymptotic relation (D) are carried out in Section 3. Finally Section 4 will be devoted to regularly
varying solutions of (A), completely characterizing the existence and explicit asymptotic behavior as t → ∞ of solutions
belonging to ntr-R(0) and ntr-R(1).
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2. The structure of regularly varying solutions
It would be useful to recognize that the structure of the set of all possible regularly varying solutions of Eq. (A) with
regularly varying q(t) and φ(x) is particularly simple and clear. Let x(t) be a regularly varying solution of index ρ of Eq. (A).
It is expressed in the form x(t) = tρξ(t) for some ξ(t) ∈ SV. Since there are constants c1, c2 > 0 such that c1 ≤ x(t) ≤ c2t
for all large t , the regularity index ρ of x(t)must satisfy 0 ≤ ρ ≤ 1. Hence we have the schematic representation forR:
R =

0≤ρ≤1
R(ρ). (2.1)
To make a deeper analysis of (2.1) we need the following theorems providing sharp conditions for the existence of
regularly varying solutions for the linear ordinary differential equation
x′′(t)+ p(t)x(t) = 0, (C)
where p : [a,∞)→ (0,∞) is a continuous function.
Theorem 2.1 ([19]—Theorem 1.1). Eq. (C) has a slowly varying solution x1(t) and a regularly varying solution x2(t) of index 1 if
and only if
lim
t→∞ t
∫ ∞
t
p(s) ds = 0. (2.2)
Theorem 2.2 ([19]—Theorem 1.11). Let c ∈ [0, 14 ) be any given constant and let λ1, λ2, λ1 < λ2 denote the two real roots of
the quadratic equation λ2 − λ+ c = 0. Eq. (C) has a fundamental set of solutions {x1(t), x2(t)} such that
x1(t) ∈ n-RV(λ1), x2(t) ∈ n-RV(λ2)
if and only if
lim
t→∞ t
∫ ∞
t
p(s) ds = c. (2.3)
Theorem 2.1 was originally proved by Marić and Tomić [23], while Theorem 2.2 was proved by Howard and Marić [20].
As a corollary of Theorems 2.1 and 2.2we have the following two lemmaswhichwill be used in the proof of ourmain results.
Lemma 2.1. If Eq. (C) has an RV(ρ)-solution with ρ ∈ [0, 1], then it holds that
lim
t→∞ t
∫ ∞
t
p(s)ds = ρ(1− ρ).
Lemma 2.2. If (2.2) holds, then, every positive solution of Eq. (C) is slowly varying or regularly varying of index 1.
Proof. By Theorem2.1 Eq. (C)with p(t) satisfying (2.2) has two linearly independent solutions x1(t) ∈ SV and x2(t) ∈ RV(1).
Thus, any solution x(t) is expressed as x(t) = c1x1(t)+ c2x2(t), for some constants c1, c2. Since t−εM(t)→ 0 as t →∞ for
any ε > 0 and every slowly varyingM(t) (see Proposition 1.3.6 in [18]), we get x1(t)/x2(t)→ 0 as t →∞. Therefore, for
any positive solution x(t) of (C) we have
x(t)
x2(t)
= c1 x1(t)x2(t) + c2 → c2 t →∞
and c2 cannot be negative. If c2 > 0, then x(t) ∼ c2x2(t), t → ∞, which means that x(t) ∈ RV(1). If c2 = 0, then
x(t) = c1x1(t)with c1 > 0, that is, x(t) ∈ SV. 
We have the following result describing the structure of regularly varying solutions of Eq. (A).
Theorem 2.3. For the Eq. (A) with q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ ), γ ∈ (0, 1) we have
R = R(ρ) ∪R(1) for some single ρ ∈ [0, 1). (2.4)
Proof. Assuming that R ≠ ∅, by Proposition 1.4 condition (1.2) is satisfied and so by application of Proposition 1.3 for
Eq. (A) the set tr-R(1) is always non-empty. Suppose that (A) has two regularly varying solutions xi(t), i = 1, 2, of different
indices ρi, i = 1, 2, such that 0 < ρ1 < ρ2 < 1, expressed as
xi(t) = tρiξi(t), ξi(t) ∈ SV, i = 1, 2.
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Since xi(t) can be regarded as a solution of the linear differential equation
x′′(t)+ pi(t)x(t) = 0, pi(t) = q(t)φ(xi(t))xi(t) , i = 1, 2,
we obtain from Lemma 2.1
lim
t→∞
t
∞
t p2(s)ds
t
∞
t p1(s)ds
= ρ2(1− ρ2)
ρ1(1− ρ1) . (2.5)
On the other hand, applying L’Hospital’s rule to the left-hand side of (2.5), we find that
lim
t→∞
t
∞
t p2(s)ds
t
∞
t p1(s)ds
= lim
t→∞ t
(ρ2−ρ1)(γ−1)

ξ2(t)
ξ1(t)
γ−1
L(tρ2ξ2(t))
L(tρ1ξ1(t))
. (2.6)
Since 
ξ2(t)
ξ1(t)
γ−1
L(tρ2ξ2(t))
L(tρ1ξ1(t))
∈ SV
(cf. Proposition 1.3.6 in [18]) and (ρ2 − ρ1)(γ − 1) < 0, from (2.6) we get
lim
t→∞
t
∞
t p2(s)ds
t
∞
t p1(s)ds
= 0, (2.7)
contradicting (2.5). This contradiction shows that if R(ρ2) ≠ ∅ for some ρ2 ∈ (0, 1), then R(ρ1) = ∅ for all ρ1 ∈ (0, 1)
different from ρ2. On the other hand, as mentioned earlier, (A) has a trivial RV(1)-solution, in which case, noting that (2.5)
and (2.7) may be consistent for ρ2 = 1 and ρ1 = 0, it may occur thatR(0) ≠ ∅. This verifies the validity of (2.4) for Eq. (A)
and completes the proof. 
Example 2.1. Consider the equation
x′′(t)+ q1(t)x(t)γ log(1+ x(t)) = 0, (A1)
with
q1(t) = 2 log t + 3
9t
γ+5
2 (log t)γ log

1+ t1/3 log t ∈ RV

−γ + 5
2

, 0 < γ < 1.
It is easy to check that x(t) = t1/3 log t ∈ RV(1/3) is a solution of (A1) and so by Theorem 2.3 we have for this equation
R = R

1
3

∪R(1).
We remark that, as is easily seen from the proof of Theorem 2.3, the totality of intermediate regularly varying solutions
of Eq. (A) with regularly varying q(t) and φ(x) always consists of only one subclass of regularly varying solutions
ntr-R(0), R(ρ) with ρ ∈ (0, 1), ntr-R(1).
3. Regularly varying solutions of the asymptotic relation (D)
In this section we are concerned with the integral asymptotic relation (D) in which q(t) and φ(x) are regularly varying
and look for its regularly varying solutions satisfying (II). The following conditions are always assumed to hold:
(a-1) q : [a,∞)→ (0,∞), a > 0, is a continuous function which is a regularly varying function of index σ ;
(b-1) φ : (0,∞)→ (0,∞) is an increasing continuous function which is a regularly varying function of index γ ∈ (0, 1).
Let x(t) ∈ R(ρ) be a solution of type (II) and express it as x(t) = tρξ(t), ξ(t) ∈ SV. By (II), ρ must lie in the interval
[0, 1]. If ρ = 0, then the slowly varying part ξ(t) of x(t)must satisfy limt→∞ ξ(t) = ∞, while if ρ = 1, then x(t) = tξ(t)
and
lim
t→∞
x(t)
t
= lim
t→∞ ξ(t) = 0.
By this observation it follows that (D) may have three different kinds of regularly varying solution x(t) belonging to
x(t) ∈ ntr-RV(0), x(t) ∈ RV(ρ) for some ρ ∈ (0, 1), x(t) ∈ ntr-RV(1). (3.1)
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Our purpose is to show that a complete analysis of (D) can bemade in the framework of regular variation. Actually, we verify
that (D) has three kinds of regularly varying solutions listed in (3.1) with precise asymptotic behavior at infinity and that
the regularity index ρ of the solution, as is expected, is uniquely determined by the regularity indices σ and γ of q(t) and
φ(x).
For that purpose we will need the function
Φ(x) =
∫ x
0
dv
φ(v)
, (3.2)
which is clearly increasing on (0,∞), and Φ(x) ∈ RV(1 − γ ). Then, there exists an asymptotic inverse Φ−1(x) ∈
RV(1/(1− γ )) ofΦ(x) (see [18, Theorem 1.5.12]).
To construct nontrivial RV(1)-solutions of relation (D) we consider a smaller class of φ(x) ∈ RV(γ ) by imposing the
additional requirement
φ(tu(t)) ∼ φ(t)u(t)γ , t →∞, for every u(t) ∈ SV ∩ C1, (3.3)
which amounts to requiring that the slowly varying part L(x) of φ(x) satisfies
L(tu(t)) ∼ L(t), t →∞, for every u(t) ∈ SV ∩ C1. (3.4)
An example of functions satisfying (3.4) is
L(x) =
N∏
k=1
(logk x)
αk , αk ∈ R,
where logk x denotes the k-th iteration of the logarithm.
Theorem 3.1. Suppose that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ ) with γ ∈ (0, 1). Relation (D) possesses nontrivial slowly varying
solutions if and only if σ = −2 and (1.3) holds, in which case any such solution x(t) has the asymptotic behavior
x(t) ∼ Φ−1
∫ t
a
sq(s)ds

, t →∞. (3.5)
Theorem 3.2. Suppose that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ )with γ ∈ (0, 1). Relation (D) possesses regularly varying solutions
of index ρ ∈ (0, 1) if and only if
− 2 < σ < −γ − 1, (3.6)
in which case ρ is given by
ρ = σ + 2
1− γ , (3.7)
and any such solution x(t) has the asymptotic behavior
x(t)
φ(x(t))
∼ t
2q(t)
ρ(1− ρ) , t →∞, (3.8)
or
x(t) ∼ ψ

t2q(t)
ρ(1− ρ)

, t →∞, (3.9)
where ψ denotes the inverse function of x/φ(x) defined for all large x.
Theorem 3.3. Suppose that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ ) with γ ∈ (0, 1) satisfies (3.3). Relation (D) possesses nontrivial
RV(1)-solutions if and only if σ = −γ − 1 and (1.2) is satisfied. The asymptotic behavior of any nontrivial RV(1)-solution x(t)
is given by
x(t) ∼ t

(1− γ )
∫ ∞
t
q(s)φ(s)ds
 1
1−γ
, t →∞. (3.10)
Proof of the ‘‘only if’’ part of Theorems 3.1, 3.2 and 3.3. Suppose that (D) has a solution x(t) ∈ RV(ρ) of type (II) on
[t0,∞), which is expressed as x(t) = tρξ(t), ξ(t) ∈ SV. Since x(t) → ∞ and x(t)/t → 0 as t → ∞ we must have
ρ ∈ [0, 1] and ξ(t)→∞ or ξ(t)→ 0 as t →∞ according as ρ = 0 or ρ = 1, respectively. Using (1.4) we have
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t
q(s)φ(x(s))ds =
∫ ∞
t
sσ+ργ l(s)ξ(s)γ L(sρξ(s)) ds, t ≥ t0. (3.11)
The convergence of the last integral in (3.11) implies σ + ργ ≤ −1. We distinguish the following four cases:
(i) σ + ργ = −1,
(ii) −2 < σ + ργ < −1,
(iii) σ + ργ = −2 and
(iv) σ + ργ < −2.
(i) Suppose that σ + ργ = −1. Then (3.11) reduces to∫ ∞
t
q(s)φ(x(s))ds =
∫ ∞
t
s−1l(s)ξ(s)γ L(sρξ(s)) ds ∈ SV
and integrating the above over [t0, t] with application of Karamata’s integration theorem (cf. [18, Theorem 1.5.8]
or [19, Proposition 1]) gives, in view of (D),
x(t) ∼ t
∫ ∞
t
s−1l(s)ξ(s)γ L(sρξ(s))ds ∈ RV(1), t →∞. (3.12)
(ii) Suppose that −2 < σ + ργ < −1. From Karamata’s theorem (cf. [18, Theorem 1.5.10] or [19, Proposition 1])
applied to (3.11) we obtain∫ ∞
t
q(s)φ(x(s))ds ∼ t
σ+ργ+1l(t)ξ(t)γ L(tρξ(t))
−(σ + ργ + 1) , t →∞. (3.13)
Since σ + ργ + 1 > −1 we may integrate (3.13) over [t0, t] and using Karamata’s integration theorem, we see
from (D) that
x(t) ∼ t
σ+ργ+2l(t)ξ(t)γ L(tρξ(t))
−(σ + ργ + 1)(σ + ργ + 2) , t →∞. (3.14)
This shows that the regularity index of x(t) is ρ = σ + ργ + 2 with 0 < σ + ργ + 2 < 1.
(iii) Suppose that σ + ργ = −2. Then, (3.13) reduces to∫ ∞
t
q(s)φ(x(s))ds ∼ t−1l(t)ξ(t)γ L(tρξ(t)), t →∞,
which integrated from t0 to t and combined with (D) yields
x(t) ∼
∫ t
t0
s−1l(s)ξ(s)γ L(sρξ(s)) ds ∈ SV, t →∞. (3.15)
(iv) Suppose that σ + ργ < −2. This case is impossible because since σ + ργ + 1 < −1 the right-hand side of (3.13)
is integrable on [t0,∞), implying from (D) that x(t) ∼ c, t →∞ for some constant c > 0, which contradicts the
hypothesis that x(t)→∞, t →∞.
Suppose now that x(t) ∈ ntr-RV(1). Then, ρ = 1 and x(t) = tξ(t), with ξ(t) ∈ SV, such that ξ(t) → 0 as t → ∞. For
such an x(t), only case (i) in the above observation is possible. These means that σ = −γ − 1 and from (3.12) we have
ξ(t) ∼
∫ ∞
t
q(s)φ(s)ξ(s)γ ds, t →∞. (3.16)
Denoting the right-hand side of (3.16) by η(t), from (3.16) we derive the differential relation for η(t):
− η(t)−γ η′(t) ∼ q(t)φ(t), t →∞. (3.17)
Using that η(t)→ 0 as t →∞, integration of (3.17) from t to∞ shows that (1.2) is satisfied and gives
ξ(t) ∼ η(t) ∼

(1− γ )
∫ ∞
t
q(s)φ(s)ds
 1
1−γ
, t →∞, (3.18)
proving that the RV(1)-solution x(t) = tξ(t) has the desired asymptotic behavior (3.10).
Suppose next that x(t) ∈ RV(ρ) for some ρ ∈ (0, 1). Then, from the above observation we easily find that x(t)must fall
into case (ii) and the regularity index ρ of x(t) is given by (3.7). Then,
−(σ + ργ + 1)(σ + ργ + 2) = ρ(1− ρ),
and making the assumption that ρ ∈ (0, 1), the range of σ = ρ(1− γ )− 2 is determined with (3.6). It follows from (3.14)
that
x(t) ∼ t
2q(t)φ(x(t))
ρ(1− ρ) , t →∞,
which is equivalent to (3.8). Becauseψ is regularly varying of index 1/(1− γ ) (cf. [18, Theorem 1.5.12]), (3.8) implies (3.9).
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Suppose finally that x(t) ∈ ntr-SV. Then, ρ = 0 and x(t) = ξ(t), with ξ(t) ∈ SV, such that ξ(t) → ∞ as t → ∞. It is
clear that only case (iii) is admissible for x(t). Therefore, σ = −2 and x(t) satisfies (3.15) which is equivalent to
x(t) ∼
∫ t
t0
sq(s)φ(x(s))ds, t →∞. (3.19)
Let y(t) denote the right-hand side of (3.19). Then, we see that
y′(t) ∼ tq(t)φ(x(t)) ∼ tq(t)φ(y(t)), t →∞,
that is
y′(t)
φ(y(t))
∼ tq(t), t →∞.
Integrating the last relation from t0 to t gives
Φ(y(t)) ∼
∫ t
t0
sq(s)ds, t →∞, (3.20)
implying that
x(t) ∼ y(t) ∼ Φ−1
∫ t
a
sq(s)ds

∈ ntr-SV, t →∞,
so the desired asymptotic formula (3.5) for x(t) has been established. 
Proof of the ‘‘if’’ part of Theorem 3.1. Suppose that σ = −2 and (1.3) is satisfied. We show that X0(t) defined by
X0(t) = Φ−1
∫ t
a
sq(s)ds

or Φ(X0(t)) =
∫ t
a
sq(s)ds, t ≥ a, (3.21)
is a solution of relation (D). From (3.2) and (3.21) we get
tq(t) = Φ ′(X0(t))X ′0(t) =
X ′0(t)
φ(X0(t))
,
implying that X0(t) is a solution of the differential equation
X ′0(t) = tq(t)φ(X0(t)). (3.22)
Using that φ(X0(t)) ∈ SV and applying Karamata’s integration theorem we have∫ t
a
∫ ∞
s
q(r)φ(X0(r))drds =
∫ t
a
∫ ∞
s
r−2l(r)φ(X0(r))drds
∼
∫ t
a
s−1l(s)φ(X0(s))ds
=
∫ t
a
sq(s)φ(X0(s))ds
=
∫ t
a
X ′0(s)ds ∼ X0(t), t →∞. 
Proof of the ‘‘if’’ part of Theorem 3.2. Suppose that σ ∈ (−2,−γ − 1). We show that function Xρ(t) defined by
Xρ(t)
φ(Xρ(t))
= t
2q(t)
ρ(1− ρ) or Xρ(t) = ψ

t2q(t)
ρ(1− ρ)

(3.23)
is a solution of the integral asymptotic relation (D). Clearly, Xρ(t) exists on [a,∞) and Xρ(t) ∈ RV(ρ), so it is expressed as
Xρ(t) = tρξρ(t), ξρ(t) ∈ SV. Then,∫ t
a
∫ ∞
s
q(r)φ(Xρ(r))drds =
∫ t
a
∫ ∞
s
q(r)
φ(Xρ(r))
Xρ(r)
Xρ(r)drds
= ρ(1− ρ)
∫ t
a
∫ ∞
s
q(r)

r2q(r)
−1
rρξρ(r)drds
T. Kusano, J. Manojlović / Computers and Mathematics with Applications 62 (2011) 551–565 559
= ρ(1− ρ)
∫ t
a
∫ ∞
s
rρ−2ξρ(r)drds
∼ ρ
∫ t
a
sρ−1ξρ(s)ds ∼ tρξρ(t) = Xρ(t), t →∞. 
Proof of the ‘‘if’’ part of Theorem 3.3. Suppose that σ = −γ − 1 and (1.2) holds. A crucial role is played by the function
X1(t) = tξ1(t)
1
1−γ where ξ1(t) = (1− γ )
∫ ∞
t
q(s)φ(s)ds ∈ SV. (3.24)
Clearly, X1(t) ∈ RV(1). Using (3.3), we have∫ t
a
∫ ∞
s
q(r)φ(X1(r))drds =
∫ t
a
∫ ∞
s
q(r)φ

rξ1(r)
1
1−γ

drds
∼
∫ t
a
∫ ∞
s
q(r)φ(r)ξ1(r)
γ
1−γ drds
=
∫ t
a
∫ ∞
s
r−1l(r)L(r)ξ1(r)
γ
1−γ drds
∼ t
∫ ∞
t
s−1l(s)L(s)ξ1(s)
γ
1−γ ds
= t
∫ ∞
t
q(s)φ(s)ξ1(s)
γ
1−γ ds
= − t
1− γ
∫ ∞
t
ξ1(s)
γ
1−γ dξ1(s)
= tξ1(t)
1
1−γ = X1(t), t →∞.
Therefore, X1(t) is an RV(1)-solution of the integral asymptotic relation (D). 
Example 3.1. Consider the integral asymptotic relation
x(t) ∼
∫ t
t0
∫ ∞
s
q1(r)φ(x(r))drds, (D1)
with
q1(t) = f (t)
4δt
γ+3
2 (log t)γ−1 log

t
1
2 log t
 , φ(x) = xγ log(1+ xδ), γ > 1, δ > 0,
where f (t) is a positive continuous function such that limt→∞ f (t) = 1.
Since the regularity index σ = −(γ + 3)/2 of q1(t) satisfies−γ − 1 < σ < −2, by Theorem 3.2 the integral asymptotic
relation (D1) possesses a regularly varying solution of index ρ = −(σ + 2)/(γ − 1) = 1/2 and any such solution x(t) has
the asymptotic behavior
φ(x(t))
x(t)
∼ δ

t
1
2 log t
γ−1
log

t
1
2 log t

, t →∞. (3.25)
Since
φ(x)
x
= xγ−1 log(1+ xδ) ∼ δxγ−1 log x, t →∞,
we see from (3.25) that the accurate asymptotic behavior of x(t) is given by x(t) ∼ t 12 log t, t →∞.
4. Regularly varying solutions of Eq. (A)
We now turn to studying positive solutions of Eq. (A) belonging to the classes ntr-SV and ntr-RV(1). An analysis will
be made to characterize the situations in which (A) possesses these two extreme kinds of solutions and to determine their
explicit asymptotic behavior as t →∞.
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Theorem 4.1. Suppose that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ ) with γ ∈ (0, 1). Eq. (A) possesses nontrivial slowly varying
solutions if and only if σ = −2 and (1.3) holds. The asymptotic behavior of each nontrivial SV-solution x(t) is governed by the
unique formula (3.5).
Theorem 4.2. Suppose that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ )with γ ∈ (0, 1) satisfies (3.3). Eq. (A) possesses nontrivial RV(1)-
solutions if and only if σ = −γ − 1 and (1.2) is satisfied. The asymptotic behavior of any nontrivial RV(1)-solution x(t) is
governed by the unique formula (3.10).
Since the ‘‘only if’’ part of Theorems 4.1 and 4.2 is the same as the proof of the ‘‘only if’’ part of Theorems 3.1 and 3.3, we
only prove the ‘‘if’’ part.
Proof of the ‘‘if’’ part of Theorems 4.1 and 4.2. Suppose that
(a) σ = −2 and (1.3) holds or (b) σ = −γ − 1 and (1.2) holds,
and let X0(t), X1(t) be the functions on [a,∞) defined with (3.21) and (3.24).
Our proof is performed in two steps. In the first stepwe show that Eq. (A) possesses intermediate solutions x(t) satisfying
kX0(t) ≤ x(t) ≤ KX0(t), t ≥ T (4.1)
or
kX1(t) ≤ x(t) ≤ KX1(t), t ≥ T (4.2)
for some positive constants T > a, k < 1 and K > 1, depending on whether (a) or (b) is satisfied, respectively. Then, in the
second step, with the help of Lemma 2.2, we show that solutions constructed in the first step are regularly varying functions.
More precisely, the solution x(t) satisfying (4.1) is a nontrivial slowly varying function and the solution x(t) satisfying (4.2)
is a nontrivial regularly varying function of index 1.
Since we perform the proofs for Xi(t), i = 0, 1, simultaneously, the subscripts i = 0, 1 will be deleted in the rest of the
proof.
(Step 1): From the proof of Theorems 3.1 and 3.3, X(t) satisfies the asymptotic relation
X(t) ∼
∫ t
a
∫ ∞
s
q(r)φ(X(r))drds, t →∞. (4.3)
Let K and k be fixed positive constants such that
K 1−γ ≥ 4 and k1−γ ≤ 1
2
. (4.4)
Note that k < 1 and K > 2. Using that φ(KX(t)) ∼ K γφ(X(t)), t →∞, from (4.3) we have∫ t
a
∫ ∞
s
q(r)φ(KX(r))drds ∼ K γ X(t), t →∞, (4.5)
which implies the existence of T0 > a depending only on K such that∫ t
T0
∫ ∞
s
q(r)φ(KX(r))drds ≤ 2K γ X(t), t ≥ T0. (4.6)
Let such a T0 be fixed. We may assume that X(t) is increasing on [T0,∞). Since X(t) → ∞ and φ(kX(t)) ∼ kγφ(X(t)) as
t →∞, from (4.3) we have∫ t
T0
∫ ∞
s
q(r)φ(kX(r))drds ∼ kγ X(t), t →∞,
and so there exists T1 > T0 depending only on k such that∫ t
T0
∫ ∞
s
q(r)φ(kX(r))drds ≥ k
γ
2
X(t), t ≥ T1. (4.7)
Let such a T1 be fixed. Let us defineX to be the set of continuous functions x(t) on [T0,∞) satisfying
X(T0) ≤ x(t) ≤ KX(t), for T0 ≤ t ≤ T1,
kX(t) ≤ x(t) ≤ KX(t), for t ≥ T1. (4.8)
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It is clear that X is a closed convex subset of the locally convex space C[T0,∞) equipped with the topology of uniform
convergence on compact subintervals of [T0,∞). We now define the integral operator
F x(t) = X(T0)+
∫ t
T0
∫ ∞
s
q(r)φ(x(r))drds, t ≥ T0 (4.9)
and let it act on the setX defined above. It can be shown thatF is a self-map onX and sendsX continuously to a relatively
compact subset of C[T0,∞).
(i) F (X) ⊂ X. Suppose that x(t) ∈ X. It is clear that F x(t) ≥ X(T0) for t ∈ [T0, T1], while using (4.3) and (4.7) we get
F x(t) ≥
∫ t
T0
∫ ∞
s
q(r)φ(kX(r))drds ≥ k
γ
2
X(t) ≥ kX(t), t ≥ T1.
On the other hand, using the increasing nature of X(t) on [T0,∞)we have
X(t) ≥ X(T0) ≥ 2K X(T0), t ≥ T0,
and from (4.3) and (4.6) we obtain
F x(t) ≤ X(T0)+
∫ t
T0
∫ ∞
s
q(r)φ(KX(r))drds
≤ K
2
X(t)+ 2K γ X(t) ≤ K
2
X(t)+ K
2
X(t) = KX(t), t ≥ T0.
This shows that F x(t) ∈ X, that is, F mapsX into itself.
(ii) F (X) is relatively compact. The inclusionF (X) ⊂ X implies thatF (X) is locally uniformly bounded on [T0,∞). From
the inequality
0 ≤ (F x)′(t) ≤
∫ ∞
T0
q(s)φ(KX(s))ds, t ≥ T0,
holding for all x(t) ∈ X it follows that F (X) is locally equicontinuous on [T0,∞). The relative compactness of F (X)
then follows from the Arzela–Ascoli lemma.
(iii) F is continuous. Let {xn(t)} be a sequence inX converging to x(t) ∈ X uniformly on compact subintervals of [T0,∞).
Then,
|F xn(t)− F x(t)| ≤ t
∫ ∞
T0
q(s)|φ(xn(s))− φ(x(s))|ds, t ≥ T0. (4.10)
Since for Fn(t) = |φ(xn(t)) − φ(x(t))| we conclude that Fn(t) ≤ 2φ(KX(t)) for t ≥ T0, and Fn(t) → 0 at each point
t ∈ [T0,∞) as n →∞, by the Lebesgue dominated convergence theorem it follows from (4.10) that F xn(t)→ F x(t)
uniformly on any compact subinterval of [T0,∞) as n →∞. This proves the continuity of F .
Therefore we are able to apply the Schauder–Tychonoff fixed point theorem to F to conclude that there exists x(t) ∈ X
such that x(t) = F x(t), t ≥ T0. It is clear from (4.8) that x(t) satisfies
kX(t) ≤ x(t) ≤ KX(t), for t ≥ T1, (4.11)
which completes the proof of the first step.
(Step 2): Let x(t) be the solution of (A) obtained in the first step. It can be regarded as a solution of the linear differential
equation (C) with
p(t) = q(t)φ(x(t))
x(t)
.
We will show that
lim
t→∞ t
∫ ∞
t
q(s)
φ(x(s))
x(s)
ds = 0. (4.12)
Since x(t) satisfies (4.11) it suffices to show that
lim
t→∞ t
∫ ∞
t
q(s)
φ(X(s))
X(s)
ds = 0. (4.13)
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Suppose first that (a) is satisfied. Then, using that X(t) = X0(t) ∈ SV is a solution of the differential equation (3.22) and
applying L’Hospital’s rule we obtain
lim
t→∞ t
∫ ∞
t
q(s)
φ(X(s))
X(s)
ds = lim
t→∞
∞
t
X ′0(s)
sX0(s)
ds
1
t
= lim
t→∞
tX ′0(t)
X0(t)
. (4.14)
Since for slowly varying X0(t)
lim
t→∞
tX ′0(t)
X0(t)
= 0,
from (4.14) we get (4.13).
If (b) is satisfied, X(t) = X1(t) ∈ RV(1). Using (1.4), (3.3) and (3.24), with application of L’Hospital’s rule, we get
lim
t→∞ t
∫ ∞
t
q(s)
φ(X(s))
X(s)
ds = lim
t→∞ t
∫ ∞
t
s−γ−1l(s)
φ(s)ξ1(s)
γ
1−γ
sξ1(s)
1
1−γ
ds
= lim
t→∞
∞
t s
−2l(s)L(s)ξ1(s)−1ds
t−1
= lim
t→∞ l(t)L(t)ξ1(t)
−1
= lim
t→∞ l(t)L(t)

(1− γ )
∫ ∞
t
s−1l(s)L(s)ds
−1
. (4.15)
Since ∫ ∞
a
s−1l(s)L(s)ds =
∫ ∞
a
q(s)φ(s)ds <∞
by Karamata’s theorem (see Proposition 1.5.9b. in [19])
lim
t→∞ l(t)L(t)
∫ ∞
t
s−1l(s)L(s)ds
−1
= 0. (4.16)
Consequently, from (4.15) and (4.16) we conclude that (4.13) holds and hence x(t) satisfies (4.12) in both case (a) and case
(b). It follows from Lemma 2.2 that x(t) ∈ SV ∪ RV(1). But, if (a) holds, noting that X(t) = X0(t) ∈ SV, we conclude that
x(t)must be slowly varying, and if (b) holds, since X(t) = X1(t) ∈ RV(1), solution x(t)must be in RV(1). This completes the
simultaneous proof of Theorems 4.1 and 4.2. 
From Proposition 1.1, Theorems 2.3 and 4.1 we have the following corollary.
Corollary 4.1. Suppose that q(t) ∈ RV(−2). Then,R(ρ) = ∅ for all ρ ∈ (0, 1), that is
R = ntr-R(0) ∪R(1) if (1.3) is satisfied,
R = tr-R(0) ∪R(1) if (1.1) is satisfied.
In the case where q(t) ∈ RV(−γ − 1), it turns out that the set of regularly varying solutions of (A) is comprised only of
RV(1)-solutions, trivial and nontrivial.
Corollary 4.2. Suppose that q(t) ∈ RV(−γ − 1) and (1.2) is satisfied. Then
R = R(1) = tr-R(1) ∪ ntr-R(1).
Proof. We prove thatR(ρ) = ∅ for all ρ ∈ [0, 1). Suppose on the contrary that (A) has a solution x(t) = tρξ(t) for some
ρ ∈ [0, 1) and some ξ(t) ∈ SV. Then, by Lemma 2.1 it follows that
t
∫ ∞
t
q(s)(sρξ(s))γ−1L(sρξ(s))ds → ρ(1− ρ), t →∞. (4.17)
Notice that the left-hand side of (4.17) equals
t
∫ ∞
t
sρ(γ−1)−γ−1µ(s)ds, µ(t) = l(t)ξ(t)γ−1L(tρξ(t)) ∈ SV. (4.18)
We distinguish the three cases: (a) ρ(γ − 1)− γ > 0, (b) ρ(γ − 1)− γ = 0 and (c) ρ(γ − 1)− γ < 0.
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Case (a). Since ρ(γ − 1) − γ − 1 > −1, tρ(γ−1)−γ−1µ(t) is not integrable on any neighborhood of infinity, and hence
(4.17) is violated.
Case (b). Since tρ(γ−1)−γ−1µ(t) = µ(t)/t , we need only consider the case where µ(t)/t is integrable in some
neighborhood of infinity. Then (cf. [18, Proposition 1.5.9b])∫ ∞
t
µ(s)
s
ds ∈ SV and t
∫ ∞
t
µ(s)
s
ds →∞, t →∞,
which contradicts (4.17).
Case (c). In this case, using Karamata’s integration theorem, we see that
t
∫ ∞
t
sρ(γ−1)−γ−1µ(s)ds ∼ t
(ρ−1)(γ−1)µ(t)
γ − ρ(γ − 1) →∞, t →∞,
which implies the failure of (4.17).
Since in each of three cases we arrive at a contradiction with (4.17), it follows thatR(ρ) is empty for any ρ ∈ [0, 1) and
soR = R(1) by Theorem 2.3. 
Example 4.1. Consider the equation
x′′(t)+ q2(t)φ(x(t)) = 0, t ≥ e (A2)
with
q2(t) = f (t)
δt2(log t)γ log log t
, φ(x) = xγ log(1+ xδ), γ ∈ (0, 1), δ > 0,
where f (t) is a positive continuous function such that limt→∞ f (t) = 1. Since σ = −2 and∫ ∞
tq2(t)dt = ∞,
by Theorem 4.1 Eq. (A2) has nontrivial SV-solutions whose asymptotic behavior is given by
Φ(x(t)) ∼
∫ t
e
sq(s)ds, t →∞. (4.19)
Noting that
Φ(x) =
∫ x
0
dv
φ(v)
∼ 1
δ(1− γ )xγ−1 log x , x →∞,
and ∫ t
e
sq(s)ds ∼ 1
δ(1− γ )(log t)γ−1 log log t , t →∞,
(4.19) is reduced to x(t) ∼ log t as t →∞. If in particular
f (t) = δ log log t
log(1+ (log t)δ) ,
then (A2) possesses an exact nontrivial SV-solution x(t) = log t .
Example 4.2. Consider the equation
x′′(t)+ q3(t)φ(x(t)) = 0, t ≥ e (A3)
with
q3(t) = f (t)
δtγ+1(log t)3−γ
, φ(x) = xγ log(1+ xδ), γ ∈ (0, 1), δ > 0,
where f (t) is a positive continuous function such that limt→∞ f (t) = 1. Here σ = −γ −1 and the condition (1.2) is satisfied
since ∫ ∞
t
q3(s)φ(s)ds ∼
∫ ∞
t
ds
s(log s)2−γ
∼ (log t)
γ−1
1− γ , t →∞.
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Also function φ satisfies (3.3), because
log(1+ tδu(t)δ) ∼ log(1+ tδ), t →∞, for every u(t) ∈ SV ∩ C1.
Consequently, from Theorem 4.2 it follows that (A3) possesses nontrivial RV(1)-solutions x(t), all of which have the
asymptotic behavior
x(t) ∼ t

(1− γ )
∫ ∞
t
q(s)φ(s)ds
 1
1−γ
∼ t
log t
, t →∞.
If in particular
f (t) = δ(log t − 2)
log

1+ (t/ log t)δ
 ,
then (A3) has an exact nontrivial RV(1)-solution x(t) = t/ log t .
Unlike the case of the existence of positive solutions belonging to the classes ntr-SV and ntr-RV(1) it seems difficult to
characterize the existence of positive solutions belonging to the classR(ρ)with ρ ∈ (0, 1) and to determine their explicit
asymptotic behavior as t →∞. Therefore, we have to be content with presenting the following two theorems providing the
necessary condition for the Eq. (A) to have a regularly varying solution of index ρ ∈ (0, 1) and the existence of intermediate
solutions of (A) satisfying
kψ

ρ(1− ρ)t2q(t)−1 ≤ x(t) ≤ Kψρ(1− ρ)t2q(t)−1, t ≥ T (4.20)
for some positive constants T > a, k < 1 and K > 1, whereψ denotes the inverse function of x/φ(x) defined for all large x.
Theorem 4.3. Suppose that q(t) ∈ RV(σ ) and φ(x) ∈ RV(γ ) with γ ∈ (0, 1). If Eq. (A) has a regularly varying solution x(t) of
index ρ ∈ (0, 1), then σ ∈ (−2,−γ − 1), ρ is given by (3.7) and x(t) has the precise asymptotic behavior (3.9).
Theorem 4.4. Suppose that q(t) ∈ RV(σ ) with σ ∈ (−2,−γ − 1) and φ(x) ∈ RV(γ ) with γ ∈ (0, 1). Eq. (A) possesses
intermediate solutions x(t) satisfying (4.20) for some constants T > a and K > 1, where ρ is given by (3.7).
The proof of Theorem 4.3 follows from the ‘‘only if’’ part proof of Theorem 3.1, while the proof of Theorem 4.4 is the same
as Step 1 in the ‘‘if’’ part proof of Theorems 4.1 and 4.2 using that X(t) = Xρ(t) with the function Xρ(t) defined by (3.23)
(note that Xρ(t) satisfies the asymptotic relation (4.3)).
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