Abstract-We consider receiver design for coded transmission over linear Gaussian channels. We restrict ourselves to the class of lattice codes and formulate the joint detection and decoding problem as a closest lattice point search (CLPS). Here, a tree search framework for solving the CLPS is adopted. In our framework, the CLPS algorithm is decomposed into the preprocessing and tree search stages. The role of the preprocessing stage is to expose the tree structure in a form matched to the search stage. We argue that the forward and feedback (matrix) filters of the minimum mean-square error decision feedback equalizer (MMSE-DFE) are instrumental for solving the joint detection and decoding problem in a single search stage. It is further shown that MMSE-DFE filtering allows for solving underdetermined linear systems and using lattice reduction methods to diminish complexity, at the expense of a marginal performance loss. For the search stage, we present a generic method, based on the branch and bound (BB) algorithm, and show that it encompasses all existing sphere decoders as special cases. The proposed generic algorithm further allows for an interesting classification of tree search decoders, sheds more light on the structural properties of all known sphere decoders, and inspires the design of more efficient decoders. In particular, an efficient decoding algorithm that resembles the well-known Fano sequential decoder is identified. The excellent performance-complexity tradeoff achieved by the proposed MMSE-DFE Fano decoder is established via simulation results and analytical arguments in several multiple-input multiple-output (MIMO) and intersymbol interference (ISI) scenarios.
the price of a more challenging decoding task for the receiver. For example, the exhaustive search implementation of ML decoding has a complexity that grows exponentially with the degrees of freedom available in the channel. This observation inspired several approaches for suboptimal decoding that offer different performance-complexity tradeoffs (e.g., [2] , [3] ).
Reduced complexity decoders are typically obtained by exploiting the codebook structure. The scenario considered in our work is no exception. In principle, the decoders considered here exploit the underlying lattice structure of the received signal to cast the decoding problem as a CLPS. Some variants of such decoders are known in the literature as sphere decoders (e.g., [4] [5] [6] [7] ). These decoders typically exploit number-theoretic ideas to efficiently span the space of allowed codewords (e.g., [8] , [9] ). The complexity of such decoders was shown, via simulation and numerical analysis, to be significantly smaller than the exhaustive ML decoder in many scenarios of practical interest (e.g., [4] , [5] ). The complexity of the state of the art sphere decoder, however, remains prohibitive for problems characterized by a large dimensionality [10] . This observation is one of the main motivations for our work.
The overriding goal of our work is to establish a general framework for the design and analysis of tree search algorithms for joint detection 1 and decoding. Toward this goal, we first divide the decoding task into two interrelated stages; namely, 1) preprocessing and 2) tree search. The preprocessing stage is primarily concerned with exposing the underlying tree structure from the noisy received signal. Here, we discuss the integral roles of minimum mean-square error decision feedback equalizer (MMSE-DFE) filters, lattice reduction techniques, and relaxing the boundary control (i.e., lattice decoding) in tree search decoding. We then proceed to the search stage where a general framework based on the branch and bound (BB) algorithm is presented. This framework establishes, rigorously, the equivalence in terms of performance and complexity between different sphere and sequential decoders. We further use the proposed framework to classify the different search algorithms and identify their advantages/disadvantages. The MMSE-DFE Fano decoder emerges as a special case of our general framework that enjoys a favorable performance-complexity tradeoff. We establish the superiority of the proposed decoder via numerical results and analytical arguments in several relevant scenarios corresponding to coded as well as uncoded 1 In the sequel, the term detection refers to receiver processing that assumes uncoded transmission. Joint detection and decoding refers to receivers that handle the linear channel and the channel code jointly (possibly in a suboptimal way).
0018-9448/$20.00 © 2006 IEEE transmission over MIMO and intersymbol-interference (ISI) channels. More specifically, in our simulation experiments, we apply the tree search decoding framework to uncoded vertical Bell Labs layered space-time architecture (V-BLAST) [11] , linear dispersion space-time codes [12] , algebraic space-time codes [13] [14] [15] , and trellis codes over ISI channels [16] . In all these cases, our results show that the MMSE-DFE Fano decoder achieves near-ML performance with a much smaller complexity than the state-of-the-art decoders. Note that another classification of tree search algorithms, based on a different definition of complexity appeared in [17] .
The rest of the paper is organized as follows. Section II introduces our system model and notation. In Section III, we consider the design of the preprocessing stage and discuss the interplay between this stage and the tree search stage. In Section IV, we present a general framework for designing tree search decoders based on the BB algorithm. In Section V, we establish the superior performance-complexity tradeoff achieved by the proposed MMSE-DFE Fano decoder, using analytical arguments and numerical results, in several interesting scenarios. Finally, we offer some concluding remarks in Section VI.
A brief comment about notation is now in order. Throughout the sequel, vectors are denoted by bold lowercase characters (e.g., ), and matrices are denoted by bold uppercase characters (e.g., ).
refer to the ring of integers, field of real numbers, and field of complex numbers, respectively.
II. SYSTEM MODEL
We consider the transmission of lattice codes over linear channels with additive white Gaussian noise (AWGN). The importance of this problem stems from the fact that several very relevant applications arising in digital communications fall in this class, as it will be illustrated by some examples at the end of this section. Let be an -dimensional lattice, i.e., the set of points (1) where is the lattice generator matrix. Let be a vector and a measurable region in . A lattice code is defined [18] [19] [20] as the set of points of the lattice translate inside the shaping region , i.e.,
Typically, the translate vector is used to maximize the number of lattice points inside and/or randomize the distribution of the codebook over [18] , [21] . Without loss of generality, we can also see as the set of points , such that the codewords are given by for (3) where is the code information set. The linear additive noise channel is described, in general, by the input-output relation (4) where denotes the received signal vector, is the AWGN vector, and is a matrix that defines the channel linear mapping between the input and the output.
Consider the following communication problem: a vector of information symbols is generated with uniform probability over , the corresponding codeword is produced by the encoder, and the signal is transmitted over the channel (4) . Assuming and known to the receiver, the ML decoding rule is given by (5) The constraint implies that the optimization problem in (5) can be viewed as a constrained version of the CLPS with lattice generator matrix given by and constraint set . A few remarkable examples of the above framework are as follows.
MIMO flat-fading channels:
One of the simplest and most widely studied examples is a MIMO V-BLAST 2 system with squared quadrature amplitude modulation (QAM) constellations, transmit, and receive antennas, operating over a flat Rayleigh-fading channel. The baseband complex received signal 3 in this case can be expressed as (6) where the complex channel matrix is composed of independent and identically distributed (i.i.d.) elements , the input complex signal has components chosen from a unit-energy -QAM constellation, the noise has i.i.d. components , and denotes the signal-to-noise ratio (SNR) observed at any receive antenna. The system model in (6) can be expressed in the form of (4) by appropriate scaling and by separating the real and imaginary parts using the vector and the matrix transformations defined by The resulting real model is given by (4) where and the constraint set is given by , with denoting the set of integers residues modulo .
In the case of V-BLAST, the lattice code generator matrix , where is a normalizing constant, function of , that makes the (complex) transmitted signal of unit energy per symbol. This formulation extends naturally to MIMO channels with more general lattice-coded inputs [20] . In general, a space-time code of block length is defined by a set of matrices in .
The columns of the codeword are transmitted in parallel on the transmit antennas in channel uses. The received signal is given by the sequence of vectors (7) Lattice space-time codes are obtained by taking a lattice code in , and mapping each codeword into a complex matrix according to some linear one-to-one mapping . It is easy to see that a lattice-coded MIMO system can be again expressed by (4) where the channel matrix is proportional (through an appropriate scaling factor) to the block-diagonal matrix (8) where denotes the Kronecker product. In this case, we have and . Interestingly, for a wide class of linear dispersion (LD) codes [12] , [22] [23] [24] [25] , the information set is still given by , as in the simple V-BLAST case, although the generator matrix is generally not proportional to . For other classes of lattice codes [20] , with more involved shaping regions , the information set does not take on the simple form of an "hypercube." For example, consider obtained by construction A [26] , i.e., , where is a linear code over with generator matrix in systematic form . A generator matrix of is given by [26] 
Typically, the shaping region of the lattice code can be an -dimensional sphere, the fundamental Voronoi region of a sublattice , or the -dimensional hypercube. In these cases, incorporating the information set constraint in the search for the ML codeword might be difficult. A wide family of trellis codes obtained as coset-codes [18] , [19] , including binary linear codes, can be formulated as lattice codes where is a Construction A lattice and the shaping region is chosen appropriately. In particular, coded modulation schemes based on the -PAM constellation obtained by mapping group codes over onto the -PAM constellation can be seen as lattice codes with hypercubic shaping . The important case of binary convolutional codes falls in this class for .
III. THE PREPROCESSING STAGE
In our framework, we divide the CLPS into two stages; namely, 1) preprocessing and 2) tree search. The complexity and performance of CLPS algorithms depend critically on the efficiency of the preprocessing stage. Loosely, the goal of preprocessing is to transform the original constrained CLPS problem, described by the lattice generator matrix and by the constraint set , into a form which is friendly to the search algorithm used in the subsequent stage. In the following, we discuss the different tasks performed in the preprocessing stage. In general, a friendly tree structure can be exposed through three steps: left preprocessing, right preprocessing, and forming the tree.
Some options for these three steps are illustrated in the following subsections. However, before entering the algorithmic details, it is worthwhile to point out some general considerations. The classical sphere decoding approach to the solution of the original constrained CLPS problem (5) consists of applying QR decomposition on the combined channel and code matrix, i.e., letting where has orthonormal columns and is upper triangular. Equation (5) can be written equivalently as (10) where . If has nonzero diagonal elements and its triangular form can be exploited to search for all the points such that is in a sphere of a given search radius centered in . If the sphere is nonempty, the ML solution is guaranteed to be found inside the sphere, otherwise, the search radius is increased and the search is restarted. Different variations on this main theme have been proposed in the literature, and will be reviewed in Section IV as special cases of a general BB algorithm. Nevertheless, it is useful to point out here the two main sources of inefficiency of the above approach. 1) It does not apply to the case and, even when but is ill-conditioned, the spread (or dynamic range) of the diagonal elements of is large. This entails large complexity of the tree search [27] . Intuitively, when is ill-conditioned, the lattice generated by has a very skewed fundamental cell such that there are directions in which it is very difficult to distinguish the points ; 2) Enforcing the information set constraint can be very difficult since checking the condition during the search may entail a significant complexity.
Left preprocessing can be seen as an effort to tackle the first problem: it modifies the channel matrix and the noise vector such that the resulting CLPS problem is nonequivalent to ML (therefore, it is suboptimal), but it has a much better conditioned "channel" matrix. The second problem can be tackled by relaxing the constraint set to the whole , i.e., searching over the whole lattice instead of only the lattice code (or lattice decoding). In general, lattice decoding is another source of suboptimality. Nevertheless, once the boundary region is removed, we have the freedom of choosing the lattice basis which is more convenient for the search algorithm. This change of lattice basis is accomplished by right preprocessing. Finally, the tree structure is obtained by factorizing the resulting combined channel-lattice matrix in upper triangular form, as in classical sphere decoding. Overall, left and right preprocessing combined with lattice decoding are a way to reduce complexity at the expense of optimality. Fortunately, it turns out that an appropriate combination of these elements yields significant saving in complexity with very small degradation with respect to the ML performance. Thus, it yields a very attractive decoding solution. While the outstanding performance of appropriate preprocessing and lattice decoding can be motivated via rigorous information-theoretic arguments [20] , [21] , [28] , here we are more concerned with the algorithmic aspects of the decoder and we shall give some heuristic motivation based on "signal-processing" arguments.
Finally, we note that the notion of complexity adopted in this work does not capture the complexity of the preprocessing stage (mostly cubic in the lattice dimension). In practice, this assumption is justified in slowly varying channels where the complexity of the preprocessing stage will be shared by many transmission frames (e.g., a wired ISI channel or a wireless channel with stationary terminals). If the number of these frames is large enough, i.e., the channel is slow enough, the preprocessing complexity can be ignored compared to the complexity of the tree-search stage which has to be independently performed in every frame. Optimizing the complexity of the preprocessing stage, however, is an important topic, especially for fast-fading channels.
A. Taming the Channel: Left Preprocessing
In the case of uncoded transmission , QR decomposition of the channel matrix (assuming ) allows one to employ a simple recursive detection algorithm of the information symbols . Indeed, is the feedforward matrix of the zero-forcing decision feedback equalizer (ZF-DFE) [11] . In general, sphere decoders can be seen as ZF-DFEs with some reprocessing capability of their tentative decisions.
It is well known that ZF-DFE is outperformed by the MMSE-DFE in terms of signal-to-interference-plus-noise ratio (SINR) at the decision point, under the assumption of correct decision feedback [29] . This observation motivates the proposed approach for left preprocessing [27] . This new matrix can be obtained through the QR decomposition of the augmented channel matrix (11) where has orthonormal columns and is upper triangular. Let be the upper part of , then and are the MMSE-DFE forward and backward filters, respectively [20] . The transformed CLPS (12) with is not equivalent to (5) since, in general, does not have orthonormal columns. The additive noise in (12) contains both a Gaussian component, given by
, and a non-Gaussian (signal-dependent) component, given by . Nevertheless, for lattice codes such that , it can be shown that [20] . Hence, the additive noise component in (12) is still white, although non-Gaussian and data dependent. Therefore, the minimum distance rule (12) is expected to be only slightly suboptimal. 4 On the other hand, the augmented channel matrix in (11) has always rank equal to and it is well conditioned, since . Therefore, in some sense we have tamed the channel at the (small) price of the non-Gaussianity of the noise. The better conditioning achieved by the MMSE-DFE preprocessing is illustrated later in Fig. 1 (b) and (c).
B. Inducing Sparsity: Right Preprocessing
In order to obtain the tree structure, one needs to put in upper triangular form (e.g., via QR decomposition). The sparser the matrix , the smaller the complexity of the tree search algorithm. For example, a diagonal means that symbol-by-symbol detection is optimal, i.e., the tree search reduces to exploring a single path in the tree. Loosely, if one adopts a depth-first search strategy, then a sparse will lead to a better quality of the first leaf node found by the algorithm. 5 Consequently, the algorithm finds the closest point in a shorter time [4] .
While we have no rigorous method for relating the "sparsity" of to the complexity of the tree search, inspired by decision feedback equalization in ISI channel, we define the sparsity index of the upper triangular matrix as follows: (13) where denotes the th element of . One can argue that the smaller the sparser (e.g., for diagonal).The goal of right preprocessing is to find a change of basis of the lattice , such that the new lattice generator matrix satisfies with as small as possible. This amounts to finding a unimodular matrix (i.e., the entries of and are integers) such that with unitary and minimized over the group of unimodular matrices. This optimization problem appears very difficult to solve; however, there exist many heuristic approaches to find unimodular matrices that give small values of
. Examples of such methods, considered here, are lattice reduction, column permutation, and a combination thereof. Lattice reduction finds a reduced lattice basis, i.e., the columns of the reduced generator matrix have small norms and are as orthogonal as possible. 6 The most widely used reduc-tion algorithm is due to Lenstra, Lenstra, and Lovász (LLL) [31] and has a polynomial complexity in the lattice dimension. An enhanced version of the LLL algorithm, namely, the deep insertion modification, was later proposed by Schnorr and Euchner [9] . LLL with deep insertion gives a reduced basis with significantly shorter vectors [30] . In practice, the complexity of the LLL with deep insertion is similar to the original one even though it is an exponential time algorithm in the worst case sense [30] .
Another method for decreasing consists of ordering the columns of , i.e., by right-multiplication by a permutation matrix . In the sequel, we shall use the V-BLAST greedy ordering strategy proposed in [11] , [32] . This algorithm finds a permutation matrix such that maximizes . Since i.e., the set depends only on and not on , by maximizing the minimum this algorithm miminizes over the group of permutation matrices (a subgroup of the unimodular matrices).
Lattice reduction and column permutation can be combined. This yields a unimodular matrix , where is obtained by lattice-reducing and by applying the V-BLAST greedy algorithm on the resulting reduced matrix . As observed before, the unimodular right multiplication does not change the lattice but may significantly complicate the boundary control. In fact, we have (14) The new constraint set might be even more complicated to enforce than the original information set (see Fig. 1(d) ). However, it is clear that although modifying the boundary control may result in a significant complexity increase for ML decoding, lattice decoding is not affected at all, since .
C. Forming the Tree
The final step in preprocessing is to expose the tree structure of the problem. In this step, QR decomposition is applied on the transformed combined channel and lattice matrix , after left and right preprocessing. The upper triangular nature of means that a tree search can now be used to solve the CLPS problem. Fig. 2 illustrates an example of such a tree.
Here, we wish to stress that our approach for exposing the tree is fundamentally different from the one traditionally used for codes over finite alphabets (e.g., linear block codes, convolutional codes, trellis coset codes in AWGN channels). Here, we operate over the field of real numbers and consider the lattice corresponding to the joint effect of encoding and channel distortion. In the conventional approach, the tree is generated from the trellis structure of the code alone, and hence, does not allow for a natural tree search that handles jointly detection (the linear channel) and decoding. In fact, joint detection and decoding is achieved at the expenses of an increase of the overall system memory (joint trellis), or by neglecting some paths in the search (e.g., by per-survivor reduced state processing). Since operating on the full joint trellis is usually too complex, both the proposed and the conventional per-survivor (reduced state) approach are suboptimal, and the matter is to see which one achieves the best performance-complexity tradeoff.
For the sake of convenience, in the following we shall denote again by the channel output after all transformations, i.e., the tree search is applied to the CLPS problem with in upper triangular form. The components of vectors and matrices are numbered in reverse order, so that the preprocessed received signal can finally be written as
Notice that after preprocessing the problem is always squared, of dimension , even though the original problem has arbitrary and . Throughout the paper, we consider a tree rooted at a fixed dummy node . The node at level is denoted by the label . Moreover, every node is associated with the squared distance , where
The difference between the transmitted codeword and any valid codeword is denoted by , i.e., . We hasten to stress that the preprocessing steps highlighted in Sections III-A-C are for a general setting. In some special cases, some steps can be eliminated or alternative options can be used. Some of these cases are listed hereafter.
Upper Triangular Code Generator Matrix:
In this case, after taming the channel, , the new combined matrix is also upper triangular and can be directly used to form the tree without any further preprocessing (if one decides against right preprocessing).
Uncoded V-BLAST:
For the uncoded V-BLAST systems (i.e., ), applying the MMSE-DFE greedy ordering of [33] , [32] may achieve better complexity of the tree search stage than applying MMSE-DFE left preprocessing, lattice reduction, and greedy ordering of the final QR decomposition. This is especially true for large dimensions, where lattice reduction is less effective [4] .
The Hermite Normal Form Transformation:
Ultimately, any hardware implementation of the decoder requires finite arithmetics. In this case, all quantities are scaled and quantized such that they take on integer values. While all the preprocessing steps in Sections III-A-C can be easily adapted to finite arithmetics, there exist other efficient transformations for integral matrices that may yield smaller complexity over the ones mentioned above. For example, one can apply the Hermite normal form (HNF) [30] directly on the scaled (and quantized) matrix , such , with unimodular and upper triangular with the property that each diagonal element dominates the rest of the entries on the same row (i.e.,
). Interestingly, the HNF transformation improves the sparsity index and reduces the preprocessing to a single step.
IV. THE TREE SEARCH STAGE
After proper preprocessing, the second stage of the CLPS corresponds to an instance of searching for the best path in a tree. In this setting, the tree has a maximum depth , and the goal is to find the node(s) at level that has (have) the least squared distance . Visiting all leaf nodes to find the one with the least distance is either prohibitively complex (exponential in ), or not possible, as with lattice decoding. The complexity of tree search can be reduced by the BB algorithm [34] , [35] which determines if an intermediate node , on extending, has any chance of yielding the desired leaf node. This decision is taken by comparing the cost function assigned to the node by the search algorithm, against a bounding function. In the following subsection, we propose a generic tree search stage, inspired by the BB algorithm, that encompasses many known algorithms for CLPS as its special cases. We further use this algorithm to classify various tree search algorithms and elucidate some of their structural properties.
A. Generic Branch and Bound Algorithm
Before describing the proposed algorithm, we first need to introduce some more notation.
• ACTIVE is an ordered list of nodes.
• is the cost function of any node in the tree, and is the bounding function.
• Any node in the search space of the search algorithm is a valid node, if . • A node is generated by the search algorithm if the node occupies any position in ACTIVE at some instant during the search.
• "sort" is a rule for ordering the nodes in the list ACTIVE.
• "gen" is a rule defining the order for generating the child nodes of the node being extended.
• and are rules for tightening the bounding function.
• At any instant, the leaf node with the least distance generated by the search algorithm so far in the search process is stored in .
• We define the search complexity of a tree search algorithm as the number of nodes generated by the algorithm.
• Two search algorithms are said to be equivalent if they generate the same set of nodes.
• A BB algorithm whose solution is guaranteed to be (one of) leaf node(s) with least distance is called an optimal BB algorithm. If the solution is not guaranteed to have the least distance to among all leaf nodes, then the BB algorithm is a heuristic BB algorithm. We are now ready to present our generic branch and bound (GBB) search algorithm. In GBB, allows one to tighten the bounding function when a leaf node reaches the top of ACTIVE, whereas allows for restricting the search space in heuristic BB algorithms. For example, setting ACTIVE will force the search algorithm to terminate when the number of nodes generated increases beyond a tolerable limit on the com-plexity given by . Whenever a leaf node reaches the top of ACTIVE, is updated if appropriate. Now, we use GBB to classify various tree search algorithms in three broad categories. This classification highlights the structural properties and advantages/disadvantages of the different search algorithms.
1) Breadth-First Search: GBB becomes a breadth-first search (BrFS) if
, and the cost function of any node, once determined, is never updated. Ultimately, all nodes whose cost function along the path does not rise above the bounding function, are generated before the algorithm terminates, unless the function removes their parent nodes from ACTIVE. Now, we can establish the equivalence between various sphere/sequential decoders and BrFS.
The first algorithm is the Pohst enumeration strategy reported in [8] . In this strategy, the bounding function consists of equal components , where is a constant chosen before the start of search, 7 and the cost function of a node is . Therefore, all nodes in the search space that satisfy (17) are generated before termination. Generating the child nodes in this strategy is simplified by the following observation. For any parent node , the condition for the set of generated child nodes implies that the th component of the generated child nodes lies in some interval . The second example is the statistical pruning (SP) decoder which is equivalent to a heuristic BrFS decoder. Two variations of SP are proposed in [36] , the increasing radii (IR) and elliptical pruning (EP) algorithms. The IR algorithm is a BrFS with the bounding function , where are constants chosen before the start of the search. The cost function for any node in IR is the same as in Pohst enumeration. The EP algorithm is given by the bounding function , and the cost function for the node given by where are constants. More generally, when , i.e., is not used, the resulting BrFS algorithm is equivalent to the Wozencraft sequential decoder [37] where, depending on the cost function, the decoder can be heuristic or optimal.
The -algorithm [17] and -algorithm [38] are also examples of heuristic BrFS. Here, however, serves an important role in restricting the search space. In both algorithms, sort is defined as follows. Any node in ACTIVE at level is placed above any node at level , and nodes in the same level are sorted in ascending order of their cost functions. In the -algorithm, after the first node at level is generated (indicating that all valid nodes at level have already been generated), sets to the cost function of the th node at level (where is an initial parameter of the -algorithm). In the -algorithm, sets to , where is the top node at level in ACTIVE, and is a parameter of the -algorithm. After is tightened in this manner, all nodes in ACTIVE at level that satisfy are rendered invalid, and are subsequently removed from ACTIVE.
In general, BrFS algorithms are naturally suited for applications that require soft outputs, as opposed to a hard decision on the transmitted frame. The reason is that such algorithms output an ordered 8 list of candidate codewords. One can then compute the soft outputs from this list using standard techniques (e.g., [39] , [40] ). Here, we note that in the proposed joint detection and decoding framework, soft outputs are generally not needed. Another advantage of BrFS is that the complexity of certain decoders inspired by this strategy is robust against variations in the SNR and channel conditions. For example, the -algorithm has a constant complexity independent of the channel conditions. This property is appealing for some applications, especially those with hard limits on the maximum, rather than average, complexity. On the other hand, decoders inspired by the BrFS strategy usually offer poor results in terms of the average complexity, especially at high SNR. One would expect a reduced average complexity if the bounding function is varied during the search to exploit the additional information gained as we go on. This observation motivates the following category of tree search algorithms.
2) Depth-First Search: GBB becomes a depth-first search (DFS) when the following conditions are satisfied. The sorting rule sort orders the nodes in ACTIVE in reverse order of generation, i.e., the last generated node occupies the top of ACTIVE, and As in BrFS, the cost function of any node, once generated, remains constant. Even among algorithms within the class of DFS algorithms, other parameters, like gen and , can significantly alter the search behavior. To illustrate this point, we contrast in the following several sphere decoders which are equivalent to DFS strategies.
The first example of such decoders is the modified ViterboBoutros (VB) decoder reported in [4] . In this decoder, , and the cost function for any node is
For any node and its corresponding interval for valid child nodes, the function gen generates the child node with as its th component first. Our second example is the Schnorr-Euchner (SE) search strategy first reported in [6] . This decoder shares the same cost functions and with the modified VB decoder, but differs from it in the order of generating the child nodes. For any node and its corresponding interval for the valid child nodes, let and 8 The list is ordered based on the cost function of the different candidates.
Then, the function gen in the SE decoder generates nodes according to the order . Due to the adaptive tightening of the bounding function, DFS algorithms have a lower average complexity than the corresponding BrFS algorithms with the same cost functions, especially at high SNR. Another advantage of the DFS approach is that it allows for greater flexibility in the performance-complexity tradeoff through carefully constructed termination strategy. For example, if we terminate the search after finding the first leaf node, i.e., , then we have the MMSE-DFE Babai point decoder [27] . This decoder corresponds to the MMSE-DFE solution aided with the right preprocessing stage. It was shown in [27] that the performance of this decoder is within a fraction of a decibel from the ML decoder in systems with small dimensions. The fundamental weakness of DFS algorithms is that the sorting rule is static and does not exploit the information gained thus far to speed up the search process.
3) Best-First Search: GBB becomes a best-first search (BeFS) when the following conditions are satisfied. The nodes in ACTIVE are sorted in ascending order of their cost functions, and Note that in BeFS, the search can be terminated once a leaf node reaches the top of the list, since this means that all intermediate nodes have cost functions higher than that of this leaf node. Thus, the bounding function is tightened just once in this case. The stack algorithm [41] , [42] is an example of BeFS decoder obtained by setting , and defining the cost function of any node in ACTIVE at any instant as follows: If is a leaf node, then . Otherwise, we let be the best child node of not generated yet, and define where we refer to as the bias. Because of the efficiency of the sorting rule, BeFS algorithms are generally more efficient than the corresponding BrFS and DFS algorithms. This fact is formalized in the following theorems. Theorem 1 establishes the efficiency of the stack decoder with among all known sphere decoders.
Theorem 1 [43] : The stack algorithm with generates the least number of nodes among all optimal tree search algorithms.
The following result compares the heuristic stack algorithm, i.e.,
, with a special case of the IR algorithm [36] , where the bounding function takes the form .
Theorem 2:
The IR algorithm with cost function generates at least as many nodes as those generated by the stack algorithm when the same bias is used.
Proof: Appendix C At this point, it is worth noting that in our definition of search complexity, we count only the number of generated nodes, i.e., nodes that occupy some position in ACTIVE at some instant.
In general, this is a reasonable abstraction of the actual computational complexity involved. However, in the stack algorithm, for each node generated, the cost functions of two nodes are updated instead of one; one for the generated node, and one for the parent node. Thus, the comparisons in Theorems 1 and 2 are not completely fair.
Finally, we report the following two advantages offered by the stack algorithm. First, it offers a natural solution for the problem of choosing the initial radius (or radii), which is commonly encountered in the design of sphere decoders (e.g., [4] ). By setting all the components of to , it is easy to see that we are guaranteed to find the closest lattice point while generating the minimum number of nodes (among all search algorithms that guarantee finding the closest point). Second, it allows for a systematic approach for trading off performance for complexity. To illustrate this point, if we set , we obtain the closest point lattice decoder (i.e., best performance but highest complexity). On the other extreme, when , the stack decoder reduces to the MMSE-DFE Babai point decoder discussed in the DFS section (the number of nodes visited is always equal to ). In general, for systems with small , one can obtain near-optimal performance with a relatively large values of . As the number of dimensions increases, more complexity must be expended (i.e., smaller values of ) to approach the optimal performance.
B. Iterative Best-First Search
In Section IV-A, our focus was primarily devoted to complexity, defined as the number of nodes visited by the tree search algorithm. Another important aspect is the memory requirement entailed by the search. Straightforward implementation of the GBB algorithm requires maintaining the list ACTIVE, which can have prohibitive lengths in certain applications. This motivates the investigation of modified implementations of these search strategies that are more efficient in terms of storage requirements. The BrFS and DFS sphere decoders discussed in Sections IV-A1 and IV-A.2 lend themselves naturally to storage efficient implementations. Such implementations have been reported in [8] , [4] , [27] , [6] , [36] , [44] , [45] .
In order to exploit the complexity reduction offered by BeFS strategy in practice, it is therefore important to seek modified memory-efficient implementations of such algorithms. This can be realized by storing only one node at a time, and allowing nodes to be visited more than once. The search in this case progresses in contours of increasing bounding functions [46, Fig. 4 ], thus allowing more and more nodes to be generated at each step, finally terminating once a leaf node is obtained. The Fano decoder [47] is the iterative BeFS variation of the stack algorithm. Although the stack algorithm and the Fano decoder, with the same cost functions, generate essentially the same set of nodes [46] , the Fano decoder visits some nodes more than once. However, the Fano decoder requires essentially no memory, unlike the stack algorithm. Appendix A provides an algorithmic description of the Fano decoder and a brief description of the relevant parameters. Overall, the proposed decoder consists of left preprocessing (MMSE-DFE), right preprocessing (combined lattice reduction and greedy ordering), and QR decomposition, followed by the Fano (or stack) search stage for lattice, not ML, decoding. 
V. ANALYTICAL AND NUMERICAL RESULTS
To illustrate the efficiency and generality of the proposed framework, we utilize it in three distinct scenarios. First, we consider uncoded transmission over MIMO channels (i.e., V-BLAST). Here, we present analytical, as well as simulation, results that demonstrate the excellent performance-complexity tradeoff achieved by the proposed Stack and Fano decoders. Then, we proceed to coded MIMO systems and apply tree search decoding to two different classes of space-time codes. Finally, we conclude with trellis coded transmission over ISI channels.
A. The V-BLAST Configuration
Unfortunately, analytical characterization of the performance-complexity tradeoff for sequential/sphere decoders with arbitrary and still appears intractable. To avoid this problem, we restrict ourselves in this section to uncoded transmission over flat Rayleigh MIMO channels. In our analysis, we further assume that ZF-DFE preprocessing (i.e., QR decomposition of ) is used. The complexity reductions offered by the proposed preprocessing stage are demonstrated by numerical results.
Theorem 3:
The Stack algorithm and the Fano decoder with any finite bias achieve the same diversity as the ML decoder when applied to a V-BLAST configuration with .
Proof: Appendix D.
Theorem 4:
In a V-BLAST system with -QAM, the average complexity per dimension of the stack algorithm for a sufficiently large bias is linear in when the SNR grows linearly with and . Proof: Appendix E.
Thus, one can achieve linear complexity with the stack algorithm by allowing the SNR to increase linearly with the lattice dimension. To validate our theoretical claims, we further report numerical results in selected scenarios. In our simulations, we assume that the channel matrix is square and choose the SE enumeration as the reference sphere decoder for comparison purposes. In Fig. 3 , the average complexity per lattice dimension and frame error rate of the Fano decoder with and the SE sphere decoder are shown for different values of SNR in a -QAM V-BLAST system. Thus, for , the Fano decoder can offer a reduction in complexity up to a factor of . Moreover, the performance of the Fano decoder is seen to be only a fraction of a decibel away from that of the SE decoder, which achieves ML performance. We also see that the frame error rate curves for both the Fano decoder and the SE (ML) decoder have the same slope in the high-SNR region, as expected from our analysis. Fig. 4 compares the complexity and performance of the MMSE-DFE and ZF-DFE Fano decoders in a -QAM V-BLAST system (i.e., ). In the figure, the complexity of the MMSE-DFE Fano decoder is shown to be orders of magnitude lower than the ZF-DFE Fano decoder. The figure also demonstrates the poor performance of the MMSE-DFE Babai decoder in this setup. We will come back to this decoder in Fig. 8 . Fig. 5 shows the complexity per dimension of the ZF-DFE Fano decoder vs. number of dimensions for 4-QAM V-BLAST system, when the SNR increases linearly with . The complexity per dimension of the ZF-DFE Fano decoder for large does not increase w.r.t , when is held constant. For the parameters chosen , the upper bound on the stack decoder complexity in (79) holds true for
. Fig. 5 also shows the upper bound in (80) for . From the figure, we see that the bound is quite loose (since the complexity of the Fano decoder is higher than that of the stack decoder, the complexity curve of the stack algorithm lies below that of the Fano decoder). Fig. 6 reports the dependence of the complexity of the Fano decoder on the value of . The complexity attains a local minimum for some , and for large values of , the complexity of the ZF-DFE Fano decoder decreases as is increased. The error rate, however, increases monotonically with and approaches that of the ZF-DFE Babai decoder as . Fig. 7 shows the dependence of performance and complexity of the MMSE-DFE Fano decoder on the value of stepsize. As the step size is increased, the complexity of the MMSE-DFE Fano decoder decreases and its error rate increases. Based on the performance-complexity tradeoff required, one can choose an appropriate step size for the MMSE-DFE Fano decoder. In all our V-BLAST simulations, the step size was chosen to be . For small dimensions, the performance of the MMSE-DFE Babai decoder is remarkable. Fig. 8 compares the performance of this decoder with the ML performance for a , -QAM V-BLAST system. We also report the performance of the Yao-Wornell and Windpassinger-Fischer (YWWF) decoder which has the same complexity as the MMSE-DFE Babai decoder [48] , [49] . It is shown that the performance of the proposed decoder is within a fraction of a decibel from that of ML decoder, whereas the algorithm in [48] , [49] exhibits a loss of more than 3 dB.
B. Coded MIMO Systems
In this subsection, we consider two classes of space-time codes. The first class is the LD codes which are obtained by applying a linear transformation (over ) to a vector of pulse amplitude modulation (PAM) symbols. For convenience, we follow the setup of Dayal and Varanasi [50] , where two variants of the threaded algebraic space-time (TAST) constellations [22] are used in a MIMO channel. This setup also allows for demonstrating the efficiency of the MMSE-DFE preprocessing in solving underdetermined systems. In [50] , the rate-TAST constellation uses -QAM inputs at a rate of one symbol per channel use. The rate-TAST constellation, on the other hand, uses -QAM inputs to obtain the same throughput as the rateconstellation. As observed in [50] , one obtains a sizable performance gain when using rate-TAST constellation under ML decoding. The main disadvantage, however, of the rate-code is that it corresponds to an underdetermined system with sixexcess unknowns which significantly complicates the decoding problem. Fig. 9 shows that the performance of the proposed MMSE-DFE lattice decoder is less than 0.1 dB away from the ML decoder for both cases. In order to quantify the complexity reduction offered by our approach, compared with the generalized sphere decoder (GSD) used in [50] , we measure the average complexity increase with the excess dimensions. If we define Average complexity of decoding rate-constellation Average complexity of decoding rate-constellation (18) then a straightforward implementation of the GSD, as outlined in [51] , for example, would result in . In fact, evenwith the modification proposed in [50] , Dayal and Varanasi could only bring this number down to at an SNR of 30 dB. In Table I , we report for the proposed algorithm at different SNRs, where one can see the significant reduction in complexity (i.e., from to at an SNR of 30 dB). Based on experimental observations, we also expect this gain in complexity reduction to increase with the excess dimension . The second space-time coding class is the algebraic codes proposed in [13] [14] [15] . This approach constructs linear codes, over the appropriate finite domain, and then the encoded symbols are mapped into QAM constellations. The QAM symbols are then parsed and appropriately distributed across the transmit antennas to obtain full diversity. It has been shown that the complexity of ML decoding of this class of codes grows exponentially with the number of transmit antennas and data rates. Here, we show that the proposed tree search framework allows for an efficient solution to this problem. Fig. 10 shows the performance of MMSE-DFE lattice decoding for two such constructions of space-time codes, i.e., Golay space-time code for two transmit antennas and the companion matrix code for three transmit antennas [13] . In both cases, the performance of the MMSE-DFE lattice decoder is seen to be essentially the same as the ML performance. In the proposed decoder, we use the lattice obtained from underlying algebraic code through Construction A. The ML performance, obtained via exhaustive search in Fig. 10 is not feasible for higher dimensions due to exponential complexity in the number of dimensions.
C. Coded Transmission Over ISI Channels
In this subsection, we compare the performance of the MMSE-DFE Fano decoder with the Per-Survivor-Processing (PSP) algorithm for convolutionally coded transmission over ISI channels. The MMSE-DFE Fano decoder uses the Construction A lattice obtained from the convolutional code. For this scenario, it is known that PSP achieves near-ML frame error rate performance [52] . Fig. 11 compares the frame and bit error rates for a -state, rateconvolutional code with generator polynomials given by and code length , over a five-tap ISI channel. The channel impulse response was chosen as . The Fano decoder with and step size is seen to achieve essentially the same performance as the PSP algorithm for this code, with reasonable search complexity over the entire SNR range. We again note that the loss in lattice decoding as opposed to finite search space is negligible, due to MMSE-DFE preprocessing of the channel prior to the search. The complexity (number of nodes generated in the search) of the PSP decoder is the same as that of a Viterbi algorithm for the convolutional code alone. Therefore (neglecting trellis boundaries), the complexity per dimension of the PSP decoder is , where is the rate of the convolutional code, the number of states, and the number of branches per state in the code trellis. Thus, for the code, the complexity of the PSP decoder is four nodes per dimension. Notice that the complexity of PSP algorithm is constant with SNR but increases exponentially with the code constraint length. On the contrary, the complexity of the MMSE-DFE Fano decoder depends on SNR but it is essentially independent of the constraint length. Fig. 11 also shows the performance of the MMSE-DFE Fano decoder for a rate--state convolutional code with generator polynomials , with the same frame size. Due to the increased constraint length, the performance is significantly better (with almost no increase in complexity). The complexity of PSP algorithm, on the other hand, is 1024 nodes per dimension for this code. Fig. 11 also reports the performance of the MMSE-DFE Fano decoder when applied to an interleaved coded system over the ISI channel. This figure shows the performance gain offered by interleaving (i.e., the performance now is within a decibel from the idealized AWGN scenario). The price is an increased complexity of the MMSE-DFE Fano algorithm. The complexity increase due to interleaving is approximately in this setup. Since interleaving destroys the time-ordering of the symbols input to the ISI channel, the PSP approach is not applicable with interleaving. Alternative schemes such as turbo equalization [53] still require a Bahl-Cocke-Jelinek-Raviv (BCJR) decoder with the same trellis complexity of the convolutional code alone, plus a soft-output detector for the ISI channel alone. Fig. 12 shows the complexities of the MMSE-DFE Fano and the PSP decoders for the cases considered in this section. For the -state convolutional code, the MMSE-DFE Fano decoder has an average complexity in the same range as that of the PSP decoder over the same code. However, for the -state CC, the complexity of the MMSE-DFE Fano decoder is orders of magnitude lesser than that of the PSP decoder. 
VI. CONCLUSION
A central goal of this paper was to introduce a unified framework for tree search decoding in wireless communication applications. Toward this end, we identified the roles of two different, but interrelated, components of the decoder; namely, 1) Preprocessing and 2) Tree Search. We presented a preprocessing stage composed of MMSE-DFE filtering for left preprocessing and lattice reduction with column ordering for right preprocessing. We argued that this preprocessor allows for ignoring the boundary control in the tree search stage while entailing only a marginal loss in performance. By relaxing the boundary control, we were able to build a generic framework for designing tree search strategies for joint detection and decoding. Within this framework, BeFS emerged as a very efficient solution that offers many valuable advantages. To limit the storage requirement of BeFS, we rediscovered the Fano decoder as our proposed tree search algorithm. Finally, we established the superior performance-complexity tradeoff of the Fano decoder analytically in a V-BLAST configuration and demonstrated its excellent performance and complexity in more general scenarios via simulation results.
APPENDIX A THE FANO DECODER
In this appendix, we obtain the cost function used in the Fano decoder from the Fano metric defined for tree codes over general point-to-point channels, and give a brief description of the Fano decoder and its properties.
A. Generic Cost Function of the Fano Decoder
For the transmitted sequence , let (19) be the system model, as in Section II. In (19) , the noise sequence is composed of i.i.d Gaussian noise components with zero mean and unit variance.
For a general point-to-point channel with continuous output, the Fano metric of the node can be written as [54] ( 20) where is the hypothesis that form the first symbols of the transmitted sequence.
For , if is uniform over all nodes that consist of the first components of any valid codeword in , from (20) , the cost function for the Fano decoder for our system model (19) can be simplified as (21) Since summation over in (21) is not feasible, we use the following approximations: first, , so the sum can be approximated by the largest term. Second, for moderate to high SNRs, the transmitted sequence is actually the closest vector with a high probability, i.e., the largest term corresponds to the transmitted sequence. Thus, (21) can be approximated as (22) After averaging (22) over noise samples and scaling, we have In general, the cost function for the Fano decoder can be written in terms of the parameter , the bias, as
B. The Algorithm
The operation of the Fano decoder with no boundary control (lattice decoding) follows the following steps.
Step 1: (Initialize) Set .
Step 2: (Look forward)
, where is the th component of the best child node of . 
Else (move back and look forward to the next best node)
, where is the last component of the next best child node of . . Go to Step 3. Note that (i.e., the threshold) is allowed to take values only in multiples of the step size (i.e., ). When a node is visited by the Fano decoder for the first time, the threshold is tightened to the least possible value while maintaining the validity of the node. If the current node does not have a valid child node, then the decoder moves back to the parent node (if the parent node is valid) and attempts moving forward to the next best node. However, if the parent node is not valid, the threshold is relaxed and attempt is made to move forward again, proceeding in this way until a leaf node is reached.
The determination of best and next best child nodes is simplified in CLPS problem; the child node generation order gen in SE enumeration (Section IV-A2) generates child nodes with cost functions in ascending order, given any node .
C. Properties of the Fano Decoder
The main properties of the Fano decoder used in our analysis are [54] as follows.
A node
is generated by the Fano decoder only if its cost function is not greater than the bound .
Let
be the maximum cost function along the transmitted path. The bound is always less than , where is the step size of the Fano decoder; that is, .
All nodes that are generated by the Fano decoder are necessarily those with cost function less than the bound , by Property 1. However, even though the cost function of some node may be smaller than the bound, the node itself might not be visited when bound takes the value . If any of the cost functions along the path increases above , the node is not generated and thus is not visited. Hence, this is not a sufficient condition for a node to be generated.
Moreover, in Property 2, the bound is always lesser than , where is the maximum cost function along any path of length . A tighter bound is obtained only when the maximum cost function corresponding to the path with the least is chosen. However, along the transmitted path is usually easier to characterize statistically than .
APPENDIX B PROPERTIES OF THE STACK DECODER
For any node in the tree, let
For the stack algorithm, the cost function of any node in AC-TIVE at any instant is defined as follows: If is a leaf node, then . Otherwise, we let be the best child node of not generated yet, and define . We note that of any node, once generated, remains constant throughout the algorithm, and of any node is nondecreasing as the algorithm progresses.
Proposition 1:
Let be the path chosen by the stack algorithm, and be any path in the tree. Then (23) Proof: On the contrary, assume there exists a path that does not satisfy (23) . Here, the path is assumed to share the same nodes with the chosen path until level , and diverges from the chosen path from level onwards. Since this path does not satisfy (23)
Let , be the node for which occurs. Then, we have (25) Since is the chosen path, the node is generated at some instant before the search terminates. Just before is generated, , since is the best child node of not generated yet. Moreover, since , the node with cost function appears at the top of the stack at some instant before is generated. Therefore, is generated before is generated. Since the search does not terminate before is generated, applying the same argument, one sees that all the nodes are generated before is generated. However, once is generated by the stack algorithm, the search terminates, with as the chosen path, thus leading to a contradiction. Since can take any value, the inequality in (23) is satisfied by all paths.
Proposition 2:
If (26) then, the node is not generated. Proof: First, we show that if (27) then is not generated. Let (27) be true, and assume is generated. Then, just before is generated, its parent node is at the top of ACTIVE, with cost function . However, since , all nodes along the chosen path are generated before is generated, and hence, the search terminates before is generated. Noting that can be generated only if all the nodes are generated, and applying the same argument for , we have (26) .
APPENDIX C PROOF OF THEOREM 2
Let be the set of nodes generated by the IR algorithm, where the bounding function has components given by . Let be the set of nodes generated by the stack decoder with the bias . The IR algorithm in Theorem 2 can be defined with bounding function given by , and the cost function for any node given by , or equivalently, with the bounding function and cost function . As in Appendix B, let for any path in the tree. If is the bound of the IR algorithm, then any node is generated by the algorithm if and only if all the conditions , are satisfied (since is generated only if are also generated). Therefore, (28) Moreover, should be such that at least one sequence is included within the search space. 9 Let be a leaf node such that (29) i.e., has the least value of maximum cost function among all paths of length . If then no lies within the search space, and the search space is empty. If lattice decoding is used, then the minimum in (29) is taken over all . Thus, . From Appendix B, Proposition 1, the path chosen by the stack algorithm satisfies (30) where is any other path. From (29) and (30) (31) From Proposition 2 and (31), .
APPENDIX D PROOF OF THEOREM 3
In this appendix, we derive an upper bound to the frame error rate for a V-BLAST system with uncoded input (with -PAM constellation for the components), for the Fano decoder that visits paths in the regular -PAM signal space. The preprocessing assumed here is QR transformation of .
From Appendix A, part C, any sequence can be generated by the Fano decoder only if its cost function is not greater than , where is the minimum cost function along the transmitted sequence path and is the stepsize of the Fano decoder. One has (32) 9 Otherwise, is increased and search is repeated afresh. and therefore, (33) where is the excess degrees of freedom in the V-BLAST system. Since the cost function of a leaf node is the conditional pairwise error probability of transmitting and decoding at the receiver can be upper-bounded as
where In (34), the upper bound is due to the fact that in general, is only a necessary condition for to be decoded by the Fano decoder.
In this section, we obtain an upper bound on the frame error rate of the Fano decoder by union bounding (35) over all possible sequence pairs and averaging over and (36) Inequality (35) can be rewritten as
since The bound in (40) is now independent of and hence,
Let represent the squared Euclidean distance between the lattice points and . Then (42) by Chernoff bound. For , (42) can be simplified as (43) (44) since , for . Let
The bound in (42) can be simplified as (46) Noting that the bound in (46) is same for all pairs , we have from (36)
where is the probability density function (pdf) of . An upper bound on is given by [55] 
where is the pdf of a scaled chi-square random variable with degrees of freedom and mean , where (i.e., a random variable that is the sum of squares of i.i.d. zero-mean Gaussian variables with variance ). Therefore, we have (49) (50) (51) where is a constant independent of or , and is the incomplete gamma function. If is bounded (i.e., ) , then is also bounded for all and finite . The error performance of the Fano decoder can now be characterized by the sum of two terms. The dependence of the first error term on is of the form for large values of SNR, and hence has the same diversity as the ML decoder. For , the second term can be bounded as (52) (53) (54) where (52) follows from inequality (61) on the incomplete gamma function. The second term also has the dependence , and hence, the Fano decoder achieves the same diversity as that of the ML decoder for this system.
The above derivation also applies to the Stack algorithm, with minor modifications. Since any path is decoded as the closest point by the stack algorithm only if is not greater than (Proposition 1, Appendix B), the conditional pairwise error probability for the stack decoder is bounded as (55) (56) From (35) and (56), the frame error rate of the stack algorithm is also bounded by (51), with . Thus, the stack algorithm too achieves the same diversity as the ML decoder for a V-BLAST system, for any finite value of .
APPENDIX E PROOF OF THEOREM 4
The following are required for the proof. 10 Later, we will require a stronger condition on b to guarantee the convergence of the sums in (79).
A. Wald's Inequality
(79) (80) when and are sufficiently large, so that all the three sums converge. The inequality in (79) is true, since the number of nodes at level is . Since the terms inside the parenthesis in (80) are all independent of , the number of nodes visited by the stack algorithm scales at most linearly, when , where is the minimum ratio required for convergence of the sums in (79).
