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Résumé
Le processus d'évaluation des risques technologiques, notamment liés au Transport de
Matières Dangereuses (TMD), consiste, quand un événement accidentel se produit, à
évaluer le niveau de risque potentiel des zones impactées aﬁn de pouvoir dimensionner
et prendre rapidement des mesures de prévention et de protection (conﬁnement, évacua-
tion...) dans le but de réduire et maitriser les eﬀets sur les personnes et l'environnement.
La première problématique de ce travail consiste donc à évaluer le niveau de risque des
zones soumises au transport des matières dangereuses. Pour ce faire, un certain nombre
d'informations sont utilisées, comme la quantiﬁcation de l'intensité des phénomènes qui
se produisent à l'aide de modèles d'eﬀets (analytique ou code informatique). Pour ce
qui concerne le problème de dispersion de produits toxiques, ces modèles contiennent
principalement des variables d'entrée liées à la base de données d'exposition, de données
météorologiques,. . . La deuxième problématique réside dans les incertitudes aﬀectant
certaines entrées de ces modèles. Pour correctement réaliser une cartographie en déter-
minant la zone de danger où le niveau de risque est jugé trop élevé, il est nécessaire
d'identiﬁer et de prendre en compte les incertitudes sur les entrées aﬁn de les propager
dans le modèle d'eﬀets et ainsi d'avoir une évaluation ﬁable du niveau de risque.
Une première phase de ce travail a consisté à évaluer et propager l'incertitude sur la
concentration qui est induite par les grandeurs d'entrée incertaines lors de son évaluation
par les modèles de dispersion. Deux approches sont utilisées pour modéliser et propager
les incertitudes : l'approche ensembliste pour les modèles analytiques et l'approche pro-
babiliste (Monte-Carlo) qui est plus classique et utilisable que le modèle de dispersion
soit analytique ou déﬁni par du code informatique. L'objectif consiste à comparer les
deux approches pour connaitre leurs avantages et inconvénients en termes de précision
et temps de calcul aﬁn de résoudre le problème proposé. Pour réaliser les cartographies,
deux modèles de dispersion (Gaussien et SLAB) sont utilisés pour évaluer l'intensité des
risques dans la zone contaminée. La réalisation des cartographies a été abordée avec une
méthode probabiliste (Monte Carlo) qui consiste à inverser le modèle d'eﬀets et avec une
méthode ensembliste générique qui consiste à formuler ce problème sous la forme d'un
ensemble de contraintes à satisfaire (CSP) et le résoudre ensuite par inversion ensem-
bliste.
La deuxième phase a eu pour but d'établir une méthodologie générale pour réaliser les
cartographies et améliorer les performances en termes de temps du calcul et de précision.
Cette méthodologie s'appuie sur 3 étapes : l'analyse préalable des modèles d'eﬀets utilisés,
la proposition d'une nouvelle approche pour la propagation des incertitudes mixant les
approches probabiliste et ensembliste en tirant notamment partie des avantages des deux
approches précitées, et utilisable pour n'importe quel type de modèle d'eﬀets spatialisé et
statique, puis ﬁnalement la réalisation des cartographies en inversant les modèles d'eﬀets.
L'analyse de sensibilité présente dans la première étape s'adresse classiquement à des
modèles probabilistes. Nous discutons de la validité d'utiliser des indices de type Sobol
dans le cas de modèles intervalles et nous proposerons un nouvel indice de sensibilité
purement intervalle cette fois-ci.
Mots clés : Évaluation des risques, Modélisation incertaine, Méthodes probabiliste et
ensembliste, Analyse de sensibilité, Problème de Satisfaction de Contraintes.
Abstract
When an accidental event is occurring, the process of technological risk assessment, in
particular the one related to Dangerous Goods Transportation (DGT), allows assessing
the level of potential risk of impacted areas in order to provide and quickly take preven-
tion and protection actions (containment, evacuation ...). The objective is to reduce and
control its eﬀects on people and environment.
The ﬁrst issue of this work is to evaluate the risk level for areas subjected to dangerous
goods transportation. The quantiﬁcation of the intensity of the occurring events needed
to do this evaluation is based on eﬀect models (analytical or computer code). Regarding
the problem of dispersion of toxic products, these models mainly contain inputs linked
to diﬀerent databases, like the exposure data and meteorological data. The second pro-
blematic is related to the uncertainties aﬀecting some model inputs. To determine the
geographical danger zone where the estimated risk level is not acceptable, it is necessary
to identify and take in consideration the uncertainties on the inputs in aim to propagate
them in the eﬀect model and thus to have a reliable evaluation of the risk level.
The ﬁrst phase of this work is to evaluate and propagate the uncertainty on the gas
concentration induced by uncertain model inputs during its evaluation by dispersion
models. Two approaches are used to model and propagate the uncertainties. The ﬁrst
one is the set-membership approach based on interval calculus for analytical models. The
second one is the probabilistic approach (Monte Carlo), which is more classical and used
more frequently when the dispersion model is described by an analytic expression or is
deﬁned by a computer code. The objective is to compare the two approaches to deﬁne
their advantages and disadvantages in terms of precision and computation time to solve
the proposed problem. To determine the danger zones, two dispersion models (Gaussian
and SLAB) are used to evaluate the risk intensity in the contaminated area. The risk
mapping is achieved by using two methods : a probabilistic method (Monte Carlo) which
consists in solving an inverse problem on the eﬀect model and a set-membership generic
method that deﬁnes the problem as a constraint satisfaction problem (CSP) and to
resolve it with an set-membership inversion method.
The second phase consists in establishing a general methodology to realize the risk map-
ping and to improve performance in terms of computation time and precision. This
methodology is based on three steps :
 Firstly the analysis of the used eﬀect model.
 Secondly the proposal of a new method for the uncertainty propagation based on a
mix between the probabilistic and set-membership approaches that takes advantage of
both approaches and that is suited to any type of spatial and static eﬀect model.
 Finally the realization of risk mapping by inversing the eﬀect models. The sensitivity
analysis present in the ﬁrst step is typically addressed to probabilistic models. The
validity of using Sobol indices for interval models is discussed and a new interval sen-
sitivity indice is proposed.
Key-words : Risk assessment, uncertain modeling, probabilistic and set-member ship
method, sensitivity analysis, constraint satisfaction problem.
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Introduction
Historiquement, depuis le début du XXème siècle, les progrès scientiﬁques et techno-
logiques, qui ont tant concouru à améliorer la qualité de vie, ont dans le même temps
intensiﬁé les risques qu'ils pouvaient faire peser. L'ère de la révolution industrielle a attiré
l'attention sur l'intérêt de maîtriser ces risques, comme le risque d'explosion ou d'émission
de substances dangereuses, et sur la nécessité de prévenir les accidents technologiques
aﬁn de réduire le plus possible leurs eﬀets et leurs conséquences sur la population et
l'environnement. Aujourd'hui, notre monde est donc globalement plus risqué, que ce soit
à cause de la nature et de la diversité des évènements dangereux qui peuvent survenir,
que d'une meilleure connaissance des phénomènes qui, entrainant une plus grande sen-
sibilisation, induit aussi un niveau d'acceptation du risque plus faible, tant au niveau
du tout à chacun que de la réglementation. C'est dans le but d'améliorer la sécurité des
personnes et de protéger l'environnement que les risques liés aux Transports de Matières
Dangereuses (TMD) sont devenus des enjeux importants pour la population et l'état,
notamment en zone fortement urbanisée. Une matière dangereuse est une substance qui
peut représenter un danger pour l'homme, les biens ou l'environnement, en raison de son
caractère inﬂammable, de sa toxicité, de son caractère corrosif, ou de sa radioactivité.
Les risques associés aux TMD sont donc consécutifs à un accident se produisant lors du
transport d'une telle matière.
Dans le processus d'évaluation des risques technologiques, l'étape essentielle consiste
dans l'évaluation de l'intensité des risques quand un événement accidentel se produit,
c'est-à-dire quantiﬁer les eﬀets ou impacts associés, aﬁn de répondre rapidement et de
prioriser les actions de secours pour la protection de la population et de l'environnement.
Soumise à des critères parfois subjectifs et à des contraintes à la fois opérationnelles et
économiques, l'évaluation des risques se doit d'être le plus possible transparente, répé-
table, systématique. De ce fait, l'évaluation de l'intensité des risques doit être à la fois
précise et ﬁable, tout en étant réalisée en un temps raisonnable.
L'évaluation de l'intensité d'un risque technologique peut se faire en utilisant un modèle
d'eﬀets capable d'estimer d'un point de vue quantitatif les eﬀets induits par le phénomène
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dangereux considéré, aﬁn de déterminer la zone géographique de danger où l'intensité
du risque est jugée trop élevée. Ce modèle, plus ou moins complexe, est qualiﬁé d'ana-
lytique si une expression formelle est manipulée. Sinon, il s'agit d'un modèle de type
boite noire et on parle alors de code informatique (ou de logiciel). De manière générale,
l'eﬀet peut être toxique, thermique ou explosif et dans cette étude, la dispersion d'un
produit chimique toxique est plus spéciﬁquement considérée. Ainsi, des modèles de dis-
persion atmosphérique sont utilisés pour estimer la concentration en gaz à une position
géographique donnée émise à partir de sources telles que les installations industrielles,
les véhicules TMD ou les rejets chimiques accidentels. Les modèles de dispersion peuvent
être classés en trois catégories, que sont les modèles de dispersion gaussiens, les modèles
de type intégral et les modèles 3D reposant sur la mécanique des ﬂuides (CFD). Tous ces
modèles de dispersion ont en commun de faire intervenir de nombreuses entrées, comme
celles liées aux données d'exposition, aux données météorologiques, aux caractéristiques
du produit émis et à la géolocalisation de la source d'émission. Ces entrées peuvent être
mesurées, estimées ou déduites d'une connaissance a priori, mais la plupart d'entre elles
ne sont connues qu'avec imprécision, d'où la notion d'incertitude de modèle qui a pour
objectif de décrire ce que l'on connait mal.
Les incertitudes de modèles inﬂuent naturellement sur les résultats de l'évaluation des
risques lors de la détermination de la zone géographique de danger où la concentration en
gaz est plus grande qu'un seuil réglementaire donné, aﬁn d'éviter par exemple les eﬀets
irréversibles ou létaux sur la santé. Par conséquent, pour avoir une évaluation ﬁable
des eﬀets et correctement réaliser cette cartographie, il est nécessaire d'identiﬁer et de
prendre en compte les incertitudes sur les entrées des modèles de dispersion. Ce travail
conduit à générer une seconde zone, dite d'incertitudes, où la concentration en gaz peut
être plus élevée ou plus faible que le seuil donné selon les valeurs (inconnues) réellement
prises par les entrées incertaines du modèle.
Dans ce contexte, la première problématique abordée dans cette thèse consiste à évaluer
le niveau de risque des zones soumises au transport des matières dangereuses, tandis
que la deuxième problématique réside dans la prise en compte des incertitudes aﬀectant
certaines entrées dans les modèles de dispersion utilisées dans cette évaluation. Cette
seconde problématique est développée en deux temps. Cette thèse vise tout d'abord à
évaluer et propager les incertitudes sur la concentration en gaz induites par les grandeurs
d'entrée incertaines lors de l'évaluation des modèles de dispersion. L'objectif est ensuite
de traiter le problème de cartographie en évaluant les zones de danger et d'incertitudes,
qui sont utilisées pour évaluer l'intensité des risques dans la zone impactée. Cela nous a
conduit ﬁnalement à proposer une méthodologie générale pour réaliser les cartographies
dans le but d'améliorer les performances en termes de temps de calculs et de précision
par rapport à d'autres méthodes plus classiques.
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Organisation de la thèse
Ce document est structuré en quatre chapitres principaux et s'achève par une conclusion
générale.
Le premier chapitre énonce le contexte général et la problématique de notre travail. Il est
organisé en cinq parties. La première partie présente les concepts généraux de la gestion
des risques, notamment les risques de TMD, avec un rappel sur les statistiques et les
événements marquants associés. La seconde partie présente le projet GEOFENCING-
MD, qui soutient ces travaux de recherche et déﬁnit le cadre applicatif de ce travail. La
troisième partie pose la problématique associée à l'évaluation du niveau de risque des
zones soumises au TMD en tenant compte des diﬀérentes sources d'incertitudes corres-
pondantes. La quatrième partie introduit les diﬀérents types de modèles de dispersion,
les façons de représenter les sources d'incertitudes et les diﬀérentes approches utilisées
dans la propagation des incertitudes, ainsi que l'analyse de sensibilité. La dernière partie
détaille les objectifs des travaux proposés pour traiter les problématiques posées.
Dans le chapitre 2, nous présentons les diﬀérentes techniques retenues dans ce travail
dont l'utilisation est devenue relativement classique dans le cadre de la propagation des
incertitudes dans un modèle. Dans la première partie, nous présentons deux approches :
l'approche probabiliste reposant sur la méthode de Monte Carlo et l'approche ensem-
bliste basée sur les techniques d'analyse par intervalles. Concernant la méthode de Monte
Carlo, nous décrivons le processus utilisé pour la propagation des incertitudes et pour
la méthode d'analyse par intervalles nous présentons un rappel du calcul par intervalles
ainsi que des principaux problèmes rencontrés lors de la manipulation des intervalles.
La deuxième partie de ce chapitre est consacrée à une application à la dispersion atmo-
sphérique où l'objectif est d'estimer l'intervalle de conﬁance sur la concentration en gaz
émis, évalué à l'aide d'un modèle gaussien compte tenu des diﬀérentes entrées incertaines
prises en compte.
Dans le chapitre 3, nous abordons la problématique de la génération des cartographies,
c'est-à-dire la détermination des zones de danger et de sécurité lorsqu'un accident TMD
survient. Pour réaliser les cartographies, deux modèles de dispersion, le premier plus
simple et analytique (modèle gaussien), le second plus sophistiqué et de type code infor-
matique (SLAB), sont utilisés pour évaluer l'intensité des risques dans la zone impactée.
Dans la première partie de ce chapitre, nous abordons la réalisation des cartographies
avec la méthode probabiliste (Monte Carlo) qui consiste à inverser le modèle de dis-
persion tandis qu'avec la méthode ensembliste la réalisation des cartographies consiste
à formuler ce problème sous la forme d'un ensemble de contraintes à satisfaire (CSP)
et à le résoudre ensuite par inversion ensembliste en tenant compte des incertitudes.
Nous expliquons comment il est possible d'utiliser l'approche générique CSP couplée à
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une méthode d'inversion ensembliste pour résoudre d'autres types de problèmes comme
l'identiﬁcation des défauts dans les capteurs qui mesurent la concentration en gaz ou la
localisation de la source de fuite. La deuxième partie est consacrée à une application à
la dispersion atmosphérique qui vise à montrer les résultats obtenus dans la réalisation
des cartographies avec les deux modèles étudiés (gaussien et SLAB) en utilisant les deux
approches (probabiliste et ensembliste) lorsque le modèle s'y prête.
Dans le chapitre 4, nous présentons dans la première partie une méthodologie générale
et originale pour réaliser les cartographies et pour améliorer les performances en termes
de temps du calculs et de précision. Cette méthodologie est divisée en 3 étapes :
 La première étape consiste à analyser préalablement les modèles de dispersion en
fonction de leur nature (analytique, par code) en réalisant une analyse de sensibilité
globale pour déterminer quelles sont les entrées incertaines les moins inﬂuentes qu'il
est raisonnable de ﬁxer à une valeur nominale pour par exemple réduire le nombre de
simulations du modèle de dispersion, en étudiant la monotonie des modèles par rapport
aux entrées incertaines pour être capable d'évaluer l'intervalle de sortie même pour un
modèle de type code informatique et avoir des informations sur la multi-occurrence
de ces mêmes entrées dans ces modèles pour mieux maitriser le pessimisme en cas de
calcul par intervalles. Nous proposons notamment dans cette optique la construction
d'un nouvel indice de sensibilité, intervalle cette fois-ci, plus spéciﬁquement adapté
aux modèles par intervalles.
 La deuxième étape, qui s'appuie sur les résultats de l'étape précédente, propose une
nouvelle approche pour propager les incertitudes mixant les approches probabiliste
et ensembliste. Cette approche dite mixte, reposant initialement sur la simulation
de Monte-Carlo, est utilisable pour tout type de modèles de dispersion spatialisé et
statique et consiste à tirer des ensembles de valeurs (intervalles) plutôt que de simples
valeurs pour appréhender plus de situations possibles, tout en utilisant un nombre de
tirages réduit.
 La dernière étape repose sur un algorithme d'inversion utilisant les résultats de l'étape
précédente pour réaliser les cartographies en inversant les modèles de dispersion.
La deuxième partie de ce chapitre est consacrée à une application à la dispersion
atmosphérique en utilisant les deux modèles (gaussien et SLAB). Nous appliquons
la méthodologie proposée pour en montrer les avantages et comparons les résultats
obtenus en termes de cartographies avec ceux obtenus pour les approches probabiliste
et ensembliste. Nous nous intéressons plus spéciﬁquement au problème de précision et
de temps de calculs.
Pour terminer, la partie conclusion propose un bilan général de ce travail et évoque, bien
évidemment, quelques perspectives de recherche.
Chapitre 1
Risques liés au Transport de
Matières Dangereuses
1.1 Contexte
1.1.1 La gestion des risques : principes généraux
Le risque peut être déﬁni par la confrontation d'un aléa (phénomène naturel ou techno-
logique dangereux) et d'une zone géographique où existent des enjeux qui peuvent être
humains, économiques ou environnementaux. La gestion des risques peut être déﬁnie
comme un ensemble d'activités coordonnées dans le but de diriger et piloter un état, une
entreprise ou d'autres formes d'organisations en vue de réduire le risque à un niveau jugé
tolérable ou acceptable. La gestion des risques correspond donc à un domaine scientiﬁque
transverse, plongeant ses racines dans toutes les disciplines existantes, la nature de l'or-
ganisation et l'origine des risques pouvant être diverses et variées (risque technologique,
naturel, professionnel, domestique, routier,...).
Mettre en ÷uvre cette gestion des risques selon la norme ISO 31000, consiste en l'ap-
plication systématique de principes, politiques, procédures et pratiques pour les tâches
d'identiﬁcation, d'analyse, d'évaluation et de traitement du risque ainsi que pour les ac-
tivités de communication, de concertation, d'établissement du contexte, de surveillance
et de revue des risques [711].
La première étape dans cette procédure est l'analyse des risques qui vise à identiﬁer
les sources de danger étudiées et les situations associées qui peuvent conduire à des
dommages sur les personnes, l'environnement ou les biens. Lors des étapes suivantes,
les conséquences potentielles des phénomènes dangereux sont estimées classiquement à
l'aide de grilles de cotations ou de logiciels de simulation plus sophistiqués reposant sur
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des modèles mathématiques. De même, les fréquences d'exposition ou les probabilités
d'occurrence d'accidents sont estimées à partir de bases de données d'accidents ou de
jugements d'experts. D'autres critères tels que la vulnérabilité représentant les enjeux et
le niveau de maîtrise des risques (moyens organisationnels, humains ou techniques indi-
viduels ou collectifs en place) doivent aussi être pris en compte. Finalement, l'analyse
de risque fournit un résultat caractérisant le niveau du risque (et si possible le degré de
conﬁance dans cette évaluation). L'évaluation des risques consiste ensuite à réaliser une
comparaison du niveau de risque à des seuils issus de critères de décision déjà déﬁnis
dans l'étape d'établissement du contexte, aﬁn d'étudier la nécessité de mettre en place
des actions correctives. La réduction du risque (ou maîtrise du risque) désigne l'ensemble
des actions qui visent à diminuer la probabilité (prévention) ou la gravité (protection)
des dommages associés à un risque particulier.
La méthodologie d'évaluation et de réduction des risques est présentée sur la ﬁgure (1.1).
Figure 1.1: Processus itératif d'évaluation et de réduction des risques
Un risque acceptable est un risque qui permet de préserver à la fois l'activité de l'or-
ganisation (chômage technique, perte d'une partie de l'installation,...), la sécurité des
personnes (salariés, habitants du voisinage,...), ainsi que l'environnement au sens large
(infrastructure, utilités, pollution,...), de satisfaire aux lois, réglementations et normes en
vigueur (conséquences pénales), de se prémunir des coûts ﬁnanciers ou de perte d'image
(opinion public) liés à l'accident,...
Le but de l'évaluation est d'aider les décideurs à déterminer les risques nécessitant un
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plan d'actions et la priorité dans la mise en ÷uvre de ces actions. Cette hiérarchisation
sera déterminée en fonction [12] :
 du résultat de la comparaison permettant de déterminer si le risque est négligeable,
acceptable, rédhibitoire,
 de la tolérance au risque des diﬀérentes parties prenantes et des obligations légales,
 des coûts ﬁnanciers et des plans d'actions existants.
1.1.2 Risque lié au Transport de Matières Dangereuses (TMD)
Une marchandise dangereuse est une matière ou un objet qui peut présenter des risques
pour l'homme, les biens et/ou l'environnement à cause de ses caractéristiques physico-
chimiques (toxicité, réactivité...) et physiologiques. Ces marchandises peuvent être trans-
portées sous forme liquide (hydrocarbures, chlore, propane,...), solide (explosifs, nitrate
d'ammonium,...) et gaz (gaz de houille comprimé,...). Ces substances ont souvent une
concentration et une agressivité supérieures à celles des usages domestiques.
Chaque jour, des marchandises dangereuses (MD) sont transportées selon des modalités
diﬀérentes partout dans le monde. Elles sont utilisées pour des activités liées à l'énergie,
la fabrication ou lors d'activités commerciales. Le risque de transport de matières dan-
gereuses (TMD) désigne les conséquences d'un accident se produisant lors du transport
de ces marchandises par voie routière, ferroviaire, voie d'eau ou canalisations. Quand
un événement dangereux se produit, causé par une erreur humaine, une dégradation de
l'état du moyen de transport..., il est nécessaire d'évaluer le niveau de risque potentiel
des zones impactées aﬁn de pouvoir prendre des mesures de prévention et de protection
(conﬁnement ou évacuation de la population avoisinante, détournement des moyens de
TMD proches pour éviter le sur-accident,...) dans le but de réduire et maitriser les eﬀets
sur les personnes et l'environnement.
1.1.3 Principaux risques liés aux matières dangereuses
On distingue cinq principales catégories de risques liés au transport de matières dange-
reuses [13, 14] :
 le risque explosion, qui est issu d'une combustion rapide engendrant une quantité
importante de gaz à une température, une pression et une vitesse d'expansion tellement
élevées qu'il en résulte des dommages aux alentours. Un périmètre de sécurité sera mis
en place à proximité du sinistre dans un rayon de plusieurs centaines de mètres ;
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 le risque d'incendie, qui correspond à une réaction résultant de la présence de
plusieurs facteurs (source de chaleur, comburant, combustible) et qui provoque un dé-
gagement important de chaleur, ayant pour conséquences des brûlures ou des blessures
souvent très graves ;
 le risque toxique, qui peut provoquer l'empoisonnement, voire la mort, par inha-
lation, contact ou ingestion d'une substance chimique toxique suite à une fuite de
produits toxiques. La dispersion de la matière dangereuse peut se faire dans l'air, l'eau
et/ou le sol. Dans le cas aérien, le nuage toxique va s'éloigner du lieu de l'accident au
gré des vents actifs à ce moment là ;
 le risque de radioactivité dans le cas de matières émettant des rayonnements dan-
gereux qui peuvent atteindre tous les êtres vivants ;
 le risque infectieux, qui peut provoquer des maladies graves chez les êtres vivants.
Ce risque est spéciﬁque aux matières contenant des micro-organismes infectieux tels
que les virus, les bactéries,...
1.1.4 Modes de transport des matières dangereuses
Les principaux produits dangereux transportés en France sont les produits pétroliers
(environ 60 millions de tonnes par an) et les produits chimiques (environ 25 à 30 mil-
lions de tonnes par an) ce qui représente un tonnage conséquent. Globalement il existe
principalement 5 modes de transport [14] :
 le transport routier. Le transport en camion est le plus fréquemment utilisé puisqu'il
représente environ 76 % du tonnage transporté sur l'ensemble de la France. Le mode
routier est plus rapide, plus ﬂexible et plus rentable économiquement.
 le transport ferroviaire. Il permet de transporter les marchandises dangereuses par
le biais de wagons et représente environ 16 % du tonnage transporté au niveau natio-
nal. le transport ferroviaire peut être utilisé comme moyen combiné avec le transport
routier.
 le transport par canalisations. Ce type de transport se compose d'un ensemble
de conduites sous pression, de diamètres variables, qui sert à déplacer de façon conti-
nue ou séquentielle des ﬂuides ou des gaz liquéﬁés. Ce mode de transport est utilisé
pour transporter du gaz naturel (gazoducs), des hydrocarbures liquides ou liquéﬁés
(oléoducs, pipelines), certains produits chimiques (éthylène, propylène,...).
 le transport maritime. Le transport maritime est en véritable progression grâce au
le commerce international. L'avantage de ce mode est la possibilité de recouvrir les
zones de livraison les plus étendues du globe et la grande capacité de transport.
 le transport ﬂuvial. En France, le tonnage de marchandises transportées par voie
ﬂuviale représente environ 3% du tonnage total.
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1.1.5 Causes possibles d'un accident de TMD
Les principales causes d'accident en TMD sont les suivantes [15] :
 une explosion peut être due à un choc avec production d'étincelles notamment pour
les citernes qui transportent des produits inﬂammable sous forme gazeuse, liquide ou
solide, à la mise en contact de plusieurs produits incompatibles qui vont générer une
réaction incontrôlée ou encore à la mise à feu inopinée de munitions ou d'explosifs.
 un incendie est lié à la présence de produits inﬂammables et peut être provoqué par
l'échauﬀement anormal d'un organe du véhicule, un choc mécanique ou électrostatique
avec production d'étincelles ou encore une inﬂammation accidentelle.
 un nuage toxique peut provenir d'une fuite de produit chimique toxique ou d'un
dégagement de fumées toxiques dues à un incendie.
1.1.6 Statistiques et événements marquants
En se référant aux données de la base ARIA du Bureau Analyses des Risques et Pol-
lutions Industriels (BARPI), 3280 accidents survenus durant le transport de matières
dangereuses sont recensés entre 1992 et 2011. Leur répartition par mode de transport est
indiquée sur la ﬁgure 1.2.
Figure 1.2: Nombre d'accidents liés au transport de matières dangereuses recensés
par mode de transport entre 1992 et 2011
En proportion, 62% des accidents liés au TMD se produisent sur le réseau routier, en-
traînant alors la perte des produits dans 33% des cas concernés, des incendies dans 10%
des cas ou des explosions dans 3% des cas. Le reste des accidents se produit pour 18%
sur voie ferroviaire, 10% sur des canalisations, 6% en mer et 4% sur les voies ﬂuviales.
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Le transport par route est le mode le plus utilisé pour transporter les matières dan-
gereuses et le plus exposé aux accidents, ce qui explique la fréquence plus importante
des accidents. Les causes sont diverses : faute de conduite du conducteur ou d'un tiers,
mauvais état du véhicule, mauvais état des routes, météorologie défavorable. En France,
le transport de produits pétroliers (76% du nombre total de trajets) et de gaz (14%),
qui sont donc les marchandises dangereuses les plus transportées, est essentiel à l'ap-
provisionnement en fuel, essence, gazole ou GPL des millions de ménages français sur
l'ensemble du territoire national.
La base de données Gaspar (Gestion Assistée des Procédures Administratives relatives
aux Risques naturels et technologiques) de la Direction Générale de la Prévention des
Risques (DGPR) recense 12 000 communes françaises soumises au risque lié au
transport de matières dangereuses.
Les régions les plus exposées sont celles comportant de grands axes routiers et auto-
routiers et situées le long des corridors ﬂuviaux : Rhin, Rhône, Seine, Moselle, Escaut.
Six régions concentrent plus de la moitié des communes classées à risque lié au transport
de matières dangereuses : Nord-Pas-de-Calais, Rhône-Alpes, Lorraine, Poitou-Charentes,
Midi-Pyrénées, Haute-Normandie.
La ﬁgure 1.3 représente une cartographie des risques TMD en Rhône-Alpes.
Figure 1.3: Carte des risques TMD en Rhône-Alpes,  Source : L'institut des Risques
Majeurs (IRMa) 
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Date Localisation Type d'accident Conséquences
1997 Port Sainte Foy (Dordogne) Collision entre un camion-
citerne transportant des pro-
duits pétroliers et un autorail
[15]
12 morts et 43 blessés
1997 Granieu Renversement d'un camion-
citerne transportant du pro-
pane au centre d'un village
[14]
Un périmètre de sécurité de
250 mètres est mis en place et
15 personnes sont évacuées
2001 Grenoble Renversement d'un camion
transportant 23 tonnes de to-
luène diisocyanate au niveau
du Pont de Catane à Grenoble
[14]
Un périmètre de sécurité a été
délimité, la circulation inter-
rompue
2008 Longvic Collision entre un camion et
un train de fret transportant
des hydrocarbures
Une fuite de carburant du ré-
servoir du camion a produit
une pollution dans un secteur
sensible du fait de la présence
de la nappe phréatique proche
de la surface
2012 Rouen Un chauﬀeur transportant 9
m³ d'essence et 22 m³ de ga-
zole perd le contrôle de son
véhicule, l'attelage franchit la
glissière centrale et percute un
poids-lourd circulant en sens
inverse.
Les carburants qui s'écoulent
de la citerne éventrée s'en-
ﬂamment et propagent l'in-
cendie à des chemins de câbles
sous le tablier, les secours éva-
cuent les 2 chauﬀeurs, 4 fo-
rains et 1 policier sont blessés.
Table 1.1: Exemples d'accidents de TMD en France
En 2012, 131 événements impliquant des véhicules routiers de transport de matières
dangereuses (TMD) non radioactives ont été enregistrés dans la base ARIA. Quelques
exemples sont donnés dans le tableau 1.1.
Si les accidents de transport de matières dangereuses (TMD) restent heureusement peu
fréquents, ils peuvent être très graves : nombreuses victimes, importants dommages maté-
riels et environnementaux, pertes économiques. Tous ces éléments, nous ont donc amenés
à considérer dans la suite de ce document plus spéciﬁquement le risque de transport de
matière dangereuses par voie routière.
1.2 Présentation du projet Geofencing
Le projet GEOFENCING-MD de gestion des transports de matières dangereuses en
agglomération urbaine est porté depuis juin 2011 par le pôle de compétitivité LUTB
(Lyon Urban Truck & Bus).
Nous avons vu que les risques engendrés par le transport de matières dangereuses (TMD)
peuvent être graves avec des conséquences parfois désastreuses pour la société en général
(citoyens, environnement, infrastructures), particulièrement en milieu urbain. L'objectif
de ce projet est de développer un outil télématique de supervision et de gestion des
TMD sur une agglomération urbaine, aﬁn d'en améliorer le fonctionnement logistique et
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de limiter les risques lors des approvisionnements et du transit des matières dangereuses
sur son territoire. Cet outil doit être utilisable par tous les acteurs impliqués dans le
TMD (chargeurs, transporteurs, autorités publiques, groupes d'intervention, opérateurs
d'infrastructures, etc...)[16].
Ce projet inclut la collecte de données de capteurs embarqués sur les véhicules de trans-
port de matières dangereuses permettant par exemple leur géolocalisation et leur traçabi-
lité en temps réel, ainsi que la transmission de ces données vers un serveur unique gérant
l'accès aux informations collectées. Ainsi, la centralisation des données permet d'imagi-
ner le fonctionnement de ce serveur unique comme une  tour de contrôle  (par analogie
au contrôle du traﬁc aérien) en charge du bon transit des matières dangereuses dans l'ag-
glomération urbaine qu'elle supervise. Cette tour de contrôle se compose d'un serveur
centralisé et de systèmes de communication, de l'ensemble des applications nécessaires
à la gestion du transport ainsi que des interfaces utilisateurs. Elle déﬁnit une architec-
ture technique et fonctionnelle d'un système d'information de suivi et de supervision des
TMD en temps réel.
Ce travail de thèse s'inscrit dans le projet GEOFENCING-MD. Plus précisément, il
consiste à suivre en ligne et en temps réel les diﬀérents moyens de transport, essentielle-
ment les camions, transportant des matières dangereuses qui vont donc être géolocalisés
à l'aide d'un GPS. Dans le cas où un accident se produit sur l'un des camions, le but
consiste à évaluer à l'aide d'une carte les zones de danger et de sécurité où le niveau de
risque est jugé rédhibitoire, respectivement acceptable, autour du camion accidenté aﬁn
de mettre en place des barrières de sécurité (fence) pour dérouter les véhicules soumis au
TMD proches du périmètre déﬁni et réduire la probabilité de survenue d'un sur-accident
[17]. Ainsi, durant cette thèse, une contribution dans la réalisation d'un démonstrateur
de suivi et de supervision des TMD a été développée, essentiellement concernant l'éva-
luation du niveau de risque à travers la réalisation de cartographies qui évaluent les zones
de danger et de sécurité. Une description plus détaillée de cette contribution est fournie
en annexe A.
De nombreux projets/études ont abordé le thème de suivi télématique et de supervi-
sion en temps réel du transport de matières dangereuses, que ce soit par route, par rail,
par mer ou par voie navigable. Ainsi, plusieurs projets européens (ARTS VISU TMD,
GOODROUTE, GRAIL CHEM, MITRA, MENTORE, METIS, M-TRAD), et français
(TR@IN MD, DETRACE, SISTEMS,...) ont traité ce sujet, pour certains au-delà du
domaine des matières dangereuses. GEOFENCING-MD se distingue par l'utilisation de
capteurs embarqués. Les informations disponibles sur ces diﬀérents projets et systèmes
étudiés sont de nature très diverse et parfois peu détaillées sur certains aspects tech-
niques. En règle générale, des projets de recherche mettent en avant des systèmes très
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technologiques, à la pointe de l'innovation quant aux technologies de l'information et de
la communication.
Aux États-Unis, plusieurs rapports d'études d'organismes gouvernementaux préconisent
une approche globale du suivi et de la surveillance des TMD en temps réel, notamment
en développant des applications basées sur le geofencing (concept de géolocalisation qui
permet de surveiller à distance la position et le déplacement d'un objet pour prendre des
mesures si celui-ci s'écarte ou rentre dans une zone virtuelle prédéﬁnie). Le "Department
of Homeland Security" accorde ainsi des subventions aux projets qui mettent en oeuvre
des systèmes de suivi intégrant cette fonctionnalité.
Les résultats obtenus dans ces diﬀérents projets montrent l'intérêt de mettre en ÷uvre
un suivi et une supervision du transport de matières dangereuses dans le cadre d'une
approche systémique. Cependant, il n'existe pas aujourd'hui, en Europe, d'architecture
technique et fonctionnelle d'un système d'information de suivi et de supervision des
transports de matières dangereuse en temps réel et multimodale. GEOFENCING-MD
vise à proposer une partie de la solution pour un tel système.
Figure 1.4: Architecture technique et fonctionnelle du système d'information
1.3 Problématique
En lien avec les objectifs du projet geofencing précisés dans la section précédente, la
première problématique de cette thèse consiste à évaluer le niveau de risque des zones
soumises au transport des matières dangereuses [18] en fonction des données reçues du
véhicule. L'évaluation des risques TMD est basée sur diﬀérents critères qui prennent
en compte la gravité des conséquences de l'accident, la vulnérabilité de la zone touchée
et la probabilité d'occurrence des événements considérés. Pour faire cette évaluation des
risques, on a donc besoin d'un certain nombre d'informations et de modèles d'eﬀets, clas-
siquement utilisés pour ce qui concerne les problèmes de dispersion de produits toxiques,
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d'incendie ou encore d'explosion. D'autres informations comme la vulnérabilité de la
zone impactée témoignant des enjeux qui avoisinent le lieu de l'accident sont nécessaires.
Ces enjeux peuvent être des enjeux humains, à savoir les personnes physiques directe-
ment ou indirectement exposées aux conséquences de l'accident, des enjeux économiques
comme les entreprises voisines du lieu de l'accident, les routes, les voies de chemin de
fer... et des enjeux environnementaux. Parfois les conséquences d'un accident peuvent
également avoir un impact sanitaire (pollution des nappes phréatiques par exemple) et,
par voie de conséquence, un eﬀet sur l'homme (on parlera alors d'un eﬀet diﬀéré). Les
informations sur les enjeux sont souvent directement issues de bases de données. L'ac-
cident ayant eu lieu, l'information sur la probabilité d'occurrence de cet évènement ne
nous intéressera en revanche pas. Dans ces conditions, c'est essentiellement l'évaluation
de l'intensité du phénomène dangereux qui retiendra notre attention dans la suite de ce
document, et dans ce contexte, le type de phénomène dangereux étudié sera plus spé-
ciﬁquement la dispersion atmosphérique de gaz toxiques résultant de l'accident TMD.
Ce phénomène peut être modélisé et évalué à chaque instant en utilisant des modèles
d'eﬀet, ces modèles contiennent des paramètres liés à la base de données d'exposition,
de données météorologiques, des caractéristiques du produit émis et de la géolocalisation
de la source d'émission.
La deuxième problématique réside dans les incertitudes aﬀectant un certain nombre
d'entrées dans ces modèles d'eﬀets [19]. Ces incertitudes peuvent concerner les condi-
tions météorologiques comme la vitesse du vent, grandeur qui peut beaucoup varier d'un
instant à l'autre et qui est rarement mesurée directement sur le lieu de l'accident, ou bien
les paramètres du modèle d'eﬀets comme la quantité du gaz relâché diﬃcile à estimer en
pratique. Ces incertitudes conduisent naturellement à de l'incertitude sur le niveau de
risque évalué. Donc pour correctement évaluer les eﬀets et déterminer la zone de danger
et de sécurité, il est nécessaire d'identiﬁer et de prendre en compte les incertitudes sur
les entrées des modèles d'eﬀets aﬁn de fournir un niveau de risque ﬁable et précis.
1.4 État de l'art
1.4.1 Modèles d'eﬀets
Pour évaluer l'intensité des risques, un modèle d'eﬀets sous la forme d'un ensemble de
relations mathématiques plus ou moins complexes, est donc utilisé pour représenter les
relations entre les variables physiques et les paramètres caractéristiques de la dispersion
atmosphérique (vitesse du vent, point d'émission, paramètres de dispersion,...) et l'impact
(concentration du produit dans l'air en un point donné) à évaluer et à comparer à des
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seuils réglementaires (eﬀet létaux ou irréversibles sur la santé,...). L'approche utilisée
pour déterminer les zones de danger et de sécurité est basée sur une valeur du seuil de
concentration. Si en un point donné, la concentration en gaz toxique est inférieure à cette
concentration seuil, on est dans la zone de sécurité. Au contraire, si en un point donné,
la concentration en gaz toxique est supérieure à cette concentration seuil, on est dans la
zone de danger.
Trois grandes catégories d'entrées inﬂuencent la dispersion atmosphérique d'un produit :
 les caractéristiques du rejet (nature du nuage de produit, mode d'émission,...),
 les conditions météorologiques (champ de vent, de température,...),
 les spéciﬁcités de l'environnement (nature du sol, obstacles, topographie,...).
Il existe trois familles de modèles de dispersion atmosphérique, qui sont classées par ordre
de complexité croissante :
 les modèles de type gaussien qui permettent d'estimer la dispersion des gaz passifs.
Pour rappel, le gaz est dit passif lorsqu'il n'apporte aucune perturbation mécanique à
l'écoulement atmosphérique et se disperse du fait de la seule action du ﬂuide porteur,
à savoir l'air,
 les modèles de type intégral à utiliser dès que le rejet perturbe l'écoulement atmosphé-
rique de l'air, et qui sont utilisés pour les gaz lourds,
 les modèles tridimensionnels qui permettent de prendre en compte la complexité de
l'environnement (obstacles, relief,. . . ) en s'appuyant sur la résolution des équations de
la mécanique des ﬂuides.
Par ailleurs, les modèles de dispersion peuvent se ranger en deux grands groupes :
 les modèles analytiques,
 les modèles par code.
Globalement, les modèles analytiques s'attachent à modéliser le phénomène de dispersion
à partir d'équations paramétrées et simpliﬁées pour lesquelles des expressions formelles
sont accessibles et peuvent donc être manipulées, comme par exemple le modèle gaussien
de dispersion. Au contraire, les modèles par code sont plus sophistiqués, exprimés sous
forme de code de calcul, pour lesquels on n'a pas de forme analytique du modèle mais
un logiciel qui estime la dispersion atmosphérique. Ce sont concrètement des modèles de
type boites noires.
1.4.1.1 Modèles de type gaussien
Un des modèles d'eﬀets utilisé dans cette étude est le modèle gaussien de dispersion
atmosphérique. Les modèles gaussiens peuvent être utilisés pour modéliser et simuler la
dispersion à une échelle locale et sur un périmètre allant de quelques dizaines de mètres
à quelques dizaines de kilomètres autour de la source de fuite. À ces échelles et sous
certaines hypothèses, une solution analytique du champ de concentration est obtenue sous
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la forme d'un panache gaussien, le transport et la diﬀusion du gaz vont alors dépendre du
vent et de la turbulence atmosphérique d'origine mécanique ou thermique (ﬁgure 1.5).
Figure 1.5: Répartition gaussienne de la concentration dans un panache de gaz passif
[1]
Le modèle gaussien s'applique aux rejets de gaz passifs, le produit rejeté doit donc avoir :
 une densité à peu près égale à celle de l'air (ou bien il est très dilué) ;
 une température identique à celle de l'air ;
 une vitesse initiale relative nulle.
La vitesse du vent doit être d'au moins 1 à 2 m/s et le terrain doit être homogène et
plat. En eﬀet, la présence de reliefs, d'obstacles (murs, bâtiments...) introduirait des
perturbations importantes de l'écoulement de l'air qui ne sont pas pris en compte par
ces modèles. La forme générale du modèle est donnée par :
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(1.1)
où
 ck est la concentration en gaz émis (en micro-grammes par mètre cube) en tout point
situé à xk mètres sous le vent de la source, yk mètres latéralement de l'axe central du
panache, et zk mètres au-dessus du niveau du sol,
 l'indice k désigne des évaluations diﬀérentes de la sortie du modèle,
 le terme q (en grammes par seconde) est le débit d'émission,
 uref est la vitesse du vent (en mètres par seconde) mesurée à une altitude donnée zref ,
 h est l'altitude du point d'émission (en mètres),
 α désigne le coeﬃcient de réﬂexion du sol qui modélise la capacité de réﬂexion ou
d'absorption du produit sur le sol, l'eau ou les végétaux. Ce coeﬃcient est compris
entre 0 et 1 ( α = 0 : absorption totale et α = 1 : réﬂexion totale).
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La concentration est calculée sur l'axe du panache, une loi gaussienne permet ensuite
d'en déduire la concentration dans tout le panache. Dans ce modèle existent un certain
nombre de paramètres ou de variables d'entrée connus avec imprécision comme le débit de
fuite q diﬃcile à connaitre en pratique, la vitesse du vent uref ﬂuctuante et pas forcément
mesurée à proximité de l'accident, ou encore les diﬀérents écarts-types de la distribution
gaussienne σy et σz qui sont estimés pour une classe atmosphérique.
Les écarts types de la loi gaussienne dépendent :
 de la distance à la source ou de la durée de transfert,
 des caractéristiques de la structure de l'atmosphère,
 et de la rugosité du site.
L'utilisation des modèles gaussiens impose donc la détermination de ces écarts-types
[1, 2022], qui s'expriment généralement en fonction de la distance xk à la source (va-
lable pour des distances supérieures à 100 m et inférieures à 10 km).
Les expressions des écarts types σy et σz proposées par Pasquill correspondent à des du-
rées d'échantillonnage de 10 minutes, et une hauteur de source qui n'excède pas quelques
centaines de mètres. Elles se présentent sous la forme suivante :
σ = a.xbk + c
Les valeurs des coeﬃcient a, b et c sont reportées dans les tableaux suivants pour res-
pectivement σy et σz (xk, σy et σz sont exprimés en kilomètres).
Stabilité atmosphérique (Pasquill) a b c
A 0,215 0,858 0
B 0,155 0,889 0
C 0,105 0,903 0
D 0,068 0,908 0
E 0,05 0,914 0
F 0,034 0,908 0
Table 1.2: Coeﬃcients relatifs à σy
Stabilité atmosphérique (Pasquill) a b c
A 0,467 1,89 0,01
B 0,103 1,11 0
C 0,066 0,915 0
D 0,0315 0,822 0
E si xk < 1 km 0,0232 0,745 0
E si xk > 1 km 0,148 0,15 -0,126
F si xk < 1 km 0,0144 0,727 0
F si xk > 1 km 0,0312 0,306 -0,017
Table 1.3: Coeﬃcients relatifs à σz
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La méthode la plus couramment utilisée pour évaluer le niveau de la turbulence atmo-
sphérique actuelle est la méthode développée par Pasquill en 1961. Il a classé la turbulence
atmosphérique en six classes de stabilité nommées A, B, C, D, E et F ; la classe A étant
la plus instable ou turbulente, et la classe F la plus stable ou moins turbulente. Le ta-
bleau 1.4 donne la liste des six classes avec les conditions météorologiques qui déﬁnissent
chaque classe.
Vitesse du vent à 10m Jour Nuit
Rayonnement solaire incident Nébolusité
[m/s] Fort Modéré Faible 4/8-7/8 <3/8
< 2 A A-B B F F
2-3 A-B B C E F
3-5 B B-C C D E
5-6 C C-D D D D
> 6 C D D D D
Table 1.4: Classes de stabilité de Pasquill
1.4.1.2 Modèle de type intégral
L'utilisation d'un modèle intégral permet de modéliser les mécanismes physiques qui
n'étaient pas pris en compte par les modèles gaussiens comme les eﬀets de gravité pour
les rejets de gaz lourds, les eﬀets de ﬂottabilité pour les rejets de gaz légers et l'eﬀet
de "jet" pour les rejets à vitesse d'émission élevée. Ce type de modèle est basé sur des
équations de la mécanique des ﬂuides simpliﬁées pour permettre une résolution rapide.
Cette simpliﬁcation se traduit par l'introduction de paramètres représentant globalement
les mécanismes non modélisés. A cet eﬀet, les coeﬃcients des modèles intégraux sont
déterminés à partir d'expérimentations.
Pour la modélisation des nuages de gaz passifs, l'outil intégral utilise un modèle de type
gaussien. Les modèles intégraux comprennent, dans la plupart des cas, un module de
calcul permettant de déterminer de façon plus ou moins forfaitaire le terme source de
rejet en fonction des conditions de stockage du produit et du type de rejet (rupture
guillotine, ruine du réservoir, évaporation de ﬂaque...). Ce type de modèle s'applique aux
gaz neutres, aux gaz denses et parfois aux gaz légers (pour les versions les plus récentes
des logiciels). La turbulence atmosphérique est prise en compte par l'intermédiaire de
classes de stabilité atmosphérique, pour éviter une modélisation lourde de la turbulence.
Comme pour les modèles gaussiens, au-delà de la dizaine de kilomètres, les résultats ne
sont plus valables car d'autres phénomènes de turbulence et de diﬀusion doivent être
considérés.
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Il existe plusieurs logiciels utilisant un modèle de type intégral tels que SLAB, PHAST,
HGSYSTEM, SCIPUFF, TRACE, ALOHA,... Le logiciel SLAB semble pouvoir répondre
aux exigences du présent travail de recherche. Il s'agit en eﬀet d'un logiciel libre de droit
pour lequel les codes sources sont téléchargeables entre autre à partir du site internet de
l'US Environmental Protection Agency.
Modèle de type intégral : SLAB
Le modèle SLAB [2] est un modèle de dispersion atmosphérique par code. Ce modèle
est basé sur le concept d'entraînement de l'air dans un nuage de gaz lourd et sur l'eﬀet
d'aﬀaissement de celui-ci du fait de la gravité (théorie de Zeman [23]).
SLAB est un logiciel exécutable qui a été développé dans le langage de programmation
Fortran. SLAB prend en entrée un ﬁchier texte et génère en sortie un ﬁchier texte (ﬁgure
1.6) ; il ne possède pas d'interface facilitant l'automatisation des calculs. Ermak et Chan
[2, 24] ont réalisé le codage informatique de SLAB et les développements qui ont suivi.
Figure 1.6: Fonctionnement du logiciel SLAB
Le modèle complexe par code SLAB estime la dispersion atmosphérique d'un gaz lourd
par la résolution des équations simpliﬁées de conservation de la masse, de la quantité
de mouvement, de l'énergie et des espèces. Ces équations sont résolues dans l'espace de
manière à ce que le nuage puisse être traité comme un panache stationnaire, une bouﬀée
transitoire ou une combinaison des deux selon la durée du rejet [3].
La représentation géométrique utilisée par le modèle complexe SLAB est présentée sur
la ﬁgure 1.7 [25] :
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Figure 1.7: Calcul de l'évolution du nuage par la méthode intégrale ([2, 3])
Un champ tridimensionnel de concentrations moyennées sur une période précisée par
l'utilisateur est calculé par le modèle SLAB. Il permet aussi d'accéder aux dimensions
du nuage.
Le logiciel SLAB, qui évalue des concentrations volumiques en gaz moyennées sur le
temps, renvoie en sortie trois types d'informations :
 les paramètres de contour de concentration (paramètres internes pour la simulation)
 la concentration en gaz dans le plan horizontal Z = ZP (I)
 la concentration maximale sur le ligne centrale
Le deuxième type d'informations, qui est celui qui nous intéressera par la suite, corres-
pond à un tableau de concentrations volumiques moyennées dans le temps et calculées
dans le plan horizontal à une hauteur Z = ZP (I) au dessus du sol. Jusqu'à quatre plans
peuvent être sélectionnés par l'utilisateur et être spéciﬁés en entrée. Dans ce tableau, les
concentrations calculées en diﬀérents points spatialement répartis, sont listées en fonction
de la distance sous le vent x. A chaque position x sous le vent, la demi-largeur eﬀective
du nuage notée BBC est donnée. Ce type d' informations est suivi par les concentrations
volumiques évaluées en six endroits sur l'axe y (horizontal et perpendiculaire à l'axe du
vent) déﬁnis par :
y = N.BBC
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avec
N ∈ {0; 0.5; 1.0; 1.5; 2; 2.5}.
Les résultats pour le plan ZP (1) sont donnés en premier, suivis par ceux du plan ZP (2)
et ainsi de suite jusqu'à ce que les résultats pour le dernier plan soient renvoyés (ﬁgure
1.8).
Figure 1.8: Tableau de concentrations volumiques moyennées
Une fois le champ de concentrations en gaz estimé dans l'espace et le temps, il reste à
en évaluer ses eﬀets. Dans le cas d'un contact avec un nuage toxique par inhalation, les
eﬀets sont estimés sur la base de la dose inhalée qui est comparée à des doses estimées
au moyen de valeurs seuil de toxicité issues des ﬁches de toxicité aigüe de référence.
Les eﬀets sélectionnés sont les eﬀets irréversibles et les premiers eﬀets létaux. Les eﬀets
générés par l'inhalation d'un produit toxique donné sont alors fonction de deux variables :
la concentration du produit et la durée d'exposition.
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1.4.1.3 Modèles tridimensionnels
Les modèles CFD (Computational Fluid Dynamics) sont des modèles de simulation de
la Mécanique des Fluides permettant de simuler des écoulements en conﬁgurations com-
plexes. Ce type de modèles s'attache à résoudre le système d'équations de la mécanique
des ﬂuides qui gouvernent la dispersion (conservation de la quantité de mouvement,
conservation de l'énergie, conservation de la masse).
Les simpliﬁcations des équations de la mécanique des ﬂuides sont beaucoup moins pous-
sées que celles eﬀectuées dans les modèles intégraux. Les modèles numériques CFD per-
mettent de simuler la dispersion atmosphérique de gaz émis de manière chronique ou
accidentelle en prenant en compte l'ensemble des phénomènes intervenant de façon signi-
ﬁcative sur la dispersion, qu'ils soient liés à l'atmosphère comme la turbulence thermique,
ou au site comme les obstacles ou le relief.
Les logiciels Fluidyn Panair, FLACS, Fluent, Aria risk sont des modèles de type CFD/3D
Les outils CFD tridimensionnels, une fois validés, ont un champ d'application étendu et
prennent en compte des débits variables et des sources multiples.
1.4.1.4 Comparaison des diﬀérents modèles de dispersion
Le tableau 1.5 montre les principaux avantages et inconvénients de ces trois types de
modèles.
Modèle gaussien Modèle intégral Modèle CFD
Principaux avantages - Facilité de mise en oeuvre - Facilité de mise en oeuvre - Champ d'application étendu
- Coût de calcul très faible - Prise en compte des eﬀets de
gaz lourds et gaz légers
- Débits variables
- Grande variété de paramétri-
sations disponible, validation
sur des cas académiques bien
connus
- Quantiﬁcation du terme
source dans certains logiciels
- Prise en compte de la réalité
du terrain
- Modèles calés sur des expé-
riences
- Conditions météorologiques
extrêmes
Principaux inconvénients - Simpliﬁcations de la modéli-
sation physique
- Pas d'obstacle ni de relief
- Conditions météorologiques
moyennes
- Pas de conditions météorolo-
giques extrêmes
- Temps de calcul important
- Pas d'eﬀet de gravité (gaz de
même densité que l'air)
- Erreurs dues à la simpliﬁca-
tion des équations de la méca-
nique des ﬂuides
- Diﬃcultés de mise en ÷uvre
-Champ lointain (distance de
l'ordre de 100 m à une dizaine
de km de la source) et terrain
plat
- Champ lointain (distance de
l'ordre de 20 m à une dizaine
de km de la source)
- Dépendant de la qualité
des données d'entrée liées aux
conditions et aux limites du
problème à traiter (topogra-
phie, proﬁls verticaux de vents
et de température,...).
- Nuages ne s'éloignant pas
trop du sol
- Valable à condition que la
concentration soit homogène à
l'intérieur du nuage
- Complexité des algorithmes,
moyens informatiques impor-
tants
Table 1.5: Tableau de comparaison des modèles de dispersion [46]
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1.4.2 Sources des incertitudes de modèle
D'un point de vue utilisation pratique, la diﬃculté principale réside dans l'incertitude
des données utilisées dans ces modèles. Certaines informations comme la quantité de
produit se dispersant sont diﬃciles à obtenir, d'autres comme la vitesse du vent ou les
paramètres de dispersion ne sont connus qu'avec imprécision. Pour avoir une évaluation
ﬁable des eﬀets et évaluer correctement les zones de danger et de sécurité, il faut tenir
compte des incertitudes sur les paramètres et sur les variables d'entrée des modèles.
Les incertitudes paramétriques sont celles portant sur les coeﬃcients du modèle (carac-
téristiques physiques, paramètres estimés pour une classe atmosphérique,...). Ces incer-
titudes peuvent induire une variabilité signiﬁcative des résultats recherchés.
Les incertitudes des variables d'entrée sont celles portant sur les grandeurs physiques
d'un modèle et provenant des incertitudes sur les données mesurées ou observées utili-
sées pour estimer ces dernières. Dans les modèles d'eﬀets, les incertitudes sur les variables
d'entrée de modèle peuvent être très nombreuses et toucher diﬀérentes parties du mo-
dèle. Les principales sources d'incertitudes pour les grandeurs physiques peuvent résulter
des diﬀérentes origines suivantes comme l'insuﬃsance des données observées, les erreurs
(biais) de mesure, la précision technologique des capteurs,...
1.4.3 Modélisation et propagation des incertitudes
Il existe plusieurs approches pour modéliser les incertitudes comme :
 l'approche probabiliste utilisée par Morgan et Henrion (1990)[26] et Gentle (2003)[27]
visant à représenter une grandeur par un ensemble de valeurs aléatoires suivant une
loi de probabilité donnée (gaussienne, uniforme, triangulaire,...),
 l'approche ensembliste introduite par Moore R.E., (1979)[28] visant à représenter une
grandeur non pas par une valeur moyenne ou nominale, mais par l'ensemble des valeurs
qu'elle peut prendre, à savoir un support intervalle,
 l'approche possibiliste (ensembles ﬂous) introduite par Zadeh [29] et développée par
Dubois et Prade [30] consistant à représenter les paramètres incertains par des distri-
butions de possibilités,
 l'approche hybride proposée par Guyonnet et al. (2002, 2003) [31, 32], Ferson et Ginz-
burg, (1995) [33] combinant des informations de type probabiliste et possibiliste.
Une fois modélisées les incertitudes sur les entrées, la propagation des incertitudes consiste
à déterminer l'incertitude sur la sortie qui est induite par les grandeurs d'entrée incer-
taines lors de son évaluation par le modèle de dispersion étudié. Les deux approches
probabiliste et ensembliste ont retenues toute notre attention. La première, plus clas-
sique permettra d'obtenir des points de comparaison. La seconde, plus originale, est
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comme nous le verrons au cours de ce document, naturellement adaptée à la modélisa-
tion des incertitudes envisagées au niveau du modèle d'eﬀets et propose dans le même
temps des outils permettant de propager ces incertitudes lors de la détermination des
zones de danger ou sécurité. Nous présenterons donc dans les sections suivantes les prin-
cipes généraux des deux approches utilisées. Cependant, les méthodes de propagation
d'incertitudes doivent nécessairement être adaptées à l'approche utilisée pour modéliser
les entrées incertaines. Ainsi la simulation de Monte Carlo pour l'approche probabiliste
et l'analyse par intervalles pour l'approche ensembliste seront plus amplement détaillées
un peu plus tard dans le chapitre 2 dédié aux méthodes utilisées pour propager des
incertitudes.
1.4.3.1 Approche Probabiliste
L'approche probabiliste est une méthode classique et générale pour prendre en compte
les incertitudes de modèle qui vise à représenter une grandeur incertaine par une va-
riable aléatoire. L'incertitude est propagée par la technique de Monte-Carlo. Le principe
de cette technique consiste à se servir du modèle comme d'une boîte noire. Le principe
de base est simple [34, 35]. La première étape consiste à déterminer au hasard une valeur
pour chaque entrée incertaine selon sa densité de probabilité, la deuxième étape consiste
à calculer la sortie du modèle de dispersion pour chaque tirage des entrées et ﬁnalement
répéter la procédure aﬁn d'obtenir un échantillon suﬃsant des valeurs de sortie et ainsi
estimer l'incertitude sur celle-ci. La méthode de Monte-Carlo sera plus amplement dé-
taillée dans la section 2.1.1.
La ﬁgure 1.9 présente le principe général de la propagation des incertitudes avec l'ap-
proche probabiliste.
Figure 1.9: Principe général de la propagation d'incertitudes par Monte-Carlo
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Compte tenu du nombre ﬁni de tirages aléatoires des entrées du modèle, il n'est pas pos-
sible de prendre en compte toutes les situations possibles. De plus, les temps de calcul,
dépendants de la taille de l'échantillon et de la complexité du modèle, sont générale-
ment importants, mais ce problème peut être en partie résolu à l'aide d'une analyse de
sensibilité.
Fonction de distribution
Un événement aléatoire E est un événement qui a une chance de se produire et une pro-
babilité p(E) est une mesure numérique de cette chance. Une probabilité est un nombre
compris entre 0 et 1, bornes incluses.
On a :
0 ≤ p(E) ≤ 1
Si tous les évènements E sont équiprobables parmi un ensemble de r évènements pos-
sibles, alors : p(E) =
1
r
. On parle alors de loi uniforme sur l'ensemble de taille r.
Les lois de distribution sont un bon moyen pour exprimer l'incertitude sur la plupart des
entrées d'un modèle, mais deux lois sont plus couramment employées : la distribution
uniforme et la distribution normale. Selon MacDonald [36] les distributions normales sont
adaptées aux entrées dont l'incertitude provient du bruit de mesure, alors que l'autre
distribution convient pour décrire les incertitudes provenant d'un manque d'information
sur des entrées physiques qui doivent logiquement rester bornées.
Les principales lois de distribution [26, 37] sont illustrées sur la ﬁgure 1.10.
Figure 1.10: Distributions statistiques
Distribution uniforme : La distribution uniforme (ﬁgure 1.10a) est la distribution
statistique la plus simple, cette loi modélise un phénomène uniforme sur un intervalle
donné : toutes les valeurs prises par la variable aléatoire sont équiprobables.
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Distribution triangulaire : Cette distribution (ﬁgure 1.10b) peut être déﬁnie par trois
paramètres : le minimum, le maximum et le mode. Elle permet d'exprimer une probabilité
plus grande pour les valeurs centrales sans toutefois connaître la vraie distribution, ainsi
les valeurs proches de la valeur mode sont plus susceptibles de se réaliser.
Distribution normale : C'est la loi de distribution la plus connue, parfois sous le vo-
cable de loi de Laplace-Gauss, cette distribution (ﬁgure 1.10c) est symétrique. Elle est
caractérisée par le fait que les valeurs les plus tirées se situent au centre de la distribu-
tion, ce nombre s'amenuisant progressivement de part et d'autre de la valeur moyenne.
La moyenne et la médiane sont identiques. L'inconvénient est que le support d'une loi
normale n'est pas borné, ce qui peut être problématique pour des entrées incertaines
ayant un sens physique.
Distribution log-normale : Les valeurs sont positivement asymétriques, et non symé-
triques comme dans une distribution normale, c'est-à-dire que la médiane, la moyenne
et le mode ne se trouvent pas au même endroit. Elle est très utile lorsque les valeurs
négatives ne sont pas possibles. Cette distribution (ﬁgure 1.10d) sert à représenter les
valeurs qui ne tombent jamais sous zéro mais qui ont un potentiel positif illimité.
Exemple 1. Nous considérons le modèle linéaire à entrées indépendantes suivantes :
f(x1, x2) = 3x1 + 2x2
Tel que x1 et x2 suivent respectivement une loi de distribution normale sur N(20, 16) et
N(60, 64).
Figure 1.11: Incertitude sur x1 et x2
L'objectif est de déterminer la distribution de probabilité de f(x1, x2) à partir des distri-
butions de x1 et x2. En notant par E(.) et V (.) l'espérance et la variance de la variable
aléatoire passée en argument, comme x1 et x2 sont deux variables indépendantes de dis-
tribution normale alors :
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1. 3x1 + 2x2 suit une distribution normale.
2. E(3x1 + 2x2) = 3E(x1) + 2E(x2).
3. V (3x1 + 2x2) = 32V (x1) + 22V (x2)
La densité de probabilité de f(x1, x2) sera : N(180, 400).
Figure 1.12: Incertitude sur f(x1, x2)
Pour ce modèle simple, on peut déterminer expérimentalement la densité de probabilité
de f(x1, x2) en utilisant la technique de Monte-Carlo en quatre étapes :
1. Déﬁnir les distributions de x1 et x2,
2. Générer aléatoirement N = 1000 échantillons à partir des lois de distribution déﬁ-
nies à l'étape 1,
3. Calculer f(x1, x2) pour chaque échantillon de x1 et x2 généré,
4. Estimer la distribution de f(x1, x2).
Diﬀérentes approches sont possibles pour estimer la distribution, nous avons opté ici
pour une évaluation graphique à base d'histogramme comme illustré sur la ﬁgure 1.13
Figure 1.13: Densité de probabilité estimée de f(x1, x2)
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Exemple 2. Nous considérons le modèle linéaire suivant :
y = f(x1, x2) = x1 + x2
Tel que x1 et x2 sont 2 variables aléatoires indépendantes équidistribuées respectivement
sur les supports bornés [x−1 , x
+
1 ] et [x
−
2 , x
+
2 ].
Figure 1.14: Incertitude sur x1 et x2
L'objectif est de déterminer la distribution de probabilité de f(x1, x2) à partir des distri-
butions de x1 et x2. La somme de deux variables stochastiques à distribution uniforme
conduit à une distribution trapézoïdale :
Figure 1.15: Incertitude sur f(x1, x2)
avec : ω1 = x
−
1 + x
−
2 , ω2 = min(x
−
1 + x
+
2 , x
+
1 + x
−
2 ), ω3 = max(x
−
1 + x
+
2 , x
+
1 + x
−
2 )
et ω4 = x
+
1 + x
+
2 . On observe ainsi que même pour des modèles simples, les lois de
distribution ne sont pas stables et la loi de distribution de la sortie peut devenir très
rapidement complexe (le produit de deux distributions normales n'est par exemple plus
une distribution normale).
Les points forts de la méthode probabiliste résident premièrement dans une modélisation
riche des grandeurs incertaines en utilisant à la fois des informations sur la distribution et
le support, deuxièmement dans la capacité à propager les incertitudes de manière simple
en simulant un grand nombre de fois le modèle, et ce avec n'importe quel type de modèle,
qu'il soit sous forme analytique ou code informatique.
Les points faibles de cette méthode, notamment concernant notre travail, proviennent
de la diﬃculté à savoir si les entrées incertaines étudiées (vitesse du vent,..) suivent
vraiment les lois de distribution choisies. La deuxième diﬃculté réside dans la complexité
à déterminer d'un point de vue pratique la nature de la distribution de la sortie de modèle
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parce qu' il n'est plus possible de déterminer la distribution de la sortie, autrement
que par simulation numérique et que la loi de distribution obtenue est de toute façon
généralement quelconque, si bien qu'au ﬁnal seule l'information relative au support de
la sortie est utilisée.
1.4.3.2 Approche Ensembliste
De manière générale, les méthodes ensemblistes désignent toutes les méthodes permettant
de manipuler des sous-ensembles de Rn et de résoudre des contraintes liant les éléments
de ces ensembles aﬁn de caractériser l'ensemble des solutions d'un problème à traiter. On
parle alors de méthode garantie dans le sens où toutes les solutions sont appréhendées
sans en perdre lors du processus de traitement. Les méthodes ensemblistes permettent
ainsi d'élaborer des preuves formelles de propriétés, à partir d'une évaluation algorith-
mique d'un résultat. Elles permettent d'établir un lien entre les méthodes numériques,
limitées quant à leur garantie de résultat, et les méthodes analytiques, limitées quant à
la complexité des systèmes qu'elles permettent de traiter.
Les sous-ensembles élémentaires (aussi appelés récipients) utilisés peuvent prendre des
formes diverses et variées comme des zonotopes, des polytopes, des ellipsoïdes, des boîtes
(ou vecteur d'intervalles). . . Ces ensembles sont dans tous les cas décrits à l'aide de va-
riables intervalles et leur manipulation est réalisée à l'aide de l'analyse par intervalles
déﬁnissant les règles de calculs sur les intervalles (Moore, 1979 [28]), (Neumaier, 1990
[38]). Lorsque le domaine de solution est trop complexe et ne peut être exactement re-
présenté par un simple sous-ensemble élémentaire, des approximations intérieures (dont
tous les points sont solution) ou extérieure (aucune solution n'existe en dehors de cette
approximation) sont déterminées en travaillant sur des unions de sous-ensembles (géné-
ralement des unions de boîtes).
Historiquement, les outils ensemblistes sont tout d'abord développés par les informati-
ciens dans le cadre de l'analyse des intervalles, aﬁn de tenir compte des imprécisions sur
la valeur des nombres. Ces imprécisions peuvent provenir des données issues d'une chaîne
d'instrumentation, problème alors lié à la qualité du capteur (auquel cas le fabriquant
indique une précision technologique), aux conditions opératoires, à la présence de signaux
parasites ou tout simplement d'un défaut (biais systématique, dérive,. . . , à cause d'un
mauvais étalonnage ou d'un encrassement). Ces imprécisions peuvent aussi provenir de
l'outil de calcul informatique lui-même. En eﬀet, même si un nombre est parfaitement
connu, son codage informatique sous forme d'une série plus ou moins longue de bits est
nécessairement ﬁni. Ainsi, un nombre rationnel tel que 1/3 ne peut être exactement re-
présenté. La valeur réellement utilisée dans les calculs est un nombre tronqué 0.3333. . .
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où la quantité de chiﬀres après la virgule dépend du nombre de bits assurant le codage. De
plus, de nombreuses fonctions usuelles sont en réalité calculées à l'aide d'approximations
ce qui nécessite une gestion des erreurs d'arrondis. Parallèlement à la montée en puis-
sance des calculateurs dans les années 60, se pose donc la question de savoir comment ces
imprécisions évoluent au cours des calculs et comment quantiﬁer l'erreur sur le résultat
ﬁnal. C'est donc en s'attachant à résoudre ces diﬃcultés que Moore R.E. ouvre la voie
de l'analyse par intervalles, en publiant notamment l'ouvrage de référence (Moore, 1966
[39]) mettant en place les fondements de cet outil, suivi de (Moore, 1979 [28]). Plus tard,
cet outil permet l'étude de problèmes mathématiques complexes comme la résolution de
systèmes d'équations linéaires ou non-linéaires (Neumaier, 1990 [38]), la résolution de
problème inverse ou encore l'optimisation globale d'un critère non convexe permettant
la recherche de manière garantie de tous ses minimiseurs (Hansen, 1992 [40]), (Didrit,
1997 [41]) alors que les méthodes plus classiques d'optimisation non-linéaire (Gradient,
Newton-Raphson,. . . ) ne renvoient qu'un seul optimum pouvant n'être que local.
La communauté automaticienne n'est pas en reste et participe de manière active au
développement de ces méthodes. En eﬀet, le principal attrait de l'outil ensembliste ré-
side dans sa capacité à appréhender les incertitudes sur les paramètres ou les variables
d'un modèle. C'est donc tout naturellement que l'outil ensembliste fait son apparition
dans le domaine de l'estimation paramétrique dans les années 80. Appelée estimation
paramétrique ensembliste, l'objectif consiste alors à déterminer l'ensemble des valeurs
acceptables des paramètres, c'est-à-dire cohérentes avec les mesures, le modèle et les
bornes de l'erreur d'équation. L'essentiel des travaux portant sur l'approche ensembliste
en estimation paramétrique sont regroupés dans l'ouvrage collectif (Milanese et al, 1996
[42]) et de nombreux articles de synthèse ont été publiés (Walter et al, 1990 [43]). Plus
récemment, des méthodes dites de caractérisation ont été développées pour identiﬁer les
supports intervalles des diﬀérentes grandeurs incertaines dans le cas de modèles incertains
aussi bien linéaires que non-linéaires (Adrot et al, 2006 [44]), (Blesa, 2011 [45]).
En déﬁnitive, les méthodes ensemblistes permettent naturellement de représenter l'impré-
cision d'un modèle. Au lieu de représenter des paramètres ou des mesures connus avec
imprécision par des valeurs nominales, ces grandeurs sont décrites par leurs supports
bornés (le plus souvent des intervalles), c'est-à-dire les ensembles de valeurs qu'ils sont
susceptibles de prendre.
[x] = [x−, x+]
avec x− et x+ désignant les bornes inférieure et supérieure de la variable x.
Contrairement à l'approche probabiliste, aucune hypothèse relative à une loi de distri-
bution n'est requise. Une fois l'étape d'estimation paramétrique réalisée, l'idée consiste
à étendre les relations mathématiques des modèles de la physique à ces ensembles, puis
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à propager ces supports au cours du processus d'évaluation du modèle grâce à l'analyse
par intervalles pour appréhender toutes les situations possibles en construisant des tubes
de trajectoires.
Cette propriété est intéressante pour de nombreux problèmes à traiter dans le domaine
des sciences de l'ingénieur (Jaulin et al, 2001 [46]) comme l'estimation d'état (Hadj-Sadok
et al., 2001 [47]), (Jaulin et al., 1993,1996 [48, 49]), (Flaus et al., 2003 [50]), (Adrot et al.,
2009 [51]), la surveillance (détection et localisation de défauts ou diagnostic) (Armengol
et al, 1999 [52]), (Puig et al, 2002 [53]), (Ploix et al, 2000, 2006 [54, 55]), (Adrot et al,
2008 [56]), (Combastel et al, 2009 [57]), (Puig et al,2009 [58]), (Adrot et al, 2010 [59]),
l'analyse de sûreté (Shahriari, 2007 [60]), (Raka, 2011 [61]),...
La ﬁgure 1.16 présente le principe général de la propagation des incertitudes avec l'ap-
proche ensembliste.
Figure 1.16: Principe général de la propagation d'incertitudes par l'analyse par inter-
valles
L'approche ensembliste consiste grossièrement à transformer le modèle analytique étudié
en un modèle intervalle en remplaçant chaque grandeur incertaine x par son support
intervalle [x] et chaque opérateur sur les réels par sa version intervalle [28, 38]. Pour un
modèle réel noté y = f(x), sa version intervalle sera notée [y] = [f ]([x]).
Exemple 3. Nous considérons le modèle linéaire suivant :
f(x1, x2) = x1 − x2
Tel que x1 et x2 déﬁnissent 2 variables pouvant prendre des valeurs entre −1 et 1, en
d'autre terme x1 ∈ [−1, 1] et x2 ∈ [−1, 1].
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L'objectif est de déterminer l'ensemble image {f(x1, x2)/x1 ∈ [−1, 1] ∧ x2 ∈ [−1, 1]} de
la fonction f connaissant les supports des variables d'entrée x1 et x2. On construit donc
la fonction intervalle associée [f ]([x1], [x2]) = [x1] − [x2]. Le résultat de la soustraction
entre 2 intervalles bornés est un intervalle dont les bornes se déduisent de celles de [x1]
et [x2] comme suit : [x1]− [x2] = [x−1 − x+2 , x+1 − x−2 ].
Cette règle de calcul par intervalles conduit à :
[f ]([x1], [x2]) = [−1, 1]− [−1, 1] = [−2, 2].
On retrouve bien que la soustraction de deux valeurs prises de manière quelconque entre
-1 et 1 conduit bien à une valeur comprise en -2 et 2. Ainsi si x1 et x2 désignent deux
entrées incertaines, la sortie y = f(x1, x2) est elle aussi incertaine et [−2, 2] correspond
à l'ensemble des valeurs qu'elle peut prendre.
En conclusion, les points forts des méthodes ensemblistes résident dans leur capacité à
être à la fois :
 un outil de calcul numérique permettant de traiter une grande variété de problèmes
mathématiques (optimisation globale de critères non convexes, inversion de modèles
lors de la phase d'identiﬁcation des paramètres ou du recalage sur des observations,. . . )
tout en garantissant l'obtention de toutes les solutions au problème posé,
 un outil de modélisation en contexte incertain permettant de prendre en compte l'im-
précision sur la valeur des nombres (que ce soit pour les erreurs d'arrondis liées aux
calculs ou aux incertitudes sur la valeur de paramètres ou de grandeurs observées) et
la manipulation des modèles obtenus pour propager ces incertitudes. Grâce au calcul
par intervalles, évaluer l'intervalle de sortie d'un modèle peut se faire très rapidement
en un coup. La notion de calcul garanti assure que toutes les valeurs de la sortie seront
appréhendées, en résulte en contre partie comme point faible le fait que l'intervalle de
sortie calculé pourra être surestimé.
Le point faible de cette approche réside dans la nécessité de travailler sur une forme
analytique du modèle pour en concevoir une version intervalle, mais elle est cependant
applicable sur des modèles par code informatique sous certaines conditions (en étudiant
la monotonie du modèle par rapport aux diﬀérentes entrées, il est possible d'évaluer les
bornes supérieures et inférieures de la sortie sans faire à proprement parlé de calcul par
intervalles). L'approche ensembliste, et notamment les règles de calcul par intervalles,
seront plus amplement détaillées dans la section 2.1.2.
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1.4.4 Analyse de sensibilité
Une analyse de sensibilité est une étape préalable à la propagation des incertitudes,
utile aﬁn d'identiﬁer les principales sources d'incertitude parmi les diﬀérentes entrées
d'un modèle d'eﬀets. L'intérêt de cette analyse consiste à connaitre les entrées dont
les variations ont une forte inﬂuence sur la variation de la sortie du modèle. En eﬀet,
les autres entrées, qui ont une inﬂuence moindre, nécessitent moins d'attention lors de
l'étape de modélisation où il n'est pas nécessaire de faire des eﬀorts supplémentaires
pour mieux connaitre ces grandeurs incertaines et ainsi améliorer la précision de leurs
supports (et par la même occasion avoir une meilleure connaissance de la sortie). Il peut
même être intéressant de ﬁxer ces entrées à des valeurs nominales pour réduire le nombre
de grandeurs incertaines dans des modèles coûteux en temps de calcul, et ce sans trop
porter atteinte à la complétude du modèle, c'est-à-dire sans perdre trop de solutions sur
le support de la sortie.
Dans les applications dédiées à la gestion du TMD, l'analyse de sensibilité prend tout son
sens. En eﬀet, la nécessité de connaître l'inﬂuence des incertitudes aﬀectant les entrées
sur la zone de danger évaluée (c'est-à-dire l'incertitude sur le niveau des risque), ne
doit pas en contre partie se traduire par une réactivité trop faible à cause de temps de
calculs importants lors des simulations du modèle d'eﬀets, sans quoi la mise en place de
barrières pour empêcher d'autres véhicules de TMD de s'approcher du lieu de l'accident
risque d'être trop tardive. De plus, ces modèles utilisant de nombreuses entrées parfois
diﬃciles à déterminer immédiatement après l'accident, l'analyse de sensibilité apporte
des informations sur les entrées les plus inﬂuentes dont la recherche est à privilégier pour
correctement renseigner le modèle d'eﬀets utilisé.
L'analyse de sensibilité (AS) étudie comment la variation de la sortie d'un modèle peut
être attribuée aux variations des diﬀérentes entrées. Nous souhaitons ainsi quantiﬁer l'im-
pact de l'incertitude attachée aux entrées du modèle sur la sortie prédite par le modèle.
Plus particulièrement, nous souhaitons identiﬁer les entrées par rapports auxquelles la
sortie est "sensible". L'indice de sensibilité d'une entrée quantiﬁe donc l'importance
de l'inﬂuence de son incertitude sur la sortie. Il s'agit de la part de la variabilité de la
sortie expliquée par la variabilité de l'entrée. L'analyse de sensibilité consiste à calculer
les indices de sensibilité de chacune des entrées, ce qui permet de classer ces dernières en
fonction de leur inﬂuence sur la sortie.
Il existe plusieurs méthodes d'analyse de sensibilité selon le domaine d'application et le
niveau de complexité du système, qui peuvent être regroupées en trois catégories (Saltelli
et al., 2004)[62] :
 les méthodes de criblage ou  screening  ,
 les méthodes d'analyse de sensibilité locale ,
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 les méthodes d'analyse de sensibilité globale.
1.4.4.1 Méthodes de criblage ou  screening 
Les méthodes de criblage sont qualitatives et permettent d'identiﬁer les entrées qui sont
très inﬂuentes sur la variation de la sortie aﬁn de faire un premier tri et de réduire le
nombre d'entrées à analyser par la suite avec des méthodes plus sophistiquées et/ou plus
coûteuses [6366]. Elles sont fréquemment utilisées dans le cas où le modèle contient un
nombre considérable d'entrées incertaines et nécessite un temps de calcul très élevé.
Plusieurs techniques ont été développées pour la méthode de criblage, parmi lesquelles
existe la technique du criblage par groupe [65], qui consiste à créer un certain nombre de
groupes d'entrées et à identiﬁer les plus inﬂuents. En répétant progressivement l'opéra-
tion en conservant les groupes inﬂuents, on extrait au ﬁnal les entrées inﬂuentes. Cette
technique nécessite la connaissance du sens de variation de la sortie en fonction du sens
de variation de chaque entrée, connaissance qui n'est pas toujours disponible.
La méthode de criblage la plus utilisée pour l'analyse de sensibilité est la méthode de
Morris [67, 68]. Cette méthode consiste à répéter r fois (r = 5 à 10) un plan OAT
(One at A Time) aléatoirement dans l'espace des entrées, c'est-à-dire en ne faisant varier
qu'une seule entrée à la fois, les autres restants ﬁxes, en discrétisant chaque entrée en un
nombre convenable de niveaux. La méthode de Morris permet ainsi de classer les entrées
inﬂuentes selon trois catégories :
 les entrées ayant des eﬀets négligeables,
 les entrées ayant des eﬀets linéaires et sans interaction,
 les entrées ayant des eﬀets non linéaires et/ou avec interactions.
1.4.4.2 Méthodes d'analyse de sensibilité locale
L'analyse de sensibilité locale est une méthode quantitative, qui vise à déterminer l'im-
pact local des entrées sur la sortie, en calculant un indice de sensibilité représentant les
variations de la sortie du modèle suite à de petites perturbations autour d'une valeur
choisie de l'entrée étudiée. A chaque entrée est attribuée une valeur nominale de réfé-
rence. L'analyse de sensibilité s'eﬀectue en faisant varier la valeur de référence de l'entrée
étudiée tout en ﬁxant toutes les autres entrées à leurs valeurs nominales. Ces méthodes,
bien que simples et rapides, peuvent apparaitre insuﬃsantes pour caractériser la sensibi-
lité de modèles complexes car elles ne prennent pas en compte les interactions entre les
entrées [3, 69].
Considérons un modèle mathématique qui, à un ensemble d'entrées aléatoires x = (x1, ..., xp),
fait correspondre, via une fonction f déterministe, une variable de sortie y (ou réponse)
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aléatoire :
y = f(x) (1.2)
La sensibilité Si de la réponse par rapport à une variation de faible amplitude de l'entrée
xi, s'obtient en évaluant les dérivées partielles,
Si =
∂y
∂xi
(1.3)
où ∂xi est l'écart entre la valeur perturbée x∗i de xi et sa valeur nominale xi0, et ∂y est
l'écart entre la réponse du modèle pour la valeur de x∗i , y = f(. . . , x
∗
i , . . . ), et la réponse
 nominale  du modèle pour xi0, y0 = f(. . . , xi0, . . . ).
La ﬁgure 1.17 présente le résultat de la variation d'un modèle étudié. Elle montre que la
variation de l'entrée autour du point A a un impact très fort sur la variation de la sortie
par rapport a l'impact faible au point B. C'est avec l'analyse de sensibilité locale qu'on
pourra identiﬁer les zones de l'espace d'entrée où la variation de la sortie du modèle est
importante ou faible [5].
Figure 1.17: L'analyse de sensibilité locale
Généralement, les variations des entrées du modèle lors de l'analyse sensibilité locales
sont de l'ordre de ±5%, ±8%, ±10%... autour de la valeur nominale.
Exemple 4. [3] Si une variation de 8% de la valeur de la grandeur d'entrée induit une
variation de 12% de la valeur de la grandeur de sortie, alors S = 12/8 = 1,5.
 Si |S| est égal à 1, cela signiﬁe que la variation de la valeur d'entrée induit en proportion
la même variation en sortie.
 Si |S| est inférieur à 1, cela signiﬁe que la variation de la valeur d'entrée induit en
proportion une plus faible variation en sortie.
 Si |S| est supérieur à 1, cela signiﬁe que la variation de la valeur d'entrée induit en
proportion une plus forte variation en sortie.
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 Si S est négatif, cela signiﬁe que la grandeur de sortie varie dans le sens inverse de la
grandeur d'entrée.
On considère en général que la sensibilité devient signiﬁcative dès lors que l'indicateur
S dépasse la valeur 0,5 en valeur absolue.
1.4.4.3 Méthodes d'analyse de sensibilité globale
Les méthodes d'analyse de sensibilité globale permettent d'analyser un modèle numérique
en étudiant l'impact de la variabilité des facteurs d'entrée du modèle sur la variable de
sortie. Elles permettent de prendre en compte la densité de probabilité de chaque entrée
et de faire varier toutes les entrées simultanément[62].
Nous nous intéressons plus précisément aux méthodes basées sur l'étude de la variance
qui calculent des indices de sensibilité globale pour quantiﬁer l'inﬂuence des entrées basés
sur l'hypothèse d'indépendance de celles-ci. Pour le calcul de ces indices, des méthodes
spéciﬁques pour les modèles linéaires et/ou monotones existent, ainsi que des méthodes
plus générales, qui ne font aucune hypothèse sur le modèle. Ce dernier type de techniques
comprend la méthode de Sobol, que nous utilisons dans ce travail et que nous allons dé-
tailler plus spéciﬁquement par la suite. Auparavant, nous allons déﬁnir les indices de
sensibilité globale.
Indice SRC (Standardized Regression Coeﬃcient) et coeﬃcient de corrélation
L'indice SRC exprime la part de variance de la réponse y due à la variance de la variable
xi.
Supposons que le modèle étudié soit linéaire, et qu'il s'écrive sous la forme suivante :
y = β0 +
p∑
i=1
βixi
Il est possible de quantiﬁer la sensibilité de y à xi par le rapport de la part de variance
due à xi sur la variance totale.
L'indicateur ainsi construit est l'indice de sensibilité SRC, déﬁni par :
SRCi =
β2i V (xi)
V (y)
où V (.) représente la variance de la grandeur placée en argument.
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Indice PCC (Partial Correlation Coeﬃcient)
Néanmoins, il est parfois diﬃcile d'apprécier la sensibilité de y due à une variable d'entrée
xi, si les simulations successives du modèle sont faites pour des valeurs diﬀérentes de
toutes les variables d'entrée. En eﬀet, la corrélation entre y et xi peut être due à une tierce
variable. On rencontre parfois en pratique des cas où une corrélation entre deux variables
est observée, alors qu'elle n'est en fait due qu'à une corrélation avec une troisième variable
[70].
Pour contrer cet eﬀet, l'indice de corrélation partielle PCC a été proposé. Il permet
d'évaluer la sensibilité de y à xi en éliminant l'eﬀet des autres variables, toujours donc
sous l'hypothèse de linéarité du modèle.
L'indice de corrélation partielle de y par rapport à xi, exprimant la sensibilité de y à xi,
est donné par :
PCCi = ρY,xi|x∼i =
Cov(y, xi|x∼i)√
V (y|x∼i)V (xi|x∼i)
où le terme Cov(y, xi|x∼i) est la covariance partielle entre y et xi, V (y|x∼i) est la variance
conditionnelle de y et x∼i est le vecteur x privé de sa i-ème composante.
Méthode de Sobol
Dans le cas de la méthode de Sobol, la sensibilité de la sortie par rapport aux entrées
incertaines est donnée par des indices de sensibilité qui s'expriment sous la forme du
rapport entre la variance de la sortie calculée lorsque certaines entrées incertaines sont
ﬁxées sur la variance de la sortie calculée lorsque toutes les entrées évoluent librement.
Le principe de la méthode repose sur une décomposition fonctionnelle de la variance de
type ANOVA (acronyme de ANalysis Of VAriance) qui permet de construire des indices
de diﬀérents ordres.
 Un indice de sensibilité du 1er ordre qui permet d'étudier l'eﬀet sur la sortie d'une
entrée seule, évoluant sur tout son support de variation,
 Un indice de sensibilité du second ordre qui permet d'étudier l'eﬀet des interactions
de 2 entrées sur la sortie
 Un indice de sensibilité d'ordre total qui permet d'étudier l'eﬀet de l'entrée seule et
les eﬀets de son interaction avec toutes les autres entrées sur la variation de la sortie.
Des indices d'ordre supérieur à 2 peuvent être également calculés. L'estimation de ces
indices qui nécessite le calcul de variances de la sortie conditionnelles relativement à
certaines entrées ﬁxées repose sur des stratégies d'échantillonnage comme :
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1. l'échantillonnage de type Monte Carlo,
2. l'échantillonnage de type Quasi-Monte Carlo (QMC)[71, 72],
3. l'échantillonnage de type Quasi-Monte Carlo Randomisé [73],
4. l'échantillonnage de type hyper cube latin(LHS)[74].
L'objectif est de tirer plus eﬃcacement les valeurs d'entrée pour travailler sur des échan-
tillons plus restreints. L'estimation de ces indices utilisés dans notre travail sera détaillée
dans la section 4.1.1.1.
Méthode de McKay
La méthode de McKay (1995)[75] consiste à estimer les indices de sensibilité du premier
ordre en se basant sur l'échantillonnage conditionnel par hypercube latin répliqué. À
partir d'un N -échantillon créé selon le plan d'échantillonnage par hypercube latin, on
crée r réplications (paquet de N lignes) en permutant indépendamment et aléatoirement
les N valeurs de la variable dont on recherche l'indice (i.e. colonne). La réunion de ces r
réplications donnera Nr échantillons pour chaque variable.
Ce schéma d'échantillonnage par hypercube latin répliqué peut être représenté par la
ﬁgure 1.18 [70].
Figure 1.18: Échantillonnage par hypercube latin répliqué.
avec :
1 ≤ j ≤ N : N valeurs de chaque entrée (prises dans des intervalles équiprobables),
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1 ≤ k ≤ r : r permutations des N -échantillons des entrées,
1 ≤ i ≤ p : p entrées.
Les moyennes suivantes des valeurs de la sortie sont alors déﬁnies :
y¯j. =
1
r
r∑
k=1
yjk , y¯ =
1
N
N∑
j=1
y¯j.
où y¯j. est la moyenne inter réplications et y¯ est la moyenne sur toutes les valeurs de y.
L'indice de sensibilité du premier ordre de la variable xi est alors estimé par :
Si =
r
N∑
j=1
(y¯j. − y¯)2 − 1
r
N∑
j=1
r∑
k=1
(y
(i)
jk − y¯j.)2
N∑
j=1
r∑
k=1
(yjk − y¯)2
.
Par rapport à la méthode de Sobol, cette dernière l'avantage de permettre le calcul des
indices de sensibilité relevant des interactions entre entrées et est celle qui est la plus
rapide à implémenter.
Méthode FAST (Fourier Amplitude Sensitivity Analysis)
La méthode FAST (Fourier Amplitude Sensitivity Test) a été développée par Cukier et
al. [7678], ainsi que Schaibly et Shuler [79].
Considérons une fonction :
y = f(x) = f(x1, ..., xp)
Il s'agit d'une méthode qui utilise la transformée de Fourier multi-dimensionnelle de f
pour obtenir une décomposition de la variance de y. Le principe de la méthode FAST
est de remplacer les décompositions multi-dimensionnelles par des décompositions uni-
dimensionnelles le long d'une courbe parcourant l'espace [0, 1]p. Cette courbe est déﬁnie
par les entrées qui sont représentées par des fonctions sinus de fréquences diﬀérentes. Les
échantillonnages sont générés ainsi :
xi(s) = gi(sin(ωis))i=1,..,p
où les gi sont des fonctions de transformation à déterminer, permettant un recouvrement
uniforme de [0, 1]p, les ωi sont les fréquences associées à chaque facteur d'entrée, et
qui sont linéairement indépendantes (aucune n'est combinaison linéaire des autres) et
s est une discrétisation du domaine [−pi, pi] respectant une distribution uniforme des
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échantillons [70]. L'indice de sensibilité est donné par l'expression suivante :
Si =
∞∑
p=1
(A2pωi +B
2
pωi)
∞∑
p=1
(A2p +B
2
p)
où Ap et Bp sont les coeﬃcients de la transformée de Fourrier de y en cosinus et sinus
respectivement.
1.5 Objectifs de ce travail
Pour évaluer l'intensité d'un phénomène dangereux généré lors d'un accident industriel
et ensuite le niveau de risque des zones soumises au transport des matières dangereuses,
diﬀérents modèles de dispersion atmosphérique peuvent être utilisés en fonction du type
de matières dangereuses concernées et des conditions dans lesquelles se déroulent l'acci-
dent. Un autre facteur important dans le choix du modèle de dispersion utilisé dépend
des performances attendues en termes de temps de calculs et de précision. Des modèles
simples et analytiques conduiront à une réponse plus rapide, mais aussi moins représenta-
tive de la réalité du terrain par rapport à des modèles plus sophistiqués et généralement
déﬁnis sous la forme de code informatique beaucoup plus lourd à traiter. Dans ces mo-
dèles existent un certain nombre de paramètres ou de variables d'entrée connus avec
imprécision. Pour avoir une évaluation pertinente des eﬀets et correctement réaliser la
cartographie en déterminant la zone de danger pour laquelle le niveau de concentration
en gaz toxique est supérieur à un seuil préconisé, il est nécessaire d'identiﬁer et de prendre
en compte les incertitudes sur les entrées des modèles d'eﬀets aﬁn de fournir un niveau de
risque ﬁable. En eﬀet, il existe alors une zone d'incertitude autour de la zone de danger
où on ne peut plus dire avec certitude si la concentration en gaz est systématiquement
plus élevée que le seuil préconisé. Ce peut être le cas, ou non, en fonction des valeurs
réellement prises par les entrées incertaines, parmi toutes celles qu'elle sont supposées
pouvoir prendre. Il est aussi important de garder à l'esprit que la nature du modèle
(analytique, code informatique) a une incidence sur les méthodes que l'on pourra utiliser
pour propager les incertitudes.
Le premier objectif consiste donc à évaluer et propager les incertitudes sur la concen-
tration induites par les grandeurs d'entrée incertaines lors de l'évaluation des modèles de
dispersion. Deux approches sont utilisées pour modéliser et propager les incertitudes :
l'approche ensembliste pour les modèles analytiques et l'approche probabiliste (Monte-
Carlo) qui est plus classique et utilisable que le modèle de dispersion soit analytique ou
déﬁni par du code informatique. L'objectif consiste à comparer les deux approches pour
Chapitre 1. Risques liés au Transport de Matières Dangereuses 41
connaitre leur avantages et inconvénients en termes de précision et temps de calcul aﬁn
de résoudre le problème proposé.
Le deuxième objectif consiste à traiter le problème de cartographie en évaluant la zone
de danger et la zone d'incertitudes, qui sont utilisées pour évaluer l'intensité des risques
dans la zone impactée. La réalisation des cartographies nécessite de résoudre un problème
d'inversion, les modèles d'eﬀets évaluant des concentrations en des positions données alors
que l'on recherche les positions où la concentration serait plus grande qu'un seuil donné
(aux incertitudes près). En fonction de la nature des modèles utilisés (analytique ou par
code), nous mettrons en oeuvre une méthode probabiliste (Monte Carlo) spéciﬁque au
modèle d'eﬀets à inverser et une méthode ensembliste. Cette dernière, en reformulant ce
problème sous la forme d'un ensemble de contraintes à satisfaire (CSP) et en le résolvant
ensuite par inversion ensembliste reste une démarche générique, indépendante du modèle
utilisé à partir du moment où on peut en obtenir une version intervalle, et capable de
traiter d'autres types de problèmes comme de la surveillance de capteur ou la localisation
du camion accidenté.
Le troisième objectif consiste à proposer une méthodologie générale pour réaliser les
cartographies dans le but d'améliorer les performances en termes de temps du calcul
et de précision. Cette méthodologie s'appuie sur 3 étapes : l'analyse préalable des mo-
dèles d'eﬀets utilisés, la proposition d'une nouvelle approche pour la propagation des
incertitudes mixant l'approche probabiliste et ensembliste tirant notamment partie des
avantages des deux approches précitées, et utilisable pour n'importe quel type de modèle
d'eﬀets spatialisé et statique puis ﬁnalement la réalisation des cartographies en inversant
les modèles d'eﬀets. L'analyse de sensibilité présente dans la première étape s'adresse
classiquement à des modèles probabilistes. Nous discuterons de la validité d'utiliser des
indices de type Sobol dans le cas de modèles intervalles et nous proposerons un nouvel
indice de sensibilité purement intervalle cette fois-ci.
1.6 Conclusion
Dans ce chapitre, nous avons précisé dans un premier temps le contexte applicatif de
ce travail en rappelant les principes généraux de la gestion des risques, notamment liés
au Transport de Matières Dangereuses (TMD). Ensuite nous avons présenté le projet
GEOFENCING-MD qui ﬁnance ce travail et qui vise à suivre en temps réel les camions
transportant des matières dangereuses. A partir de ces éléments, nous avons posé la
problématique de cette thèse qui consiste à évaluer le niveau de risque de zones soumises
à un relâchement accidentel d'un gaz toxique, et ce en utilisant des modèles d'eﬀets
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(analytique ou code informatique) tout en prenant en compte les incertitudes aﬀectant
certaines de leurs entrées.
Ensuite nous avons introduit un certain nombre d'éléments nécessaires à la bonne com-
préhension des chapitres suivants. Nous avons ainsi rappelé les diﬀérents types de modèles
d'eﬀets, dont le modèle gaussien de dispersion atmosphérique pour les gaz passifs ou les
modèles de type intégral pour les gaz lourds, qui seront par la suite utilisés dans les
applications. Nous avons présenté les sources d'incertitudes sur les données utilisées dans
ces modèles et les diﬀérentes méthodes pour modéliser et propager les incertitudes, no-
tamment les approches ensembliste et probabiliste qui ont retenu notre attention. Nous
en avons proﬁté pour en préciser les principes généraux et nous avons brièvement évo-
qué leurs avantages respectifs. Les avantages de l'approche ensembliste résident dans la
possibilité de traiter une grande variété de problèmes mathématiques et d'être un ou-
til de modélisation permettant de prendre en compte et de propager à faible cout et
de manière garantie les incertitudes de modèle. Le point faible réside dans la nécessité
de travailler sur une forme analytique du modèle. Concernant la méthode probabiliste,
les points forts résident premièrement dans une modélisation plus riche des grandeurs
incertaines en utilisant à la fois des informations sur la distribution et le support, deuxiè-
mement dans la capacité à propager les incertitudes de manière simple en simulant un
grand nombre de fois le modèle, et ce avec n'importe quel type de modèle (analytique
ou code informatique). Les points faibles proviennent de la diﬃculté à savoir si les en-
trées incertaines étudiées suivent vraiment les lois de distributions choisies. La deuxième
diﬃculté réside dans la complexité à déterminer d'un point de vue pratique la nature
de la distribution de la sortie de modèle. Pour terminer, la dernière partie se focalise
sur les diﬀérentes méthodes d'analyse de sensibilité, notamment globale, qui sont des
outils classiquement utilisés en contexte incertain. Le but est d'identiﬁer les principales
sources d'incertitudes parmi les diﬀérentes entrées d'un modèle de dispersion dans le but
de connaitre les entrées dont les variations ont une forte inﬂuence sur la variation de la
sortie du modèle.
Finalement, nous avons posé les objectifs de ce travail qui consistent premièrement à
propager les incertitudes sur la sortie de modèles de dispersion, deuxièmement à traiter
des problèmes de cartographie en évaluant la zone de danger et sa zone d'incertitude et
troisièmement proposer une méthodologie générale pour réalise ces cartographies dans le
but d'améliorer les performances en termes de temps du calcul et de précision. Le contexte
de la thèse et les objectifs ayant été précisés, le chapitre 2 va s'attarder à détailler les
méthodes de propagation d'incertitudes utilisées.
Chapitre 2
Propagation des incertitudes :
méthodes et application
Dans ce chapitre, l'objectif est de propager dans les modèles de dispersion utilisés les in-
certitudes provenant des grandeurs d'entrée et ainsi d'évaluer l'incertitude qui en résulte
sur la concentration en gaz. Deux approches sont utilisées pour modéliser et propager les
incertitudes : l'approche ensembliste pour les modèles analytiques et l'approche probabi-
liste (Monte-Carlo) qui est plus classique et reste utilisable que le modèle de dispersion
soit analytique ou déﬁni par du code informatique. Ces approches sont ensuite comparées
pour en faire ressortir les avantages et inconvénients en termes de temps de calcul, mais
aussi de précision. Le terme précision signiﬁe ici que les méthodes utilisées ne seront
capables en un temps raisonnable que de fournir une approximation du support de la
concentration. On cherche donc à faire en sorte que le support calculé soit le plus proche
possible du support exact recherché.
2.1 Méthodes de propagation des incertitudes
La propagation des incertitudes dans un modèle est devenu un enjeu important en calcul
scientiﬁque puisqu'il s'agit d'une étape essentielle dès lors où l'on souhaite prendre en
compte les incertitudes de modèle. Elle consiste à estimer la dispersion de la sortie du
modèle due aux incertitudes associées aux entrées du modèle. Cela revient à minima à
estimer, suivant la méthode utilisée, le support de la sortie, c'est-à-dire toutes les valeurs
qu'elle est susceptible de prendre, ou bien un intervalle de conﬁance (par exemple pour
un degré de conﬁance de 95%) si le support n'est pas borné, permettant de délimiter sa
variation entre 2 limites inférieure et supérieure compte tenu des entrées incertaines. Il
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est aussi possible dans le cas d'une approche probabiliste d'estimer la distribution de la
sortie. Cette information ne sera pas recherchée dans notre cas car :
 l'information sur le support est suﬃsante pour atteindre nos objectifs,
 l'approche ensembliste utilisée ne le permet pas,
 la complexité des modèles utilisés rend cette information à la fois diﬃcile à extraire
puis à manipuler.
Il s'agit ici d'analyser la propagation des incertitudes des entrées sur la variable d'intérêt
y via la relation :
y = f(x1, x2, ..., xp) (2.1)
où x1, x2, . . . , xp sont les entrées considérées comme des variables incertaines et f désigne
le modèle utilisé.
Nous présentons ici deux approches distinctes. La première est une approche probabi-
liste (Monte-Carlo) et la deuxième une approche ensembliste qui visent à représenter
une grandeur incertaine respectivement par une variable aléatoire suivant une loi de
probabilité donnée ou par un support borné.
2.1.1 Approche Probabiliste : Monte Carlo (MC)
Les méthodes de Monte Carlo sont des outils de simulation utilisés dans de nombreux do-
maines scientiﬁques tels que la ﬁnance (mesure de risques et ﬂuctuations boursières), l'en-
vironnement (gestion du traﬁc routier,. . . ), les mathématiques (calculs d'intégrales,. . . )
mais aussi la chimie, la biologie et plus sporadiquement la médecine et surtout la phy-
sique. Les méthodes de Monte-Carlo sont des techniques appartenant à la fois aux do-
maines des mathématiques et de l'informatique, qui visent à évaluer une quantité déter-
ministe en utilisant des procédés aléatoires, c'est-à-dire des techniques probabilistes. Le
but est d'obtenir numériquement l'ensemble des réponses d'un modèle obtenues à partir
de multiples réalisations des variables aléatoires d'entrées.
La méthode de Monte Carlo a connu un essor considérable à partir de la ﬁn de la
seconde guerre mondiale, où elle a été utilisée pour résoudre des problèmes complexes
essentiellement dans le cadre du projet secret de la défense américaine Manhattan
concernant le développement de l'arme nucléaire. Cette époque correspond à l'apparition
des premiers ordinateurs au milieu des années 1940. Le terme Monte Carlo, qui fait
allusion aux jeux de hasard pratiqués à Monte-Carlo, a été développé par Metropolis
et Ulam(1949)[80]. Par la suite d'autres auteurs ont contribué à son développement,
comme Hammersley et Morton (1956)[81], Hammersley et Handscomb (1964)[82], Haber
(1966)[83], Kuipers et Niederreiter (1974)[84], Boyle (1977)[85] et Niederreiter (1978)[72].
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Les méthodes de Monte Carlo peuvent être vues comme des méthodes d'approximation,
au sens statistique du terme. La description la plus utilisée consiste à dire que les mé-
thodes de ce type se caractérisent par l'utilisation de tirages aléatoires pour résoudre
des problèmes centrés sur le calcul d'une valeur numérique. C'est un outil standard pour
l'analyse des systèmes complexes multidimensionnels, qui peut servir à propager l'incer-
titude provenant des entrées d'un modèle mais, elle requiert beaucoup de ressources en
calcul informatique.
Dans notre étude, nous ne nous intéresserons pour les entrées incertaines qu'à des lois
de distributions de variables aléatoires uniformément répartis entre 2 bornes a et b. La
raison est double. Premièrement, c'est une façon simple et pratique de travailler sur des
supports bornés et de pouvoir par la suite comparer les résultats obtenus avec l'approche
ensembliste qui utilisera des supports intervalles identiques. La seconde raison est que
travaillant sur des modèles décrivant des phénomènes physiques, les entrées incertaines
concernées ont des domaines de déﬁnitions bornés. Utiliser une loi de distribution sur un
support non borné pourrait générer lors de l'échantillonnage des valeurs n'ayant pas de
sens physique (vitesse du vent négative par exemple) même si la probabilité reste faible,
ou pour lesquels le modèle n'est pas déﬁni. Une alternative non utilisée ici consiste à
travailler sur des lois tronquées.
2.1.1.1 Principe de la méthode de Monte Carlo
Morgan et Henrion (1990)[26], Gentle (2003)[27], Glasserman (2004) [34]et Ayyub et Klir
(2006)[35] en font la description.
Le principe de base est plutôt simple :
1. Déﬁnir la sortie, les facteurs d'entrée et expliciter le modèle mathématique ou
numérique,
2. Associer une loi de distribution à chaque entrée du modèle sur lequel on eﬀectue
une simulation de Monte Carlo,
3. Préciser le nombre d'échantillons N qui peut être choisi arbitrairement en fonction
du nombre d'entrées incertaines considérées et du temps de calcul associé à une
simulation du modèle (dans notre étude, ce nombre sera souvent de l'ordre de 10p,
p restant faible),
4. Générer un ensemble de valeurs aléatoires (aussi appelées des échantillons aléa-
toires) de ces distributions,
5. Générer une matrice contenant la combinaison des échantillons eﬀectués pour
chaque entrée,
6. Évaluer la sortie pour toutes les combinaisons des entrées en calculant le minimum
et le maximum de la sortie.
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2.1.1.2 Implémentation de la méthode de Monte Carlo
La ﬁgure 2.1 illustre les étapes de calcul de la propagation d'incertitudes en utilisant la
méthode Monte Carlo.
Figure 2.1: Les étapes de la propagation d'incertitudes
Trois étapes principales sont exécutées au cours de la mise en ÷uvre de la simulation de
Monte Carlo : la génération de N échantillons de p entrées selon les lois de distribution
associées, l'évaluation de la sortie du modèle pour chaque échantillon et enﬁn l'estimation
du support de la sortie du modèle et de l'incertitude associée. Le résultat ﬁnal de la
propagation d'incertitude est une estimation de l'intervalle de conﬁance [yMin, yMax]
(avec un degré de conﬁance de 100%) de la sortie du modèle, en d'autres termes une
estimation du plus petit support borné contenant toutes les valeurs possibles de la sortie.
Reposant sur les valeurs maximale yMax et minimale yMin obtenues pour les N valeurs
calculées y1, y2, ..., yN , l'indicateur u−MC caractérisant l'incertitude sur la sortie est déﬁni
par :
u−MC =
yMax − yMin
2
× 100
yV aleurNominale
. (2.2)
où yV aleurNominale désigne la valeur de la sortie calculée à partir des valeurs nominales
des entrées du modèles, c'est-à-dire sans les incertitudes sur ces entrées.
Cet indicateur exprime en pourcentage la largeur de l'intervalle de conﬁance calculé rap-
porté à la valeur nominale de la sortie. L'idée est qu'un intervalle de conﬁance de largeur
1 par exemple n'a pas la même signiﬁcation si la grandeur de sortie prend ses valeurs
autour de 0,1 ou de 10. Cet indicateur est d'autant plus élevé que l'incertitude sur la
sortie est importante et permettra par la suite de plus facilement comparer les résultats
entre les diﬀérentes approches.
La méthode de Monte Carlo est celle la plus utilisée pour la propagation d'incerti-
tudes. Selon la complexité du modèle, une simulation peut prendre un temps substantiel
(quelques heures) aﬁn d'obtenir un degré de précision satisfaisant.
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Comme il est impossible d'eﬀectuer une inﬁnité d'itérations, il y a toujours une erreur
sur les résultats calculés à l'aide de MC. Cette erreur est estimée par l'erreur type (stan-
dard error) σ/
√
N , où σ est l'écart type de la distribution résultante de la sortie et N le
nombre d'itérations.
Exemple 5. Considérons le cas où on cherche à estimer la valeur de pi.
Soit un point M de coordonnées (x, y), telles que x et y sont 2 variables aléatoires in-
dépendantes équidistribuées sur l'intervalle [0, 1]. Le point M appartient au disque de
centre (0, 0) de rayon 1 si x2 + y2 6 1.
La probabilité que le point M appartienne au disque est
pi
4
. Si u et N désignent res-
pectivement le nombre de points tirés dans le disque et le nombre de tirages eﬀectués,
alors l'approximation de pi est donnée par pi=
u
N
× 4. Pour diﬀérentes valeurs de N , les
résultats suivants sont obtenus :
 avec N = 1000 l'approximation de pi est 3.112,
 avec N = 10000 l'approximation de pi est 3.1352,
 avec N = 100000 l'approximation de pi est 3.13552,
et l'on observe bien que la précision de l'estimation augmente avec le nombre d'échan-
tillons.
2.1.1.3 Avantages et inconvénients de l'approche Monte Carlo
La méthode de Monte Carlo possède deux avantages principaux [86] :
1. Elle est très facile à mettre en place.
2. Elle est utilisable pour tout type de modèle (analytique, code informatique).
Cette approche possède trois inconvénients :
1. Elle ne permet de prendre en compte qu'un nombre limité de cas et donc sous-
estime l'intervalle de conﬁance.
2. La précision de l'intervalle de conﬁance dépend du nombre de tirages,
3. Elle reste limitée à un faible nombre p d'entrées.
2.1.1.4 Méthode Quasi-Monte Carlo
Le nom "Quasi-Monte Carlo" fut employé pour la première fois dans un rapport de
Richtmyer (1951)[87]. A l'origine, les méthodes de Quasi-Monte Carlo devaient per-
mettre d'accélérer les simulations numériques sur des ordinateurs dont la puissance de
calcul était relativement limitée. Les fondements théoriques de cette approche ont été
développés notamment grace aux travaux de Halton (1960)[88], Hammersley et Hand-
scomb (1964)[82], Haber (1966, 1970)[83, 89], Niederreiter (1972, 1978)[72, 90], Kuipers
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et Niederreiter (1974)[84], Cranley et Patterson (1976)[91], Faure (1981, 1982)[92, 93] ou
Zinterhof (1987)[94].
Le principal but de la méthode Quasi-Monte Carlo est de trouver de meilleures esti-
mations d'erreur que les erreurs probabilistes des méthodes Monte Carlo et d'avoir une
vitesse de convergence plus rapide. La vitesse de convergence en
1√
N
provient de la
nature stochastique de l'échantillon utilisé dans la méthode Monte Carlo classique tan-
dis que la méthode Quasi-Monte Carlo permet d'accélerer la convegence jusqu'à
1
N
.
En eﬀet, le tirage des points avec la méthode de Monte Carlo est construit indépen-
damment, de sorte que l'on observe la formation d'agrégats dans certaines régions du
domaine d'intégration (phénomène de sur-échantillonnage), tandis que d'autres régions
restent entièrement vides (phénomène de sous-échantillonnage). Le Quasi-Monte Carlo
n'est pas basé sur une génération aléatoire, mais sur une intégration sur des ensembles
de points engendrés de façon déterministe et possédant des propriétés fortes d'équipar-
tition. La méthode de Quasi-Monte Carlo possède un avantage principal qui réside dans
une convergence plus rapide par rapport à la méthode de Monte Carlo classique (Finschi
1996 [95], Pagès et Xiao 1997 [96], Tuﬃn 1997 [97]). Toutefois, cette approche présente
un défaut majeur qui n'existe pas avec la méthode de Monte Carlo dans la mesure où sa
vitesse de convergence dépend de la dimension du problème (i.e. la méthode perd de son
eﬃcacité lorsque la dimension augmente).
Une autre approche possible pour la propagation d'incertitudes est l'approche ensem-
bliste, en particulier l'analyse par intervalles. Dans les prochaines sections, nous allons
présenter et détailler l'analyse par intervalles et ses diﬀérents principes de base.
2.1.2 Approche ensembliste : Analyse par intervalles
2.1.2.1 Introduction
Dans certains domaines d'étude, notamment celui de la gestion des risques qui nous
concerne, les données utilisées sont souvent de nature incertaine. Plusieurs sources et
types d'incertitudes sont rencontrés, comme une méconnaissance de certains paramètres
du modèle, diﬃciles à identiﬁer, une méconnaissance de certaines variables physiques dif-
ﬁciles à observer ou mesurées à la précision technologique des capteurs près, une mauvaise
maîtrise des conditions initiales ou tout simplement de l'imprécision numérique liée à la
représentation et la manipulation des nombres sur les calculateurs. De façon à introduire
l'approche ensembliste, plaçons nous dans le contexte de la gestion de l'imprécision sur
les nombres dans les calculateurs, problématique qui fut à l'origine du développement de
cette approche. Les nombres réels manipulés par les calculateurs sont souvent représentés
par un type de codage à précision limitée appelé ﬂottants. Les opérations mathématiques
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qui utilisent ces ﬂottants à la place de réels provoquent un cumul d'erreurs en raison du
type de codage qui conduit a travailler sur un arrondi avec un nombre ﬁni de chiﬀres
après la virgule à la place de la valeur exacte.
Dans certaines applications, il est intéressant de connaitre l'impact de ces incertitudes
sur la solution obtenue. L'approche utilisée pour résoudre ce type de problèmes, s'appuie
sur l'outil ensembliste, qui consiste à représenter les grandeurs par des ensembles de
valeurs, et à étendre les opérations sur les réels à ces ensembles. Nous utilisons plus
spéciﬁquement l'analyse par intervalles (Moore R.E., 1979[28] ; Neumaier A., 1990[38]).
Au lieu de représenter une grandeur connue avec imprécision par une valeur nominale,
l'idée consiste à décrire cette grandeur par son support, en l'occurrence un intervalle,
c'est-à-dire l'ensemble des valeurs qu'elle est susceptible de prendre. Par exemple pi =
3.14159... sera représenté par [3.1415,3.1416] car pi appartient à cet intervalle. De manière
plus générale, un intervalle permet de modéliser tout type d'incertitude, constante ou
dépendante du temps (bruit de mesure, paramètre ou variable physique d'un modèle,...).
Une fois déterminés les supports des entrées incertaines d'un modèle, l'analyse par in-
tervalles permet de propager ces incertitudes dans le modèle étudié et de calculer un
intervalle (ou de manière plus générale un ensemble) contenant de manière numérique-
ment garantie toutes les valeurs possibles de la sortie. Plus précisément, l'analyse par
intervalles (on parle aussi d'arithmétique ou de calcul par intervalles) déﬁnit des règles
de calcul sur les bornes des intervalles en entrée pour évaluer celles de la sortie. Au
delà de simplement permettre de représenter les incertitudes et les propager dans des
relations mathématiques, les points forts de ces méthodes résident dans leur capacité à
traiter une grande variété de problèmes mathématiques (optimisation globale, inversion
de modèle...), à trouver toutes les solutions à un problème donné, à partitionner l'espace
de recherche pour éliminer rapidement de grandes zones ne contenant aucune solution
au lieu de le parcourir point par point et ﬁnalement à résoudre ce problème en prenant
en compte l'imprécision sur la valeur des nombres.
Dans ce chapitre, nous rappellerons dans un premier temps les bases de l'analyse par
intervalles et nous nous focaliserons sur la problématique de propagation des incertitudes
dans un modèle (d'autres outils seront développés dans le chapitre 3 comme l'inversion
ensembliste utile à la réalisation de cartographies). Une fois les opérations ensemblistes
élémentaires présentées, le problème fondamental de dépendance, pouvant conduire à
des majorations très importantes des bornes calculées lors de l'évaluation d'une fonction
intervalle, sera présenté.
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2.1.2.2 Arithmétique des intervalles
Par déﬁnition, un intervalle est un ensemble fermé et borné de nombres réels (Moore,
1979[28]), (Neumaier, 1990[38]). Si x désigne une variable réelle bornée, alors l'intervalle
[x] auquel elle appartient est déﬁni par :
[x] = {x ∈ R|x− ≤ x ≤ x+}. (2.3)
Les nombres réels x− et x+ sont respectivement les bornes inférieure et supérieure de
[x]. De manière générale, l'intervalle [x] sera noté comme suit : [x−, x+]. D'un point de
vue modélisation, le fait de considérer la variable bornée x comme incertaine signiﬁe que
seul son support [x] est connu (la valeur courante de x étant elle inaccessible).
Les opérations arithmétiques addition (+), soustraction (−), multiplication (×), division
(/) sur les variables réelles peuvent être reformulées dans le cadre de l'analyse par in-
tervalles. Le résultat d'une opération entre deux intervalles est un intervalle qui contient
tous les résultats des opérations entre les éléments des deux intervalles. Le résultat d'une
opération entre deux intervalles de bornes ﬁnies est obtenu en travaillant uniquement sur
leurs bornes. Pour chaque opération arithmétique, élément de l'ensemble {+,−,×, /}, il
est possible d'écrire :
[x] ◦ [y] = {x ◦ y|x ∈ [x], y ∈ [y]}. (2.4)
Dans le tableau 2.1 sont déﬁnis les opérateurs de l'arithmétique des intervalles.
Opérations arithmétiques Calcul des bornes de l'intervalle obtenu
Addition [x] + [y] = [x− + y−, x+ + y+]
Soustraction [x]− [y] = [x− − y+, x+ − y−]
Multiplication [x]× [y] = [min(x−y−, x−y+, x+y−, x+y+),max(x−y−, x−y+, x+y−, x+y+)]
Division [x]/[y] = [x]× [1/y+, 1/y−], 0 /∈ [y]
Table 2.1: Opérations arithmétiques sur les variables intervalles
L'ensemble des intervalles sera noté IR. Soit [x] ∈ IR, on déﬁnit alors :
 sa borne inférieure : inf([x]) = x−
 sa borne supérieure : sup([x]) = x+
 sa largeur : w([x]) = x+ − x− ≥ 0
 son centre : mid([x]) = (x+ + x−)/2
 son rayon : rad([x]) =
x+ − x−
2
≥ 0
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2.1.2.3 Vecteurs et matrices d'intervalles
La notion d'intervalle peut être étendue au cas d'un vecteur x constitué de n variables
bornées réelles xi ∈ R, i ∈ {1, . . . , n}. Le vecteur intervalle [x] contenant x se déﬁnit
comme suit :
[x] = [[x1], ..., [xn]]
T (2.5)
où chaque intervalle [xi] = [x
−
i , x
+
i ] est associé à une variable réelle xi. Le vecteur inter-
valle [x] déﬁnit géométriquement un orthotope aligné avec les axes du repère (x1, . . . , xn),
plus familièrement appelé boîte ou pavé, comme le montre la ﬁgure suivante.
Figure 2.2: Vecteur intervalle de dimension 2
Soit [x] ∈ IRn, on déﬁnit alors :
 ses bornes inférieures : inf([x]) = [x−1 , x
−
2 , ..., x
−
n ]
T
 ses bornes supérieures : sup([x]) = [x+1 , x
+
2 , ..., x
+
n ]
T
 sa largeur : w([x]) =
n
max
j=1
(x+j − x−j ) ≥ 0
 son centre : mid([x]) = [mid([x1]),mid([x2]), ...,mid([xn])]T
De même, nous notons par [A] ∈ IRn×m une matrice intervalle de n lignes et de m
colonnes dont les éléments sont des intervalles [ai,j ], i ∈ {1, ..., n} et j ∈ {1, ...,m}.
Ainsi le calcul sur les vecteurs et matrices intervalles est le même que dans le cas de
nombres réels, à l'exception que les opérateurs arithmétiques sur les réels seront remplacés
par leurs correspondants intervalles.
Par exemple, soit [A] ∈ IRn×m une matrice d'éléments [ai,j ] et [b] ∈ IRn un vecteur
d'éléments [bk], alors les éléments de [c] = [A]×[b] sont donnés par : [ci] =
∑n
k=1[ai,k][bk].
Exemple 6. [98] Soient la matrice intervalle [A] de dimension 2×2 et le vecteur intervalle
[b] de dimension 2× 1
[A] =
[
[0.5, 1] [−1, 0]
[2, 2.5] [0, 1]
]
, [b] =
[
[0, 0.5]
[1, 2]
]
alors le produit matrice vecteur intervalles [A]×[b] conduit au vecteur intervalle suivant :[
[0.5, 1] [−1, 0]
[2, 2.5] [0, 1]
]
×
[
[0, 0.5]
[1, 2]
]
=
[
[0.5, 1][0, 0.5] + [−1, 0][1, 2]
[2, 2.5][0, 0.5] + [0, 1][1, 2]
]
=
[
[−2, 0.5]
[0, 3.25]
]
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2.1.2.4 Intervalles et opérations sur les ensembles
Les intervalles peuvent être considérés comme des ensembles ou comme des paires de
nombres réels ; les opérations classiques sur les ensembles telles que l'intersection, l'union,...
peuvent donc être facilement interprétées par des inégalités conçues à partir de leurs
bornes.
Soient [x] et [y] deux intervalles, pour l'inclusion par exemple, on a l'équivalence suivante :
[x] ⊆ [y]⇔ x− ≥ y− ∧ x+ ≤ y+
et pour l'intersection on a la relation,
[x] ∩ [y] =
{
φ, si x+ ≤ y−ou y+ ≤ x−,
[max{x−, y−},min{x+, y+}] sinon.
L'union de ces deux intervalles est donnée par le plus petit intervalle contenant les élé-
ments de [x] et de [y] :
[x] ∪ [y] =
{
[min{x−, y−},max{x+, y+}].
2.1.2.5 Fonctions d'inclusion
Nous avons vu dans la section 2.1.2.2 les bases du calcul par intervalles dans le cas des
opérations arithmétiques. Dans cette partie, nous allons nous intéresser à l'évaluation de
fonctions vectorielles plus générales (ou de champs de vecteurs) dont les variables sont
des intervalles, et nous présenterons diﬀérentes méthodes pour les construire.
Soit le champ de vecteurs sur les réels suivant :
f : Rn → Rm
Alors une fonction d'inclusion de f notée [f] est une fonction de IRn dans IRm vériﬁant
la propriété d'inclusion suivante pour 2 intervalles [x] et [y] :
[x] ⊂ [y] => [f]([x]) ⊂ [f]([y]).
Cette propriété est essentielle car il en découle la propriété suivante (notion de calcul
garanti) :
f([x]) = {f(x)|x ∈ [x]} ⊆ [f]([x]). (2.6)
La fonction d'inclusion [f]([x]) n'est pas unique et dépend de la façon avec laquelle la
fonction intervalle [f] est écrite, c'est-à-dire de l'expression formelle utilisée.
Chapitre 2. Propagation des incertitudes : méthodes et application 53
En général, l'analyse par intervalles vise à utiliser des fonctions d'inclusion peu pessi-
mistes dans le sens où [f]([x]) surestime le moins possible f([x]).
Notons qu'il peut exister diﬀérentes fonctions d'inclusion dites minimales, qui conduisent
au plus petit intervalle [f]∗ contenant l'ensemble f([x]). Sur la ﬁgure (2.3) nous évaluons
la fonction d'inclusion minimale et non minimale d'un pavé [x] de dimension 2.
Figure 2.3: L'image d'un pavé par les fonctions f, [f] et[f]∗
Exemple 7. [99] Soit une fonction réelle f(x) = x2 − 2x + 1 avec [x] = [−1, 3], alors
l'évaluation des 3 fonctions d'inclusions suivantes, dont les expressions sont équivalentes
sur les réels, conduit à 3 intervalles diﬀérents :
[f1]([x]) = [x]
2 − 2[x] + 1 = [−5, 12]
[f2]([x]) = [x]([x]− 2) + 1 = [−8, 4]
[f3]([x]) = ([x]− 1)2 = [0, 4]
Les résultats obtenus montrent que selon la manière avec laquelle la fonction d'inclusion
[f ] est écrite, l'intervalle résultat est diﬀérent. L'intervalle solution le moins pessimiste
correspond à la fonction ayant une occurrence unique de la variable [x], l'intervalle obtenu
[f3] correspondant à la fonction d'inclusion minimale [f ]∗.
Notons que la fonction d'inclusion utilisée pour la fonction puissance est celle spéciﬁée
dans le tableau 2.2 :
[x]n Conditions à vériﬁer
[x−n, x+n] si x− > 0 ou si n est impair
[x+n, x−n] si x+ < 0 et si n est pair
[0, |[x]|n] si 0 est élément de [x] et si n est pair
Table 2.2: Fonction d'inclusion de [x]n
Fonction d'inclusion des fonctions élémentaires
Toute fonction élémentaire f {exp, log, ...} , continue et monotone, admet comme fonction
d'inclusion minimale,
[f ]∗([x]) = [min(f(x−), f(x+)),max(f(x−), f(x+))]. (2.7)
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Si f n'est pas monotone comme pour les fonctions trigonométriques sin et cos, la
construction de la fonction d'inclusion minimale dépend alors d'une étude globale des
variations de la fonction. Dans ce cas, la méthode employée consiste à exploiter la "mo-
notonie par morceaux" de f .
Exemple 8. Sur son domaine de déﬁnition D =] − ∞,+∞[, la fonction exponentielle,
notée exp() est croissante, ce qui conduit à la fonction d'inclusion minimale : :
∀[x] = [x−, x+] ⊂ D, exp([x]) = [exp(x−), exp(x+)]
Exemple 9. Soit la fonction cosinus non monotone, nous procédons de la façon suivante
[cos]([x]) = [a, b],
avec
a =
{
−1 si ∃k ∈ Z|(2k + 1)pi ∈ [x]
min(cos(x−), cos(x+)), sinon
et
b =
{
1 si ∃k ∈ Z|2kpi ∈ [x]
max(cos(x−), cos(x+)), sinon
La fonction puissance détaillée dans le tableau 2.2 est une autre illustration de la construc-
tion de fonctions d'inclusion.
Fonction d'inclusion naturelle
Cette méthode d'évaluation de la fonction d'inclusion est utilisée dans les cas où on
a plusieurs variables. Pour la construire il suﬃt de remplacer chaque variable xi par
l'intervalle auquel elle appartient ([xi]), chaque opérateur arithmétique par l'opérateur
intervalle correspondant et les fonctions élémentaires par leur fonction d'inclusion mini-
male.
Exemple 10. [100] Soit la fonction f : R2 → R dont l'expression est donnée par :
f(x1, x2) =
x2
x1 + x2
+ sin(x1) cos(x1) (2.8)
avec x1 ∈ [−1, 2] et x2 ∈ [3, 5]. En appliquant les principes énoncés précédemment, nous
obtenons la fonction d'inclusion naturelle suivante :
[f1]([x1], [x2]) =
[x2]
[x1] + [x2]
+ [sin]([x1])× [cos]([x1]) (2.9)
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L'évaluation de cette fonction par intervalle conduit à : [f1]([−1, 2], [3, 5]) = [−0.42, 3.5].
On peut trouver une autre fonction d'inclusion naturelle [f2] pour f , en modiﬁant l'ex-
pression (2.8). Nous avons alors :
[f2]([x1], [x2]) =
1
1 + [x1]/[x2]
+ [sin]([x1])× [cos]([x1]) (2.10)
Son évaluation donne l'intervalle suivant : [f2]([−1, 2], [3, 5]) = [−0.2415, 2.5]. Finalement
une troisième fonction d'inclusion [f3] pour f donnée par :
[f3]([x1], [x2]) =
1
1 + [x1]/[x2]
+
[sin](2× [x1])
2
, (2.11)
conduit à [f3]([−1, 2], [3, 5]) = [0.1, 2].
2.1.2.6 Pessimisme
La contre-partie de la garantie numérique apportée par le calcul par intervalles est le
problème de pessimisme, autrement dit de sur-estimation de l'intervalle calculé en sortie.
En eﬀet, le résultat d'une suite d'opérations entre deux ou plusieurs intervalles n'est pas
forcément minimal ; l'intervalle obtenu est donc pessimiste. Ce problème a pour origine
2 phénomènes essentiellement : la dépendance et l'enveloppement.
Dépendance
Le problème de dépendance, qui est à l'origine de l'inclusion formulée dans la relation
(2.6), est lié à la multi-occurrence des variables incertaines dans l'expression de la fonc-
tion réelle f . Lorsque l'on construit une fonction d'inclusion, par exemple naturelle,
chaque variable bornée se retrouve remplacée par son support intervalle, c'est-à-dire un
ensemble, certes identique en ce qui concerne ses bornes, mais donc chaque occurrence
est indépendante.
Prenons l'exemple d'une fonction f(x) = x ◦ x, x élément de [x−, x+] et où ◦ peut
être une opération arithmétique, une fonction élémentaire ou une composition des deux.
L'évaluation de la fonction d'inclusion naturelle conduit à calculer [f ]([x]) = [x] ◦ [x]
dont les bornes sont obtenues à l'aide de règles de calculs portant sur x− et x+. Le calcul
réellement eﬀectué correspond à l'ensemble {x ◦ y/x ∈ [x−, x+] ∧ y ∈ [x−, x+]} et non
{[x] ◦ [x]/x ∈ [x−, x+]}. On combine n'importe quelle valeur de [x−, x+] avec n'importe
quelle autre valeur de cet intervalle car le fait de travailler sur des ensembles ne permet
plus de tenir compte de la dépendance entre les deux occurrences de la variable bornée
x. C'est cette non prise en compte de la dépendance entre variables qui génère le pessi-
misme.
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On reprend l'exemple 10, où [f1], [f2], [f3] représentent 3 fonctions d'inclusion diﬀérentes
de la même fonction f . Nous remarquons que la taille des intervalles obtenus par ces 3
fonctions d'inclusion dépend de l'expression utilisée pour l'écriture de f . Ceci est dû au
phénomène de dépendance expliqué précédemment et qui dépend du nombre d'occur-
rences des variables intervalles. Dans cet exemple, la fonction d'inclusion naturelle [f3]
est la plus précise, même si celle-ci n'est pas minimale. Concernant [f1], il y a 3 occur-
rences de x1 et 2 occurrences de x2. Pour [f2], on a 3 occurrences de x1 et une occurrence
de x2. Dans le cas de [f3], nous avons 2 occurrences de x1 et une occurrence de x2. On
peut constater que plus l'occurrence des variables est importante, plus le pessimisme lors
des évaluations sera important.
Enveloppement
Un inconvénient majeur de l'utilisation de l'analyse par intervalles réside dans l'eﬀet
d'enveloppement dû à la représentation d'un ensemble quelconque par un pavé.
Exemple 11. [101] : On considère des rotations successives d'un pavé [x ] = [x1]× [x2] à
l'aide de la transformation déﬁnie par la matrice
A =
(
cos θ sin θ
− sin θ cos θ
)
Une rotation du pavé [x] donne lieu à un rectangle de même taille, tracé sur la ﬁgure
2.4.
Figure 2.4: Eﬀet d'enveloppement pour θ = −pi4
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La représentation de ce rectangle par un pavé se fait en l'enveloppant par un autre
rectangle dont les cotés sont parallèles aux axes du repère, ce qui inclut des valeurs
supplémentaires qui ne sont pas solution du problèmes posé. La rotation suivante de ce
pavé dont la taille est plus grande que celle du pavé initial donne lieu à un autre rectangle
de même taille. Sa représentation par un pavé englobant aligné avec les axes du repère
augmente une nouvelle fois la taille de l'ensemble calculé. Et ainsi de suite, la rotation
successive d'un pavé génère une suite de pavés de tailles croissantes alors que la rotation
est une opération conservatrice. Le phénomène d'enveloppement est particulièrement
préjudiciable dans le cas de modèles exprimés sous formes de récurrence, où chaque
étape consiste à calculer l'image de l'ensemble précédemment évalué.
Méthodes à base de division uniforme
Soit la fonction f : Rn → R. L'évaluation d'une fonction d'inclusion [f ] est d'autant plus
performante que la largeur de l'argument intervalle [x] est petite :
w([x])→ 0⇒ w([f ]([x]))→ 0.
Pour améliorer la précision, on peut réaliser une sous-division uniforme des supports des
variables multi-occurrentes, on évalue la fonction d'inclusion sur chaque partition, puis
on en calcule l'union (ﬁgure 2.5).
Figure 2.5: Sous-division uniforme d'ordre m = 4
L'idée est qu'en travaillant sur des intervalles plus petits, le pessimisme lors de l'évalua-
tion de la fonction d'inclusion, sur chaque sous-intervalle [x]i sera moins important. Il en
sera donc de même du résultat ﬁnal donné par
⋃
[f ]([x]i).
L'inconvénient est que cette approche est coûteuse en temps de calcul. L'idée consiste
à coupler cette approche à des fonctions d'inclusion spéciﬁques, dont on sait qu'elles
ont de bonnes propriétés en termes de convergence (lorsque la taille de [x] diminue)
vers l'intervalle minimum. En clair, les fonctions d'inclusion qui vont maintenant être
détaillées vont permettre de réduire l'ordre de la sous-division uniforme à retenir.
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Fonction d'inclusion centrée
Ce type de fonction permet dans certains cas de réduire le pessimisme dû au phénomène
de dépendance [102, 103]. L'utilisation de pavés de faibles largeurs augmente l'eﬃcacité
de cette méthode. La forme centrée sera aussi utilisée dans le cadre de fonctions à va-
riables multi-occurrentes et dont il est diﬃcile de réduire les occurrences par de simples
manipulations algébriques.
Elle s'applique aux fonctions f : Rn → Rm diﬀérentiables sur un pavé [x] ∈ IRn et son
principe est basé sur le théorème de la valeur moyenne, où on note par xˆ=mid([x]) le
centre du pavé [x].
∀x ∈ [x], ∃y ∈ [x]|f(x) = f(xˆ) + J(y)(x− xˆ) (2.12)
où J signiﬁe le Jacobien de la fonction f de dimension n × m. Ainsi on peut aﬃrmer
que :
∀x ∈ [x], f(x) ∈ f(xˆ) + [J]([x])([x]− xˆ) (2.13)
où [J] est la fonction d'inclusion de J et on obtient alors :
f([x]) ⊆ f(xˆ) + [J]([x])([x]− xˆ) (2.14)
Donc, la fonction intervalle suivante :
[fc]([x]) ≡ f(xˆ) + [J]([x])([x]− xˆ) (2.15)
est une fonction d'inclusion de f.
Fonction d'inclusion de Taylor
Les fonctions d'inclusion de Taylor sont obtenues en employant un ordre de dérivation
supérieure à 1 (Neumaier 2003 [104]). L'expression ci-dessous exprime la fonction d'in-
clusion de Taylor du second ordre :
[fT ]([x]) = f(xˆ) + J([xˆ])([x]− xˆ) +
1
2
([x]− xˆ)T [H]([x])([x]− xˆ) (2.16)
On désigne par H la fonction d'inclusion du Hessien de f .
Les fonctions d'inclusion de Taylor peuvent réduire considérablement le pessimisme pour
des intervalles de petite taille.
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Fonction d'inclusion à test de monotonie
Soit la fonction f : Rn → R. La fonction d'inclusion à test de monotonie est une forme à
valeur moyenne où on exploite la monotonie de f en testant le signe des intervalles [dfxi],
où [dfxi] est l'extension intervalle naturelle de la dérivée de f par rapport à la variable
xi.
[fmt]([x1], ..., [xn]) = [f(u1, ..., un), f(v1, ..., vn)] +
∑
i∈S
[dfxi]([x1], ..., [xn])([xi]− xˆ) (2.17)
où la paire (ui, vi) est déﬁnie par :
[ui, vi] =

[x−i , x
+
i ] si df
−
xi([x1], ..., [xn]) ≥ 0
[x+i , x
−
i ] si df
−
xi([x1], ..., [xn]) < 0 et df
+
xi([x1], ..., [xn]) ≤ 0
[xˆ, xˆ] sinon
(2.18)
avec S l'ensemble des indices i ∈ {1, ..., n} correspondant aux intervalles [dfxi] contenant
0 :
df−xi([x1], ..., [xn]) < 0 < df
+
xi([x1], ..., [xn]) (2.19)
Dans le cas où la fonction f est croissante par rapport à la variable xi, ce qui est numé-
riquement garanti pour toutes les valeurs des entrées si df−xi([x1], ..., [xn]) ≥ 0, alors la
borne inférieure de f s'évalue pour la borne inférieure de l'intervalle [xi]. De même, la
borne supérieure de f s'évalue pour la borne supérieure de l'intervalle [xi]. Le raisonne-
ment est identique si df−xi([x1], ..., [xn]) < 0 et df
+
xi([x1], ..., [xn]) ≤ 0, c'est-à-dire lorsque
f est monotone et décroissante par rapport à xi, et dans ce cas les bornes inférieure et
supérieure de f s'évaluent en inversant les bornes de [xi] par rapport au cas précédent.
Pour ces deux cas, l'évaluation de la fonction d'inclusion [fmt] n'utilise pas le calcul clas-
sique par intervalles, mais une double évaluation, sans pessimisme, de la fonction réelle f .
Dans le dernier cas, la monotonie de la fonction f par rapport à xi ne peut être prouvée,
et c'est une évaluation de type fonction d'inclusion centrée qui est réalisée.
Exemple comparatif [98]
Considérons la fonction f déﬁnie par :
f(x) = x2 + sin(x),
où la variable x ∈ [x] = [2pi3 , 4pi3 ].
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Les fonctions d'inclusion naturelle, centrée et de Taylor d'ordre deux associées à f sont
données respectivement par les relations suivantes :
[fn]([x]) = [x]
2 + sin([x]) = [3.52046, 18.41199],
[fc]([x]) = f(pi) + ([x]− pi)[f ′]([x]) = [1.62022, 18.11899],
[fT ]([x]) = f(pi) + ([x]− pi)[f ′]([x]) + ([x]−pi)
2
2 [f
′′]([x]) = [4.33706, 16.97362].
Par ailleurs, pour cet exemple, comme f est croissante sur l'intervalle [x], il est possible
de déterminer sa fonction d'inclusion minimale [f ]∗ :
[f ]∗([x]) = [(x−)2 + sin(x−), (x+)2 + sin(x+)] = [5.25251, 16.67994].
En se basant sur les résultats obtenus pour ces quatre évaluations, on conclut que la
fonction d'inclusion la plus précise parmi fn, fc, fT est la fonction d'inclusion de Taylor
pour cet exemple. En eﬀet, celle-ci est la plus proche de la fonction d'inclusion minimale.
2.1.2.7 Implémentation de la méthode de propagation par intervalles
La ﬁgure 2.6 illustre la phase de calcul de la propagation d'incertitudes en utilisant
l'analyse par intervalles.
Figure 2.6: Phase de calcul de la propagation d'incertitudes
À partir de l'intervalle de conﬁance calculé par la méthode de l'analyse par intervalles
(AI), l'indicateur de la propagation de l'incertitude u−AI est déﬁni, selon le même prin-
cipe que pour celui de l'approche probabiliste (2.2), par :
u−AI =
y+ − y−
2
× 100
yV aleurNominale
. (2.20)
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2.1.2.8 Avantages et inconvénients de l'analyse par intervalles
La méthode de l'analyse par intervalles possède deux avantages principaux :
1. La prise en compte de tous les cas possibles ce qui garantit les résultats.
2. Sa capacité à calculer en un coup l'intervalle de sortie conduisant à des temps de
calcul réduits par rapport à une approche de type Monte Carlo.
Cette méthode possède deux inconvénients principaux. Le premier réside dans la nécessité
d'avoir une forme analytique du modèle pour en concevoir une fonction d'inclusion, mais
il est possible de contourner cet inconvénient avec les modèles par code informatique sous
certaines conditions, comme on l'expliquera plus tard dans le chapitre 4 (en étudiant la
monotonie du modèle par rapport aux diﬀérentes entrées, il est possible d'évaluer les
bornes supérieures et inférieures de la sortie sans faire de calcul par intervalles dans le
même esprit que la fonction d'inclusion à test de monotonie). Le deuxième inconvénient
réside dans la surestimation des résultats en raison du pessimisme.
2.2 Application à la dispersion atmosphérique
2.2.1 Modèle d'eﬀet Gaussien
Aﬁn d'évaluer la gravité du risque lorsqu'un événement indésirable et inattendu se pro-
duit, un modèle mathématique et/ou physique peut être utilisé pour calculer l'intensité
des eﬀets engendrés par le phénomène dangereux.
Dans cette étude, un modèle d'eﬀets est utilisé pour estimer ou prévoir la concentration
de gaz émis sous le vent à partir de sources comme des installations industrielles, les
véhicules TMD ou les rejets accidentels de produits chimiques.
Nous considérons le modèle gaussien de rejet continu proposé par Pasquill [105] et déjà
présenté dans la section 1.4.1.1. Pour rappel, ce modèle représente les relations entre
les entrées du modèle de dispersion atmosphérique (vitesse du vent, conditions de point
d'émission, débit de fuite,...) et la concentration ck de gaz dans l'air en un point donné
de coordonnées (xk, yk, zk) [106].
ck = f(xk, yk, zk, uref , zref , h, q, ay, az, by, bz, cy, cz)
=
qz0.33ref
2piurefh0.33(ayx
by
k + cy)(azx
bz
k + cz)
× exp
−1
2
(
yk
ayx
by
k + cy
)2×{
exp
(
−1
2
(
zk − h
azxbzk + cz
)2)
+ αexp
(
−1
2
(
zk + h
azxbzk + cz
)2)} (2.21)
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 Les termes ayx
by
k + cy et azx
bz
k + cz représentent les paramètres de dispersion et dé-
pendent de la distance xk. Ils représentent respectivement les écarts-types d'un panache
suivant une distribution normale dans les dimensions latérales et verticales. Les va-
leurs de ay, az, by, bz, cy et cz peuvent être déterminées pour chaque classe de stabilité
atmosphérique déﬁnie par Pasquill, en utilisant les tableaux 1.2 et 1.3 de la section
1.4.1.1 [106, 107],
 La variable d'entrée q désigne le débit de fuite,
 La variable d'entrée uref désigne la vitesse du vent mesurée à une altitude zref ,
 La fuite a lieu au point de coordonnées (0, 0, h),
 Le terme α désigne le coeﬃcient de réﬂexion au sol.
2.2.2 Modélisation des entrées incertaines du modèle
Au lieu de représenter une entrée mal connue par une valeur nominale constante, celle-ci
peut être déﬁnie comme une variable bornée. En d'autres termes, sa valeur réelle est
inconnue, mais elle appartient à un ensemble de valeurs possibles déﬁnies comme un
intervalle dont les bornes sont elles connues.
Dans la suite, une imprécision ρv signiﬁe qu'une variable positive incertaine v est repré-
sentée par le support intervalle centré sur v et de demie largeur ρv :
[v(1− ρv), v(1 + ρv)]. (2.22)
Cette étude a été appliquée à un exemple d'accident impliquant de l'oxyde nitrique (ou
monoxyde d'azote) sous forme gazeuse. Ce gaz est toxique et a une densité relative par
rapport à l'air de 1.04, de sorte qu'un modèle gaussien est bien adapté pour modéliser
la dispersion d'un tel gaz. Il peut être transporté, par exemple sous forme comprimée et
les informations de classiﬁcation dans le cadre du transport sont donnés par : Numéro
ONU : 1660 , Code ADR Classe 2, Code 1 TOC.
Pour une classe de stabilité choisie C, les valeurs nominales des paramètres de dispersion
sont les suivantes : ay = 0.105, az = 0.066, by = bz = 0.915, et cy = cz = 0 [106]. Nous
supposons que la hauteur du point de fuite est h = 2m. La vitesse du vent mesurée est
uref = 4.58m/s, à une hauteur de zref = 40m. La valeur nominale théorique du débit
de fuite est q = 2216g/s. On suppose une réﬂexion totale du panache ce qui conduit à
α = 1.
Dans la suite, les imprécisions sur les entrées suivantes sont considérées :
 le débit de fuite q avec une incertitude de ρv = 5%,
 la vitesse du vent uref avec ρv = 2.5%,
 les paramètres de dispersion ay, az avec ρv = 2.5% et by, bz avec ρv = 1%,
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ce qui permet pour chaque entrée de déﬁnir un support intervalle de valeurs possibles
donné par l'équation (2.22).
L'estimation des niveaux d'incertitudes ρv est obtenue grâce à des éléments issus de la
bibliographie, des résultats de mesures antérieures, l'expérience ou la connaissance du
comportement et des propriétés des matériaux et instruments utilisés,...
Ces intervalles sont directement utilisés pour propager les incertitudes sur la sortie à
l'aide de la méthode d'analyse par intervalles. Pour comparer ce résultat avec celui de la
simulation de Monte Carlo, nous avons besoin d'une part de générer des valeurs aléatoires
pour chaque entrée du modèle contenues dans le même support borné selon une loi
de distribution qui est choisie ici uniforme par raison de simplicité. D'autre part, il
faut disposer d'un point de comparaison pour évaluer les résultats obtenus par les deux
approches probabiliste et ensembliste. C'est là qu'interviennent les indicateurs (2.2) et
(2.20) que nous rappelons :
 u−MC =
yMax − yMin
2
× 100
yV aleurNominale
 u−AI =
y+ − y−
2
× 100
yV aleurNominale
.
2.2.3 Propagation des incertitudes
Cas d'étude
L'objectif est de comparer les intervalles de conﬁance obtenus par la méthode de Monte
Carlo (MC) et l'Analyse par Intervalles (IA) en termes de précision et de temps du calcul.
Dans notre étude, la concentration de gaz est estimée en 5 points placés sous le vent de
la source d'émission de gaz d'oxyde nitrique. Ces points ont été judicieusement choisis de
manière à être représentatifs du panache de gaz tout en appartenant à la zone de danger
que l'on cherchera à établir dans les chapitres suivants. Pour ces 5 points, les supports
intervalles des concentrations en gaz calculés, ainsi que les indicateurs représentatifs de
l'amplitude des incertitudes sur ces concentrations sont donnés pour les deux approches.
Le nombre d'échantillons pour la méthode de Monte Carlo est ajusté en l'augmentant
jusqu'à ce qu'aucun changement signiﬁcatif dans les bornes supérieures yMax et infé-
rieures yMin ne soit observé. Cela conduit à retenir N = 100.000 échantillons, ce qui est
un choix raisonnable et classique compte tenu du nombre p = 6 d'entrées incertaines du
modèle.
Le tableau 2.3 récapitule les valeurs nominales des entrées du modèle utilisées avec les
incertitudes ajoutées.
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q ± 5% ay ± 2.5% az ± 2.5% by ± 1% bz ± 1% uref ± 2.5% x y
40 5
350 8
2216 0.105 0.066 0.915 0.915 4.58 460 35
600 50
800 45
Table 2.3: Entrées du modèle
Dans le modèle de dispersion gaussien existent des entrées multi-occurrentes. C'est pour
cette raison que nous présentons la fonction d'inclusion naturelle utilisée dans notre cas
d'étude et pour simpliﬁer le codage du modèle et sa présentation, nous avons découpé
celle-ci en plusieurs morceaux :
uk =
(
uref ×
(
h
zref
) 1
3
)
(2.23)
A1 = exp
(−0.5× (zk − h)2
(az × xbzk )2
)
(2.24)
A2 = exp
(−0.5× (zk + h)2
(az × xbzk )2
)
(2.25)
A = A1 +A2 (2.26)
B = exp
(
−0.5× y2k
(ay × xbyk )2
)
(2.27)
C =
q
2× pi × (uk × ((ay × az)× xby+bzk )))
(2.28)
ck = C × (B ×A) (2.29)
Le tableau 2.4 donne, pour les 5 points considérés, les concentrations en gaz cNom,k
calculées à partir des valeurs nominales des entrées étudiées, les intervalles de conﬁances
estimés, ainsi que les indicateurs U −MC calculés par Monte Carlo et U − AI calculés
par l'analyse par intervalles en utilisant une fonction d'inclusion naturelle.
 Point(xk, yk, zk) cNom,k [yMin, yMax]MC [y
−, y+]AI U −MC U −AI
1 (40, 5, 2) 10.46 [9.25,11.76] [8.37,12.99] 11.99% 22.10%
2 (350, 8, 2) 1.22 [1.09,1.37] [1.06,1.41] 11.47% 14.34%
3 (460, 35, 2) 0.379 [0.34,0.42] [0.32,0.45] 10.81% 18.33%
4 (600, 50, 2) 0.193 [0.17,0.22] [0.16,0.23] 11.39% 19.43%
5 (800, 45, 2) 0.187 [0.17,0.21] [0.16,0.22] 10.42% 16.57%
Table 2.4: Les intervalles de conﬁance et les indicateurs calculés
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La ﬁgure 2.7 représente la propagation des incertitudes avec la méthode de Monte Carlo
et la méthode Analyse par Intervalles pour les 5 points de coordonnées (xk, yk, zk).
Figure 2.7: La propagation de l'incertitude selon les points étudiés
Interprétation des résultats
Avec la simulation de Monte Carlo, les résultats obtenus montrent que l'incertitude sur
la sortie de modèle varie entre 10.42 % et 11.99 % selon les diﬀérents points étudiés. Avec
la méthode d'analyse par intervalles, l'indicateur varie entre 14.34 % et 22.10%.
En ce qui concerne le temps d'exécution avec la méthode AI, le script de calcul a besoin de
3.5ms comme temps d'exécution pour obtenir la concentration en un point donné. Avec
la méthode MC le temps d'exécution est de 85ms, on note donc une réduction de 95.8%
du temps de calcul pour l'approche AI par rapport à l'approche MC pour le nombre
d'échantillon N choisi. Ces résultats montrent également que l'AI fournit des intervalles
de conﬁance plus grands par rapport à MC lorsque certains paramètres du modèle sont
incertains. Plusieurs raisons expliquent la diﬀérence entre les deux approches.
La première est due à la capacité de la méthode de l'AI à prendre en compte toutes
les combinaisons possibles des entrées incertaines et à garantir que toutes les valeurs
possibles de la concentration se retrouvent bien dans les intervalles de conﬁance obtenus.
Cependant à cause du problème de pessimisme induit par de multiples occurrences de
certaines entrées incertaines du modèle telles que ay, az, by et bz, cette approche conduit
en réalité à une surestimation des intervalles de conﬁance recherchés. La deuxième raison
est que la simulation Monte Carlo a besoin de générer aléatoirement chaque entrée du mo-
dèle sur son support borné. Parce que le nombre d'échantillons N est ﬁni, la méthode de
Monte Carlo est incapable de prendre en compte en les tirant toutes les valeurs possibles
des entrées, par ailleurs elle ne peut pas non plus appréhender toutes les combinaisons
possibles des valeurs des entrées. En d'autres termes, AI et MC conduisent respective-
ment à des approximations extérieures et intérieures des intervalles de conﬁance exacts
de la concentration en gaz.
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En ce qui concerne le temps d'exécution, la principale raison provient du grand nombre
N d'échantillons utilisés par MC. Notons que l'on pourrait s'attendre à un plus grand
écart entre les temps de calculs mesurés. Il faut garder à l'esprit que pour une seule si-
mulation du modèle, la méthode probabiliste nécessite moins de calculs puisque l'analyse
par intervalles utilisent des règles de calculs, plus ou moins complexes sur les bornes à
manipuler en fonctions des opérations à eﬀectuer. De plus, aﬁn d'optimiser les temps
de calculs pour MC, les N échantillons sont tirés avant d'être transmis au modèle, qui,
capable de travailler matriciellement, va renvoyer les N sorties associées en une seule
simulation. Il n'y a donc qu'un seul appel au modèle et il est clair que si nous avions
procédé en appelant autant de fois le modèle qu'il y a d'échantillons, le temps de calcul
par MC aurait été encore plus important.
Nous présentons dans cette partie la fonction d'inclusion à test de monotonie pour le
modèle gaussien. L'objectif est de comparer les résultats par rapport à la fonction d'in-
clusion naturelle pour les 5 points d'étude. Pour calculer la dérivée partielle de la fonction
d'inclusion par rapport aux entrées incertaines, nous avons besoin de calculer les termes
suivants en utilisant les equations 2.23 à 2.29, soit :
C1 =
1
2× pi × (uk × ((ay × az)× xby+bzk )))
(2.30)
C2 =
−q
2× pi ×
(
h
zref
) 1
3
× ((ay × az)× xby+bzk )
(2.31)
D5 =
y2k
(x
2by
k × a2y)
(2.32)
D1 = −1 +D5 (2.33)
D4 =
(A1 × (zk − h)2) + (A2 × (zk + h)2)
(x2bzk )× a2z
(2.34)
D2 = −A+D4 (2.35)
d'où :
 dfq = C1 × (A×B)
 dfuref = C2 × (A×B)
 dfay =
D1
ay
× (C × (B ×A))
 dfaz =
D2
az
× (C ×B)
 dfby = ((D1 ×A)× (B × C))× log(xk)
 dfbz = (D2 × (B × C))× log(xk)
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Le tableau 2.5 donne les indicateurs sur les 5 points étudiés, U −AI1 calculé à l'aide de
la fonction d'inclusion naturelle et U − AI2 calculé par la fonction d'inclusion à test de
monotonie.
 Point(xk, yk, zk) U −AI1 U −AI2
1 (40, 5, 2) 22.10% 13.76%
2 (350, 8, 2) 14.34% 13.15%
3 (460, 35, 2) 18.33% 12.00%
4 (600, 50, 2) 19.43% 13.29%
5 (800, 45, 2) 16.57% 10.91%
Table 2.5: Les indicateurs calculés
La ﬁgure 2.8 illustre la propagation des incertitudes avec la méthode de Monte Carlo et
la méthode de l'Analyse par Intervalles selon les fonctions d'inclusion naturelle et à test
de monotonie pour les 5 points de coordonnées (xk, yk, zk).
Figure 2.8: La propagation de l'incertitude selon les points étudiés
Interprétation des résultats
Avec la simulation de Monte Carlo, les résultats obtenus montrent que l'incertitude sur la
sortie du modèle varie entre 10.42 % et 11.99 % selon les diﬀérents points étudiés. Avec la
méthode de l'analyse par intervalles utilisant la fonction d'inclusion naturelle, l'indicateur
varie entre 14.34 % et 22.10% et selon la fonction d'inclusion à test de monotonie, il ne
varie plus qu'entre 10.91% et 13.76%. Ces résultats montrent que l'AI selon la fonction
d'inclusion à test de monotonie fournit des intervalles de conﬁance plus petits que par
rapport à l'AI selon la fonction d'inclusion naturelle, et plus grands par rapport à la
méthode de Monte Carlo lorsque certains paramètres du modèle sont incertains.
La raison principale qui explique la diﬀérence des résultats réside dans la sous-division
uniforme des supports des variables multi-occurrentes qui va conduire à travailler sur des
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supports intervalles plus petits, et dans l'évaluation de la fonction d'inclusion sur chaque
partition, qui lorsqu'elle est monotone par rapport à une entrée, va être évaluée à l'aide
d'opérations sur les réels (et non sur les intervalles). Ce sont ces deux mécanismes qui vont
conduire à réduire le pessimisme. Dans le cas particulier du modèle gaussien qui traduit de
manière simple des phénomènes purement physiques, le modèle est monotone par rapport
à chacune des entrées incertaines, ce qui permet de calculer la fonction d'inclusion à test
de monotonie en un coup (sans division uniforme) et sans aucun pessimisme. C'est donc
l'intervalle minimal qui est ici évalué.
Finalement, la réduction du pessimisme dans l'intervalle de conﬁance est remarquable
pour cette application dans le cas de la fonction d'inclusion à test de monotonie, ce qui
montre l'intérêt de bien choisir la fonction d'inclusion lors de l'utilisation de la méthode
d'analyse par intervalles pour améliorer la précision des résultats obtenus.
2.3 Conclusion
Nous nous sommes intéressés dans ce chapitre à présenter les diﬀérentes techniques dont
l'utilisation est devenue relativement classique dans le cadre de la propagation des incer-
titudes.
Dans la première partie, nous avons présenté deux approches : l'approche probabiliste par
la méthode de Monte Carlo et l'approche ensembliste basée sur les techniques d'analyse
par intervalles. Concernant la méthode de Monte Carlo, nous avons décrit le principe
utilisé pour la propagation des incertitudes qui est basé sur un échantillonnage aléa-
toire qui conduit à une sous estimation de l'intervalle de conﬁance recherché. Pour la
méthode d'analyse par intervalles, nous avons présenté un rappel des règles du calcul
par intervalles ainsi que des principaux problèmes rencontrés lors de la manipulation
des intervalles. Cette approche souﬀre essentiellement d'un problème de pessimisme qui
conduit a une surestimation de l'intervalle de conﬁance recherché. Des exemples illus-
trent que selon la façon dont on écrit la fonction d'inclusion, l'intervalle résultat est
diﬀérent. Nous avons choisi de présenter plusieurs types de fonctions d'inclusion comme
la fonction d'inclusion naturelle, la forme centrée, celle de Taylor,... Nous avons ensuite
discuté de l'eﬃcacité de ces diﬀérentes fonctions d'inclusion et rappelé que si la fonction
d'inclusion naturelle était eﬃcace et simple d'utilisation, les fonctions d'inclusion plus
sophistiquées amélioraient la précision de l'intervalle résultat, et ce d'autant plus que les
supports intervalles pour les entrées sont petits. L'intervalle solution le moins pessimiste
correspond de manière générale à la fonction d'inclusion ayant des occurrences moindres
des variables et travaillant sur des intervalles de faible taille.
Chapitre 2. Propagation des incertitudes : méthodes et application 69
La deuxième partie de ce chapitre a été consacrée à une application à la dispersion atmo-
sphérique pour estimer l'intervalle de conﬁance sur la concentration en gaz libéré sous le
vent. Les résultats obtenus par la méthode Monte Carlo ont été comparés à ceux obte-
nus par la méthode de l'analyse par intervalles. L'analyse par intervalles et la méthode
de Monte Carlo conduisent respectivement à des approximations sur-estimées et sous-
estimées de l'intervalle de conﬁance recherché sur la concentration en gaz. En termes
de temps de calcul, l'analyse par intervalles est plus rapide par rapport à la simulation
Monte Carlo. C'est pour ces raisons qu'il sera intéressant de proposer une nouvelle ap-
proche dans le chapitre 4 qui vise à améliorer la précision de l'intervalle de conﬁance au
regard de la simulation Monte Carlo avec un nombre d'échantillons plus restreint aﬁn
de réduire le temps d'exécutions. Nous allons nous concentrer dans le chapitre suivant
sur des méthodes permettant la génération de cartographies. Celle-ci reposeront en par-
tie sur les méthodes de propagation d'incertitudes dans un modèle qui viennent d'être
rappelées.
Chapitre 3
Réalisation des cartographies :
méthodes et applications
Lorsqu'un accident de TMD survient, plusieurs questions sont posées par les acteurs qui
gèrent les risques TMD comme par exemple :
 Quel est le type de matière dangereuse transportée et quels sont les dangers associés ?
 Quelles sont les distances d'eﬀets possibles et les zones de danger et de sécurité ?
 Quels sont les enjeux qui doivent être protégés ou évacués dans un premier temps ?
Les réponses à ces questions aident à évacuer la population menacée dans un périmètre
de sécurité, à conﬁner les établissements sensibles et à mettre en place des barrières pour
dérouter les véhicules aﬁn d'éviter d'autres accidents et pour réduire les conséquences
possibles. La dispersion accidentelle de gaz toxique constitue un scénario d'accident où
il peut être intéressant de connaître les distances d'eﬀets pour mieux dimensionner la
réponse. Plusieurs modèles analytiques et logiciels de simulation couplés à un système
d'information géographique (SIG) estiment les distributions spatiales de ces eﬀets à l'in-
térieur desquelles les cibles sont recensées [108]. Ces logiciels basés sur le principe de
l'égalité de diﬀusion des eﬀets autour du point d'occurrence de l'accident se limitent
souvent à représenter les distances des eﬀets dans les cas les plus simples sous la forme
d'un cercle (indépendamment de la direction du vent), ou d'un panache dont l'évaluation
demande plus de ressources de calculs.
Les résultats de simulation obtenus par ces logiciels sont dépendants d'un très grand
nombre de paramètres et de variables physiques ou chimiques, et l'inconvénient réside
dans les incertitudes liées à ces entrées qui vont conduire à des incertitudes au niveau des
cartographies réalisées. Si les résultats obtenus au niveau de la distribution spatiale du
gaz toxique ne sont pas ﬁables en raison de la non prise en compte de ces incertitudes,
cela peut conduire à une réponse inadéquate, par exemple une évacuation insuﬃsante de
la zone impactée ou au contraire à une sollicitation exagérée des moyens de secours.
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3.1 Problème à résoudre
L'objectif principal de ce chapitre est de produire une carte indiquant les zones de sé-
curité et de danger pour l'organisation de l'intervention d'urgence par exemple. Pour un
problème de dispersion de produit toxique, la zone de danger (respectivement de sécurité)
correspond à la zone géographique où la concentration en gaz est supérieure (respective-
ment inférieure) à un seuil choisi (eﬀet létaux ou irréversibles sur la santé). Mais comme
la réalisation des cartographies est basée sur des modèles d'eﬀets où existent un certain
nombre de paramètres ou de variables d'entrée connus avec imprécision, il est nécessaire
de prendre en compte les incertitudes sur les entrées des modèles, aﬁn d'obtenir des
cartes représentatives de ce qui se passe sur le terrain. En raison de ces incertitudes une
troisième zone située entre les zones de sécurité et de danger va apparaitre : c'est la zone
d'incertitudes où la concentration peut éventuellement dépasser la valeur seuil, sans que
ce soit forcément le cas. Cela dépend des valeurs réellement prises (mais inconnues) par
les entrées incertaines parmi l'ensemble de leurs valeurs possibles. Les modèles de disper-
sion utilisés calculent la concentration de gaz en diﬀérents points du panache en fonction
des équations associées. Pour réaliser une cartographie, c'est-à-dire trouver les positions
où la concentration s'avère être inférieure ou supérieure à une valeur seuil donnée on
doit inverser les modèles étudiés. Deux modèles d'eﬀets sont utilisés d'un point de vue
applicatif. Le premier est un modèle analytique (gaussien) et le second est un modèle
par code (SLAB). Concernant la réalisation de cartographies à l'aide de modèles d'eﬀets
incertains, l'approche probabiliste est applicable à n'importe quel type de modèle (ana-
lytique, code source), tandis que l'approche ensembliste nécessite une forme analytique
du modèle pour en concevoir une fonction d'inclusion, donc elle est avant tout applicable
pour le modèle gaussien. Il est aussi possible de l'appliquer dans le cas de modèles par
code sous certaines conditions, essentiellement de monotonie, au détriment de certains
de ses avantages, comme nous le verrons dans le chapitre 4.
3.2 Résolution avec la méthode probabiliste
Globalement, la méthode probabiliste est spéciﬁque au problème posé, c'est-à-dire que
la manière de résoudre le problème d'inversion varie en fonction du type du modèle, des
grandeurs d'entrée et de la façon dont les sorties calculées sont renvoyées. Nous allons
donc détailler cette approche spéciﬁquement pour chacun des deux modèles utilisés.
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3.2.1 Modèle analytique
Le modèle gaussien de dispersion atmosphérique calcule initialement la concentration en
gaz en un point donné selon l'équation suivante :
ck = f(xk, yk, zk, uref , zref , h, q, ay, az, by, bz, cy, cz)
=
qz0.33ref
2piurefh0.33(ayx
by
k + cy)(azx
bz
k + cz)
× exp
−1
2
(
yk
ayx
by
k + cy
)2×{
exp
(
−1
2
(
zk − h
azxbzk + cz
)2)
+ exp
(
−1
2
(
zk + h
azxbzk + cz
)2)} (3.1)
L'objectif est de réaliser une cartographie horizontale en 2D à zk = 2m ﬁxé (hauteur
proche des voix respiratoires des victimes potentielles). On doit donc rechercher les va-
leurs des abscisses xk et ordonnées yk telles que la concentration aux points de coor-
données (xk, yk, zk) soit inférieure à une valeur seuil notée cs pour la zone de sécurité,
supérieure pour la zone de danger.
Tout d'abord la variable xk est discrétisée sur tout le support de l'étude : xk,k=1,...,n de
sorte que xk+1 = xk +4x avec 4x une constante choisie et x1 = 0 (point d'origine de
l'émission). Supposons dans un premier temps que les autres entrées soient parfaitement
connues (sans incertitude) et recherchons la frontière entre les deux zones précitées. En
partant de l'expression analytique précédente, pour une valeur xk ﬁxée, la procédure
d'inversion consiste à rechercher formellement les valeurs symétriques de la dernière in-
connue yk vériﬁant l'égalité f(xk, yk, zk, uref , zref , h, q, ay, az, by, bz, cy, cz) = cs. Ce qui
conduit à :
exp
−1
2
(
yk
ayx
by
k + cy
)2×{exp(−1
2
(
zk − h
azxbzk + cz
)2)
+ exp
(
−1
2
(
zk + h
azxbzk + cz
)2)}
=
cs × 2piurefh
0.33(ayx
by
k + cy)(azx
bz
k + cz)
qz0.33ref
(3.2)
puis à :
(
yk
ayx
by
k + cy
)2
= −2× ln
c1 × 2piurefh
0.33(ayx
by
k + cy)(azx
bz
k + cz)
qz0.33ref
{
exp
(
−1
2
(
zk − h
azxbzk + cz
)2)
+ exp
(
−1
2
(
zk + h
azxbzk + cz
)2)}
 (3.3)
Une solution existe si le terme de droite est positif, et elle est alors donnée par :
yk = ±(ayxbyk + cy)×
√√√√√√√√√−2× ln
c1 × 2piurefh
0.33(ayx
by
k + cy)(azx
bz
k + cz)
qz0.33ref
{
exp
(
−1
2
(
zk − h
azxbzk + cz
)2)
+ exp
(
−1
2
(
zk + h
azxbzk + cz
)2)}
 (3.4)
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Le panache calculé étant symétrique par rapport à l'axe des abscisses, nous ne traiterons
dans la suite que la solution positive par soucis de simplicité et pour limiter la quantité
de calculs.
Cherchons maintenant à faire le même travail mais en prenant en compte les incertitudes
sur les entrées du modèle de dispersion. En utilisant une approche de type Monte Carlo et
en choisissant une taille d'échantillon N , N valeurs yk,i, i = 1, ..., N pour N combinaisons
aléatoires des entrées incertaines (q, uref , az, ay, bz, by) du modèle sont calculées. La valeur
yk,i représente donc l'ordonnée du point (xk, yk,i, zk) où la concentration ck atteint la
valeur seuil cs pour la ième combinaison des entrées tirées. Elle peut être supérieure ou
inférieure à cs en ce même point pour les autres combinaisons. Nous sommes donc en
train d'évaluer la zone d'incertitudes qui va être déterminée en évaluant le maximum
yk,max et le minimum yk,min des N valeurs yk,i, i = 1, ..., N . Concrètement, les valeurs
limites yk,max et yk,min expriment les frontières entre les zones de sécurité, danger et
d'incertitudes. Parmi les N tirages eﬀectués, une localisation en un point (xk, yk) avec
yk < yk,min correspond à une concentration en gaz nécessairement supérieure à cs. Si
yk > yk,max, la concentration en gaz est forcément inférieure à cs. Si yk,min < yk < yk,max,
il est impossible de conclure avec certitude.
Donc une fois ce travail accompli pour tous les xk, les deux ensembles ordonnés de
points (xk, yk,min) et (xk, yk,max) déﬁnissent, pour une taille N d'échantillons suﬃsante,
les frontières yMax et yMin de trois zones (ﬁgure 3.1) :
 la zone de sécurité où la concentration en gaz doit être inférieure à cs pour toutes les
valeurs possibles des entrées incertaines du modèle,
 la zone de danger où la concentration en gaz doit être supérieure à cs pour toutes les
valeurs possibles des entrées incertaines du modèle,
 la zone d'incertitudes où la concentration en gaz peut être supérieure ou inférieure à
cs en fonction des valeurs possibles des entrées incertaines du modèle.
Figure 3.1: Zones déterminées par l'inversion probabiliste du modèle gaussien
Chapitre 3. Réalisation des cartographies : méthodes et applications 74
3.2.2 Modèle complexe par code
Le modèle complexe de dispersion atmosphérique SLAB estime en sortie les concentra-
tions volumiques moyennées sur le temps dans un plan horizontal zk ﬁxé par l'utilisateur,
et calculées selon une grille de points de coordonnées (xk, yk) que le logiciel ﬁxe automa-
tiquement, comme on l'a vu dans la section 1.4.1.2.
L'axe des abscisses est discrétisé avec un pas variable (plus faible à proximité de la
source) et pour chaque valeur xk obtenue, la concentration est évaluée pour 6 ordonnées
diﬀérentes yk,j , j = 1, ..., 6, avec yk,j = BBCk.Nj et N1 = 0, N2 = 0.5, N3 = 1, N4 =
1.5, N5 = 2, N6 = 2.5.
Pour rappel, BBCk est une variable interne du modèle qui désigne la demi-largeur eﬀec-
tive du nuage à chaque position xk sous le vent.
Les concentrations calculées pour une simulation sont renvoyées sous la forme du tableau
3.1.
xk BBCk yk,1 yk,2 yk,3 yk,4 yk,5 yk,6
x1 BBC1 c11 c12 c13 c14 c15 c16
x2 BBC2 c21 c22 c23 c24 c25 c26
. . . . . . . .
. . . . . . . .
xn BBCn cn1 cn2 cn3 cn4 cn5 cn6
Table 3.1: Tableau des concentrations renvoyées par SLAB
Pour un jeu des grandeurs d'entrée (une simulation), l'objectif est de trouver pour une
valeur xk donnée la valeur de yk telle que la concentration au point (xk, yk) soit égale à
cs, en clair inverser le tableau 3.1 de concentrations renvoyé par SLAB.
Pour chaque xk , on recherche la valeur de concentration ck,j immédiatement inférieure,
c'est à dire la valeur de l'indice j tel que ck,j < cs <= ck,j−1. Ensuite à partir des données
du tableau 3.1, une interpolation linéaire est réalisée aﬁn d'en déduire la valeur yk, soit :
a =
ck,j − ck,j−1
yk,j − yk,j−1 et b = ck,j−1 − (a× yk,j−1) (3.5)
ce qui conduit à : yk =
cs − b
a
.
Certes l'interpolation réalisée aurait été nettement plus précise si le nombre (ﬁxé à 6)
d'ordonnées utilisées avait été plus élevé. Mais l'objectif était de ne pas modiﬁer le code
SLAB, simplement d'utiliser les données renvoyées pour réaliser la cartographie.
Prenons maintenant en compte les incertitudes sur les entrées du modèle. Pour cela,
N simulations pour N combinaisons aléatoires des entrées incertaines du modèle sont
exécutées avec la méthode de Monte Carlo pour calculer à chaque fois une nouvelle valeur
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interpolée yk,i, i = 1, ..., N . Notons que les valeurs discrétisées de xk sont identiques pour
toutes les simulations alors que les autres grandeurs renvoyées (BBCk, yk,j , ck,j) varient
en fonction des valeurs tirées des entrées.
Finalement le maximum yk,max et le minimum yk,min de yk,i, i = 1, ..., N sont déterminés
respectivement. yk,max et yk,min expriment les frontières entre les zones de sécurité, dan-
ger et d'incertitudes. Une localisation en un point (xk, yk) avec yk < yk,min correspond
à une concentration en gaz supérieure à cs. Si yk > yk,max, la concentration en gaz est
inférieure à cs. Si yk,min < yk < yk,max, la concentration en gaz peut être inférieure ou
supérieure à cs en fonction des incertitudes.
Comme pour la modèle analytique trois zones ont été déﬁnies (ﬁgure 3.2) :
 la zone de sécurité où la concentration en gaz doit être inférieure à cs pour toutes les
valeurs possibles des entrées incertaines du modèle,
 la zone de danger où la concentration en gaz doit être supérieure à cs pour toutes les
valeurs possibles des entrées incertaines du modèle,
 la zone d'incertitude où la concentration en gaz peut être supérieure ou inférieure à cs
en fonction des valeurs possibles des entrées incertaines du modèle.
Figure 3.2: Zones déterminées par l'inversion probabiliste du modèle SLAB
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3.3 Résolution avec la méthode ensembliste
3.3.1 Méthode pour résoudre le problème de cartographie
La condition générale pour réaliser les cartographies selon l'approche ensembliste est que
le modèle analytique doit être d'une part dérivable par rapport à chacune de ses entrées
incertaines, et d'autre part qu'il doit être possible de construire des fonctions d'inclusion
des équations du modèle et de leurs dérivées par rapport à chacune des entrées incer-
taines.
Le calcul des zones de danger et de sécurité peut alors être posé sous la forme d'un
ensemble de contraintes à satisfaire (CSP) exprimant l'ensemble des points tels que la
concentration en gaz soit inférieure à un seuil donné (zone de sécurité) ou bien supé-
rieure à ce même seuil (zone de danger). En imposant un support intervalle approprié
pour la concentration, le problème d'inversion du modèle de dispersion intervalles par
rapport aux variables de localisation géographique conduit à calculer complètement ce
CSP à l'aide d'une méthode d'inversion ensembliste aﬁn d'obtenir une union de boites
déﬁnissant la zone recherchée.
3.3.1.1 Problème de satisfaction de contraintes par intervalles (ICSP)
Les problèmes de satisfaction de contraintes par intervalles (ICSP) expriment un cadre
simple et formel pour représenter et résoudre des problèmes dans de nombreux domaines
d'ingénierie [109111].
Deﬁnition 3.1. (Contrainte).
Une contrainte S est une relation sur un ensemble de variables réelles v1, v2, ..., vn. Plu-
sieurs types de contraintes existent comme par exemple les contraintes ﬂoues ([Zadeh,
1971][112] et [Dubois and Prade, 1980][30]), probabilistes [113],... et notamment sur les
variables à supports intervalles.
Exemple 12. [100] Soit le vecteur réel v= [x, y, z]T , la contrainte sphérique Ssphere pour
le vecteur v∈ R3 s'écrit :
Ssphere :‖v‖2 = 1⇒ x2 + y2 + z2 = 1, (3.6)
où ‖v‖2 est la norme euclidienne du vecteur v.
Un problème de satisfaction de contraintes est caractérisé par un ensemble de variables,
un ensemble de domaines associés et un ensemble de contraintes sur ces variables.
Une contrainte C est déﬁnie par :
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 l'ensemble V = {v1, v2, ...vn} des variables intervenant dans cette contrainte,
 la relation s = f(v1, v2, ...vn) reliant la variable de sortie s aux variables d'entrée vi,
 l'ensemble D = {D1, D2, ..., Dn, Df} des domaines associés à chacune des variables
d'entrée et à la variable de sortie.
Deﬁnition 3.2. Un CSP est déﬁni par un ensemble de contraintes à satisfaire :
{C1, C2, ..., Cm}
Les contraintes qui nous intéresseront par la suite sont celles manipulant des variables
appartenant à des supports intervalles. Les CSP à résoudre se présenteront plus spéciﬁ-
quement sous la forme du triplet (V,D, f) où :
 V est l'ensemble des variables et est divisé en deux sous ensembles, celui des com-
posantes du vecteur u de Rn représentant les inconnues du problème d'inversion à
résoudre, et celui des composantes du vecteur p de Rp représentant les grandeurs
incertaines (c'est-à-dire mal connues) du problème,
 D est l'ensemble des supports intervalles des n+ p variables d'entrée et des m sorties
des diﬀérentes composantes de f,
 f est un champ de vecteur de R(n+p) dans Rm.
Les supports des grandeurs inconnues ui peuvent éventuellement être non bornés et
représentent l'espace de recherche (par exemple [0,+∞[ pour une grandeur dont on sait
seulement qu'elle est positive) et l'objectif est de rechercher les valeurs de ces variables
consistantes avec le CSP. Les grandeurs pi représentent des données connues (certes
avec imprécision) du problème et, contrairement aux variables ui, l'objectif n'est pas de
les déterminer, elles paramètrent simplement le CSP. Leurs supports sont généralement
bornés et plus petits que ceux des variables inconnues.
L'ensemble des contraintes du CSP à résoudre peuvent se mettre sous la forme :
CSP :

f1(u1, ...un, p1, ..., pp) = s1
.
.
.
fm(u1, ...un, p1, ..., pp) = sm
(3.7)
Avec ui ∈ [ui]i=1,...,n, pi ∈ [pi]i=1,...,p et si ∈ [si]i=1,...,m
Notion de consistance
La résolution d'un CSP consiste donc à trouver les valeurs admissibles à aﬀecter aux
variables inconnues permettant de satisfaire l'ensemble des contraintes. Une valeur est
dite consistante avec un CSP, si elle vériﬁe toutes les contraintes de ce CSP.
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Reprenons le cas de l'exemple 12, un CSP pour la contrainte sphérique est déﬁni par{
x2 + y2 + z2 = 1
(x, y, z) ∈ [x]× [y]× [z].
(3.8)
Si on prend [x] = [−1, 1], [y] = [−1, 1] et [z] = [−1, 1], alors l'ensemble S1 des points
consistants avec le CSP énoncé en 3.8, est donné par l'intersection entre l'hypercube
[−1, 1]×3 et la surface de la sphère centrée sur l'origine et de rayon 1 notée Dr=1, ce qui
conduit à
S1 = Dr=1 =
{
(x, y, z) ∈ [−1, 1]×3|x2 + y2 + z2 = 1
}
. (3.9)
Tandis que si on prend (x, y, z) ∈ [−1
2
,
1
2
]×3, l'ensemble des points consistants pour la
contrainte devient
S2 = Dr=1 ∩ [−1
2
,
1
2
]×3 = ∅. (3.10)
où Dr=1 est l'ensemble des points situés sur la surface d'une sphère en trois dimensions
de rayon r = 1.
Les résultats obtenus avec le test de consistance montrent que tous les points du pavé
[−1
2
,
1
2
]×3 sont inconsistants avec la contrainte x2 + y2 + z2 = 1.
On remarque que la consistance d'un point est une notion assez simple. Elle se traduit
par la satisfaction de l'égalité qui compose la contrainte.
3.3.1.2 Inversion ensembliste pour la résolution d'un CSP intervalle
Le problème du calcul de l'image réciproque d'un ensemble par une fonction est reconnu
comme étant un problème de grande importance. Le calcul par intervalles oﬀre une ap-
proche pour résoudre ce problème. Cette approche a été formalisée, développée et utilisée
pour résoudre des problèmes d'estimations dans le travail de Jaulin [114] et Moore [115].
L'inversion ensembliste consiste à trouver l'ensemble des solutions satisfaisant un en-
semble de contraintes données par :

.
.
sk
.
.

=

.
.
fk(uk, pk)
.
.

(3.11)
que l'on réécrira de manière plus compacte
s = f(u,p)
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où :
 le champ de vecteur f regroupe l'ensemble des relations des contraintes,
 le vecteur s contient les diﬀérentes sorties sk,
 les vecteurs u et p regroupent les entrées inconnues et les entrées incertaines du modèle.
Par exemple dans le cas du problème de cartographie basé sur le modèle gaussien, f
sera réduit à une unique relation donnée par l'expression (3.1), la sortie s correspondra
à la concentration en gaz ck, le vecteur u sera composé des coordonnées xk et yk et le
vecteur p sera constitué de toutes les autres entrées incertaines ou connues du modèle
(uref , zref , h, ay, az, by, bz, cy, cz, q, z).
L'objectif est de déterminer l'ensemble des valeurs du vecteur u, noté Su,∃p, dont les
images par le champ de vecteurs f appartiennent à l'ensemble d'arrivée imposé [s] pour
au moins une valeur de p.
Su,∃p = f−1(s) = {u ∈ [u]/∃p ∈ [p] ∧ ∃s ∈ [s] ∧ f(u,p) = s} (3.12)
On note par Sext et Sint deux ensembles de valeurs (vides au début) déﬁnis comme des
unions de boîtes de solutions [u]i.
Brièvement, la méthode d'inversion ensembliste consiste à :
 réaliser un pavage (découpage) du domaine de recherche [u] en pavés plus petits [u]i,
 déterminer les pavés image [s]i = [f]([u]i, [p]) de chaque [u]i.
Après le calcul du pavé [f]([u]i, [p]) par la fonction d'inclusion [f], la consistance des
éléments du pavé [u]i est testée à l'aide du principe d'élimination. Ainsi [u]i (ﬁgure 3.3)
est déﬁni comme :
 Satisfaisant si [f]([u]i, [p]) est inclus dans le domaine [s], (tout point de [u]i est alors
solution du CSP 3.12 puisque ce calcul est garanti), ce qui conduit à transférer [u]i
dans les listes de boites Sext et Sint.
 Insatisfaisant si l'intersection entre [f]([u]i, [p]) et [s] est vide, (aucun point de [u]i
n'est solution), ce qui conduit à éliminer entièrement le pavé [u]i des solutions.
 Indéterminé sinon, ce qui signiﬁe que seulement une partie de [u]i est solution. La
démarche consiste alors :
1. soit à ranger le pavé [u]i dans la liste Sext s'il satisfait aux tolérances imposées
(par exemple le pavé est jugé suﬃsamment petit pour que la précision demandée
soit atteinte),
2. sinon à découper le pavé [u]i en 2 par bissection et à recommencer ce test sur les
deux sous-pavés obtenus.
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Figure 3.3: Inversion ensembliste et principe d'élimination
A l'issue, on obtient deux listes de pavés Sext et Sint qui déﬁnissent respectivement :
 une approximation extérieure de Su,∃p : Sext ⊃ Su,∃p
 une approximation intérieure de Su,∃p : Sint ⊂ Su,∃p
Toutes les solutions au problème d'inversion se trouvent dans l'approximation extérieure
et tout point de l'approximation intérieure est solution.
On peut montrer [59] que, tous les points de Sint satisfont en réalité toutes les contraintes
pour toutes les valeurs possibles de p que dans ces conditions, l'ensemble Sint est aussi
une approximation intérieure (c'est-à-dire ne se compose que d'éléments) de l'ensemble
de valeurs suivant Su,∀p :
Su,∀p = {u ∈ [u]/∀p ∈ [p] ∧ ∃s ∈ [s] ∧ f(u,p) = s} (3.13)
ce qui conduit à la relation d'ordre suivante :
Sint ⊂ Su,∀p ⊂ Su,∃p ⊂ Sext
Cela signiﬁe que plus important est le pavé [p], plus grand est l'ensemble solution Sext,
mais plus mince devient Sint parce que les contraintes sont plus diﬃciles à satisfaire pour
toutes les valeurs de p. Le fait de pouvoir travailler avec un quantiﬁcateur existentiel ou
universel sur p est intéressant, car il permet de retenir l'une ou l'autre des deux approxi-
mations comme solution en fonction des objectifs visés. Pour le problème de cartographie
par exemple, pour déterminer la zone où des actions doivent être mises en ÷uvre (cumul
des zones de danger et d'incertitudes), c'est-à-dire les points où la concentration peut
dépasser la valeur seuil pour certaines valeurs des grandeurs incertaines (quantiﬁcateur
existentiel sur p) et comme il est préférable de la surestimer (plutôt que le contraire),
c'est donc Sext qui sera retenue. Au contraire, pour déterminer la zone de sécurité ne
comprenant que des points où la concentration est plus faible quelles que soient les incer-
titudes (quantiﬁcateur universel sur p), et comme on préfère la sous-estimer, on retiendra
Sint.
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Une méthode de réduction (ou de contraction) est diﬀérente dans le sens où elle s'adresse
au problème suivant : pour un pavé [u]i donné, l'objectif est de déterminer un autre pavé
[u]′i inclus dans le précédent, le plus petit possible, tel que toutes les solutions éventuel-
lement contenues dans [u]i le soient aussi dans [u]′i. Cette approche limite l'explosion du
nombre de pavés, cependant rien n'assure qu'il y aura eﬀectivement réduction.
Figure 3.4: Principe de réduction
De façon à compenser les points faibles respectifs des approches par bissection et par
réduction, la solution communément utilisée consiste alors à coupler les deux [111, 114],
en contractant par exemple au maximum un pavé [u]i, puis lorsque cette réduction n'est
plus signiﬁcative, en le bissectant puis en relançant l'algorithme sur les nouveaux pavés
obtenus.
Exemple 13. Considérons le CSP à résoudre déﬁni par les deux contraintes suivantes :
f(u, p) =
[
(u1 − 1)2 + p× u2
u21 + u
2
2
]
avec les supports intervalles suivants : [u] =
[
[−5, 5]
[−5, 5]
]
, [p] = [0.9, 1.1], [s] =
[
[0, 2]
[1,∞]
]
L'approximation intérieure (en vert)Sint de Su,∀p (3.13) et l'approximation extérieure (en
jaune) Sext de Su,∃p (3.12) sont présentés sur la ﬁgure 3.5. On remarque que Sext et Sint
encadrent correctement le domaine de solution exact calculé théoriquement et délimité
par l'enveloppe en bleu. La précision de cet encadrement dépend des tolérances choisies
dans l'algorithme d'inversion. Plus elles seront élevées, plus les pavés solution seront
petits et nombreux, et meilleures seront les approximations intérieures et extérieures. La
zone frontière (pavés en rouge, éléments de Sext sans appartenir à Sint) montre l'inﬂuence
du paramètre incertain p sur les sorties. Son épaisseur dépend à la fois de l'incertitude
sur p et des tolérances choisies.
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Figure 3.5: Ensembles de valeurs possibles Sext et Sint
3.3.2 Méthode générique pour résoudre d'autres types de problèmes
L'approche générique CSP couplée avec l'inversion ensembliste [111, 116119] permet
de résoudre d'autres types de problèmes inverses comme la détection et localisation de
défauts [120, 121] sur les installations industrielles, ou l'estimation (d'état ou paramé-
trique) de grandeurs non observées sur les procédés utilisés. Dans les sections suivantes,
nous nous focaliserons sur le TMD en surveillant par exemple le système d'instrumen-
tation mesurant la concentration en gaz, en estimant le débit de fuite inconnu ou en
localisant parmi l'ensemble des camions géolocalisés transportant le produit incriminé
celui accidenté provoquant l'émission de gaz toxique.
3.3.2.1 Problème de détection et localisation de défauts
L'évaluation des risques commence par la détection d'un phénomène dangereux ; cette
détection peut être basée sur un réseau de capteurs. Il est alors nécessaire de vériﬁer
régulièrement la validité des informations communiquées par le réseau de capteurs, pour
déterminer s'ils fonctionnent correctement et enclencher une opération de maintenance
le cas échéant. Si un ou plusieurs capteurs renvoient des informations erronées lors de
la survenue d'un accident, cela va conduire à des conséquences sur les zones calculées
de risque. On peut pour cela imaginer des tests réalisés en lâchant dans des conditions
connues un gaz traceur inoﬀensif et récupérer les informations mesurées pour en vériﬁer
la cohérence. La détection de défauts dans un réseau de capteurs repose sur la généra-
tion et l'évaluation d'un ensemble de relations de redondance analytiques obtenues en
structurant les équations du modèle d'eﬀets et les mesures de capteurs sous la forme
de relations sensibles aux défauts qui doivent être détectés. Ces relations peuvent être
considérées comme un ensemble de contraintes qui doivent être satisfaites dans le cas de
l'absence de défaut. La détection de défaut dans un réseau de capteurs consiste ﬁnale-
ment à tester si les concentrations en gaz mesurées sont cohérentes avec le modèle de
Chapitre 3. Réalisation des cartographies : méthodes et applications 83
dispersion de référence, qui conduit à calculer l'ensemble solution pour ce problème de
satisfaction de contrainte (CSP), aﬁn de vériﬁer si celui-ci est "vide" ou non. Un ensemble
solution "vide" implique qu'au moins une contrainte ne peut être satisfaite et que donc
au moins l'un des capteurs utilisés fournit de l'information erronée. Il est clair qu'il est
nécessaire de prendre en compte les incertitudes dans le modèle d'eﬀets lors du test de
cohérence pour diﬀérencier un problème de modélisation de la présence réelle d'un défaut
sur un capteur. Une fois une anomalie détectée, on peut rechercher plus précisément la
ou les contraintes non satisfaites pour essayer de localiser le capteur incriminé. On parle
dans la littérature de méthodes FDI (pour Fault Detection and Isolation).
Un modèle vu comme un ensemble de contraintes est exprimé comme suit :
s =

.
.
sk
.
.

= f(u,p) =

.
.
fk(uk,pk)
.
.

(3.14)
Par exemple dans le cas où le modèle d'eﬀets utilisé est le modèle gaussien de dispersion,
l'étape de génération de relations de redondance qui consiste à structurer les équations et
les mesures du modèle va conduire à construire un CSP en empilant autant de relations fk
du modèle gaussien déﬁnies par (3.1) que de capteurs (3.14). Comme chaque grandeur
incertaine de p est déﬁnie comme une variable bornée, sa valeur réelle est inconnue,
mais elle appartient à un ensemble de valeurs réalisables déﬁni comme un intervalle dont
les bornes sont connues. Déterminer si les mesures de capteurs sont cohérentes avec le
modèle de référence conduit à rechercher les valeurs inconnues de u satisfaisant ce CSP,
c'est à dire l'ensemble Su,∃p (ou une estimation) solution de ce problème de satisfaction
des contraintes intervalles, aﬁn de vériﬁer si celui-ci est vide ou non [122]. Un défaut est
détecté si au moins une contrainte présente dans (3.14) ne peut être satisfaite ; c'est-à-dire
si aucune valeur possible de u et p appartenant respectivement à [u] et [p] existe de telle
sorte que f(u,p) appartient à [s]. Si toutes les contraintes sont satisfaites, le réseau de
capteurs est supposé être sans défaut, même si un défaut peut être eﬀectivement masqué
par les incertitudes du modèle. D'un point de vue pratique, les tests de cohérence peuvent
être obtenus d'abord par le calcul de Sext qui traite le CSP (3.12). La méthode d'inversion
ensembliste est en mesure de rechercher toutes les solutions du CSP (3.12). Néanmoins
évaluer complètement Su,∃p n'est pas nécessaire dans le contexte FDI, car il suﬃt de
trouver une boîte solution aﬁn de conclure que Su,∃p contient probablement au moins
une solution. En outre, si cette boite appartient aussi à Sint, une information plus ﬁable
est obtenue car il est garanti numériquement que Su,∃p n'est pas vide.
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3.3.2.2 Problème de localisation de la source de danger
Quand un accident entraînant l'émission d'un gaz toxique se produit, la position de la
source de danger (le moyen de transport) peut être inconnue dans un premier temps.
Il est alors possible de localiser à distance la source de danger en déterminant à partir
du modèle d'eﬀets et des emplacements géographiques connus des moyens potentiels de
transport qui transportent des marchandises dangereuses, lequel est cohérent avec les
mesures disponibles de l'intensité du phénomène dangereux. Le problème se pose de
manière similaire à celui de la détection et localisation de défauts, sauf que le réseau de
capteurs est considéré comme sans défaut. L'identiﬁcation de la source de danger conduit
à calculer l'ensemble solution pour plusieurs problèmes de satisfaction de contraintes
associés (3.12) chacun à une source de danger possible aﬁn de vériﬁer si celui-ci est "vide"
ou non. Un moyen de transport est identiﬁé comme la source de fuite si une émission
à partir de ce lieu permet d'expliquer les mesures obtenues par les diﬀérents capteurs
positionnés sous le vent, auquel cas existe une solution pour son CSP. En d'autres termes,
toutes les contraintes sont satisfaites pour cette source si au moins une boîte solution de
Sext est calculée, compte tenu des incertitudes de modèle.
3.4 Application à la dispersion atmosphérique
3.4.1 Réalisation de cartographies à l'aide d'un modèle analytique
(gaussien)
Cette étude a été appliquée à un exemple d'accident impliquant sous forme gazeuse de
l'oxyde nitrique (NO). Ce gaz est toxique et a une densité relative à l'air de 1.04, de sorte
qu'un modèle gaussien (3.1) est bien adapté pour modéliser la dispersion d'un tel gaz.
Dans cette partie applicative, on a utilisé les mêmes données que celles présentées dans
l'application du chapitre 2 (2.2.1) concernant la classe de stabilité de l'atmosphère, les
valeurs nominales des entrées et les incertitudes correspondantes.
Le réseau de capteurs se compose de six capteurs indiqués par des points rouges sur la
ﬁgure 3.6 et qui couvrent une zone dont l'axe x′ des abscisses s'étend de 0 et 2500 mètres
et l'axe des ordonnées y′ est compris entre 0 et 1400 mètres. L'origine (0, 0) correspond
au coin inférieur gauche de la zone de travail. Cette zone contient trois camions qui
transportent de l'oxyde nitrique, positionnés sur diﬀérentes routes à un instant donné et
indiqués sur cette même carte par des identiﬁants (camion 1, 2, 3). Le vent soue quand
à lui vers l'Est.
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Figure 3.6: Cas d'étude
Deux systèmes de coordonnées sont utilisés. Le premier est le système de référence de la
carte (x′, y′) dont l'origine (0, 0) est le coin inférieur gauche comme indiqué sur la ﬁgure
3.6, et qui permet de positionner les camions et les capteurs dans la zone de travail. Le
second noté (x, y), est utilisé pour le modèle gaussien, avec comme origine la position
du camion qui est la source de la fuite et avec un axe x aligné avec la direction du
vent. Le passage de l'un à l'autre des deux systèmes de coordonnées est eﬀectué par une
simple transformation de translation et de rotation si le vent soue dans une direction
diﬀérente.
Sur la ﬁgure 3.7, le système de coordonnées (x, y) correspond au cas où la source supposée
est le camion 2 et la direction du vent est l'Est.
Figure 3.7: Systèmes de coordonnées
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L'objectif est de déterminer les zones géographiques dans lesquelles la concentration en
gaz est inférieure (zone de sécurité) ou supérieure (zone de danger et d'incertitudes) à
un seuil réglementaire donné aﬁn d'éviter par exemple des eﬀets létaux ou irréversibles
sur la santé. Dans cette étude, nous déterminons la région géographique dans laquelle
la concentration en gaz est supérieure au seuil d'eﬀets irréversible c1 = 0.123g/m3[107].
Selon les entrées du modèle, le gaz toxique considéré ne constitue pas une situation
de danger dans le cas où la concentration en gaz ne dépasse jamais c1. Pour rappel,
les incertitudes du modèle touchant les 6 grandeurs d'entrée uref , q, ay, az, by, bz sont
indiquées au début de la section 2.2.2.
3.4.1.1 Génération des cartographies avec la méthode probabiliste
Cette section traite le problème d'inversion via la simulation de Monte Carlo, c'est-à-dire
l'évaluation des zones de danger, de sécurité et d'incertitudes.
Le nombre d'échantillons N est ajusté jusqu'à ce qu'aucune modiﬁcation signiﬁcative
dans les zones calculées ne soient observées. Cela conduit à N = 100.000 échantillons
avec la simulation de Monte Carlo, ce qui est un choix raisonnable et classique compte
tenu du nombre p = 6 d'entrées incertaines du modèle. Le temps d'exécution est de
l'ordre de 513.52 secondes, ce qui est conséquent.
D'un point de vue pratique, les limites de chaque zone sont calculées en répétant les
opérations décrites dans la section 3.2.1 et les résultats obtenus sont donnés sur la ﬁgure
3.8.
Figure 3.8: Panache de NO simulé par l'inversion probabiliste
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3.4.1.2 Génération des cartographies avec la méthode ensembliste
La génération des cartographies par l'approche ensembliste consiste dans un premier
temps à exprimer le problème sous la forme du CSP suivant :
s = f(u,p) avec
(
u = [x, y]T
p = [uref , zref , h, ay, az, by, bz, cy, cz, q, z]T
)
avec x ∈ [1, 10000] et y ∈ [−1000,+1000]. Les incertitudes de modèle concernent les 6
grandeurs d'entrée uref , q, ay, az, by, bz comme indiqué au début de la section 2.2.2, les
autres entrées (zref , h, cy, cz, z) sont connues et f sera réduite à une unique relation don-
née par l'expression (3.1).
Comme l'objectif est ici de déterminer la zone de danger, où la concentration en gaz est
supérieure au seuil d'eﬀets irréversibles c1, le support de la variable de sortie s représen-
tant cette grandeur est imposé à [s] = [c1,∞[.
La résolution de ce CSP est ensuite réalisée par inversion ensembliste, ce qui fournit deux
ensembles de boites Sext et Sint.
Notons qu'il est numériquement garanti que la concentration en gaz de tous les points
situés dans l'approximation intérieure Sint (boites encadrées en vert sur la ﬁgure 3.9)
est supérieure à c1 et cette propriété est respectée pour toutes les sources d'incertitudes
c'est-à-dire pour toutes les situations appréhendées par le modèle de dispersion. De plus
tous les points qui peuvent conduire à une concentration de gaz supérieure à c1 pour au
moins une combinaison particulière des entrées incertaines du modèle sont nécessairement
contenus dans l'approximation extérieure Sext (exprimée par les boites colorées en jaune
sur la ﬁgure 3.9). Dans ces conditions, puisque Sext surestime l'ensemble des points Su,∃p
où la concentration en gaz peut dépasser c1 pour au moins une valeur possible de p, son
complément donne une sous-estimation de la zone de sécurité. Le domaine Sint fournit
quant à lui une sous-estimation de la zone de danger (c'est-à-dire de Su,∀p où on est sûr
de dépasser c1) et l'union de pavé Sext\Sint située entre Sext et Sint (boites encadrées
en rouge) donne une surestimation de la zone d'incertitude (où on peut éventuellement
dépasser c1 en fonction des valeurs prises par les grandeurs incertaines). Le nombre des
pavés traités par la méthode d'inversion ensembliste est de 6709. Le temps de calcul est
de 53.36 secondes.
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Figure 3.9: Panache de NO simulé par l'inversion ensembliste
3.4.1.3 Comparaison des cartographies obtenues par les deux méthodes
Nous pouvons facilement comparer les zones obtenues en fusionnant les résultats de l'in-
version ensembliste avec les résultats de l'inversion probabiliste (ﬁgure 3.10). L'approxi-
mation intérieure Sint calculée avec l'inversion ensembliste donne une sous-estimation
de la zone de danger alors que la zone à l'intérieur de la courbe yMin obtenue par la
simulation de Monte Carlo conduit à une surestimation. De la même manière, l'inver-
sion ensembliste et l'inversion probabiliste calculent respectivement une surestimation
Sext\Sint et une sous-estimation (domaine entre les courbes yMin et yMax) de la zone
d'incertitudes. Plusieurs raisons expliquent la diﬀérence entre les deux approches. La pre-
mière est due au principe même du fonctionnement de la méthode d'inversion ensembliste
qui, en travaillant sur des fonctions d'inclusion, conduit à construire deux approxima-
tions intérieure Sint et extérieure Sext de la zone de danger. La deuxième raison est que
l'inversion probabiliste ne permet pas de prendre en compte toutes les combinaisons pos-
sibles de valeurs des entrées incertaines du modèle, ce qui conduit à sous-estimer la zone
d'incertitudes.
En eﬀet, il faudrait un nombre d'échantillons inﬁni pour obtenir toutes les valeurs pos-
sibles de l'ordonnée yk,i recherchée et atteindre ses valeurs minimale yk,min et maximale
yk,max exactes. Il s'ensuit que cette approche surestime la zone de danger. Le point
intéressant est que dans ces conditions, les zones exactes de danger et d'incertitudes re-
cherchées sont encadrées par les zones approchées calculées par l'inversion ensembliste
et l'inversion probabiliste. Les deux méthodes dépendent de paramètres de réglage (to-
lérances sur les pavés solution pour l'inversion ensembliste et nombre de tirages pour
l'inversion probabiliste). L'écart constaté entre les zones calculées par les deux méthodes
donne donc de l'information sur la qualité du réglage opéré puisque celles-ci devraient
Chapitre 3. Réalisation des cartographies : méthodes et applications 89
converger pour une précision très grande. Si cet écart est signiﬁcatif, l'une des deux mé-
thodes (au moins) ne donne pas satisfaction en termes de précision et les paramètres
de réglage se doivent d'être ajustés. Dans le cadre de l'évaluation des risques dans le
transport de matières dangereuses, il est a priori plus intéressant d'avoir une approxi-
mation extérieure de la zone où les risques sont élevés (zones cumulées de danger et
d'incertitudes) avec une bonne précision au lieu d'en obtenir seulement une partie. Une
sous-estimation peut conduire à une évacuation insuﬃsante ou la mise en place de bar-
rières inadéquates de la zone dangereuse.
Figure 3.10: Panache de NO simulé par l'inversion ensembliste et probabiliste
3.4.1.4 Application au projet Geofencing
Dans le cadre du projet Geofencing où s'inscrit ce travail et présenté dans la section
1.2, une contribution dans la réalisation d'un démonstrateur de suivi et de supervision
des TMD a été développée. Par le biais d'un web service, les informations issues de
la "tour de contrôle" (géolocalisation GPS des camions, produits transportés,...) sont
traitées dans le cas de la survenue d'un accident TMD aﬁn de générer les cartographies
à l'aide de l'approche ensembliste. Les zones calculées peuvent être reproduites sur une
carte satellite aﬁn de fournir des informations pratiques pour les services d'urgence (de
plus amples détails sont fournis en Annexe A). Les ﬁgures 3.11 et 3.12 montrent la zone
cumulée de danger et d'incertitudes calculée dans les sections précédentes sur une carte
représentant une partie de l'agglomération grenobloise.
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Figure 3.11: Zone cumulée de danger et d'incertitudes
Figure 3.12: Zoom sur la zone calculée
3.4.2 Autres exemples d'application à l'aide d'un modèle analytique
3.4.2.1 Validité du modèle gaussien
Le modèle gaussien est valable pour la détermination de la dispersion atmosphérique pour
les points géographiques qui se trouvent dans la direction du vent c'est-à-dire lorsque
l'inégalité x > 0 est vériﬁée (dans le système de coordonnées (x, y) propre au modèle).
En d'autres termes ce modèle n'est pas valable pour les capteurs qui sont derrière le point
de fuite comme indiqué sur la ﬁgure 3.13. Donc, nous pouvons en déduire qu'il existe
deux types de contraintes en fonction de la position du capteur par rapport au point de
fuite :
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 Pour un capteur qui est en face du point de fuite, la contrainte de modélisation de la
concentration en gaz est donnée par le modèle gaussien (3.1).
 Pour un capteur qui se trouve derrière le point de fuite, la contrainte devient ck = 0.
Figure 3.13: Validité du modèle gaussien
Le type de contrainte ck = 0 est très intéressant pour un problème formulé sous la forme
d'un CSP, car par exemple, si les mesures de concentration en gaz de capteurs qui sont
derrière un camion donné sont diﬀérentes de 0, nous pouvons déduire automatiquement
que ce camion n'est pas la source de la fuite (sous l'hypothèse qu'il n'y ait qu'un seul
camion accidenté dans la zone à un instant donné).
3.4.2.2 Application au problème de détection et localisation de défauts
Pour détecter s'il existe une anomalie dans le réseau de capteurs, un gaz traceur est
relâché à partir d'une position connue. Sa concentration est mesurée par les diﬀérents
capteurs dispersés dans la zone de travail. L'objectif consiste à surveiller ces n = 6
capteurs de concentration en gaz, en vériﬁant si les mesures sont cohérentes avec le
modèle de dispersion (3.1) compte tenu des diﬀérentes sources d'incertitudes.
Comme indiqué dans la section 3.3.2.1, ce problème conduit à calculer partiellement
l'ensemble de valeurs Su,∃p sachant que le CSP à résoudre (3.14) est composé de n
contraintes fk(), k ∈ 1, ..., n comme suit :
c1
.
.
cn
 = f(u,p) avec
( u=q
p=[uref ,zref ,h,ay ,az ,by ,bz ,cy ,cz ,x1,y1,z1,...,xn,yn,zn]T
)
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Le terme ck représente la mesure de concentration en gaz du kème capteur, fk exprime
la contrainte utilisée pour estimer cette concentration à la position de ce capteur dont
les coordonnées par rapport au point d'émission sont notées par (xk, yk, zk).
Supposons par simplicité de présentation que le point d'émission du gaz traceur corres-
ponde à la même position que celle du camion nº2 indiqué sur la ﬁgure 3.13, alors le
CSP associé sera concrètement composé pour cet exemple des six contraintes suivantes :
CSP :

c1 =
qz0.33ref
2piurefh0.33(ayx
by
1 + cy)(azx
bz
1 + cz)
× exp
−1
2
(
y1
ayx
by
1 + cy
)2×{
exp
(
−1
2
(
z1 − h
azxbz1 + cz
)2)
+ exp
(
−1
2
(
z1 + h
azxbz1 + cz
)2)}
c2 =
qz0.33ref
2piurefh0.33(ayx
by
2 + cy)(azx
bz
2 + cz)
× exp
−1
2
(
y2
ayx
by
2 + cy
)2×{
exp
(
−1
2
(
z2 − h
azxbz2 + cz
)2)
+ exp
(
−1
2
(
z2 + h
azxbz2 + cz
)2)}
c3 = 0
c4 = 0
c5 =
qz0.33ref
2piurefh0.33(ayx
by
5 + cy)(azx
bz
5 + cz)
× exp
−1
2
(
y5
ayx
by
5 + cy
)2×{
exp
(
−1
2
(
z5 − h
azxbz5 + cz
)2)
+ exp
(
−1
2
(
z5 + h
azxbz5 + cz
)2)}
c6 =
qz0.33ref
2piurefh0.33(ayx
by
6 + cy)(azx
bz
6 + cz)
× exp
−1
2
(
y6
ayx
by
6 + cy
)2×{
exp
(
−1
2
(
z6 − h
azxbz6 + cz
)2)
+ exp
(
−1
2
(
z6 + h
azxbz6 + cz
)2)}
(3.15)
Les positions des capteurs et du point d'émission étant supposées parfaitement connues,
les diﬀérentes sources d'incertitudes portent uniquement sur uref , ay, az, by, bz et restent
les mêmes que celles déﬁnies en section (2.2.2).
Le problème de détection de défauts conduit à résoudre ce CSP où la variable inconnue
est le ﬂux de sortie q dont le domaine de déﬁnition a été posé à [0,2500], les autres en-
trées (h, zref , cy, cz, x1, ..., zn) étant connues. Si aucune valeur possible de u(q) ne peut
être trouvée, cela signiﬁe qu'il y a incohérence entre les informations mesurées et le
modèle de dispersion incertain. Au moins une contrainte du CSP (3.15) ne peut être
satisfaite, ce qui conduit à conclure qu'un défaut aﬀecte l'un des capteurs. Pour réaliser
la localisation, il est possible d'appliquer la même démarche sur des sous-ensembles de
contraintes du CSP complet et en fonction des CSP partiels sans solution de localiser le
capteur défaillant à l'aide de tables de signatures (stratégies Dedicated Observer Scheme
DOS ou Generalized Observer Scheme GOS [123, 124]).
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Les tableaux 3.2 et 3.3 montrent un exemple de détection de défauts pour une émission
de gaz traceur. Les six capteurs indiqués sur la ﬁgure 3.13 sont considérés. L'objectif
consiste à réaliser six tests de cohérence diﬀérents, en appliquant à chaque fois un défaut
spéciﬁque à l'un des capteurs et en vériﬁant si celui-ci est bien détecté. Pour chaque
test un biais est ajouté sur un seul capteur et la cohérence entre cette mesure erronée
et les autres qui sont saines est évaluée. Le tableau 3.2 spéciﬁe, pour chaque capteur,
la valeur mesurée et la plage d'incertitude (intervalle de conﬁance) sur celle-ci, lorsqu'ils
fonctionnent normalement. Le tableau 3.3 indique pour chacun des 6 tests le biais ajouté
pour simuler un défaut sur le capteur concerné. Tous les défauts indiqués dans le tableau
3.3 sont détectés malgré les incertitudes de modèle, ce qui signiﬁe que pour chaque biais
considéré, l'ensemble de solutions pour le CSP par intervalles à résoudre est vide. Les
capteurs 3 et 4 sont derrière la source de gaz traceur par rapport au sens du vent, leurs
mesures de concentration doivent être égales à 0. Ainsi, un biais sur ces capteurs égal à
une petite quantité  diﬀérente de 0 est nécessairement détecté.
Capteurs Mesures Plages d'incertitudes
Capteur nº 1 0.8236 [0.7824, 0.8648]
Capteur nº 2 0.0051 [0.0049, 0.0054]
Capteur nº 3 0 0
Capteur nº 4 0 0
Capteur nº 5 0.1814 [0.1723, 0.1905]
Capteur nº 6 0.0330 [0.0314, 0.0347]
Table 3.2: Mesures de concentration en gaz.
Tests Biais Ensemble de solutions calculé Conclusion
Capteur nº 1 0.1647 Vide Défaut détecté
Capteur nº 2 0.0014 Vide Défaut détecté
Capteur nº 3  Vide Défaut détecté
Capteur nº 4  Vide Défaut détecté
Capteur nº 5 0.0363 Vide Défaut détecté
Capteur nº 6 0.0099 Vide Défaut détecté
Table 3.3: Résultats de la détection de défauts
3.4.2.3 Localisation de la source de la fuite
Lorsque les capteurs détectent la présence d'oxyde nitrique, l'objectif est de localiser la
source de la fuite, c'est-à-dire déterminer le camion à l'origine de l'émission. Ce problème
consiste à vériﬁer pour chaque source potentielle de la fuite s'il y a des valeurs possibles
pour le débit de fuite inconnu q, qui soient cohérentes avec les mesures des capteurs et le
modèle de dispersion (3.1). Ainsi, ce problème de localisation conduit à résoudre plusieurs
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problèmes de satisfaction de contraintes associés aux diﬀérents camions présents dans la
zone de travail. En eﬀet, un CSP diﬀérent va être construit pour chaque camion puisque
si certaines entrées sont identiques (paramètres de dispersion par exemple, vitesse du
vent mesurée,...), d'autres comme la position relative des capteurs par rapport au point
d'émission (le camion) changent. Ce problème conduit à calculer l'ensemble solution Su,∃p
sachant que pour un camion donné, le CSP (3.14) est composé de n = 6 contraintes
fk(), k ∈ 1, ..., n comme suit, n désignant le nombre de capteurs.
c1
.
.
cn
 = f(u,p) avec
( u=q
p=[uref ,zref ,h,ay ,az ,by ,bz ,cy ,cz ,x1,y1,z1,...,xn,yn,zn]T
)
Les triplets (xi, yi, zi) déﬁnissent les positions spatiales des capteurs par rapport au ca-
mion testé qui représente l'origine du système de coordonnées associé au modèle gaussien
(ﬁgure 3.7). Ainsi, pour un capteur donné, ces coordonnées changent pour chaque source
de danger testée. Les autres composantes incertaines ou connues du vecteur p ont déjà
été détaillées dans la section (2.2.2) et restent inchangées. A titre d'information, la ré-
partition des n = 6 capteurs et la localisation des trois camions considérés sont dessinées
sur la ﬁgure 3.7. Les plages d'incertitudes sur les mesures de concentration en gaz sont
données dans le tableau 3.4. Les capteurs 3 et 4 sont derrière le camion accidenté à lo-
caliser par rapport au sens du vent, leurs mesures de concentrations valent donc 0.
Capteurs Plages d'incertitudes
Capteur nº 1 [0.7824, 0.8648]
Capteur nº 2 [0.0049, 0.0054]
Capteur nº 3 0
Capteur nº 4 0
Capteur nº 5 [0.1723, 0.1905]
Capteur nº 6 [0.0314, 0.0347]
Table 3.4: Mesures des capteurs.
Un camion peut être la source de la fuite si l'ensemble solution de son CSP intervalle
Su,∃p n'est pas vide. Notons que, la prise de décision ne nécessite pas de calculer en-
tièrement cet ensemble solution, l'obtention d'une première boite pour l'approximation
extérieure ou intérieure permet de conclure. A l'opposé, un CSP sans solution indique
que le camion associé n'est pas incriminé et donc n'est pas la source du danger.
Comme trois camions sont en mesure d'être à l'origine de l'émission de gaz, 3 CSP doivent
être traités. Les résultats sont présentés dans le tableau 3.5, sachant que le vrai camion
générant l'émission est le deuxième. Pour les camions 1 et 3, la méthode d'inversion
ensembliste ne trouve pas de valeurs admissibles pour le débit de fuite. Pour le camion
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2, des boites solutions du CSP associé sont trouvées de sorte que cela implique que ce
camion est la source de danger.
Identiﬁcateur de camion Ensemble de solutions calculé Conclusion
Camion 1 vide pas de fuite
Camion 2 non vide fuite
Camion 3 vide pas de fuite
Table 3.5: Résultats de localisation
3.4.3 Réalisation de cartographies à l'aide d'un modèle complexe par
code (SLAB)
3.4.3.1 Cas d'étude
Cette application a pour but de traiter le cas d'un accident impliquant de l'ammoniac
(NH3) qui est un gaz toxique plus lourd que l'air, sous sa forme liquéﬁée, dans des
conditions normales de température et de pression. L'objectif est de déterminer les zones
géographiques dans lesquelles la concentration en gaz est inférieure (zone de sécurité) ou
supérieure (zones de danger et d'incertitudes) à un seuil réglementaire donné en utilisant
un modèle complexe par code qui aborde ce type de problématique comme SLAB.
SLAB est composé d'une trentaine de paramètres et variables d'entrée qui sont répartis
en 4 groupes :
 le premier groupe contient les paramètres liés aux propriétés physico-chimiques du gaz
émis (masse molaire du gaz...),
 le deuxième groupe contient les paramètres liés aux caractéristiques de déversement,
 le troisième groupe exprime les paramètres de champ (distance maximale sous le
vent...),
 le quatrième groupe représente les paramètres liés aux conditions météorologiques am-
biantes (vitesse du vent, température...).
Les valeurs des entrées ci-dessous correspondent à celles utilisées dans le deuxième cas
d'étude détaillé dans le guide SLAB [2] et qui correspond à un rejet d'ammoniac. Cer-
taines entrées ont toutefois été ajustées, comme la distance xﬀm augmentée de 2800
mètres à 5000 mètres pour devenir compatible avec le seuil de toxicité choisi.
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Paramètre Description Valeur
wms molecular weight of source gas (kg) 1.7031E-02
cps vapor heat capacity, const. p. (j/kg-k) 2.0459E+03
tbp boiling point temperature 2.3957E+02
cmed0 liquid mass fraction 8.1000E-01
dhe heat of vaporization (j/kg) 1.1700E+06
cpsl liquid heat capacity (j/kg-k) 4.6118E+03
rhosl liquid source density (kg/m3) 6.0300E+02
spb saturation pressure constant (k) 2.9760E+03
spc saturation pressure constant (k) 0.0000E+00
ts temperature of source gas (k) 2.3957E+02
Table 3.6: Les propriétés physico-chimiques du gaz
Paramètre Description Valeur
idspl spill type 2
qs mass source rate (kg/s) 1.0787E+02
as source area (m2) 9.3000E-01
tsd continuous source duration (s) 3.8100E+02
qtis instantaneous source mass (kg) 0.0000E+00
hs source height (m) 1.0000E+00
Table 3.7: Les caractéristiques de déversement
Paramètre Description Valeur
tav concentration averaging time (s) 1.0000E+01
xﬀm maximum downwind distrace (m) 5.0000E+03
zp(1) concentration measurement height (m) 0.0000E+00
zp(2) concentration measurement height (m) 1.0000E+00
zp(3) concentration measurement height (m) 0.0000E+00
zp(4) concentration measurement height (m) 0.0000E+00
Table 3.8: Les paramètres de champ
Paramètre Description Valeur
z0 surface roughness height (m) 3.0000E-03
za ambient measurement height (m) 2.0000E+00
ua ambient wind speed (m/s) 4.5000E+00
ta ambient temperature (k) 3.1000E+02
rh relative humidity (percent) 2.1300E+01
stab atmospheric stability class value 4.5185E+00
ala inverse monin-obukhov length (1/m) 2.2100E-02
Table 3.9: Les propriétés météorologiques
En se basant sur le travail de S. Pagnon [3] concernant l'étude du logiciel SLAB et plus
spéciﬁquement l'analyse de sensibilité des grandeurs d'entrées sur la distance d'eﬀets,
nous avons décidé de ne mettre des incertitudes que sur les entrées les plus inﬂuentes sur
la variation de la sortie.
Selon S. Pagnon, certaines entrées ont un eﬀet monotone sur l'estimation des distances
d'eﬀets comme la température, et certaines variables ont (ou pourraient avoir) un eﬀet
Chapitre 3. Réalisation des cartographies : méthodes et applications 97
non-monotone sur l'estimation des distances d'eﬀet comme la vitesse de vent. Les ré-
sultats obtenus ont conﬁrmé l'inﬂuence très importante et prédominante de la taille de
brèche, en d'autres termes le débit de fuite. Les autres paramètres ont une faible inﬂuence
sur la sortie du modèle.
Les entrées incertaines dans ce cas d'étude sont :
Entrées Incertitudes
Température (ta) ±1%
Vitesse du vent (ua) ±8%
Débit de fuite (qs) ±10%
L'humidité (rh) ±5%
Rugosité (z0) ±5%
Table 3.10: Les incertitudes sur les entrées du logiciel SLAB
Les champs de concentration sont comparés aux valeurs seuil de toxicité issues des ﬁches
de toxicité aigüe de référence (Valeurs Seuils de Toxicité Aigues ou VSTAF). Les eﬀets
sélectionnés sont les eﬀets irréversibles. Le seuil des eﬀets irréversibles pour l'ammoniac
pour une durée d'exposition de 10 s est cs = 866ppm.
3.4.3.2 Génération des cartographies avec la méthode probabiliste
Cette section traite le problème de cartographie pour le cas d'étude détaillé dans la sec-
tion précédente. L'inversion du modèle numérique SLAB pour déterminer les zones de
danger et d'incertitudes est réalisée à l'aide de l'approche probabiliste développée dans
la section (3.2.2).
SLAB a été développé dans le langage de programmation Fortran et comprend entre
3500 et 4000 lignes de code. Ce logiciel ne possède pas d'interface facilitant l'automati-
sation des calculs. Dans notre étude, notamment celui de la gestion des risques qui nous
concerne et en particulier pour le développement d'une application web et la réalisation
des cartographies, nous avons entrepris de re-coder entièrement SLAB en langage de
programmation JAVA de façon à avoir plus de souplesse. Ce travail de transformation
de code est passé par les phases de développement, de vériﬁcation et de test de code.
Nous avons pu interfacer SLAB directement avec le méthode de Monte Carlo pour plus
de rapidité.
Pour déterminer le nombre d'échantillons, celui ci est augmenté jusqu'à ce qu'aucune
modiﬁcation signiﬁcative dans les zones calculées ne soient observées. Cela conduit à
N = 100.000 échantillons avec la simulation de Monte Carlo, ce qui est un choix rai-
sonnable et classique compte tenu du nombre p = 5 d'entrées incertaines du modèle. Le
temps d'exécution pour générer la cartographie avec ce nombre d'échantillons est de 250
secondes.
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Figure 3.14: Panache de NH3 simulé par l'inversion probabiliste
Finalement, en observant les résultats obtenus, nous pouvons en déduire que nous avons
réussi à déterminer les zones de danger, de sécurité et d'incertitudes en procédant à l'in-
version du modèle numérique SLAB avec la méthode probabiliste. Pour ce qui concerne
la précision des résultats, elle reste raisonnable avec une interpolation sur seulement six
points sur l'axe y, mais pour améliorer la précision il faudrait augmenter ce nombre de
points.
Remarque. Au niveau de la fermeture du panache sur l'axe des abscisses, on note la
présence d'un pic important sur la courbe limite yMax délimitant la zone d'incertitudes.
Ce pic est dû à la discrétisation à pas non constant (et imposé par SLAB) de la variable
xk représentant les abscisses. Ce pas, très faible à proximité de la source, augmente
ensuite avec xk et est par exemple de l'ordre de 975 mètres sur l'extrémité droite du
panache. Ne souhaitant pas modiﬁer le modèle SLAB en lui-même, nous avons opté ici
par la solution la plus simple, qui consiste à fermer la courbe sur la valeur discrétisée de
xk+1 qui suit la dernière xk où il a été possible d'interpoler une solution yk (3.5). Il est
aussi possible sinon d'extrapoler la courbe yMax sur les derniers points pour obtenir une
fermeture plus réaliste.
3.5 Conclusion
Dans ce chapitre, nous avons abordé la problématique concernant la génération des car-
tographies des zones de danger et de sécurité lorsqu'un accident TMD, qui survient,
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entraine la dispersion d'un gaz toxique. Pour réaliser ces cartographies, deux modèles
d'eﬀets sont utilisés pour évaluer et comparer à des seuils réglementaires la concentra-
tion en gaz estimée dans la zone impactée. Le premier est un modèle analytique (gaussien)
et le deuxième est un modèle plus sophistiqué par code (SLAB). La méthode probabi-
liste et la méthode ensembliste sont utilisées pour propager les incertitudes aﬀectant les
diﬀérentes entrées des modèles d'eﬀets et les propager sur les cartographies obtenues.
Cela se traduit par l'estimation d'une troisième zone, appelée zone d'incertitudes, située
entre les zones de danger et de sécurité, où il est impossible de dire, compte tenu des
incertitudes sur les entrées, si la concentration en gaz dépasse réellement ou non le seuil
préconisé. L'approche probabiliste est applicable à n'importe quel type de modèle (ana-
lytique, code source), tandis que l'approche ensembliste nécessite une forme analytique
du modèle dérivable et continue (plus précisément des fonctions d'inclusion du modèle
et de ses dérivées).
Concernant le modèle gaussien, la réalisation des cartographies avec les deux approches
a montré que l'inversion ensembliste génère un majorant des zones cumulées de danger et
d'incertitudes alors que la seconde en calcule un minorant. Dans le cadre de l'évaluation
des risques dans le transport de matières dangereuses, il est a priori plus intéressant
d'avoir une approximation majorant la zone où les risques sont élevés avec une bonne
précision au lieu d'en obtenir seulement une partie. Une sous-estimation peut conduire
à une évacuation insuﬃsante ou la mise en place de barrières inadéquates.
L'intérêt d'utiliser les deux approches réside dans l'encadrement des zones de danger et
d'incertitudes exactes. En eﬀet, en ajustant les paramètres de réglages de chacune des
deux approches pour améliorer la précision des zones estimées, les zones de danger et
d'incertitudes évaluées convergent vers les zones exactes. L'encadrement obtenu apporte
donc des informations complémentaires sur la précision des approximations calculées.
Pour ce qui concerne le problème d'inversion à traiter, l'approche probabiliste est spéci-
ﬁque au modèle utilisé, alors que l'approche ensembliste reste générique en le formulant
sous la forme d'un CSP intervalle qui sera résolu à l'aide d'une méthode d'inversion
ensembliste. Notons que pour cette dernière approche, il est aussi possible de résoudre
d'autres types de problèmes inverses comme la détection et localisation de défauts dans
les capteurs qui mesurent la concentration et la localisation de la source de fuite.
Concernant le modèle SLAB, ce chapitre a montré qu'il est possible de propager les incer-
titudes sur la sortie de modèles par code en utilisant l'inversion probabiliste, d'où l'intérêt
de rechercher des moyens pour améliorer les performances de l'approche probabiliste en
terme de précision et de temps de calcul, ce qui sera l'objet du chapitre suivant.
Chapitre 4
Amélioration des performances :
méthodes et application
L'approche probabiliste est souvent utilisée dans le cas où on cherche à simuler des
modèles (notamment complexes) incertains et qui peuvent avoir un nombre important
d'entrées pouvant conduire à un temps de calculs très élevé. Ce temps de calculs dépend
en premier lieu de la durée nécessaire pour réaliser une simulation du modèle et sur la-
quelle il est diﬃcile d'agir autrement qu'en construisant un modèle plus simple en faisant
un compromis entre coûts en calculs et précision. On parle alors de réduction de modèle
(analyse en composantes principales,...) ou de construction de (méta)modèles (régression,
interpolation,...) ; ce qui ne sera pas le choix eﬀectué ici. Il dépend ensuite de la taille de
l'échantillon qui est généralement fonction du nombre d'entrées incertaines du modèle et
qui nécessite de lancer un grand nombre de simulations. C'est sur la taille de cet échan-
tillon que nous souhaitons agir pour limiter les temps de calcul, tout en maintenant une
précision raisonnable dans les zones évaluées. Notons que l'approche ensembliste peut
elle aussi être concernée par cette problématique puisque l'inversion ensembliste utilisée
consiste, dans le cas où on a besoin d'inverser le modèle, à bissecter suivant certaines
directions de l'espace de recherche dont la dimension est déﬁnie par le nombre d'entrées
incertaines.
Le contexte de l'urgence dans la gestion des risques TMD rend nécessaire l'utilisation
de modèles  adaptés  pour modéliser la dispersion atmosphérique du gaz toxique. On
entend par modèles  adaptés , des modèles assurant une précision des zones évaluées
et des temps de calculs raisonnables. L'objet de ce quatrième chapitre est donc de propo-
ser une méthodologie générale, applicable à des modèles aussi bien analytiques que par
code informatique, aﬁn de réaliser les cartographies et d'améliorer les performances en
termes de temps du calculs et de précision par rapport aux résultats obtenus au chapitre
précédent. Cette méthodologie est divisée en 3 phases (ﬁgure 4.1) :
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 Phase 1 : Cette phase consiste à analyser préalablement les modèles d'eﬀets, en fonc-
tion de leur nature, en vue d'être plus eﬃcace lors des phases suivantes.
Classiquement parmi les moyens de réduire le temps de calculs, le plus naturel consiste
à diminuer le nombre d'entrées considérées incertaines, ce qui mécaniquement conduit
à une réduction de la taille de l'échantillon. Il peut donc être intéressant de réaliser
une analyse de sensibilité globale pour déterminer quelles sont les entrées incertaines
les moins inﬂuentes qu'il est raisonnable de ﬁxer à une valeur nominale tout en limi-
tant le nombre de situations en sortie non prises en compte. Notons que les indices
de sensibilité utilisés dépendront de la nature du modèle manipulé. Dans le cas d'une
approche purement probabiliste, les indices bien connus de Sobol seront utilisés. En
revanche pour des modèles par intervalles, des indices de sensibilité intervalles origi-
naux ont été développés pour tenir compte des spéciﬁcités de ces modèles. Dans le cas
de modèles de type code informatique dont il n'est pas possible de construire une fonc-
tion d'inclusion, une étude de la monotonie du modèle par rapport à chacune de ses
entrées incertaines est réalisée. Les résultats de cette étude permettront de déterminer
les entrées pour lesquelles il sera tout de même possible de travailler avec des supports
intervalles pour propager les incertitudes en calculant l'intervalle minimal (2.7) sans
utiliser d'opérateurs intervalles. Dans le cas de modèles où une fonction d'inclusion
est disponible, une analyse de la multi-occurrence des entrées est réalisée pour déter-
miner quels sont les supports intervalles les plus intéressants à subdiviser pour mieux
maîtriser le pessimisme engendré par le calcul par intervalles.
 Phase 2 : Cette phase a pour objectif de proposer une nouvelle approche pour la
prise en compte et la propagation des incertitudes mixant les approches probabiliste
et ensembliste pour pouvoir proﬁter de leurs atouts respectifs. Issue dans son principe
de la simulation de Monte-Carlo, la première originalité est que cette approche
consiste à tirer des ensembles de valeurs (c'est-à-dire des supports intervalles) plutôt
que de simples valeurs pour appréhender plus de situations possibles et propager ces
incertitudes sur la sortie tout en utilisant un nombre de tirages réduit. La seconde
originalité est que cette approche est utilisable pour tout type de modèles de disper-
sion spatialisés et statiques. Dans le cas d'un modèle analytique dont on peut construire
une fonction d'inclusion, toutes les entrées incertaines sélectionnées suite à l'analyse
de sensibilité seront tirées sous forme de petits supports intervalles, l'évaluation de la
fonction d'inclusion par l'analyse par intervalles permettant le calcul du support de la
concentration en gaz. Dans le cas d'un modèle par code, un travail similaire est eﬀectué
en tirant des supports intervalles pour les entrées par rapport auxquelles le modèle est
monotone (accessoirement par morceaux sur les supports tirés) et de simples valeurs
pour les entrées incertaines restantes.
 Phase 3 : Cette dernière phase consiste à réaliser les cartographies en inversant les
modèles d'eﬀets à partir des résultats de la propagation d'incertitudes obtenus lors de
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la phase 2.
Le principe général, proche de celui détaillé en section 3.2 pour la simulation de Monte-
Carlo, est de réaliser une interpolation sur les supports intervalles calculés en sortie
en diﬀérents points du panache pour déterminer plus précisément où la concentra-
tion en gaz en susceptible d'atteindre la valeur seuil choisie. Cette façon de procéder
convient pour tous les types de modèle, néanmoins lorsque celui-ci est analytique et
suﬃsamment simple à manipuler, il est possible de procéder formellement à l'inversion
du modèle pour gagner en précision.
Figure 4.1: Architecture de la méthodologie proposée
Nous allons maintenant détailler plus précisément chacune de ces 3 phases.
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4.1 Première phase : Analyse préalable des modèles
4.1.1 Analyse de sensibilité
L'objectif de l'analyse de sensibilité est de quantiﬁer l'inﬂuence de l'incertitude attachée
aux entrées du modèle sur la sortie estimée par le modèle. Plus particulièrement, l'inté-
rêt pratique réside dans la détermination des entrées (ou groupes d'entrées) inﬂuentes.
L'analyse de sensibilité consiste alors à calculer les indices de sensibilité pour chacune des
entrées, ce qui permet de classer ces dernières en fonction de leur inﬂuence sur la sortie,
ou plus concrètement connaître les entrées dont les variations ont le plus d'inﬂuence sur
la variation de la sortie. Les entrées les plus inﬂuentes sont celles sur lesquelles l'incerti-
tude doit être réduite en priorité si l'objectif est de réduire l'incertitude sur la sortie lors
de la phase d'utilisation du modèle. Connaître les entrées les plus inﬂuentes permet de
réduire l'incertitude sur la sortie du modèle et alors d'améliorer la qualité de la réponse
de celui-ci, soit en cherchant à mieux décrire ces grandeurs, soit en adaptant la structure
du modèle pour réduire l'eﬀet des variations sur ces entrées. À l'inverse, les entrées les
moins inﬂuentes peuvent être ﬁxées à une valeur nominale, ce qui permet de simpliﬁer
le modèle coûteux en temps de calcul et ainsi d'obtenir un modèle plus léger avec moins
d'entrées incertaines sans trop dégrader la réponse. Dans le cas d'un code informatique
par exemple, il sera possible d'éliminer les parties du code qui n'ont aucune inﬂuence
sur la valeur et la variabilité de la réponse. Parmi les diﬀérentes méthodes d'analyse de
sensibilité globale, nous privilégierons la méthode reposant sur le calcul des indices de
sensibilité de Sobol.
4.1.1.1 Indices de sensibilité de Sobol
Principe général
Plaçons-nous dans le cas d'une fonction vectorielle f de la forme :
y = f(x1, ...., xp)
Pour apprécier l'inﬂuence d'une variable d'entrée xi sur la variation de la sortie y, l'idée
est d'étudier comment la variance de y diminue lorsque la variable xi est ﬁxée à une
valeur arbitrairement choisie x∗i :
V (y|xi = x∗i ) (4.1)
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Si cette diminution est importante par rapport à la variance totale V (y), on en déduit
que l'entrée xi est inﬂuente sur la variation de y [125].
Pour l'instant, cet indice est local puisque sa valeur dépend du choix de la valeur x∗i
de xi. Pour obtenir un comportement global, on considère l'espérance de cette quantité
pour toutes les valeurs possibles de x∗i :
E[V (y|xi)] (4.2)
Ainsi plus la variable xi est importante vis-à-vis de la variance de y , plus cette quantité
sera petite. En tenant compte de l'expression de la variance totale donnée par :
V (y) = V (E[y|xi]) + E[V (y|xi)],
nous pouvons utiliser de manière équivalente la quantité :
V (E[y|xi])
qui sera plus grande lorsque la variable xi est inﬂuente vis-à-vis de la variance de y
[Jacques 2011[70]]. L'interprétation est la suivante. En ﬁxant la variable xi, la sortie
moyenne du modèle en fonction de toutes les autres entrées est calculée. On réitère
ensuite pour d'autres valeurs de xi. Si la variation des sorties moyennes en fonction de
xi est importante, cela signiﬁe que xi est inﬂuente.
Aﬁn d'utiliser un indice normalisé, l'indice de sensibilité du premier ordre qui quantiﬁe
la part de la variance de y due à la variable xi est alors donné par l'expression suivante :
Si =
V (E[y|xi])
V (y)
. (4.3)
Estimation de l'indice Sobol
Il existe diﬀérentes méthodes pour estimer cet indice, ainsi que ceux d'ordres supé-
rieurs évaluant l'inﬂuence combinée de plusieurs entrées. Une manière classique d'es-
timer l'indice de Sobol du premier ordre Si consiste à se munir d'un N -échantillon
X(N) = (xk1, ..., xkp)k=1,...N de réalisations des variables d'entrée (x1, ..., xp). L'espérance
de y, E[y] = f0, et sa variance, V (y) = V , sont estimées par :
f0 =
1
N
∑N
k=1 f(xk1, ..., xkp) , V =
1
N
∑N
k=1 f
2(xk1, ..., xkp)− f20 (4.4)
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L'estimation des indices de sensibilité de premier ordre consiste à estimer l'espérance de
la variance conditionnelle :
Vi = V (E[y|xi]) = E[E[y|xi]2]− E[E[y|xi]]2 = Ui − E[y]2 (4.5)
Sobol propose d'estimer la quantité Ui, c'est-à-dire l'espérance du carré de l'espérance
de y conditionnellement à xi, comme une espérance classique, mais en tenant compte
du conditionement à xi en faisant varier entre les deux appels à la fonction f toutes les
variables sauf la variable xi. Ceci nécessite deux échantillons de réalisations des variables
d'entrée, que nous notons X1(N) et X
2
(N) :
Ui =
1
N
∑N
k=1 f(x
(1)
k1 , ..., x
(1)
k(i−1), x
(1)
ki , x
(1)
k(i+1), ..., x
(1)
kp )× f(x(2)k1 , ..., x(2)k(i−1), x
(1)
ki , x
(2)
k(i+1), ..., x
(2)
kp )
Les indices de sensibilité de premier ordre sont alors estimés par :
Si =
Vi
V
=
Ui − f20
V
(4.6)
De même, les indices d'ordres supérieurs sont estimés en ﬁxant un sous-ensemble des
variables d'entrées et en retirant la part des variances estimées pour les ordres inférieurs.
Par exemple l'indice du 2ième ordre est donné par :
Sij =
Uij − f20 − Vi − Vj
V
Cet indice Sij exprime la sensibilité de la variance de y due à l'interaction des variables
xi et xj (sans prendre en compte l'eﬀet des variables seules).
Les indices totaux sont obtenus en ﬁxant toutes les entrées sauf xi. L'expression de
l'indice d'ordre total est alors :
ST i = 1− V (E[y|x∼i])
V (y)
= 1− V∼i
V
où nous notons x∼i l'ensemble des entrées privé de xi et où V∼i est la variance de
l'espérance de y conditionnellement à toutes les variables sauf xi. V∼i est alors estimée
comme Vi, sauf qu'au lieu de faire varier toutes les variables sauf xi, nous ne faisons
varier uniquement que xi. Ainsi, pour estimer
V∼i = E[E[y|x∼i]2]− E[E[y|x∼i]]2 = U∼i − E[y]2, (4.7)
on estime U∼i par :
U∼i =
1
N
∑N
k=1 f(x
(1)
k1 , ..., x
(1)
k(i−1), x
(1)
ki , x
(1)
k(i+1), ..., x
(1)
kp )× f(x(1)k1 , ..., x(1)k(i−1), x
(2)
ki , x
(1)
k(i+1), ..., x
(1)
kp )
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et on obtient :
ST i = 1− U∼i − f
2
0
V
(4.8)
La somme de tous les indices d'ordre 1 à p vaut théoriquement 1. La somme de tous
les indices d'ordre 1 à p contenant une même variable xi vaut théoriquement l'indice
total correspondant. Au cours de ce travail de thèse, nous nous sommes principalement
intéressés aux indices du premier ordre Si.
Exemple 14. Nous considérons le modèle linéaire à entrées indépendantes suivant :
y = 9x1 + 6x2 + 3x3 + x4
avec les variables xi qui suivent une loi uniforme sur [0, 1].
Pour rappel, pour une loi uniforme sur un support borné [x−, x+], l'écart type de l'entrée
x vaut σ =
√
V (x) =
x+ − x−
2
√
3
.
Les indices de Sobol peuvent facilement être calculés analytiquement. Sachant que :
V (xi) = v =
(1− 0)2
12
et que V (y) = (92 + 62 + 32 + 1)v = 127v,
on en déduit que les 4 indices de Sobol déﬁnis par Si =
V [E(y|xi)]
V (y)
valent respectivement :
S1 =
81v
127v
= 0.64 S2 =
36v
127v
= 0.28 S3 =
9v
127v
= 0.07 S4 =
1v
127v
= 0.01.
Les indices de sensibilité du premier ordre en utilisant la méthode d'estimation expliquée
précédemment donnent des résultats concordants (tableau 4.1).
variable indice d'ordre 1
x1 0.636
x2 0.281
x3 0.067
x4 0.005
Table 4.1: Indices de sensibilité du premier ordre pour le modèle linéaire
L'entrée qui a le plus d'inﬂuence sur la variance de la sortie est la variable x1.
4.1.1.2 Indicateur de sensibilité intervalle
Problématique
Un modèle intervalle est un modèle à part entière, diﬀérent d'un modèle probabiliste
même si tous les deux peuvent reposer sur une expression analytique similaire. Dans le
contexte de la propagation des incertitudes des entrées sur la sortie, le modèle intervalle
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conduit à une stratégie d'évaluation du pire des cas alors que le modèle probabiliste prend
en compte la distribution de la sortie. De plus, le phénomène de pessimisme introduit
par le calcul par intervalles peut, en fonction de la fonction d'inclusion utilisée, conduire
à rendre une variable multioccurrente plus ou moins inﬂuente. Or ce phénomène ne peut
être pris en compte lors de l'estimation des indices de Sobol par une stratégie classique
d'échantillonnage de type Monte Carlo. Pour cela se pose la question de savoir s'il est
possible de construire un indice purement intervalle, dédié aux modèles intervalles, qui
permettrait de mieux représenter leurs spéciﬁcités, notamment dans la prise en compte
du pessimisme et la façon dont fonctionnent ces modèles.
Principe de l'indice de sensibilité intervalle
Considérons la fonction d'inclusion [f ] de la fonction f suivante :
[y] = [f ]([x1], ..., [xp]) ⊃ {y|y = f(x1, ..., xp) ∧ x1 ∈ [x1]... ∧ xp ∈ [xp]}.
Le point de départ suit le même raisonnement que pour l'indice de Sobol, à savoir ﬁxer
une des variables d'entrée xi. D'un point de vue ensembliste, cela signiﬁe laisser toutes
les autres variables varier sur l'intégralité de leur supports intervalles respectifs tout en
maintenant xi contraint à appartenir à un sous-ensemble [xi]j de [xi], sous-entendu [xi]j
est un intervalle suﬃsamment  petit  pour considérer que l'on fait peu varier xi, sans
être réduit à un unique point pour appréhender un grand nombre de situations d'un
coup.
L'idée consiste ensuite à interpréter la quantité V (y|xi) (4.1) d'un point de vue ensem-
bliste où la notion de variance va être remplacée par la notion de taille d'un intervalle
pour représenter la variation de la sortie. On calcule donc :
[y]i,j = [f ]([x1], ..., [xi−1], [xi]j , [xi+1], ..., [xp]),
puis les largeurs des intervalles contenant y obtenus respectivement sur tout l'intervalle
[xi] et sur le sous intervalle [xi]j :
w([y]) = y+ − y− et w([y]i,j) = y+i,j − y−i,j
Plus w([y]i,j) sera faible par rapport à w([y]), plus la variable d'entrée xi est inﬂuente
lorsqu'elle ne varie que sur [xi]j au lieu de tout le support [xi].
Pour avoir une vision globale de la sensibilité de y par rapport à xi, il suﬃt de réaliser
cette opération sur un certain nombre de sous-intervalles [xi]j . On peut par exemple
réaliser une sous-division uniforme de [xi] d'ordre m un entier strictement positif comme
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présenté sur la ﬁgure (2.5). Une sous-division uniforme d'ordre m consiste à décomposer
[xi] en sous intervalles [xi]j disjoints, de même taille, dont l'union vaut [xi] :
[xi]j =
[
x−i + (j − 1)
w([xi])
m
,x−i + j
w([xi])
m
]
, j = 1, ...,m. (4.9)
On peut évaluer w([y]i,j) pour tous les intervalles de la sous-division uniforme pour
obtenir une analyse complète, ou sur un nombre restreint en procédant à un tirage de N
intervalles [xi]j diﬀérents parmi m.
Finalement, sur le même principe que pour calculer E[V (y|xi)] (4.2), l'indice intervalle
est normalisé en divisant par w([y]), en moyennant pour avoir une vision d'ensemble et
en retranchant à la valeur 1 pour avoir un indice proche de 1 dans le cas d'une variable
inﬂuente (proche de 0 dans le cas contraire) comme pour l'indice de Sobol :
Si = 1−
N∑
j=1
w([y]i,j)
Nw([y])
.
On peut modiﬁer cet indice en remplaçant au dénominateur la taille de l'intervalle de
sortie w([y]) calculé pour toutes les incertitudes possibles (c'est-à-dire en évaluant [f ]
sur tout le support [xi]) par la taille de l'intervalle obtenu en faisant l'union des [y]i,j
(obtenus en évaluant [f ] sur tous les sous intervalles [xi]j). L'indice obtenu, noté SUi
s'écrit :
SUi = 1−
N∑
j=1
w([y]i,j)
Nw(
⋃N
j=1[y]i,j)
.
Remarque : il s'agit plus généralement du plus petit intervalle contenant cette union,
celle-ci pouvant ne pas être un intervalle dans le cas où les [xi]j sont tirés (présence de
trous).
Il en résulte deux points intéressants qui peuvent être considérés comme des avantages
à exploiter l'indice intervalle.
Le premier point tient de la diﬀérence entre les deux indices intervalles, qui vient du
fait qu'en travaillant sur de petits intervalles [xi]j , le pessimisme dû à la variable xi
diminue (s'il existait). Comparer ces deux indices (ou de manière équivalente w([y])
et w(
⋃N
j=1[y]i,j) donne donc une indication supplémentaire sur le pessimisme généré
par cette variable. Plus SUi (respectivement w(
⋃N
j=1[y]i,j) a diminué par rapport à Si
(respectivement w([y])), plus la variable xi génère du pessimisme lors du calcul de [y].
Une évaluation de ce pessimisme consiste donc à calculer le rapport :
pi =
w([y])
w(
⋃N
j=1[y]i,j)
, (4.10)
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plus grand que 1 dès qu'il y a du pessimisme généré par la variable xi, égal à 1 sinon.
Un autre point est qu'on a à la fois une information globale (la valeur de l'indice), mais
aussi locale sur la façon dont chaque entrée pèse sur la variation de la sortie en fonction
des valeurs prises par cette entrée (provenant du fait que l'on découpe le support de
chaque entrée). C'est intéressant dans une certaine mesure car cela donne de l'information
sur comment ﬁxer les variables les moins inﬂuentes.
Un dernier point important à préciser est que l'indicateur par intervalles consiste à tirer
des sous-ensembles de valeurs plutôt que des points (comme pour l'indice de Sobol),
ce qui permet d'appréhender plus de situations et d'estimer plus rapidement et plus
précisément ces indices en réalisant moins de tirages.
Exemple 15. Nous considérons à nouveau le modèle linéaire à entrées indépendantes
suivant :
y = 9x1 + 6x2 + 3x3 + x4
avec les variables xi qui appartiennent au support intervalle [0,1].
Un intervalle [x] peut s'écrire sous la forme : [x] = [x−, x+] = mid([x])+
w([x])
2
× [−1, 1].
Dans le cas d'une sous-division d'ordre m, les sous-intervalles [xi]j obtenus pour chaque
découpage sont de taille w([xi]j) =
w([xi])
m
=
1
m
(principe d'une sous-division uniforme
d'un intervalle [0, 1] (4.9)). Puisque la largeur de l'intervalle [x1]j est identique sur chaque
découpage et que le modèle est linéaire et sans pessimisme par rapport à la variable x1,
les intervalles [y]1,j calculés pour la sortie ont tous la même largeur :
[y]1,j = 9[x1]j + 10
(
1
2
+
[−1, 1]
2
)
=
(
9.mid([x1]j) +
10
2
)
+
(
9
m
+ 10
)
[−1, 1]
2
d'où w([y]1,j) =
9
m
+ 10.
Sachant, en eﬀectuant le même calcul, que w([y]) = 19, il est alors aisé de calculer
théoriquement l'indice associé à la variable x1 :
S1 = 1−
m( 9m + 10)
19m
=
9(m− 1)
19m
On voit ici l'inﬂuence de l'ordre m de la sous-division uniforme sur la valeur de l'indice.
En eﬀectuant le même travail sur les autres variables d'entrée et en supposant que m
est suﬃsamment grand, les indices de sensibilité tendent respectivement vers les valeurs
suivantes :
S1 =
9
19
= 0.47 S2 =
6
19
= 0.32 S3 =
3
19
= 0.16 S4 =
1
19
= 0.05
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L'estimation des 4 indices intervalles Si (ou SUi de manière équivalente puisqu'il n'y pas
de pessimisme) donne les résultats suivants pour une sous-division d'ordre m = 100 :
Variable Indice de sensibilité intervalle
x1 0.47
x2 0.31
x3 0.16
x4 0.05
Table 4.2: Indices de sensibilité intervalle pour le modèle linéaire
Notons que pour cet exemple particulier car linéaire par rapport aux entrées, la largeur
w([y]i,j) est constante quelque soit j, l'indice de sensibilité intervalle Si est donc inva-
riant suivant le sous-intervalle [xi]j tiré et l'estimation des indices conduirait aux mêmes
résultats que l'on tire N = m sous-intervalles [xi]j où que l'on en tire qu'une partie (voire
un seul N = 1). Le classement est le même que pour Sobol, mais numériquement les va-
leurs obtenues des indices sont naturellement diﬀérentes. Même s'ils peuvent donner des
tendances semblables, par construction les valeurs obtenues n'ont aucune raison d'être
identiques. Les indices de Sobol se basent sur le moment d'ordre 2 (la variance) pour
représenter la variation de la sortie alors que l'indice intervalle utilise la largeur d'inter-
valle : deux notions qui reﬂètent la même chose (c'est grand si la sortie varie beaucoup)
sans être numériquement identiques.
4.1.1.3 Interprétation de l'indice de sensibilité intervalle
Prenons le modèle d'Ishigami un peu moins simple, non linéaire par rapport aux variables
d'entrée et qui est un benchmark proposé dans [126] :
y = sin(x1) + 7sin
2(x2) +
x43
10
sin(x1)
avec les variables xi qui suivent une loi uniforme sur [−pi, pi].
Utilisons l'indice intervalle pour, en réalisant l'analyse de sensibilité, déduire des infor-
mations sur le pessimisme généré lors du calcul par intervalle. Pour ce faire, on s'intéresse
à diﬀérentes formes d'inclusion.
Cas d'étude 1
Toutes les variables intervalles sont mono-occurentes, il n'y a donc aucun pessimisme
lors de l'évaluation de ce modèle et c'est donc l'intervalle minimal [y] qui est calculé :
[y] = [f1]([x]) = sin([x1])(1 +
[x3]
4
10
) + 7sin2([x2]).
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Les deux indices Si et SUi donnent naturellement les mêmes résultats.
Variable Indice de sensibilité intervalle
x1 0.54
x2 0.24
x3 0.55
Table 4.3: Indices de sensibilité intervalle pour le modèle d'Ishigami
Figure 4.2: Intervalle image et indicateur évalué sur chaque découpage
Remarque. En abscisse est indiqué l'indice j de chaque sous-intervalle [x1]j . Comme la
sous-division uniforme d'ordre m = 1000 est régulière, débute de la borne inférieure pour
aller vers la borne supérieure, et que les sous-intervalle [xi]j sont pris dans l'ordre (et non
tirés aléatoirement ici), l'axe des abscisses correspond aussi à une image du découpage
de l'intervalle [xi].
On observe cette fois-ci que les indices ne sont plus invariants selon le découpage, ce qui
signiﬁe que localement en fonction des valeurs prises par une variable d'entrée donnée,
son inﬂuence sur la variation de la sortie change. Ainsi la variable x3 est inﬂuente pour
des valeurs prises au centre de son support intervalle. En eﬀet, autour de 0, la largeur
de l'intervalle [y]3,j calculé (en vert) est réduite de moitié par rapport à la largeur de [y]
(en noir) et donc le fait de ﬁxer x3 inﬂuence fortement la variation de y. Inversement,
x3 devient de moins en moins inﬂuente en se rapprochant des bornes ±pi (valeurs pour
lesquelles l'intervalle [y]3,j calculé est très proche de [y] et où donc le fait de ﬁxer x3
n'inﬂuence pas la variation de y).
La valeur de l'indice S3 correspond à moyenner cette interprétation sur tous les dé-
coupages. On observe alors que la variable x1 (en bleu), tout en ayant localement une
inﬂuence diﬀérente sur la sortie, a une inﬂuence globale similaire à x3. Pour ﬁnir, la
variable x2 (en rouge) conduit à des intervalles [y]2,j proches de [y] et donc à un indice
relativement faible.
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On a ainsi à la fois une information globale, mais aussi locale sur la façon dont chaque
entrée pèse sur la variation de la sortie en fonction des valeurs prises par cette entrée.
C'est intéressant dans une certaine mesure car cela donne de l'information sur comment
ﬁxer les variables les moins inﬂuentes. Dans le tableau suivant, sont présentés l'intervalle
de sortie calculé et sa largeur lorsque l'une des entrées est ﬁxée à une valeur nominale.
Cas Variable ﬁxée [y] w([y])
Aucune [-10.74,17.74] 28.48
(a) x1 ﬁxée à 0 [0.00,7.00] 7.00
(c) x1 ﬁxée à pi/2 [1.00,17.74] 16.74
(b) x1 ﬁxée à pi [0.00,7.00] 7.00
(a) x2 ﬁxée à 0 [-10.74,10.74] 21.48
(a) x3 ﬁxée à 0 [-1.00,8.00] 9.00
(d) x3 ﬁxée à pi [-10.74,17.74] 28.48
Table 4.4: Intervalle de sortie et sa largeur quand certaines entrées sont ﬁxées
On observe qu'en ﬁxant une à une les 3 variables au centre (valeur nulle, cas (a)), on
perd le moins de solutions pour la variable x2 trouvée comme étant la moins inﬂuente,
ce qui est cohérent. Vu l'indice de sensibilité pratiquement constant sur tout le support,
on peut ﬁxer x2 n'importe où sur [x2]. Pour ce qui concerne les deux autres variables,
l'observation des ﬁgures précédentes (ﬁgures 4.2) montre que la variable x1 est plus in-
ﬂuente autour de {−pi,0,pi} et moins autour de {- pi/2,pi/2} et la variable x3 est plus
inﬂuente autour de 0 et moins autour de {−pi,pi}. Fixer une variable jugée globalement
inﬂuente est une mauvaise idée à la base. Si on la ﬁxe à une valeur où localement elle
est inﬂuente, on perd eﬀectivement beaucoup de solutions (jusqu'à 75% du support [y],
cas (b)). Si on la ﬁxe à une valeur où localement elle est peu inﬂuente, on limite logique-
ment la perte de solution comme pour x1 = pi/2 (cas (c)). Pour la variable x3, on tombe
sur un cas vraiment particulier où l'indice est nul autour de {−pi,pi}, ce qui conduit de
manière cohérente à ne perdre aucune solution si on ﬁxe x3 autour de ces deux valeurs
(cas (d)). La conclusion est que l'indice intervalle donne des informations intéressantes
sur comment ﬁxer certaines entrées.
Les variables intervalles étant mono-occurrentes, l'indicateur de pessimisme pi conduit
naturellement aux résultats suivants :
Variable Indicateur de pessimisme
x1 1.00
x2 1.00
x3 1.00
Table 4.5: Indicateur de pessimisme pour le modèle d'Ishigami
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Cas d'étude 2
On utilise une fonction d'inclusion où la variable x2 est multi-occurrente, et où cette fois
cette variable génère du pessimisme dans le calcul par intervalle :
[y] = [f2]([x]) = sin([x1])(1 +
[x3]
4
10
) + 7sin([x2])sin([x2]).
Les résultats pour l'indice Si sont les suivants :
Variable Indice de sensibilité intervalle
x1 0.43
x2 0.39
x3 0.44
Table 4.6: Indices de sensibilité intervalle pour le modèle d'Ishigami
Les valeurs des indices ont logiquement changées par rapport au cas précédent (ne serait
ce que parce que [y] a lui-même changé). Le pessimisme généré par la variable x2 la rend
plus inﬂuente et elle est remontée pratiquement au même niveau que les deux autres
(même si on a toujours la tendance x3 ≈ x1 > x2).
Le second indice SUi donne les résultats suivants :
Variable Indice de sensibilité intervalle
x1 0.43
x2 0.24
x3 0.44
Table 4.7: Indices de sensibilité intervalle pour le modèle d'Ishigami
On observe comme attendu que les indices SUi des variables ne générant pas de pessi-
misme sont identiques à Si et plus faibles sinon comme c'est le cas pour la variable x2
où on est passé de 0,39 à 0,24. L'indicateur de pessimisme p2 conﬁrme que la variable x2
génère un intervalle [y] en sortie 25% plus grand que l'intervalle minimal.
Variable Indicateur de pessimisme
x1 1.00
x2 1.25
x3 1.00
Table 4.8: Indicateur de pessimisme pour le modèle d'Ishigami
Graphiquement, on observe bien le pessimisme lié à la variable x2 en comparant l'inter-
valle surestimé [y] (en noir) et les intervalles [y]2,j en rouge dont l'union se rapprochant
de l'intervalle minimal ne couvre pas [y] (partie encadrée par l'ellipse).
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Figure 4.3: Intervalle image et indicateur évalué sur chaque découpage
Comparaison entre les indices par intervalles et Sobol
Dans cette partie nous analysons et comparons les résultats obtenus par les 2 indices
en termes de classement des diﬀérentes entrées en fonction de leur inﬂuence dans le
modèle d'Ishigami. Seules les tendances nous intéressent puisque l'on a déjà montré
que numériquement, les indices par intervalles et de Sobol conduisaient à des valeurs
numériquement diﬀérentes. L'estimation des 3 indices de Sobol du 1er ordre (4.6) et
totaux (4.8) par la méthode expliquée précédemment donne les résultats suivants :
Variable Indice de sensibilité d'ordre 1 Indice de sensibilité total
x1 0.315 0.544
x2 0.445 0.450
x3 0.004 0.234
Table 4.9: Indices de sensibilité de Sobol pour le modèle d'Ishigami
Pour comparer, on utilise les indices de sensibilité intervalles calculés dans le cas d'étude
1 où toutes les variables étaient mono-occurentes (il n'y a donc pas de pessimisme dans
les calculs par intervalles). On observe des tendances diﬀérentes, la variable x3 étant la
variable la plus inﬂuente par intervalle, et la moins inﬂuente avec Sobol (plus précisément,
elle n'a pratiquement pas d'inﬂuence seule, mais elle a une inﬂuence en interaction avec
x1 qui reste cependant plus faible que pour les autres entrées).
Cette diﬀérence peut s'expliquer à l'aide des 2 points technique et théorique suivants.
Techniquement, une première diﬀérence est la suivante. L'indice de Sobol consiste ﬁnale-
ment à calculer une variance en évaluant un écart du terme Ui par rapport à la moyenne
f0 sur l'échantillon, donc un écart par rapport à un comportement moyen global (4.6).
L'indice intervalle procède en calculant localement des largeurs de l'intervalle de sortie,
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soit un écart par rapport au centre de chaque [y]i,j qui déﬁnit un comportement "moyen"
cette fois-ci local.
Sur un plan théorique, la seconde diﬀérence tient dans la façon de modéliser les incer-
titudes et ensuite propager celles-ci dans un modèle. L'approche probabiliste permet
la prise en compte de la distribution des entrées incertaines et de la sortie alors que
l'approche ensembliste évalue le pire des cas (approche min/max).
Il s'ensuit que moyenner le pire des cas (indice intervalle) n'est forcément pas moyenner
sur tous les tirages où on prend en compte la distribution (indice de Sobol), ce qui
peut conduire à des classements certes diﬀérents concernant l'inﬂuence des diﬀérentes
variables, mais cohérents avec la nature du modèle utilisé. Ainsi comme l'indiquent les
ﬁgures 4.2 et le tableau 4.4, ﬁxer x3 de manière quelconque (c'est-à-dire ailleurs qu'autour
de ±pi) conduira eﬀectivement à considérablement réduire le support de sortie [y] pour
un modèle intervalle.
En général, le choix de l'indice de sensibilité utilisé est lié au type de modèle : l'indice
Sobol pour le modèle probabiliste (analytique ou par code), l'indice intervalle pour le
modèle intervalle avec Si quand on travaille sur tout le support en un coup, SUi quand on
travaille sur des sous-intervalles comme cela sera le cas pour la méthode mixte proposée
pour la phase 2 dans la section 4.2.1.
4.1.2 Application de l'analyse de sensibilité
Les indices de Sobol et par intervalles présentés dans les sections précédentes sont utilisés
pour réaliser l'analyse de sensibilité globale des modèles de dispersion utilisés.
4.1.2.1 Outils développés
Nous avons développé un outil informatique qui aide à réaliser l'analyse de sensibilité
globale pour les modèles de dispersion atmosphérique analytique (gaussien) et pour le
modèle complexe par code (SLAB).
Cet outil a nécessité un développement en trois étapes :
 La première étape a consisté à développer en java le code permettant de calculer les
deux indices par intervalles et les indicateurs de pessimisme dans le cas où un modèle
intervalle est utilisé, ainsi que d'estimer les indices de Sobol du premier ordre ou totaux
dans le cas d'un modèle probabiliste (analytique ou par code).
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 La deuxième étape a consisté à reprogrammer le logiciel SLAB qui est écrit en Fortran
77 en JAVA dans le but d'avoir plus de souplesse et de diminuer le temps nécessaire à
une simulation du modèle pour permettre une approche par échantillonnage avec un
temps de calculs raisonnable. Nous avons éliminé par exemple les multiples écritures
des tableaux de résultats dans des ﬁchiers textes qui ralentissaient énormément les
temps d'exécution. De plus, nous avons implémenté le modèle gaussien en JAVA sous
une forme adaptée au calcul par intervalles (fonction d'inclusion) et sous la forme
probabiliste.
 La troisième étape a consisté à développer une passerelle (contrôleur) reliant les logi-
ciels développés lors des étapes précédentes (modèles et calculs des indices de sensibi-
lité) .
L'outil comprend trois phases principales illustrées sur la ﬁgure 4.4 :
Phase d'entrée :
 Déﬁnition du type de modèle (gaussien ou SLAB, probabiliste ou intervalle) pour
déterminer le type d'indice à calculer,
 Déﬁnition des paramètres caractérisant les entrées incertaines du modèle (bornes in-
férieures et supérieures, lois de distribution (uniforme, normale)),
 Choix des paramètres d'échantillonnage (nombre d'échantillons N , ordre de la sous-
division uniforme m).
Phase de traitement :
 Le système génère N échantillons selon une méthode d'échantillonnage aléatoire (avec
la possibilité dans le cas intervalles de prendre tous les sous-intervalles de la division
uniforme choisie, ou d'en tirer une partie),
 Pour chaque échantillon, les valeurs (ou supports) de la sortie sont calculées en fonction
du type de modèle étudié.
 Ces valeurs (ou supports) sont ensuite utilisées pour calculer les indices de sensibilité
(1er ordre, totaux,. . . ) selon la méthode de Sobol ou les indices intervalles.
Phase de sortie :
 Les indices de sensibilité calculés sont renvoyés pour chaque entrée incertaine prise en
compte.
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Figure 4.4: Fonctionnement de l'outil d'analyse de sensibilité développé
4.1.2.2 Analyse de sensibilité du modèle gaussien
Dans cette partie consacrée au modèle gaussien, on a utilisé les mêmes données que celles
présentées dans l'application du chapitre 2 (2.2.1) concernant les valeurs nominales des
entrées incertaines du modèle et les incertitudes associées.
Indices de sensibilité de Sobol
Le tableau 4.10 présente les résultats de l'analyse de sensibilité globale pour les six entrées
incertaines du modèle gaussien étudié dans sa version probabiliste que sont le débit de
fuite q, la vitesse du vent mesurée uref , et les paramètres de dispersion ay, az, by et bz.
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Le but est de réduire le nombre d'entrées à prendre en compte aﬁn de diminuer le temps
de calcul.
L'indice de sensibilité du premier ordre Si et l'indice de sensibilité totale ST i sont calculés
puis moyennés en 5 points géographiques pour N = 100.000 échantillons.
Point (x, y, z)
Indice d'ordre 1 Indice total
ay az by bz uref q ay az by bz uref q
(40, 5, 2) 0.33 0.02 -0.01 -0.02 0.12 0.46 0.35 0.04 0.01 0.00 0.14 0.48
(350, 8, 2) 0.11 0.14 0.01 0.01 0.18 0.59 0.10 0.13 0.00 0.00 0.17 0.58
(460, 35, 2) 0.04 0.14 0.00 0.00 0.17 0.61 0.04 0.15 0.00 0.00 0.18 0.62
(600, 50, 2) 0.11 0.13 0.00 -0.01 0.16 0.56 0.12 0.14 0.01 0.00 0.17 0.57
(800, 45, 2) 0.00 0.16 0.00 0.01 0.19 0.64 0.00 0.16 0.00 0.01 0.19 0.64
Moyennes 0.12 0.12 0.00 0.00 0.16 0.57 0.12 0.13 0.00 0.00 0.17 0.58
Table 4.10: Indices de sensibilité du premier ordre et totaux pour le modèle gaussien
L'interprétation des résultats est la suivante :
 Les entrées qui ont une forte inﬂuence sur les sorties sont : q, uref , ay et az.
 Les entrées qui ont une inﬂuence moindre sur les sorties et qui seront par la suite ﬁxées
à une valeur nominale sont by et bz.
On peut noter que si by et bz sont systématiquement moins inﬂuentes que les autres
variables quel que soit le point géographique, les tendances entre les entrées restantes
changent. Le débit de fuite et la vitesse du vent ont une inﬂuence a peu près équiva-
lente partout alors que c'est très ﬂuctuant pour les paramètres de dispersion ay et az.
Par exemple, le paramètre de dispersion ay est très inﬂuent sur le premier point et n'a
quasiment aucune inﬂuence sur le dernier point.
Indice de sensibilité intervalle
Les indices de sensibilité par intervalle Si pour le modèle gaussien dans sa version in-
tervalle (2.23)-(2.29) sont calculés puis moyennés pour les mêmes points et avec une
sous-division d'ordre m = 1000 :
Point (x, y, z)
Indice de sensibilité intervalle
ay az by bz uref q
(40, 5, 2) 0.42 0.17 0.06 0.02 0.12 0.23
(350, 8, 2) 0.20 0.19 0.04 0.04 0.18 0.36
(460, 35, 2) 0.34 0.14 0.08 0.03 0.14 0.27
(600, 50, 2) 0.37 0.13 0.09 0.03 0.13 0.26
(800, 45, 2) 0.29 0.15 0.07 0.04 0.15 0.30
Moyennes 0.32 0.16 0.07 0.03 0.14 0.28
Table 4.11: Indices de sensibilité par intervalle pour le modèle gaussien
Les résultats obtenus montrent que les paramètres by et bz sont clairement les moins
Chapitre 4. Amélioration des performances : méthodes et application 119
inﬂuents comme pour Sobol. Les tendances pour les autres entrées sont similaires : le
débit q est devant, puis la vitesse du vent uref et le paramètres az très proche. La grosse
diﬀérence vient du paramètre ay qui remonte dans le haut du classement au même niveau
que q.
Un autre essai est réalisé pour calculer les indices de sensibilité par intervalle Si pour les
mêmes points, mais maintenant l'ordre de la sous-division uniforme n'est seulement que
de m = 10 et on ne tire que la moitié N = 5 des sous-intervalles obtenus.
Point (x, y, z)
Indice de sensibilité intervalle
ay az by bz uref q
Moyennes des 5 points 0.29 0.14 0.06 0.03 0.13 0.26
Table 4.12: Indices de sensibilité par intervalle pour le modèle gaussien
Les résultats indiqués dans le tableau 4.12 montrent que les indices changent peu par
rapport à ceux calculés pour m = 1000 (tableau 4.11). Ceci vient du fait de tirer des
intervalles plutôt que des points, et nous pouvons constater qu'avec m beaucoup plus
faible, les résultats restent raisonnables, ce qui permet de réduire le temps de calcul né-
cessaire à l'analyse de sensibilité.
De manière générale, les paramètres ay et az ont une inﬂuence relative plus importante
avec l'indice intervalle (surtout ay), ce qui est logique dans le mesure où ce sont des
variables multi-occurrentes générant du pessimisme (plus de 30% pour la plupart des
points) comme en témoignent les indicateurs de pessimisme calculés dans le tableau
4.13.
Paramètres
Point (x, y, z)
Moyennes
(40, 5, 2) (350, 8, 2) (460, 35, 2) (600, 50, 2) (800, 45, 2)
ay 1.30 1.05 1.38 1.35 1.37 1.29
az 1.12 1.01 1.01 1.00 1.00 1.03
by 1.03 1.00 1.07 1.06 1.07 1.05
bz 1.01 1.00 1.00 1.00 1.00 1.00
uref 1.00 1.00 1.00 1.00 1.00 1.00
q 1.00 1.00 1.00 1.00 1.00 1.00
Table 4.13: Indicateurs de pessimisme associés aux diﬀérentes entrées incertaines
Propagation des incertitudes après l'analyse de sensibilité
L'objectif est de refaire l'étude de propagation d'incertitudes pour le modèle de dispersion
gaussien eﬀectuée dans la section 2.2.3 du chapitre 2, en prenant en compte cette fois-
ci les résultats de l'analyse de sensibilité eﬀectuée précédemment, pour en vériﬁer la
pertinence. A cette ﬁn, l'incertitude sur by et bz a été supprimée, en d'autres termes ces
entrées du modèle sont ﬁxées à leurs valeurs nominales.
Toutes les autres entrées du modèle q, ay, az et uref sont considérées comme incertaines et
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peuvent varier respectivement sur leurs supports bornés. La propagation des incertitudes
est calculée pour N = 10000 échantillons.
Le tableau 4.14 rappelle les valeurs nominales des entrées du modèle étudié avec les
incertitudes ajoutées seulement sur q, ay, az et uref .
q ± 5% ay ± 2.5% az ± 2.5% by bz uref ± 2.5% x y
40 5
350 8
2216 0.105 0.066 0.915 0.915 4.58 460 35
600 50
800 45
Table 4.14: Entrées du modèle
Le tableau 4.15 donne pour les 5 points étudiés la concentration cNom,k calculée à partir
des valeurs nominales des entrées et les intervalles de conﬁance associés en utilisant les
résultats de l'analyse de sensibilité. Sont aussi donnés les indicateurs de la propagation
de l'incertitude (U −MC,U − AI1, U − AI2) calculés respectivement par Monte Carlo
(2.2), par l'analyse par intervalles (2.20) en utilisant la fonction d'inclusion naturelle
(2.23-2.29) et la fonction d'inclusion à test de monotonie (2.30-2.35).
 Point(x, y, z) cNom,k [yMin, yMax]MC [y
−, y+]AI1 [y−, y+]AI2 U −MC U −AI1 U −AI2
1 (40, 5, 2) 10.46 [9.25,11.75] [8.52,12.77] [9.15,11.88] 11.95 % 20.35% 13.02 %
2 (350, 8, 2) 1.22 [1.10,1.36] [1.08,1.39] [1.08,1.38] 10.91 % 12.96% 12.16%
3 (460, 35, 2) 0.379 [0.34,0.42] [0.32,0.45] [0.33,0.42] 10.20 % 16.34% 11.18%
4 (600, 50, 2) 0.193 [0.17,0.22] [0.16,0.23] [0.17,0.22] 11.10 % 17.27% 12.20%
5 (800, 45, 2) 0.187 [0.17,0.21] [0.16 ,0.22] [0.16,0.21] 9.55 % 14.80% 10.24%
Table 4.15: Les intervalles de conﬁance et les indicateurs calculés
La ﬁgure 4.5 représente la propagation des incertitudes avec la méthode de Monte Carlo
et la méthode de l'analyse par intervalles en utilisant la fonction d'inclusion naturelle et
la fonction d'inclusion à test de monotonie pour les 5 points de coordonnées (xk, yk, zk)
après l'analyse de sensibilité.
Figure 4.5: Propagation de l'incertitude selon les points étudiés
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Interprétation des résultats
Avec la simulation de MC, les résultats obtenus montrent que l'incertitude sur la sortie
du modèle varie entre 9.55% et 11.95% pour les diﬀérents points étudiés. Avec la méthode
AI, selon la fonction d'inclusion naturelle l'indicateur varie entre 12.96% et 20.35% et se-
lon la fonction d'inclusion à test de monotonie l'indicateur varie entre 10.24% et 13.02%.
Avec AI, le temps de calcul pour estimer la concentration en un point donné est égal à
2.5 ms. Avec la simulation de MC le temps d'exécution est de 8.3 ms.
Le tableau 4.16 compare les temps d'exécution pour calculer la concentration en un point
donné avant et après l'analyse de sensibilité pour les 2 méthodes (Monte Carlo et l'ana-
lyse par intervalles).
Temps de calcul MC AI
Avant l'analyse de sensibilité 85ms 3.5ms
Aprés l'analyse de sensibilité 8.3ms 2.5ms
Table 4.16: Temps de calcul avant et après l'analyse de sensibilité
L'analyse de sensibilité aide à ﬁxer les entrées les moins inﬂuentes à des valeurs constantes.
Cela réduit le temps de calculs qui conduit à un traitement plus rapide. Rappelons pour
point de comparaison d'après les tableaux 2.4 et 2.5, que si toutes les entrées incertaines
sont prises en compte, les indicateurs varient respectivement entre 10.42% et 11.99% pour
U−MC, entre 14.34% et 22.10% pour U−AI1 et entre 10.91% et 13.76% pour U−AI2.
Ainsi bien que certaines valeurs solutions de la sortie soient naturellement perdues pour la
méthode Monte Carlo, l'analyse de sensibilité réalisée est pertinente parce que cette perte
est raisonnable. Pour la méthode de l'analyse par intervalles selon la fonction d'inclusion
naturelle, le nombre de solutions perdues est supérieur à celui de la méthode de Monte
Carlo, en eﬀet la réduction de l'incertitude sur la sortie du modèle est plus importante.
Ces résultats sont attendus parce que certaines des entrées multi-occurrentes (dans notre
cas by et bz ) sont ﬁxées à des valeurs constantes et nominales. En conséquence, cela
conduit à une réduction du phénomène de dépendance entre les grandeurs incertaines de
modèle, ce qui réduit le pessimisme de la méthode de l'analyse par intervalles et conduit
à des résultats plus précis. Pour terminer, la fonction d'inclusion à test de monotonie
conduit avant et après l'analyse de sensibilité à l'intervalle minimal contenant la sortie.
Le support obtenu après analyse de sensibilité est systématiquement plus petit que celui
estimé avant analyse de sensibilité puisque certaines entrées incertaines ont été ﬁxées.
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Réalisation des cartographies après l'analyse de sensibilité par Sobol
L'objectif est de refaire la réalisation des cartographies pour le modèle de dispersion
gaussien eﬀectuée dans la section 3.4.1.1 du chapitre 3 par l'approche probabiliste, en
prenant en compte cette fois-ci les résultats de l'analyse de sensibilité eﬀectuée précé-
demment, pour en vériﬁer la pertinence. A cette ﬁn, comme dans la section précédente,
l'incertitude sur by et bz a été supprimée, en d'autres termes ces entrées du modèle sont
ﬁxées à leurs valeurs nominales.
Toutes les autres entrées du modèle q, ay, az et uref sont considérées comme incertaines et
peuvent varier respectivement sur leurs supports bornés. La propagation des incertitudes
est calculée pour N = 10000 échantillons.
La ﬁgures 4.6 illustre la fusion des résultats de la méthode de Monte Carlo avant et après
l'analyse de sensibilité.
Figure 4.6: Panache de NO simulé par l'inversion probabiliste avant et après l'analyse
de sensibilité
De cette comparaison, nous pouvons conclure que les résultats sont très similaires avant
et après l'analyse de sensibilité. Avant l'analyse de sensibilité avec 100.000 échantillons
le temps de calculs est de 513.52s, après l'analyse de sensibilité avec 10.000 échantillons
celui-ci n'est plus que de 56.52s, soit une réduction de 90%. Nous pouvons conclure que
l'analyse de sensibilité donne des résultats pertinents pour la méthode probabiliste, car
après avoir ﬁxé les entrées les moins inﬂuentes, la perte de précision sur les cartographies
reste raisonnable avec un temps de calcul bien plus faible.
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Réalisation des cartographies après l'analyse de sensibilité par intervalles
Les ﬁgures 4.7 et 4.8 illustrent respectivement la fusion des cartographies réalisées par
l'approche ensembliste (détaillée dans la section 3.4.1.2 du chapitre 3) avant et après
l'analyse de sensibilité pour l'approximation extérieure et l'approximation intérieure.
La comparaison montre que l'approximation extérieure Sext calculée avant l'analyse de
sensibilité est un peu plus grande que celle obtenue après la l'analyse de sensibilité. L'ap-
proximation intérieure Sint est elle légèrement plus petite avant qu'après. Ces résultats
sont tout à fait logiques. En eﬀet Sext est une approximation de l'ensemble Su,∃p qui aug-
mente en taille lorsque les incertitudes sur p sont plus importantes (plus de valeurs de p
conduisent à plus de valeurs possibles pour la sortie). A l'inverse, Sint est une approxi-
mation de Su,∀p, plus de valeurs de p signiﬁe des contraintes plus diﬃciles à satisfaire
(pour tous les p) et donc un ensemble dont la taille diminue lorsque les incertitudes sur
p sont plus importantes.
Nous pouvons en déduire que l'analyse de sensibilité eﬀectuée est pertinente pour l'ana-
lyse par intervalles parce que les zones de danger et d'incertitude évaluées pour les deux
cas sont très proches. En outre, elle permet de réduire, dans une certaine mesure, le temps
de calcul : avant l'analyse de sensibilité le nombre de boîtes traitées par la méthode d'in-
version ensembliste est de 6709 en 53.36 s, alors qu' après l'analyse de sensibilité le
nombre de boîtes traitées est de 6305 en 50.23 s, conduisant à une réduction de presque
6%.
Figure 4.7: Panache de NO simulé par l'inversion ensembliste Sext
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Figure 4.8: Panache de NO simulé par l'inversion ensembliste Sint
4.1.2.3 Analyse de sensibilité du modèle complexe SLAB
Les travaux portant sur l'analyse de sensibilité d'outils de modélisation de la dispersion
atmosphérique de rejets accidentels restent peu nombreux. Parmi ces travaux, une analyse
de sensibilité d'un modèle de dispersion atmosphérique néerlandais, appelé NPK-PUFF,
pour des scénarios de rejets de contaminants radioactifs a été développée par (Kok et al.
(2004)[19]).
Une autre analyse de sensibilité dédiée à la dispersion d'un polluant radioactif en utilisant
le code RIMPUFF qui permet de simuler en temps réel des rejets de gaz sous forme
de bouﬀées ou de panaches en prenant en compte les conditions météorologiques a été
eﬀectuée par Ferenczi [127] selon la méthode OAT présentée brièvement en section 1.4.4.1.
Bubbico et Mazzarotta (2008)[128] ont appliqué la méthode OAT pour simuler des scé-
narios de rejets accidentels de produits toxiques (acide chlorhydrique, ammoniac, trimé-
thylamine et brome) pour une durée du rejet égale à 15 minutes.
Notre objectif est ici de réaliser une analyse de sensibilité sur le modèle par code SLAB.
Durant les travaux de thèse de S. Pagnon [3] sur la stratégie de modélisation des consé-
quences d'une dispersion atmosphérique de gaz toxique ou inﬂammable en situation
d'urgence au regard de l'incertitude sur les données d'entrée, une analyse de sensibilité
a été menée sur le modèle de dispersion atmosphérique SLAB. Cette analyse est basée
sur la méthode de screening dite de Morris couplée avec une analyse de sensibilité locale
(présentée en section 1.4.4.2) aﬁn de conﬁrmer (ou inﬁrmer) les résultats obtenus au
moyen de la méthode de Morris. Les résultats obtenus par cette étude montrent que :
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 certaines entrées comme la vitesse du vent ont une inﬂuence décroissante sur les dis-
tances d'eﬀets,
 la température et le débit de fuite ont une inﬂuence croissante monotone sur l'estima-
tion des distances d'eﬀets,
 d'autres entrées incertaines inﬂuent très faiblement sur l'évaluation des distances d'ef-
fets, c'est le cas de la hauteur de rejet,
 ﬁnalement l'étude de sensibilité locale a conﬁrmé l'existence d'entrées ayant une in-
ﬂuence complexe sur le résultat ﬁnal comme la rugosité.
Globalement, l'analyse de sensibilité d'un modèle est eﬀectuée essentiellement dans le
but d'identiﬁer les entrées du modèle les plus inﬂuentes sur la sortie. L'analyse de sen-
sibilité locale est relativement simple et rapide, mais elle peut s'avérer insuﬃsante pour
caractériser la sensibilité de modèles complexes tels que SLAB. Nous avons donc retenu
pour notre étude les méthodes d'analyse de sensibilité globale basées sur l'étude de la
variance en calculant les indices de sensibilité de Sobol.
Démarche adoptée
Une démarche a été mise en ÷uvre pour eﬀectuer l'analyse de sensibilité globale de SLAB.
Comme nous l'avons dit dans la description des modèles de dispersion atmosphérique,
SLAB est un modèle de type intégral, qui est capable de traiter diﬀérents types de
produits pour modéliser les phénomènes liés à la dispersion du gaz. Comme nous avons
choisi pour l'analyse de sensibilité du modèle gaussien l'émission d'oxyde nitrique (NO),
nous avons choisi pour SLAB un gaz diﬀérent, liquéﬁé tel que l'ammoniac (NH3) qui
est plus lourd que l'air près du point de fuite. Les caractéristiques de ce produit et les
entrées utilisées par SLAB ont été présentées dans la section 3.4.3.
Compte tenu du nombre important d'entrées, une trentaine initialement, dans un premier
temps, nous avons écarté les entrées parfaitement connues (comme par exemple celles
liées aux propriétés chimiques du produit), puis parmi les entrées incertaines restantes,
un premier tri a été eﬀectué par expertise pour éliminer les entrées connues comme étant
peu inﬂuentes sur la variation de la sortie. En se basant sur les résultats obtenus par
S. Pagnon [3] et d'autres études sur SLAB, nous n'avons donc conservé que les entrées
jugées comme inﬂuentes et c'est sur ces dernières, au nombre de 5 (débit de fuite, vitesse
du vent, humidité, rugosité, température) qu'est réalisée l'analyse de sensibilité globale.
La ﬁgure 4.9 illustre la démarche utilisée pour faire l'analyse de sensibilité globale de
SLAB.
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Figure 4.9: Démarche utilisée pour l'analyse de sensibilité de SLAB
Résultats de l'étude de l'analyse de sensibilité globale
Les sorties du modèle SLAB utilisées pour réaliser l'analyse de sensibilité correspondent
à des concentrations en gaz estimées le long de la ligne de vent. Les sorties relatives
à l'ammoniac (NH3) sont calculées à une hauteur Z = 0. En ce qui concerne la taille
de l'échantillon, on note que les indices de sensibilité diﬀèrent considérablement pour
des échantillons de taille inférieure à N = 100.000. Nous avons donc retenu cette valeur
pour obtenir un niveau de conﬁance acceptable, ce qui représente un ordre de grandeur
classique avec 5 entrées incertaines à étudier.
Pour le produit NH3, nous avons choisi trois types de sortie :
 C280 : la concentration évaluée à 280 m dans la direction du vent en ppm,
 C1415 : la concentration évaluée à 1415 m dans la direction du vent en ppm,
 C3588 : la concentration évaluée à 3588 m dans la direction du vent en ppm.
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La ﬁgure 4.10 donne les indices de sensibilité de Sobol du premier ordre et totaux pour
la concentration C280.
Figure 4.10: Indices de sensibilité pour la concentration C280
Les ﬁgures 4.11 et 4.12 illustrent les indices de sensibilité pour les concentrations en gaz
C1415 et C3588.
Figure 4.11: Indices de sensibilité pour la concentration C1415
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Figure 4.12: Indices de sensibilité pour la concentration C3588
En observant les résultats obtenus sur les 3 ﬁgures (4.10, 4.11, 4.12), on constate que les
paramètres les plus inﬂuents sur les sorties dans l'ordre décroissant sont :
 le débit de rejet (qs),
 la vitesse du vent (ua),
 la température (ta).
On peut noter que la rugosité (z0) et l'humidité (rh) sont systématiquement moins
inﬂuentes que les autres variables quel que soit le point géographique étudié.
Propagation des incertitudes avant et après l'analyse de sensibilité
L'objectif est de faire l'étude de la propagation d'incertitudes pour le modèle complexe
par code SLAB avant et après l'analyse de sensibilité, pour en vériﬁer la pertinence.
Dans cette partie applicative, la concentration en gaz est estimée pour les 3 points placés
sous le vent et déjà utilisés pour l'analyse sensibilité (C280, C1415 et C3588).
Pour ces 3 points, les intervalles de conﬁance des concentrations en gaz calculés, ainsi
que les indicateurs représentatifs de l'amplitude des incertitudes sur ces concentrations
sont donnés en utilisant la méthode de Monte Carlo. Le nombre d'échantillons utilisés
pour la simulation de Monte-Carlo avant l'analyse de sensibilité est ﬁxé, comme justiﬁé
dans la partie précédente, à N = 100.000.
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Les caractéristiques des entrées utilisées par SLAB et les incertitudes associées ont été
présentées dans la section 3.4.3.
Le tableau 4.17 donne pour les 3 points étudiés la concentration cNom,k calculée à partir
des valeurs nominales des entrées, l'intervalle de conﬁance et l'indicateur de la propaga-
tion de l'incertitude U−MC calculés par Monte Carlo (2.2) avant l'analyse de sensibilité.
 Point cNom,k [yMin, yMax] U −MC
1 C280 21917.77 [19600.84,24346.46] 10.82%
2 C1415 2942.55 [2604.53,3275.84] 11.40%
3 C3588 980.51 [840.86,1135.71] 15.03%
Table 4.17: Les intervalles de conﬁance et les indicateurs calculés
En se basant sur les résultats obtenus par l'analyse de sensibilité, l'incertitude sur z0 et
rh a été supprimée, en d'autres termes ces entrées du modèle sont ﬁxées à leurs valeurs
nominales.
Toutes les autres entrées du modèle qs, ua et ta sont considérées comme incertaines et
peuvent varier respectivement sur leurs supports bornés. La propagation des incertitudes
est calculée pour N = 10000 échantillons.
Le tableau 4.18 donne sur les 3 points étudiés la concentration cNom,k calculée à partir des
valeurs nominales des entrées, l'intervalle de conﬁance et l'indicateur de la propagation
de l'incertitude U −MC calculés par Monte Carlo (2.2) après l'analyse de sensibilité.
 Point cNom,k [yMin, yMax] U −MC
1 C280 21917.77 [19841.96,24081.22] 9.67%
2 C1415 2942.55 [2620.14,3279.84] 11.20 %
3 C3588 980.51 [ 848.52, 1137.80] 14.75%
Table 4.18: Les intervalles de conﬁance et les indicateurs calculés
La comparaison des tableaux 4.17 et 4.18 montre que les résultats sont très proches avant
et après l'analyse de sensibilité. Avant l'analyse de sensibilité avec 100.000 échantillons
le temps de calculs pour un point est de 241s, après l'analyse de sensibilité avec 10.000
échantillons le temps de calculs est de 24s, soit une réduction de 90%. Nous pouvons
conclure que l'analyse de sensibilité est pertinente pour la méthode probabiliste, puis-
qu'après avoir ﬁxé les entrées les moins inﬂuentes, la précision des intervalles de conﬁance
estimés en ces points reste raisonnable avec un temps de calcul moindre.
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Réalisation des cartographies après l'analyse de sensibilité
En se basant sur les résultats de l'analyse de sensibilité, l'humidité (rh) et la rugosité
(z0) ont été ﬁxées à leurs valeurs nominales. Les autres entrées de modèle (ua, qs, ta)
sont considérées comme incertaines et peuvent varier respectivement sur leurs supports
bornées. La cartographie est réalisée en utilisant l'approche probabiliste pour un modèle
complexe par code détaillée dans la section 3.2.2 avec N = 1000 échantillons.
La ﬁgure 4.13 illustre la fusion des résultats de la méthode Monte Carlo avant et après
l'analyse de sensibilité. Avant l'analyse de sensibilité avec 100.000 échantillons le temps
de calculs est de 250s, après l'analyse de sensibilité avec 1000 échantillons le temps de
calculs est de 8s, soit une réduction de 96.8%.
Figure 4.13: Panache de NH3 simulé par l'inversion probabiliste
De cette comparaison, nous pouvons conclure que la précision des résultats reste rai-
sonnable avec un temps de calcul bien moindre après avoir ﬁxé les entrées les moins
inﬂuentes.
4.1.3 Test de monotonie
4.1.3.1 Objectif de l'analyse de monotonie
Dans la section 2.1.2.2 du chapitre 2 présentant les règles du calcul par intervalles, des
fonctions d'inclusion particulières permettant de limiter le pessimisme de l'intervalle cal-
culé en sortie du modèle ont été présentées. L'une d'entre elle appelée fonction d'inclusion
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à test de monotonie a été détaillée (2.17)-(2.19). Il s'agissait d'exploiter la monotonie par
morceaux du modèle par intervalles par rapport à chacune des entrées pour remplacer,
quand cela est possible, le calcul classique par intervalles par un calcul de type inf/sup
(c'est-à-dire une double évaluation du modèle pour des arguments réels bien choisis), qui
lui ne génère pas de pessimisme.
Même si l'objectif est ici diﬀérent, le principe reste similaire. Le test de monotonie utilisé
dans la phase 1 (ﬁgure 4.1) de la démarche proposée est une technique visant à évaluer
le support intervalle de la sortie d'un modèle, dont il est diﬃcile (voire impossible) de
construire une fonction d'inclusion. C'est typiquement le cas d'un modèle par code tel
que SLAB dont on ne connait pas précisément l'expression analytique. Cette technique
consiste à vériﬁer si la fonction ou bien le modèle étudié est monotone par rapport à une
entrée incertaine donnée xi. Si le modèle est monotone sur tout le domaine de variation
[xi] de xi alors on sait que les bornes inférieure et supérieure de la sortie seront obtenues
lorsque xi prendra comme valeur l'une de ses propres bornes sur [xi]. Si le modèle est
monotone par rapport à chacune des entrées, il est alors possible de calculer le support
intervalle de la sortie, et donc de faire de manière indirecte une évaluation de type ensem-
bliste, sans utiliser l'analyse par intervalle et donc sans pessimisme. Il y a peu de chance
pour des modèles complexes que la propriété de monotonie soit atteinte pour toutes les
entrées sur l'intégralité de leurs supports respectifs. La méthode mixte proposée dans la
phase 2 ajoutera de la ﬂexibilité sur ce point :
 en travaillant sur de petits sous-intervalles de [xi] où le modèle peut être monotone
par morceaux,
 en permettant de tirer des points plutôt que des supports intervalles pour les entrées
où on ne peut pas prouver la monotonie (l'idée étant de privilégier la manipulation
des ensembles plutôt que des points, quand cela est possible, pour appréhender un
maximum de situations).
4.1.3.2 Algorithme de vériﬁcation
Cet algorithme est basé sur le balayage à pas constant de l'intervalle d'étude et par la
comparaison systématique de deux images  successives  ou plutôt du signe de leur
diﬀérence. Si ce signe ne change jamais, la fonction est peut-être monotone, sinon elle ne
l'est certainement pas.
Considérons la fonction vectorielle f de la forme :
y = f(x1, ..., xi, ..., xp)
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Entrées
Soient :
 l'intervalle [xi] = [x
−
i , x
+
i ] l'ensemble des valeurs possibles pour une entrée incertaine
xi. Les autres entrées incertaines xj , avec j diﬀérent de i sont ﬁxées à leurs valeurs
nominales,
 f , le modèle à étudier,
 N , le nombre de sous-divisions de l'intervalle [xi],
 u, les valeurs successives de la variable xi.
Initialisation
 le pas prend la valeur (x+i − x−i )/N
 le sens prend le signe de la diﬀérence f(x1, ..., x
+
i , ..., xp)  f(x1, ..., x
−
i , ..., xp)
 u prend la valeur x−i
Traitement
Pour K variant de 1 à N
Si (f(x1, ..., u+pas, ..., xp)-f(x1, ..., u, ..., xp))× signe<0 alors f n'est pas monotone, ﬁn
de traitement
Sinon u = u+ pas ;
Si k == N alors f est monotone, ﬁn de traitement
4.1.4 Étude de la multi-occurrence des entrées incertaines
L'existence d'une multi-occurrence des entrées incertaines dans un modèle analytique
par intervalles peut conduire (mais pas forcement) à du pessimisme dans l'évaluation du
support intervalle de la sortie comme on a pu l'expliquer dans la section 2.1.2.6. Il est
donc légitime d'étudier la multi-occurrence des entrées incertaines pour réduire la sur-
estimation des intervalles calculés, en utilisant des fonctions d'inclusion judicieusement
choisies en essayant par exemple de réduire au maximum les occurrences multiples, en
sélectionnant des fonctions d'inclusion comme les formes centrées bénéﬁciant de bonnes
propriétés pour réduire le pessimisme, ou comme le proposera la méthode mixte déve-
loppée dans la phase 2 en travaillant sur de plus petits supports intervalles des entrées
incertaines.
La première possibilité pour réaliser cette étude, et qui est aussi la plus simple, est
qualitative et consiste à repérer l'occurrence des diﬀérentes variables intervalles dans
l'expression formelle de la fonction d'inclusion choisie.
Une autre possibilité, quantitative et plus précise celle-ci, pour savoir si une entrée donnée
génère du pessimisme, est d'utiliser l'indicateur de pessimisme (4.10) qui permet juste-
ment d'évaluer le niveau de pessimisme engendré par la multi-occurrence d'une variable
intervalle.
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4.2 Deuxième phase : proposition d'une nouvelle approche
- Méthode mixte
Plusieurs approches ont été développées pour réaliser la propagation des incertitudes
sur la sortie d'un modèle. Parmi ces approches, on a présenté et utilisé l'analyse par
intervalles et la simulation de Monte Carlo au cours du chapitre 2. La première méthode
utilisable dès que l'on a à disposition une fonction d'inclusion intervalle du modèle,
permet de calculer un intervalle surestimé contenant l'ensemble des valeurs possibles de
la sortie compte tenu des incertitudes sur les entrées. Cette notion de garantie provient
du pessimisme généré par le calcul par intervalles qui induit la propriété d'inclusion (2.6).
La seconde méthode permet de calculer un intervalle sous-estimé contenant une partie
de toutes les valeurs possibles de la sortie du modèle, qui lui peut se présenter aussi bien
sous la forme d'une expression analytique que par code informatique. Ceci provient du
nombre ﬁni N d'échantillons aléatoires tirés. Toutes les valeurs d'une entrée donnée xi
ne peuvent pas être prises en compte. En outre, le N -échantillon ne peut pas représenter
toutes les combinaisons possibles des valeurs d'entrée du modèle. Ainsi, selon le nombre
d'incertitudes et la largeur de leurs supports respectifs, une simulation de Monte Carlo
pourrait impliquer des milliers ou des dizaines de milliers de simulations de modèles.
En conclusion, l'analyse par intervalles et la simulation de Monte carlo sont des méthodes
de propagation d'incertitudes qui ont chacune leurs avantages et inconvénients, apportent
même des informations complémentaires dans le sens où elle vont permettre d'encadrer le
support exact de la sortie, reposent à la base sur des mécanismes d'évaluation diﬀérents
et induisent des contraintes spéciﬁques sur la nature du modèle qui peut être traité.
L'idée, très simple et naturelle à la base, est d'essayer de développer une nouvelle méthode
de propagation d'incertitudes, partant de la méthode de Monte-Carlo, plus classique et
surtout permettant de traiter tout type de modèle, et de la combiner avec de l'analyse
par intervalles dans l'objectif d'appréhender plus de situations. L'objectif visé est ainsi de
bénéﬁcier des avantages cumulés des deux méthodes, et à précision équivalente d'utiliser
des échantillons de taille réduite pour limiter les temps de calculs par rapport à une
simulation de Monte-Carlo classique, ou inversement pour des échantillons de même
taille de gagner en précision sur le support de sortie évalué.
4.2.1 Principes de l'approche proposée
Dans cette section, les principes de la méthode proposée mixant simulation de Monte-
Carlo et analyse par intervalles sont développés. Cette méthode s'appelle plus précisé-
ment Advanced Interval based Monte Carlo Method (AIMCM), mais nous utiliserons
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aussi dans la suite le terme de méthode mixte pour abréger. Le principe de la méthode
proposée, basée sur une stratégie d'échantillonnage, est de tirer des supports intervalles
aléatoires pour les entrées du modèle à la place de valeurs aléatoires aﬁn d'appréhender
pour un tirage donné un ensemble de valeurs possibles de la sortie en lieu et place d'une
simple valeur estimée.
Cette méthode va être déclinée en deux versions, en fonction du type de modèle utilisé.
La première version concerne le cas d'un modèle analytique (par exemple le modèle de
dispersion gaussien) dont on a à disposition une fonction d'inclusion, condition préalable
pour pouvoir faire du calcul par intervalles. Le principe de fonctionnement de l'AIMCM
est alors le suivant :
1. Déﬁnir la sortie et les éléments d'entrée du modèle étudié.
2. Associer un support intervalle pour chaque entrée du modèle xi ∈ [xi] = [x−i , x+i ],i=1,...,p.
3. Réaliser une sous-division uniforme de chaque intervalle [xi] en m sous-intervalles
disjoints [xi]j dont l'union couvre [xi], c'est-à-dire :
[xi] = ∪[xi]j,j=1,..,m avec [xi]j = [x−i + (j − 1)w([xi])m , x−i + jw([xi])m ],
où w([xi]) désigne la largeur de l'intervalle [xi].
4. Soit N le nombre d'échantillons. Le keme échantillon est créé en choisissant aléatoi-
rement pour chaque entrée du modèle xi un sous-intervalle [xi]j parmi les supports
intervalles associés à [xi]. Ensuite l'intervalle [y]k est calculé en sortie du modèle
pour cet échantillon en utilisant l'analyse par intervalles.
Générer une matrice contenant les résultats de tous les échantillons étudiés :
Figure 4.14: Matrice d'échantillons
avec k = 1, ..., N et j1, k, ..., jp, k = 1, ...,m.
5. Calculer l'intervalle de conﬁance [y] comme l'union
⋃
[y]k,k=1,...,N .
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Implémentation de l'approche proposée
La ﬁgure 4.15 présente la phase de calculs de l'évaluation de l'incertitude en utilisant la
méthode mixte (AIMCM) pour mettre en oeuvre la propagation d'incertitudes.
Figure 4.15: Phase de calculs de la propagation d'incertitudes
À partir des résultats calculés par la méthode mixte (AIMCM), l'indicateur de la propa-
gation de l'incertitude u est déﬁni par la même relation que l'équation (2.20). Les termes
y− et y+ sont les bornes inférieure et supérieure de l'intervalle calculé [y−, y+].
Traiter le problème de propagation des incertitudes par la méthode de l'analyse par inter-
valles développée dans le chapitre 2 (section 2.1.2.7) est un cas particulier de la méthode
mixte consistant à prendre une sous-division uniforme d'ordre m = 1. L'avantage de
prendre un ordre plus élevé, comme discuté dans la section 2.1.2.6, est de travailler sur
des supports intervalles [xi]j plus petits que les supports [xi] complets, ce qui limite le
pessimisme sur les intervalles [y]k (et donc leur union) calculés en sortie. L'étude de la
multi-occurrence des variables lors de la phase 1 peut justement permettre d'orienter le
choix de m. L'inconvénient est en contre partie un temps de calcul plus lourd puisque
N évaluations du modèle par intervalles sont nécessaires et qu'il n'est maintenant plus
garanti (à moins de tirer toutes les combinaisons possibles d'intervalles [xi]j) que toutes
les valeurs possibles de la sortie appartiendront bien à [y−, y+].
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Nous allons maintenant nous focaliser sur la seconde déclinaison de la méthode mixte
qui s'adresse plus particulièrement aux modèles dont on n'a pas de fonction d'inclusion,
comme le logiciel SLAB, et pour lesquels on ne peut pas faire de calculs par intervalles.
Notons qu'un modèle analytique tel que le modèle de dispersion gaussien peut, dans sa
version probabiliste, s'inscrire aussi dans cette catégorie si on ne souhaite pas utiliser sa
fonction d'inclusion. Pour résoudre cette diﬃculté, il est nécessaire de tester la monotonie
du modèle utilisé par rapport à chacune de ses entrées incertaines comme proposé dans
la phase 1. Si le modèle est monotone sur tout le domaine de variation de xi alors on
sait que les bornes inférieure et supérieure de la sortie seront obtenues lorsque xi prendra
comme valeur l'une de ses propres bornes sur [xi]. Si le modèle est monotone par rapport
à chacune des entrées, il est alors possible de calculer le support intervalle de la sortie,
et donc de faire de manière détournée une évaluation de type ensembliste, sans utiliser
l'analyse par intervalles et donc sans pessimisme.
Si le modèle n'est pas monotone par rapport à une entrée xi, la solution retenue est
de tirer des points plutôt que des supports intervalles pour cette grandeur sur le même
principe que la méthode de Monte-Carlo. L'idée consiste toutefois à privilégier la manipu-
lation des ensembles plutôt que des points pour appréhender un maximum de situations
lors d'une simulation.
Dans ce qui suit, pour un modèle de dispersion y = f(x1, ..., xp) ayant p entrées (f
représente ici le modèle par code), on déﬁnit :
 IMC et IMD deux sous-ensembles regroupant les indices i = 1, ..., p des entrées par
rapport auxquelles le modèle est monotone croissant, respectivement décroissant,
 INM l'ensemble des indices des entrées xi par rapport auxquelles la propriété de mo-
notonie ne peut être retenue.
Le principe de fonctionnement de l'AIMCM est alors le suivant :
1. Déﬁnir la sortie et les éléments d'entrée du modèle étudié.
2. Associer un support intervalle pour chaque entrée xi, i élément de IMC ou de IMD :
xi ∈ [xi] = [x−i , x+i ]i∈IMC∨i∈IMD .
3. Associer une loi de distribution à chaque entrée incertaine xi, i élément de INM .
4. Préciser le nombre d'échantillons N qui peut être choisi arbitrairement en fonction
du nombre d'entrées incertaines considérées et du temps de calcul associé à une
simulation du modèle (dans notre étude, ce nombre sera souvent de l'ordre de 10q,
où q désigne le nombre d'éléments de l'ensemble INM ).
5. Le kième échantillon est crée de la manière suivante :
 pour chaque entrée du modèle xi, i élément de INM , est choisie une valeur aléa-
toire xi,k en fonction de la loi de distribution associée,
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 pour chaque entrée xi, i élément de IMC ou IMD, est tiré aléatoirement un sup-
port noté [xi]ji,k = [(x
−
i )ji,k, (x
+
i )ji,k] correspondant à l'un des sous-intervalles
[xi]j=1,...,m de la sous-division uniforme d'ordre m de [xi], où (x
−
i )ji,k et (x
+
i )ji,k
désignent respectivement les bornes inférieure et supérieure de [xi]ji,k.
6. Pour ce kième échantillon, une double évaluation du modèle f est réalisée aﬁn de
déterminer le support de la sortie [y]k de la façon suivante :
[y]k = [f(u1,k, ..., up,k), f(v1,k, ..., vp,k)]
où
(ui,k, vi,k) =

((x−i )ji,k, (x
+
i )ji,k) si i ∈ IMC
((x+i )ji,k, (x
−
i )ji,k) si i ∈ IMD
(xi,k, xi,k) sinon
Générer une matrice contenant les résultats de tous les échantillons étudiés :
Figure 4.16: Matrice d'échantillons
avec k = 1, ..., N .
7. Calculer l'intervalle de conﬁance [y] comme l'union
⋃
[y]k,k=1,...,N .
Remarque. Une amélioration pourrait être envisagée pour traiter les entrées par rapport
auxquels le modèle n'est pas monotone. Puisqu'on travaille sur de petits sous-intervalles
[xi]j de [xi], il peut être intéressant de tester la monotonie du modèle par morceaux sur
chaque [xi]j tiré plutôt que sur tout le support [xi], pour se retrouver le plus souvent
possible dans la capacité de travailler sur des ensembles de valeurs plutôt que des valeurs.
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4.2.2 Application de la méthode mixte au problème de dispersion
4.2.2.1 Modèle gaussien
Dans cette section, on a utilisé les mêmes données que celles présentées dans l'application
du chapitre 2 (2.2.1) concernant les valeurs nominales des entrées du modèle de dispersion
gaussien et les incertitudes associées.
Propagation des incertitudes
Dans cette partie applicative, la concentration en gaz est estimée en 5 points placés sous
le vent de la source d'émission du gaz d'oxyde nitrique. Pour ces 5 points, les supports
intervalles des concentrations en gaz calculés, ainsi que les indicateurs représentatifs de
l'amplitude des incertitudes sur ces concentrations sont donnés pour la méthode mixte
proposée, puis comparés avec ceux obtenus par la simulation de Monte-Carlo et par
l'analyse par intervalles.
Compte tenu du faible temps de calculs associé au modèle de dispersion gaussien, et
pour permettre une comparaison directe avec les résultats du chapitre 2, nous avons opté
pour conserver des incertitudes sur les 6 entrées du modèle. Nous avons donc conservé
le nombre d'échantillon qui avait été ﬁxé à N = 100.000 pour la méthode classique de
Monte-Carlo. Concernant AIMCM, le nombre d'échantillons utilisés est N = 1000 et
l'ordre de la sous-division uniforme est m = 10. Connaissant une fonction d'inclusion du
modèle de dispersion gaussien (2.23-2.29), c'est naturellement la première déclinaison de
la méthode mixte utilisant le calcul par intervalles qui sera utilisée. Les incertitudes sur
les entrées du modèle pour la simulation MC sont représentées par des distributions de
probabilités uniformes pour permettre une comparaison avec les méthodes AI et AIMCM
qui manipulent des supports bornées.
Le tableau 4.19 donne, pour les 5 points étudiés, les concentrations en gaz cNom,k calculées
à partir des valeurs nominales des entrées étudiées, ainsi que les indicateurs calculés
U −MC, U −AI et U −AIMCM reﬂétant le niveau d'incertitude sur la sortie évaluée
par la simulation de Monte-Carlo, l'analyse par intervalles et la méthode mixte.
 Point(xk, yk, zk) cNom,k U −MC U −AI U −AIMCM
1 (40, 5, 2) 10.46 11.99% 22.10% 13.03%
2 (350, 8, 2) 1.22 11.47% 14.34% 12.03%
3 (460, 35, 2) 0.379 10.81% 18.33% 11.25%
4 (600, 50, 2) 0.193 11.39% 19.43% 12.25%
5 (800, 45, 2) 0.187 10.42% 16.57% 10.9%
Table 4.19: Les indicateurs calculés
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La ﬁgure 4.17 représente la propagation des incertitudes avec les méthodes MC, AI et
AIMCM pour les 5 points de coordonnées (xk, yk, zk).
Figure 4.17: La propagation de l'incertitude selon les points étudiés
Interprétation des résultats
Les résultats obtenus avec la méthode AIMCM conduisent à un indicateur reﬂétant le
niveau d'incertitude sur la sortie variant entre 10.9% et 13.03%. Pour chacun des points,
cet indicateur se retrouve situé entre celui obtenu par la méthode MC et celui obtenu par
la méthode AI. Plus précisément, U−AIMCM se retrouve très proche de U−MC alors
que le nombre d'échantillons utilisés est beaucoup plus faible. Les résultats se retrouvent
même être plus précis au ﬁnal puisque U −AIMCM se rapproche de U −AI2 (tableau
2.5) qui se révèle être le niveau d'incertitude théorique à déterminer puisqu'associé à
une fonction d'inclusion minimale. En d'autres termes, la méthode mixte a amélioré les
résultats obtenus par la simulation MC classique avec un nombre d'échantillons beaucoup
plus faible. Elle conduit dans le même temps à considérablement réduire la surestimation
de l'intervalle de sortie résultant du calcul par intervalles. Plusieurs raisons expliquent
les diﬀérents résultats obtenus par ces approches. La première est due au problème du
pessimisme de la méthode AI en raison de multiples occurrences de certaines entrées
incertaines du modèle comme ay, az, by, bz. Ainsi la sous-division uniforme eﬀectuée par
AIMCM conduit à réduire le pessimisme en comparaison de la méthode AI parce que
l'utilisation de petits supports pendant le calcul par intervalles réduit la surestimation
des intervalles obtenus en sortie. Une autre raison qui se cumule avec la précédente est
que l'échantillonnage réalisé ne permet plus de prendre en compte toutes les situations
possibles, et on perd donc la garantie des résultats qu'oﬀrait la méthode AI (au prix
justement d'une surestimation importante). La deuxième raison est que la simulation
MC est basée sur le tirage de valeurs aléatoires pour chaque entrée du modèle alors que
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AIMCM manipule des ensembles de valeurs. Ainsi, AIMCM permet de traiter une plus
grande proportion des valeurs possibles des entrées et conduit à réduire la sous-estimation
induite par la stratégie d'échantillonnage de la simulation MC classique. Finalement,
AI et MC conduisent respectivement à des approximations extérieures et intérieures de
l'intervalle de conﬁance exact de la concentration en gaz, alors que AIMCM exprime un
compromis entre les deux méthodes et propose une alternative intéressante à priori pour
la propagation des incertitudes. En outre, avec AIMCM le temps de calcul est inférieur
à celui de MC. La principale raison réside dans la taille de l'échantillon beaucoup plus
faible avec AIMCM qui nécessite donc moins de temps de calculs.
4.2.2.2 Modèle SLAB
Propagation des incertitudes
Cette partie applicative a pour but de traiter le cas d'un accident impliquant un gaz
toxique et liquéﬁé comme l'ammoniac (NH3). Le scénario envisagé est le même que pour
le cas d'étude présenté dans la section 3.4.3.1 et le modèle de dispersion utilisé est le
logiciel SLAB. Ne connaissant pas de fonction d'inclusion pour ce modèle par code, c'est
donc la seconde déclinaison de la méthode mixte reposant sur la monotonie du modèle
qui sera utilisée.
La concentration en gaz est estimée en 3 points placés sous le vent et qui sont ceux utilisés
dans la section 4.1.2.3 (C280, C1415 et C3588). Pour ces 3 points, les supports intervalles
des concentrations en gaz, ainsi que les indicateurs représentatifs de l'amplitude des
incertitudes sur ces concentrations sont calculés pour la méthode mixte proposée.
En raison du faible nombre d'entrées incertaines, nous avons choisi de ne pas supprimer
l'incertitude sur l'humidité et la rugosité ; les incertitudes du modèle aﬀectent donc les 5
grandeurs d'entrée suivantes :
Paramètres Incertitudes
Température (ta) ±1%
Vitesse du vent (ua) ±8%
Débit de fuite (qs) ±10%
L'humidité (rh) ±5%
Rugosité (z0) ±5%
Table 4.20: Les incertitudes sur les entrées du modèle
Un test de monotonie préalable (phase 1) a été réalisé selon l'algorithme proposé dans la
section 4.1.3, pour étudier la monotonie du modèle SLAB par rapport à chacune de ces 5
entrées incertaines. Les résultats ont montré que la température (ta) et le débit de fuite
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(qs) ont une inﬂuence de type croissance monotone sur l'estimation de la concentration
en gaz sur les diﬀérents points choisis et pour les incertitudes considérées, alors que
les autres entrées incertaines, c'est-à-dire la vitesse du vent (ua), la rugosité (z0) et
l'humidité (rh) ont un eﬀet non-monotone sur l'estimation de la concentration en gaz.
Ces résultats sont compatibles que ceux obtenus dans les travaux de S. Pagnon [3].
En se basant sur les résultats obtenus par le test de monotonie, les entrées qui sont tirés
sous forme d'intervalles sont donc la température (ta) et le débit de fuite (qs), alors que
les autres entrées (ua, rh et z0 ) sont tirées sous forme de points.
Les incertitudes sur les entrées du modèle qui sont tirées sous forme de points sont
représentées par des distributions de probabilités uniformes. Le nombre d'échantillons
utilisés pour la méthode mixte est N = 1000 et l'ordre de la sous division uniforme est
m = 10, nous avons conservé le nombre d'échantillon qui avait été ﬁxé à N = 100.000
pour la méthode classique de Monte-Carlo.
Avec la méthode mixte, pour chaque échantillon, le logiciel SLAB est lancé 2 fois, la
première pour calculer les bornes inférieures de la concentration en gaz aux diﬀérents
points en utilisant les bornes inférieures des supports intervalles de la température et du
débit de fuite, et de la même manière pour la deuxième en relançant le calcul sur les
bornes supérieures.
Pour chaque échantillon, SLAB retourne ainsi les deux tableaux suivants :
xk BBCk yk,1Max yk,2Max yk,3Max yk,4Max yk,5Max yk,6Max
x1 BBC1 c11Min c12Min c13Min c14Min c15Min c16Min
x2 BBC2 c21Min c22Min c23Min c24Min c25Min c26Min
. . . . . . . .
. . . . . . . .
xn BBCn cn1Min cn2Min cn3Min cn4Min cn5Min cn6Min
Table 4.21: Tableau des concentrations minimales en chaque point
xk BBCk yk,1Min yk,2Min yk,3Min yk,4Min yk,5Min yk,6Min
x1 BBC1 c11Max c12Max c13Max c14Max c15Max c16Max
x2 BBC2 c21Max c22Max c23Max c24Max c25Max c26Max
. . . . . . . .
. . . . . . . .
xn BBCn cn1Max cn2Max cn3Max cn4Max cn5Max cn6Max
Table 4.22: Tableau des concentrations maximales en chaque point
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Il faut noter que le fait de lancer une double simulation signiﬁe des entrées diﬀérentes
à chaque fois et donc un paramétrage diﬀérent pour SLAB. Ceci conduit à évaluer la
concentration en des points diﬀérents du panache pour un même échantillon. Concrète-
ment, le paramètre interne BBC va changer entre les deux simulations et il en sera donc
de même pour les ordonnées yk,j(.). A noter que les symbolesMin etMax des ordonnées
dans les tableaux (4.21) et (4.22) sont inversés par rapport à ceux de la concentration
car plus l'ordonnée d'un point est importante, plus la concentration en gaz en ce point
est faible.
Le tableau 4.23 donne pour les 3 points étudiés la concentration cNom,k calculée à partir
des valeurs nominales des entrées et l'indicateur de la propagation de l'incertitude U −
MC et U−AIMCM réﬂétant le niveau d'incertitude sur la sortie évalué par la simulation
Monte Carlo et la méthode mixte proposée.
 Point cNom,k U −MC U −AIMCM
1 C280 21917.77 10.82% 10.39%
2 C1415 2942.55 11.40% 11.11%
3 C3588 980.51 15.03% 14.50%
Table 4.23: Les indicateurs calculés
Interprétation des résultats
Les résultats obtenus avec la méthode AIMCM conduisent à un indicateur reﬂétant le
niveau d'incertitude sur la sortie variant entre 10.39% et 14.50%. Pour chacun des points,
cet indicateur se retrouve très proche de U −MC alors que le nombre d'échantillons
utilisés est beaucoup plus faible. En d'autres termes, la méthode mixte conduit à des
résultats en propagation d'incertitudes très proches de ceux obtenus par la simulation
MC classique avec un nombre d'échantillons beaucoup plus faible. La raison principale
est que la simulation MC est basée sur le tirage de valeurs aléatoires pour chaque entrée
du modèle alors que AIMCM manipule des ensembles de valeurs pour les entrées par
rapport auxquelles le modèle est monotone. Ainsi, AIMCM permet de traiter une plus
grande proportion des valeurs possibles des entrées et conduit à réduire la sous-estimation
induite par la stratégie d'échantillonnage de la simulation MC classique. En outre, avec
AIMCM le temps de calcul est inférieur à celui de MC. Cela s'explique par la taille de
l'échantillon beaucoup plus faible avec AIMCM qui nécessite donc moins de temps de
calculs.
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4.3 Troisième phase : réalisation des cartographies
Pour rappel, les méthodes d'inversion sont spéciﬁques aux modèles utilisés et sont donc
présentées au niveau application. Celles proposées dans la phase 3 en lien avec la méthode
mixte reposent sur les méthodes vues dans le chapitre 3 (sections 3.2.1 et 3.2.2) dans le
cadre de l'approche probabiliste (simulation de Monte-Carlo) mais adaptées ici, car pour
chaque échantillon, nous avons maintenant des supports intervalles en sortie et non plus
de simples valeurs.
4.3.1 Modèle gaussien
4.3.1.1 Réalisation des cartographies avec la méthode mixte
La réalisation des cartographies pour le modèle gaussien consiste à inverser le modèle de
dispersion en tenant compte des incertitudes associées aux entrées.
Cette partie traite le problème d'inversion via AIMCM. Au début, la variable xk est
discrétisée sur tout le support de l'étude : xk,k=1,...,n de sorte que xk+1 = xk +4x avec
4x une constante choisie comme dans la section 3.2.1 et x1 = 0. L'objectif est de trouver
pour une valeur xk donnée la valeur de yk telle que la concentration en gaz au point
(xk, yk) soit égale à un seuil choisi cs. Mais la diﬀérence avec AIMCM provient du calcul
en sortie des intervalles [yk]i,i=1,...N à partir d'une fonction d'inclusion de la relation (3.4)
au lieu de calculer des valeurs yk,i,i=1,...N de yk. Evaluer la zone d'incertitudes revenant
toujours à déterminer, pour chaque xk et les N échantillons, les valeurs extrêmes de la
sortie yk où la concentration vaut cs, l'union d'intervalles ∪[yk]i,i=1,...N est évaluée. Le
maximum yk,max et le minimum yk,min sont obtenus respectivement en déterminant les
bornes supérieure et inférieure de cette union d'intervalles. Pour toutes les abscisses xk
de la zone d'étude, nous devons répéter cette opération et nous obtenons au ﬁnal deux
courbes frontières yMax et yMin (ﬁgure 4.18) qui délimitent :
 la zone de sécurité où la concentration en gaz doit être inférieure à cs pour toutes les
valeurs possibles des entrées incertaines du modèle,
 la zone de danger où la concentration en gaz doit être supérieure à cs pour toutes les
valeurs possibles des entrées incertaines du modèle,
 la zone d'incertitude où la concentration en gaz peut être supérieure ou inférieure à cs
en fonction des valeurs possibles des entrées incertaines du modèle.
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Figure 4.18: Panache de NO simulé en phase 3 par AIMCM.
4.3.1.2 Comparaison des cartographies obtenues par MC et AIMCM
Nous pouvons facilement comparer les résultats obtenus en fusionnant les cartographies
de MC avec celles de AIMCM (ﬁgure 4.19). La zone de danger à l'intérieur de la courbe
verte yMin obtenue par AIMCM et celle à l'intérieur de la courbe bleue yMin obtenue
par MC sont presque confondues. De la même manière, la zone d'incertitudes (délimitée
par les deux courbes bleues) calculée par MC et la zone d'incertitudes (délimitée par
les deux courbes vertes) calculées par AIMCM sont aussi pratiquement identiques. Ainsi
AIMCM conduit à une précision similaire des zones calculées par rapport à MC avec
un nombre d'échantillons beaucoup plus faible (N = 1000 échantillons pour AIMCM
quand N = 100.000 pour MC), ce qui conduit à réduire le temps de calculs. Le temps
d'exécution pour obtenir les résultats avec AIMCM n'est que de 36.08 secondes tandis
que le temps de calculs pour obtenir les résultats avec MC vaut 513.52 secondes. Donc
la méthode mixte proposée permet d'obtenir quasiment la même cartographie que par
MC mais avec une réduction du temps de calculs de 93%.
Cette réduction du temps de calculs dans la génération de la cartographie conduit à une
réponse plus rapide. Remarquons que le croisement des courbes yMax pour les dernières
valeurs de xk provient d'un nombre N d'échantillons diﬀérent pour AIMCM et MC
et donc de tirages diﬀérents pour les échantillons. Si les sous-intervalles utilisés dans
les échantillons de AIMCM contenaient toutes les valeurs d'entrées utilisées dans les
échantillons de MC, la zone incertitudes calculée par AIMCM encadrerait nécessairement
la zone correspondante obtenue par MC.
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Figure 4.19: Panache de NO simulé par AIMCM et MC.
4.3.2 Modèle SLAB
4.3.2.1 Réalisation des cartographies avec la méthode mixte
L'objectif est de déterminer les zones géographiques dans lesquelles la concentration en
gaz est inférieure (zone de sécurité) ou supérieure (zone de danger) à un seuil réglemen-
taire donné en utilisant le modèle SLAB et la méthode mixte (AIMCM).
Les données utilisées dans cette partie sont les mêmes que celles utilisées dans la partie
3.4.3.
Pour rappel, comme pour la méthode d'inversion probabiliste présentée dans la section
3.2.2, l'axe des abscisses est discrétisé avec un pas variable (plus faible à proximité de la
source) et pour chaque valeur xk obtenue, la concentration est évaluée par SLAB en 6
ordonnées diﬀérentes yk,j,j=1,...,6.
Pour un échantillon en entrée (une simulation), l'objectif est toujours de trouver, pour
une valeur xk donnée, la valeur de yk telle que la concentration au point (xk, yk) soit
égale à cs. Mais la diﬀérence avec AIMCM est que pour chaque échantillon d'indice i,
une double évaluation (simulation) est eﬀectuée aﬁn de déterminer l'intervalle de concen-
tration en gaz puisque certaines entrées (température et débit de fuite) sont tirées sous-
formes d'intervalles. Le logiciel SLAB renvoie donc, suivant la méthode détaillée dans
la section propagation d'incertitudes 4.2.2.2, deux tableaux 4.21 et 4.22 contenant les
valeurs minimales et maximales de concentration en chaque point considéré.
Pour chaque xk, on recherche les valeurs des bornes des concentrations en gaz qui per-
mettent d'encadrer au plus proche le seuil cs, ce qui conduit à deux cas possibles :
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 le cas 1 où le seuil cs se situe entre deux supports de concentration [ck,j−1Min, ck,j−1Max]
et [ck,jMin, ck,jMax] consécutifs : ck,jMax < cs < ck,j−1Min,
Figure 4.20: Cas 1
 le cas 2 où le seuil cs se situe directement dans le support de concentration [ck,jMin, ck,jMax] :
ck,jMin <= cs <= ck,jMax.
Figure 4.21: Cas 2
Selon le cas où se trouve le seuil cs et à partir des données des tableaux 4.21 et 4.22,
une interpolation est réalisée aﬁn d'en déduire les valeurs yk,i,Min et yk,i,Max délimitant
la zone d'incertitudes pour une valeur donnée xk et l'échantillon d'indice i utilisé.
Pour le premier cas, une double interpolation linéaire (ﬁgure 4.20) est utilisée pour esti-
mer respectivement yk,i,Min et yk,i,Max, sur le même principe que dans la section 3.2.2 :
aMin =
ck,j−1Min − ck,jMin
yk,j−1Max − yk,jMax et bMin = ck,jMin − (aMin × yk,jMax)
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ce qui conduit à : yk,i,Min =
cs − bMin
aMin
aMax =
ck,j−1Max − ck,jMax
yk,j−1Min − yk,jMin et bMax = ck,jMax − (aMax × yk,jMin)
ce qui conduit à : yk,i,Max =
cs − bMax
aMax
Pour le deuxième cas où le seuil cs est élément de [ck,jMin, ck,jMax], il est nécessaire
d'utiliser les concentrations estimées aux points (xk, yk,j−1) et (xk, yk,j+1) encadrant le
point (xk, yk,j), c'est-à-dire réaliser une double interpolation parabolique sur 3 points
(ﬁgure 4.21). Dans un premier temps, les coeﬃcients de chaque parabole utilisée sont
identiﬁés aﬁn de passer par les données renvoyées par SLAB. Ensuite, deux équations du
second degré sont résolues pour trouver la valeur de yk menant à ck = cs. Pour l'abscisse
xk choisie et le ième échantillon sélectionné, les valeurs yk,i,Max et yk,i,Min interpolées
sont détaillées ci-après.
Identiﬁcation des coeﬃcients de la parabole :
ck = a0Min + a1Min × (yk − yk,jMax) + a2Min × (yk − yk,jMax)2
a0Min = ck,jMin
a1Min =
ck,j−1Min − ck,jMin
yk,j−1Max − yk,jMax +
ck,j−1Min − ck,jMin
yk,j+1Max − yk,j−1Max −
(yk,j−1Max − yk,jMax)× (ck,j+1Min − ck,jMin)
(yk,j+1Miax − yk,j−1Max)× (yk,j+1Max − yk,jMax)
a2Min =
ck,j+1Min − ck,jMin
(yk,j+1Max − yk,jMax)× (yk,j+1Max − yk,j−1Max) −
ck,j−1Min − ck,jMin
(yk,j+1Max − yk,j−1Max)× (yk,j−1Max − yk,jMiax)
4 = a21Min − 4a2Min(a0Min − cs)
Racines solution :
yk,i,Min =
−a1Min ±
√4
2a2Min
+ yk,jMax
Il faut garder la racine comprise entre yk,j−1Max et yk,j+1Max.
Identiﬁcation des coeﬃcients de la parabole :
ck = a0Max + a1Max × (yk − yk,jMin) + a2Max × (yk − yk,jMin)2
a0Max = ck,jMax
a1Max =
ck,j−1Max − ck,jMax
yk,j−1Min − yk,jMin +
ck,j−1Max − ck,jMax
yk,j+1Min − yk,j−1Min −
(yk,j−1Min − yk,jMin)× (ck,j+1Max − ck,jMax)
(yk,j+1Min − yk,j−1Min)× (yk,j+1Min − yk,jMin)
a2Max =
ck,j+1Max − ck,jMax
(yk,j+1Min − yk,jMin)× (yk,j+1Min − yk,j−1Min) −
ck,j−1Max − ck,jMax
(yk,j+1Min − yk,j−1Min)× (yk,j−1Min − yk,jMin)
4 = a21Max − 4a2Max(a0Max − cs)
Racines solution :
yk,i,Max =
−a1Max ±
√4
2a2Max
+ yk,jMin
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Il faut garder la racine comprise entre yk,j−1Min et yk,j+1Min.
On a donc réussi, pour l'échantillon d'indice i, à calculer pour chaque abscisse discrétisée
xk, les valeurs limites yk,i,Min et yk,i,Max délimitant les zones de danger et d'incertitudes.
Le principe est ensuite de réitérer la même opération pour chaque échantillon, c'est-à-
dire pour les N combinaisons aléatoires de supports intervalles et de valeurs des entrées
incertaines du modèle SLAB. On obtient alors pour chaque valeur xk, N supports inter-
valles [yk]i = [yk,i,Min, yk,i,Max], i = 1, ..., N.
Evaluer la zone d'incertitudes revenant toujours à déterminer, pour chaque xk et les
N échantillons, les valeurs extrêmes de la sortie yk où la concentration vaut cs, l'union
d'intervalles
⋃
[yk]i,i=1,...,N est évaluée. Pour chaque xk, les bornes de cette union yk,Max
et yk,Min expriment les frontières (courbes yMax et yMin) entre les zones de sécurité, de
danger et d'incertitudes. Une localisation en un point (xk, yk) avec yk < yk,Min corres-
pond à une concentration en gaz supérieure à cs. Si yk > yk,Max, la concentration en gaz
est inférieure à cs. Si yk,Min < yk < yk,Max, la concentration en gaz peut être inférieure
ou supérieure à cs en fonction des incertitudes (ﬁgure 4.22). Le nombre d'échantillons
est ajusté jusqu'à ce qu'aucune modiﬁcation signiﬁcative dans les cartographies ne soit
observée. Cela conduit à choisir N = 10000 échantillons.
Figure 4.22: Panache de NH3 simulé par AIMCM
4.3.2.2 Comparaison des cartographies obtenues par MC et AIMCM
La ﬁgure 4.23 illustre la fusion des cartographies obtenues par la méthode de Monte Carlo
et la méthode AIMCM. De cette comparaison, nous pouvons conclure que les résultats
obtenus par la méthode mixte sont tout aussi précis (voire même ici sous-estiment légère-
ment moins la zone d'incertitudes) que ceux obtenus par Monte-Carlo, tout en reposant
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sur un nombre d'échantillons plus faible. Le temps de calculs pour la simulation de Monte
Carlo avec 100.000 échantillons est de 250s, alors qu'il n'est que de 58s avec AIMCM qui
utilise ici 10000 échantillons, soit une réduction de 76.8% du temps de calculs.
Figure 4.23: Panache de NH3 simulé par AIMCM et MC
La ﬁgure 4.24 illustre la fusion des résultats de la méthode Monte Carlo avec toujours
100.000 échantillons et de la méthode AIMCM avec cette fois-ci seulement 1000 échan-
tillons. La précision de la méthode mixte proposée reste tout à fait acceptable avec un
temps de calculs de seulement 5s, soit une réduction de 98% par rapport à la simula-
tion de Monte-Carlo, ce qui, d'un point de vue opérationnel pour le terrain, est très
intéressant.
Figure 4.24: Panache de NH3 simulé par AIMCM et MC
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4.4 Conclusion
Dans ce chapitre, nous avons proposé uneméthodologie générale pour réaliser les car-
tographies en améliorant les performances en termes de temps du calculs et de précision ;
et qui s'adresse à des modèles de dispersion dont on connait l'expression analytique (ce
qui en sous-entend d'avoir à disposition une fonction d'inclusion) ou au contraire dont
on a une description que sous-la forme d'un code informatique (boite noire).
Cette méthodologie, détaillée tout au long du chapitre, est divisée en 3 phases.
La première phase consiste à analyser préalablement les modèles d'eﬀets en vue de
faciliter leur traitement lors des phases suivantes. Il est ainsi proposé de réaliser une
analyse de sensibilité globale dans le but de ne plus prendre en compte les incertitudes
sur les entrées les moins inﬂuentes sur la variation de la sortie du modèle. Pour ce faire,
peuvent être utilisés les indices de Sobol dédiés à des modèle probabilistes, ou un tout
nouvel indice de sensibilité intervalle dédié spéciﬁquement au traitement de modèles par
intervalles. Il est aussi possible d'étudier en fonction du type de modèle, soit sa monotonie
par rapport aux entrées incertaines, soit le pessimisme généré par la multi-occurrence de
ces mêmes entrées. Notons qu'un indicateur a été développé aﬁn de déterminer le niveau
de pessimisme engendré par une entrée donnée dans le cas d'un modèle par intervalles.
La deuxième phase s'appuie sur une nouvelle approche développée pour la propagation
des incertitudes mixant les approches probabiliste et ensembliste. Reposant sur le prin-
cipe de la simulation de Monte-Carlo, l'idée principale de la méthode mixte (AIMCM)
est, au niveau de l'échantillonnage des entrées, d'essayer de tirer des sous-ensembles de
valeurs plutôt que de simples valeurs aﬁn d'appréhender plus de situations lors de chaque
simulation et ainsi réduire la taille de l'échantillon. Le principe de la méthode est général,
puisqu'elle permet de traiter aussi bien :
 des modèles (analytiques) intervalles où sont tirés des supports intervalles plus ou
moins grands en fonction du pessimisme à maîtriser,
 des modèles probabilistes (analytiques ou par code) en tirant des supports intervalles
sur les entrées incertaines par rapport auxquelles le modèle est monotone, des valeurs
sinon.
Dans le cas d'un modèle par intervalles générant peu de pessimisme, cette méthode se
limite à manipuler les supports complets des entrées sans les découper, ce qui correspond
à l'approche ensembliste détaillée dans le chapitre 2 pour la propagation des incertitudes.
Dans le cas d'un modèle probabiliste sans propriété de monotonie, elle revient à faire une
simulation de Monte-Carlo classique en ne tirant que des valeurs. Il faut juste garder à
l'esprit que, si en sortie ce sont bien des supports intervalles qui sont obtenus avec la
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méthode mixte proposée, la manière de les calculer dépend de la nature du modèle. Cet
aspect nécessite donc de la décliner en deux versions :
 une première reposant sur l'analyse par intervalles si un modèle par intervalles (fonction
d'inclusion) est utilisé,
 sinon une seconde reposant sur une évaluation inf/sup du modèle.
La dernière phase repose sur une méthode d'inversion utilisant les résultats de la phase
précédente pour réaliser les cartographies en inversant les modèles de dispersion. Si le
principe de résolution lors de cette phase reste général, la méthode d'inversion doit être
adaptée à la fois au type de modèle, mais aussi aux contraintes imposées par exemple
par le logiciel codant le modèle qui renvoie les résultats de simulation sous un format
imposé.
La démarche générale en trois phases, incluant la méthode mixte (AIMCM), a été ap-
pliquée au modèle de dispersion gaussien et au logiciel SLAB. L'analyse de sensibilité
a été détaillée pour permettre d'évaluer la pertinence des indices de sensibilité utilisés,
notamment celui intervalle proposé. Par la suite, nous avons choisi de conserver toutes les
entrées incertaines pour mieux mettre en lumière les améliorations apportées en termes
de performances par la méthode mixte, mais il est clair que les temps de calculs men-
tionnés auraient été encore plus faibles si l'on avait exploité les résultats de l'analyse de
sensibilité. Les résultats obtenus en propagation d'incertitudes et réalisation des carto-
graphies ont été comparés à ceux obtenus à l'aide des approches probabiliste (MC) et
ensembliste (AI) présentés dans les chapitres 2 et 3. Il en ressort que la méthode mixte
conduit à des résultats similaires avec un temps de calculs bien inférieur à l'approche
MC grâce à une taille d'échantillon plus faible, tout en permettant de traiter une plus
grande variété de modèles que l'approche AI. A l'inverse, pour une taille d'échantillon
similaire, AIMCM aura tendance à diminuer la sous-estimation induite par l'approche
MC en traitant une plus grande diversité des valeurs possibles des entrées (et donc de la
sortie). De même, AIMCM aura tendance à réduire la surestimation des résultats obtenus
par l'approche AI (quand le modèle est compatible) en maîtrisant mieux le pessimisme
généré par le calcul par intervalles en travaillant sur de petits supports sur les entrées.
En termes de perspectives, faire une étude de monotonie par morceaux apportera une
plus grande ﬂexibilité à l'approche proposée en permettant de tirer plus facilement des
ensembles de valeurs, ce qui aura pour conséquence de réduire encore plus la taille des
échantillons manipulés. De plus l'objectif de ce travail était essentiellement de compa-
rer des approches ou des méthodes et non les modèles d'eﬀets utilisés. Il pourrait être
intéressant de tester d'autres scénarios avec des produits de caractéristiques diﬀérentes,
des plages d'incertitudes diﬀérentes,... voire de tester un scénario identique pour les deux
modèles aﬁn de comparer les cartographies obtenues.
Conclusion et perspectives
Dans ce document, nous avons considéré le problème de l'évaluation du niveau de risque
des zones soumises au Transport des Matières Dangereuses (TMD), notamment le pro-
blème de dispersion atmosphérique de produits toxiques. Cette évaluation des risques
repose sur la quantiﬁcation de l'intensité des phénomènes qui se produisent, à l'aide de
modèles d'eﬀets (analytiques ou codes informatiques) en prenant en compte les incerti-
tudes aﬀectant certaines entrées. Les travaux menés dans le cadre de cette thèse avaient
pour objectifs :
 d'évaluer les incertitudes sur la concentration en gaz émis en propageant celles induites
par les grandeurs d'entrée incertaines lors de l'évaluation des modèles de dispersion,
 de réaliser des cartographies en évaluant les zones de danger et d'incertitudes utilisées
pour évaluer l'intensité des risques dans la zone impactée en procédant à l'inversion
des modèles de dispersion.
Ces objectifs se sont concrétisés par la proposition d'une méthodologie originale pour
réaliser ces cartographies, à la fois générale dans sa capacité à traiter des modèles de
dispersion aussi bien analytiques que par code informatique, mais aussi dans les outils
mis en ÷uvre pour permettre d'améliorer les performances en termes de temps de calculs
ou de précision par rapport aux approches probabiliste ou ensembliste relativement plus
classiques.
Une première partie de la thèse a été consacrée à propager les incertitudes issues des
grandeurs d'entrée incertaines dans les modèles de dispersion. Deux approches ont été
présentées pour ce faire : l'approche ensembliste qui repose sur l'Analyse par Intervalles
(AI) pour les modèles analytiques et l'approche probabiliste qui repose sur la simulation
de Monte-Carlo (MC), plus classique et utilisable que les modèles de dispersion soient
analytiques ou déﬁnis par du code informatique. L'objectif était de détailler les principes
de fonctionnement de chacune de ces approches et d'en poser les mécanismes (échantillon-
nage, calculs par intervalles, pessimisme,. . . ) dans un contexte académique (propagation
d'incertitudes pour un modèle gaussien) dans un souci de pédagogie avant de passer à
un niveau de complexité supérieur (inversion d'un modèle incertain). Cela a permis de
comparer les deux approches aﬁn d'en connaitre les avantages et inconvénients en termes
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de précision et temps de calculs pour résoudre le problème proposé. Les résultats obtenus
ont montré que l'analyse par intervalles conduit à une surestimation de l'intervalle de
conﬁance sur la concentration en gaz émis. Pour la méthode de Monte Carlo, le processus
utilisé pour la propagation des incertitudes repose sur un échantillonnage aléatoire qui
conduit à une sous-estimation de l'intervalle de conﬁance recherché. En termes de temps
de calculs, l'analyse par intervalle s'avère plus rapide que la simulation de Monte Carlo.
Dans une seconde partie, nous nous sommes intéressés au problème de génération des
cartographies des zones de danger et de sécurité, qui tout en reposant sur les résultats
de propagation d'incertitudes, correspond au réel objectif de ce travail. Deux modèles
ont été utilisés pour illustrer les approches proposées. Le modèle de dispersion gaussien,
plus simple et analytique, a permis de réaliser une comparaison des approches utilisées
sur un plan académique. Le second modèle SLAB, plus sophistiqué et par code, avait
pour but de se confronter à une étude plus réaliste. La réalisation des cartographies a été
abordée avec la méthode probabiliste (Monte Carlo) qui consiste à inverser  à la main 
le modèle de dispersion (manipulation formelle du modèle analytique, interpolation des
concentrations renvoyées par SLAB), puis avec une méthode ensembliste générique qui
consiste à formuler ce problème sous la forme d'un ensemble de contraintes à satisfaire
(CSP) et à le résoudre ensuite par une méthode d'inversion ensembliste. Notons que
la génération des cartographies en contexte incertain se traduit par l'estimation d'une
troisième zone, appelée zone d'incertitudes, située entre les zones de danger et de sé-
curité, où il est impossible de dire, compte tenu des incertitudes sur les entrées, si la
concentration en gaz dépasse réellement ou non le seuil préconisé. Concernant le modèle
gaussien, la réalisation des cartographies avec les deux approches a montré que l'inver-
sion ensembliste génère un majorant de la zone (cumulée de danger et d'incertitudes)
où le risque est potentiellement inacceptable ; alors qu'à l'inverse, l'approche probabiliste
en calcule un minorant. L'intérêt d'utiliser les deux approches réside dans l'encadrement
des zones de danger et d'incertitudes exactes. Dans le cadre de l'évaluation des risques
TMD, il est a priori plus intéressant d'avoir une surestimation de la zone où les risques
sont élevés, avec une précision maîtrisée, au lieu d'en obtenir seulement une partie. Une
sous-estimation peut en eﬀet conduire à une évacuation insuﬃsante ou la mise en place
de barrières inadéquates.
Tous ces éléments nous ont ﬁnalement conduits à développer une méthodologie générale
pour réaliser les cartographies en cherchant d'une part à s'adapter à la nature du modèle
de dispersion utilisé, et d'autre part à améliorer les performances en termes de temps du
calculs et de précision par rapport à l'approche probabiliste.
En ce qui concerne le premier point, cette approche est utilisable pour propager les
incertitudes et résoudre le problème d'inversion associé à tout type de modèles de dis-
persion spatialisés et statiques, qu'ils soient analytiques et par code informatique. Dans
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le premier cas, le calcul par intervalles sera privilégié en travaillant sur des fonctions
d'inclusion. Dans le second cas, il est proposé d'étudier la monotonie des modèles par
rapport aux entrées incertaines pour être capable d'évaluer l'intervalle de sortie même
pour un modèle de type code informatique.
Pour ce qui est du compromis entre réduire les temps de calculs et conserver une précision
raisonnable dans les zones estimées, diﬀérents outils sont proposés. Une analyse de sen-
sibilité globale est réalisée pour déterminer quelles sont les entrées incertaines les moins
inﬂuentes qu'il est raisonnable de ﬁxer à une valeur nominale, et ainsi limiter la taille
des échantillons à manipuler. Nous avons notamment proposé un nouvel indicateur de
sensibilité par intervalles adapté aux modèles intervalles. Il permet de plus de déterminer
le niveau de pessimisme engendré par une entrée donnée dans le cas d'un modèle par
intervalles pour mieux le maitriser. Enﬁn une nouvelle méthode pour la prise en compte
et la propagation des incertitudes mixant les approches probabiliste et ensembliste a été
développée. Appelée méthode mixte, elle consiste à tirer des ensembles de valeurs (inter-
valles) plutôt que de simple valeurs pour appréhender plus de situations possibles, tout
en utilisant un nombre de tirages réduit. Elle permet aussi de travailler sur des intervalles
plus petits pour limiter le pessimisme du calcul par intervalles lorsque celui-ci est utilisé.
Enﬁn la mise en application de cette méthodologie a été réalisée aﬁn de comparer les
résultats entre la simulation classique de Monte-Carlo et l'approche mixte proposée. Il
en ressort que la méthode mixte conduit à des résultats similaires en termes de précision,
mais avec des temps de calculs bien inférieurs grâce à la manipulation de tailles d'échan-
tillons plus faibles, tout en permettant de traiter une plus grande variété de modèles que
l'approche purement intervalles. Cela conduit à des durées de quelques secondes pour es-
timer une zone de danger parfaitement compatibles avec une utilisation opérationnelle.
A l'inverse, pour une taille d'échantillon similaire, la méthode mixte aura tendance à
diminuer la sous-estimation induite par la simulation de Monte-Carlo en traitant une
plus grande diversité des valeurs possibles des entrées (et donc de la sortie). De même,
la méthode mixte aura tendance à réduire la surestimation des résultats obtenus par
l'approche par intervalles (quand le modèle est compatible) en maîtrisant mieux le pes-
simisme généré par le calcul par intervalles en travaillant sur de petits supports sur les
entrées.
Ces travaux des recherches oﬀrent de nombreuses perspectives :
 L'approche proposée pourrait être étendue en réalisant une étude de monotonie par
morceaux qui apporterait une plus grande ﬂexibilité en permettant de tirer plus facile-
ment des ensembles de valeurs, ce qui aurait pour conséquence de réduire encore plus la
taille des échantillons manipulés.
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 L'objectif de ce travail était essentiellement de comparer des approches ou des mé-
thodes et non les modèles d'eﬀets utilisés. Il pourrait être intéressant de tester d'autres
scénarios avec des produits ayant des caractéristiques diﬀérentes, des plages d'incerti-
tudes diﬀérentes sur les entrées,... voire de tester un scénario identique pour les deux
modèles aﬁn de comparer les cartographies obtenues.
 La méthode mixte pourrait être appliquée à d'autres types des problèmes comme
la détection des défauts de capteurs mesurant la concentration en gaz toxique ou la
localisation de la source de fuite.
 Il serait intéressant de réﬂéchir à un nouvel indicateur pour l'analyse de sensibilité
spéciﬁque à la méthode mixte, tenant compte des spéciﬁcités des modèles probabiliste et
ensembliste.
 Les cartographies générées dans le cadre de ce travail sont en 2D, il serait donc inté-
ressant de générer des cartographies tridimensionnelles.
 Bien que nous n'ayons pour l'instant appliqué la démarche méthodologique qu'aux
modèles SLAB et gaussien, cette démarche est générale et pourrait être appliquée à
d'autres modèles de dispersion.
 Il serait intéressant d'améliorer la méthode proposée pour l'adapter aux modèles de
dispersion spatialisés et dynamiques.
 Au niveau applicatif, ces travaux pourraient être développés pour d'autres modes de
transport comme par canalisation, le ferroviaire ou le maritime.
 L'étude pourrait également être prolongée et transposée à d'autres phénomènes dan-
gereux comme l'explosion et l'incendie.
Annexe A
Fonctionnalités du service web
d'évaluation du niveau de risque
L'outil développé fournit un service web qui permet à l'utilisateur de déterminer les
zones de danger avec les niveaux d'intensité des phénomènes dangereux pour un TMD
(Transport des Matières Dangereuses).
Il fournit le diamètre ou les zones sous forme de listes de boites de la zone d'intensité
SEI (eﬀets irréversibles) et SEL (eﬀets létaux), la zone SELS (eﬀets létaux signiﬁcatifs)
étant moins utilisée. Il permet de décrire la répartition de la population sous forme de
densités ou de zones à enjeux donnés.
Le logiciel expose une fonction principale comme service web. Elle prend comme para-
mètres d'entrée :
 les coordonnées GPS de la zone explorée,
 la liste des camions qui sont à l'intérieur de cette zone et leurs caractéristiques (contenu,...),
 l'information liée à l'état de la météo.
Au niveau de la sortie cette fonction retourne :
 une liste de boites avec le niveau de danger associé et des informations liées à cette
zone.
Le calcul est réalisé en utilisant, soit un modèle de dispersion comme celui présenté dans
la section 1.4.1.1, soit en utilisant une zone majorante, pré-calculée et indépendante des
conditions météo, les conditions défavorables étant prises en compte, pour les produits
les moins utilisés.
Cette approche a été choisie de façon à fournir un résultat dans tous les cas, bien que
dans le cadre d'une thèse il ne soit pas possible de fournir des modèles pour toutes les
situations.
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Architecture système global-Geofencig MD
Ce service web est déployé sur le serveur G-SCOP sous l'adresse http://project.
g-scop.grenoble-inp.fr/TMD_web_test/services. Le serveur G-SCOP développé fait
partie de l'architecture technique et fonctionnelle du système global-Geofencig-MD comme
présenté dans la ﬁgure A.1 :
Figure A.1: Architecture système global-Geofencig MD
La fonction principale a le format suivant :
public Boite [ ] calculerNiveauRisque(ZoneExploree zone, DonneesMeteo meteo, Don-
neesCamion [ ] Camions).
Entrées :
 coordonnées GPS de la zone de travail  Coins haut gauche/bas droit .
 liste des camions (Coord GPS/Code ONU/Quantité) qui sont à l'intérieur de la zone
de travail.
 données météorologiques (état de météo/température/sens de vent/vitesse de vent/-
temps).
Sorties :
 liste de boites "rectangulaires" avec les informations nécessaires (Coord GPS/impact/-
vulnérabilité/ niveau de risque) pour chaque boite.
Le niveau de risque est calculé en fonction de deux paramètres :
1. l'intensité du phénomène dangereux, obtenu à partir de la base de données pré-
calculée ou du modèle de dispersion.
2. l'importance de la population touchée obtenue en utilisant la densité de la zone
touchée.
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Pour chaque camion on prend en compte 3 informations principales :
1. le code ONU important pour préciser le produit émis,
2. la quantité contenue
 pour déterminer si on a une large ou petite dispersion dans le cas d'une zone
précalculée,
 ou pour alimenter le modèle de dispersion.
3. les données météo (état de météo/température/sens de vent/vitesse de vent/-
temps) :
 on prend en compte l'heure pour préciser si la dispersion a lieu le jour ou la nuit
(temps>= 21600s && temps <=64800s),
 et le sens et la vitesse du vent pour le modèle de dispersion.
Les couleurs en fonction des enjeux et de l'intensité du phénomène dangereux sont les
suivantes :
Pour les enjeux on a 4 niveaux de vulnérabilité (en fonction de la densité ou du nombre
d'habitants de la zone) :
  1  correspond au niveau le plus fort vulnérabilité forte 
  2  signiﬁe un niveau fort
  3  correspond au niveau le moins fort
  4  pas d'enjeu.
Pour l'intensité de phénomène dangereux, on a 3 niveaux : 1 → 3 :
  1  correspond au niveau le plus fort  intensité forte  (SEL)
  2  signiﬁe un niveau moins fort (SEI)
  3  pas d'intensité.
Pour les niveaux des risques on 5 niveaux : 0 → 4 :
  R1  correspond au niveau de risque le plus fort
  R2  signiﬁe un niveau de risque intermédiaire
  R3  correspond au niveau le moins fort.
Il existe deux cas où le risque est considéré comme inexistant :
 R0 : pas des risques, ni intensité, ni enjeu
 R4 : le niveau d'intensité est 1 ou 2 mais l'enjeu est 4 (pas d'enjeu), ou bien, le niveau
d'enjeu est 1,2 ou 3 et l'intensité est 3 (pas d'intensité)
Ce niveau est déﬁni en fonction de la grille de cotation suivante :
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Intensité fort 1 Intensité moyen 2 Intensité faible
Niveau de vulnérabilité 1 R1 R2 R4
Niveau de vulnérabilité 2 R2 R3 R4
Niveau de vulnérabilité 3 R2 R3 R4
Niveau de vulnérabilité 4 R4 R4 R0
Table A.1: Les niveaux des risques
Le code de couleur des boîtes R4 est le suivant :
Niveau Couleur
Niveau d'intensité =1
Niveau d'intensité =2
Niveau de vulnérabilité= 1
Niveau de vulnérabilité= 2
Niveau de vulnérabilité= 3
Table A.2: Couleur des boites R4
Application sur le modèle de dispersion gaussien
Les ﬁgures A.2 et A.3 montrent les zones de danger calculées, suite à un accident TMD
sur une carte représentant une partie de l'agglomération lyonnaise.
Figure A.2: Carte de niveau de risque
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Figure A.3: Carte de niveau de risque
Application sur le modèle de zone majorante
La ﬁgure A.4 montre la zone de danger calculée en majorant, suite à un accident TMD
sur une carte représentant une partie de l'agglomération grenobloise.
Figure A.4: Carte de niveau de risque
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