We discuss how gaze behavior of an observer can be simulated as a Monte Carlo sampling of a distribution obtained from the saliency map of the observed image. To such end we propose the Levy Hybrid Monte Carlo algorithm, a dynamic Monte Carlo method in which the walk on the distribution landscape is modelled through Levy flights. Some preliminary results are presented comparing with data gathered by eye-tracking human observers involved in an emotion recognition task from facial expression displays.
INTRODUCTION
Vision is the dominant perceptual channel through which we interact with information and communication systems, but one major limitation of our visual communication capabilities is that we can attend to only a very limited number of features and events at any one time. This fact has severe consequences for visual communication, because what is effectively communicated depends to a large degree on those mechanisms in the brain that deploy our attentional resources and determine where we direct our gaze. Future ICT systems (dealing with gaze-contingent displays, attentive user interfaces, gaze-based interaction techniques, security systems, multimodal interfaces, augmented and mixed reality systems) should use gaze guidance to help the users deploy their limited attentional resources more effectively.
Gaze shifts are eye movements that play an important role: the Human Visual System (HVS) achieves highest resolution in the fovea -the small (about 1 degree of visual angle) central area of the retina-and the succession of rapid eye movements (saccades) compensates the loss of visual acuity in the periphery when looking at an object or a scene that spans more than several degrees in the observer's field of view. Thus, the brain directs saccades to actively reposition the center of gaze on circumscribed regions of interest, the so called "focus of attention" (FOA), to extract detailed information from the visual environment. An average of three eye fixations per second generally occurs, intercalated by saccades, during which vision is suppressed. The succession of gaze shifts is referred to as a scanpath [1] .
Beyond the field of computational vision, [2] , [3] , [4] , [5] and robotics [6] , [7] , much research has been performed in the image/video coding [8] , [9] . [10] , [11] , [12] , and image/video retrieval domains [13] , [14] .
However, one issue which is not addressed by most models [15] is the "noisy", idiosyncratic variation of the random exploration exhibited by different observers when viewing the same scene, or even by the same subject along different trials [16] (see Fig. 1 ). Such results speak of the stochastic nature of scanpaths. Indeed, at the most general level one can assume any scanpath to be the result of a random walk performed to visually sample the environment under the constraints of both the physical information provided by the stimuli (saliency or conspicuity) and the internal state of the observer, shaped by cognitive (goals, task being involved) and emotional factors.
Under this assumption, the very issue is how to model such "biased" random walk. In a seminal paper [17] , Brockmann and Geisel have shown that a visual system producing Levy flights implements an efficient strategy of shifting gaze in a random visual environment than any strategy employing a typical scale in gaze shift magnitudes.
Levy flights provide a model of diffusion characterized by the occurrence of long jumps interleaved with local walk. In Levy flights the probability of a |ξ|-length jump is "broad", in that, asymptotically, p(ξ) ∼ |ξ| −1−α , 0 < α < 2, whereas when α ≥ 2 normal (Gaussian) diffusion takes place [18] .
To fully exploit diffusion dynamics, in [19] , a gaze-shift model (the Constrained Levy Exploration, CLE) was proposed where the scanpath is guided by a Langevin equation,
on a potential U (x) modelled as a function of the saliency (landscape) and where the stochastic component ξ ∼ L α (ξ) represents random flights sampled from a Levy distribution (refer to [19] for a detailed discussion, and to [20] , [21] for application to robot vision relying on Stochastic Attention Selection mechanisms). The basic assumption was the "foraging metaphor", namely that Levy-like diffusive property of scanpath behavior mirrors Levy-like patterns of foraging behavior in many animal species [22] . In this perspective, the Levy flight, as opposed, for instance, to Gaussian walk, is assumed to be essential for optimal search, where optimality is related to efficiency, that is the ratio of the number of sites visited to the total distance traversed by forager [22] . An example depicting the difference between Gaussian and Levy walks is provided in Fig. 1 . In this note we present a new method, the Levy Hybrid Monte Carlo (LHMC) algorithm, in which gaze exploration is obtained as a sampling sequence generated via a dynamic Monte Carlo technique [24] : here, in contrast with what is usually done, the stochastic element is given by a vector ξ sampled from a Levy distribution.
This perspective suggests a different and intriguing view of the saccadic mechanism: that of a motor system implementation of an active random sampling strategy that the HVS has evolved in order to efficiently and effectively infer properties of the surrounding world. nian mechanics [24] . Suppose we wish to draw Monte Carlo samples from probability p(x),
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where, in analogy to physical systems, x can be regarded as a position vector and U (x) is the potential energy function. In a probabilistic context
is the log-likelihood function. By introducing an independent extra set of momentum variables p = {p i } N i=1 with i.i.d. standard Gaussian distributions we can add a kinetic term to the potential to produce a full Hamiltonian (energy) function on a fictitious phase-space,
where
i is a kinetic energy and U (x) is given by Eq. 3.
The canonical distribution associated to this Hamiltonian is :
By comparing to Eq. 2, it is readily seen that p(x) = p p(x, p) is the marginal of the canonical distribution. We can sample from p(x, p) by using a combination of Gibbs and Metropolis, and this density being separable, we can discard the momentum variables and retain only the sequence of position samples {x t=1 , x t=2 , · · · } that asymptotically come from the desired marginal distribution p(x) = exp(−U (x)) Z . Under the assumption that such physical system conserves the total energy (i.e. H = const), then its evolution dynamics can be described by the Hamiltonian equations:
where τ is a fictitious time along which we assume the system is evolving. Each iteration of the algorithm starts with a Gibbs sampling to pick a new momentum vector p from the Gaussian density
, which is always accepted. Then the momentum variable determines where x goes in accordance with Eqs. 6 and 7
In practice, to simulate the Hamiltonian dynamics we need to discretize the equations of motion and in general, unless we are careful, the error introduced by the discretization destroys time reversibility and the preservation of volumes which are both needed for Metropolis to work without changes. The so called leapfrog discretization has the desired properties. A single leapfrog iteration updates the coordinates x i , p i in three sub-steps.
Notice that in this fictitious dynamics the field of forces is supplied by the score function, i.e. the gradient of the loglikelihood. In sum, the HMC algorithm operate as follows: 1) A direction λ for the trajectory is chosen (λ = 1 and λ = −1, representing forward and backward trajectories); 2) Starting from the current state (x, p), perform L leapfrog iterations with step size of = λ 0 , reaching a new configuration (x , p ) = (x( L), p( L)) in the phase space; 3) Accept (x , p ) with probability min{1, exp[−(H(x , p ) − H(x, p))}, otherwise keep the old state (Metropolis step).
The Metropolis step is introduced since the leapfrog discretization, although preserving volumes and being time reversible, no longer keeps H = const (in fact it almost preserves H to order O( 2 ) giving rise to a small error H − H). The value used for 0 is usually chosen at random from some fixed distribution.
Levy sampling via HMC
Note that if the number L of iterations of the leapfrog step is set to 1, then by taking into account Eqs. 8,9 and 10 the HMC method boils down to the Langevin Monte Carlo method where Eqs. 8,9 and 10 result in a single stochastic Langevin dynamics
with ξ ∼ N (0; 1). This result can be generalized by assuming ξ to be an instance of Levy flights. As previously discussed, the motivation for introducing Levy distributions of flight lengths, as opposed, for instance, to Gaussian walk, is that such dynamics has be found to be be essential for optimal exploration in random searches [22] .
Note that if a Levy distribution L α (ξ) is used to sample the jump length ξ, then Eq.1 and thus the method described in [19] can be recovered as a special case.
Jumps ξ α ∼ L α (ξ) can be sampled in several ways [25] A well known method is the following by Chambers, Mallows, and Stuck [23] :
where φ = π(v − 1/2), u, v ∈ (0, 1) are independent uniform random numbers, β x is the scale parameter and ξ α is a symmetric Levy α-stable random number.
EXPERIMENTS AND SIMULATION
Ten participants were required to observe 7 images, each representing a facial expression of a basic emotion (anger, disgust, fear, happiness, sadness, surprise) plus a neutral expression (placebo), in order to recognize the different expressions displayed. All had normal, or corrected to normal vision. Each face was viewed for 15 sec. Images extracted from the Cohn-Kanade dataset [26] , served as stimuli.
Spurious features pertaining to the video were eliminated and the image size normalized to 462 × 600 pixels (width and height, respectively), thus subtending 9.11 deg. of visual angle horizontally and 11.83 deg. vertically at a viewing distance of 1 m, approximately equivalent to the size of a real face viewed from a distance of 1 m.
Eye movements were monitored with a SMI iView X Hi-Speed 1250 eye tracker offering a sampling rate of 1250 Hz. A bite-bar and forehead rest maintained the participant's viewing position and distance. Signals were sampled from the eye tracker, and raw data filtered to representative saccade and fixations via the SMI software Since in this work, we are not concerned with deriving saliency maps (e.g., [2] , [4] ), but rather in the "motor" aspects of gaze behavior, such maps are derived via a 'reverse engineering' procedure from the cumulative fixations of all the subjects in each facial expression (namely, the fixation map, [27] ). Each image is partitioned in a fixed number of cells; the total number of fixations per cell by all subjects is counted, and a 2D Gaussian centered on each cell is multiplied by the counted value. The resulting matrix is normalized under the sum-to-one constraint and provides an estimate of the probability that a fixation is directed to each region, which in turn is directly related to the saliency of that region [27] . Fig. 3 shows the saliency/fixation maps for the different facial expressions. Fig. 3 . Saliency maps obtained from eye-scanned subjects for six basic emotions. From top to bottom, left to right: anger, disgust, fear, joy, sadness, surprise
The results shown in Fig. 3 were somehow expected, since it is known that eye fixations tend to concentrate on eyes, nose and mouth regions during active visual perception of facial expressions [28] .
Given the saliency maps for each emotional facial expressions, the potential energy function U (x) = log L(x, θ) is computed as the log-likelihood function of a mixture of Gaussians (MoG), which is used to fit each saliency map. The parameters of the MoG model are learned via the well known Expectation-Maximization algorithm. The number of mixture components has been set to 10, each component being a multivariate Gaussian of dimension 3 (the space coordinates x and the value of the saliency map at x).
An example representative of the results obtained is presented in Fig. 3 , right column. The saccadic walk is produced by the LHMC algorithm by setting L = 40 and retaining 1000 samples for each scanpath. Jumps ξ α ∼ L α (ξ) were sampled via Chambers, Mallows, and Stuck method [23] Under such set-up, the simulation goes as follows 1. Fit the saliency with a MoG model, compute U (x) via Eq.3 and ∂ log L/∂x i , and initialize (x, p) (see, [24] for discussion) In the end, momenta p are discarded, and the sequence of coordinate samples {x t } N t=1 will represent the scanpath. When comparing the results of the simulation with human scanpaths (Fig. 3, left column) it should be kept in mind that the latter represents saccades and fixation events as filtered by the eye-tracking apparatus on the basis of raw data gathered by the system, while our paths may be considered as unfiltered raw data. Thus, for a fair comparison one should run a suitable fixation/saccade detection algorithm (e.g., Nystrom and Holmqvist [29] ) on the raw gaze points.
It can be seen that the LHMC algorithm effectively samples from the MoG distribution representing the saliency map of the task, and the gaze behavior obtained resembles scanpaths exhibited by human observers in such a complex cognitive task. This has been also evaluated by performing on the simulated scanpaths the same reverse engineering procedure described above to obtain the LHMC fixation maps and compared to human fixation maps.
This result is due to the fact that the LHMC efficiently explores the energy landscape, and in particular the use of Levy jumps provides an optimal walking strategy.
CONCLUSION
We have assumed here that the saccadic mechanism could be considered as a motor system implementation of an active random sampling strategy and that the HVS has evolved in order to efficiently and effectively infer properties of the surrounding world. On this basis we have proposed the Levy Hybrid Monte Carlo algorithm, in which gaze exploration is obtained as a sampling sequence generated via a dynamic Monte Carlo technique [24] , where the random walk is driven by Levy diffusion.
Modelling of gaze shifts through a Levy process over a saliency field can shed light to well known properties of saccadic eye movements and in particular on the random variations of the search process exhibited by different observers when viewing the same scene, or even by the same subject along different trials [16] .
We have shown that under such general framework, the Constrained Levy Exploration algorithm [19] can be recovered as a special case. Comparing to [19] , where sampling is performed in the configuration space {x}, the extra burden of enlarging the dimensions of the sampling space to a the phase-space {x, p} may look like an efficiency loss, but there is of course a benefit associated to this procedure. What is gained by adding the momentum variables is a way to efficiently explore large regions of phase-space by simulating the Hamiltonian dynamics in fictitious time. By following the dynamical path in phase-space, through the Levy flights we can propose cadidate moves that are far away from the current state but that still have a substantial chance of being accepted.
The LHMC algorithm could be used in recent visual communication trends , such as foveated image/video coding and retrieval [8] , [9] . [10] , [11] , [12] , [13] , [14] or more traditional computer vision and robotics [20] , [21] . Other applications of interest could involve scanpath simulation for quantitative evaluation and performance assessment [30] .
However, beyond any kind of possible application, the present research make some points that address the close intertwining of cognition perception and motor behaviour in terms of stochastic diffusion [31] which is central for the ongoing debate in modern cognitive science.
